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Preface

This volume contains the papers that were presented at the 5th International
Conference on Nanoelectronics Circuits & Communication System (NCCS-
2019) organized by Indian Society for VLSI Education (ISVE) & IETE Ranchi
Centre with IETE Zonal Seminar & ISF Congress with support of BSNL at
ARTTC BSNL Ranchi during 9–10th Nov. 2019. It provided a great platform for
researchers from across the world to report, deliberate, and review the latest pro-
gress in the cutting-edge research pertaining to smart computing and its applications
to various engineering fields. The response to NCCS-2019 was overwhelming with
a good number of submissions from different areas relating to, artificial intelligence,
machine learning, internet of things, VLSI design, micro & nanoelectronics circuits
&devices, green energy, signal processing, smart computing, computational intel-
ligence, and its applications in main tracks. After a rigorous peer-review process
with the help of program committee members and external reviewers, only quality
papers were accepted for publication in this volume of LNEE series of Springer.
Several special sessions were offered by eminent professors in many cutting-edge
technologies. Several eminent researchers and academicians delivered talks
addressing the participants in their respective field of proficiency. We thank to
Prof. P. S. Neelakanta, Florida Atlantic University, USA; Prof. Gopal Pathak, Vice
Chancellor, Jharkhand Technical University, Ranchi; Prof. Nand Kunar Yadav
‘Indu’, Vice Chancellor, Central University of Jharkhand, Ranchi; Sh. Anurag
Dubey, Xilinx, USA; Prof. Abhijit Biwas, University of Kolkata, Kolkata;
Prof. A. A. Khan, Former VC, Ranchi University, Ranchi; Sh. K.K. Thakur,
CGMT, BSNL, Ranchi; Dr. Raj Kumar Singh, Ranchi University, Ranchi; Sh. Ajay
Kumar, Governing Council Member, IETE, New Delhi; Sh. Viney Kakkar,
Treasurer, IETE, New Delhi; Dr. P.R. Thakura, BIT Mesra, Ranchi; for their
valuable talks for the benefits of the participants. We would like to express our
appreciation to the members of the program committee for their support and
cooperation in this publication. We are also thankful to the team from Springer for
providing a meticulous service for the timely production of this volume.
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Our heartfelt thanks to our loving founder Dr. J.W. Bakal, President, IETE,
New Delhi, and Sh. K.K. Thakur, Chairman, IETE Ranchi Centre, Ranchi;
Prof. P.R. Thakura, President, ISVE, Ranchi and Executive Committee of IETE &
ISVE Ranchi for extending excellent support to host this in ARTTC, BSNL
Campus. Professor P. S. Neelakanta, Florida Atlantic University, USA; deserves a
big round of applause from all of us for his continuous guidance and support from
the beginning of the conference. Without his support, we could never have executed
such a mega event.

Special thanks to all guests who have honoured us in their presence in the
inaugural-day of the conference. We thank to all special session chairs, track
managers, and reviewers for their excellent support. Last but not least, our special
thanks go to all the authors who submitted papers and all the attendees for their
contributions and fruitful discussions that made this conference a great success.

Ranchi (JH), India Vijay Nath
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Active Security by Implementing
Intrusion Detection and Facial
Recognition

Ravi Prakash and Premkumar Chithaluru

Abstract The current situation of security cameras has shown that there is a large
scope for improvement in the way they operate from a fundamental level. Security
cameras have always been used as a monitoring system but not as an intrusion
detecting and notifying system. CCTVs are ineffective when they are used just to
monitor a room, but if we can implement facial recognition using the existing system,
we can add a level of extra security to our home or office spaces. This paper will
analyse the use of intruder detection in IoT,mainly CCTVor closed-circuit television
using face detection while going in depth into how this can be achieved and what
measures are taken to make this possible. This research will provide a deeper look
into the problem of CCTVs being a passive form of security and how to make them a
more active formof security by implementing intruder detection. Face detection using
OpenCV is used to achieve the functionality of intruder detection. This information
will impact the way CCTV cameras are made in the future and will demonstrate that
the extra security layer of intrusion detection is a feasible and ready-to-use product.

Keywords Face · Detection · OpenCV · Intruder · CCTV · Security

1 Introduction

As we are getting busier in our daily lives, we often leave our homes and offices
prone to robbery without implementing any protection [1]. Today, almost all tech-
nologies have seen advancements except physical security. Most people still use the
old methods of securing one’s property by employing security guards or using moni-
toring tools like closed-circuit televisions (CCTVs) cameras which can only help
monitoring [2, 3]. Most physical security methods that are implemented today are
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very old and ineffective. While every device is getting smarter, CCTVs that are used
to monitor the activity in our work space or home have not gotten any smarter, and
one still has to go through the whole footage to find important data [4]. They do
not have any systematic way of securing the space as they just monitor and do not
interact with the authorized user in the case of certain crisis. They do not give any
notifications to the authorized user at the time of the incident [5].

As far as human beings are concerned, face recognition is an easy task, but for
computers, it is quite difficult.We give them commands that they execute. So, in order
for computers to detect faces, we need to give them data, allow them to learn different
faces. This task can be accomplished using concepts like artificial intelligence—to
recognize facial patterns and deep learning—allowing them to learn different faces.
The problem arises in choosing which features to base the algorithm on, the inner
features like the nose, mouth and eyes or the outer features like the head, hairline and
shape [6]. To solve this problem, we need to extract different features of relevance
from an image and put them into a suitable representation and classify them.

The computer vision and image processing software namely OpenCV is a
commonly used library, with many different algorithms for image and video anal-
ysis. In today’s era of information explosion, there is a need for such computational
methods. Popular sites such as Facebook and Google also deploy it to identify indi-
vidual persons in the data set of images uploaded by users so that you do not have
to code each person multiple times in every single photograph. Willow Garage in
2008 designed the software OpenCV 2.3.1 which has coding interface to languages
namelyC,C++,Python andAndroid.BSD licencewas adopted to release the software
OpenCV which is quite user friendly library in commercial and academic products
alike [7].

Built on the concept of Internet of things (IoT) and different electronic sensors
and microcomputers, a new security system is being implemented. Internet of things
(IoT) is an advanced automation and analytics system that allows things (devices,
appliances, machines) to connect and share data while running relevant applica-
tions towards a normal user. The basic premise and goal of IoT are to “connect the
unconnected”. In this research work, we are designing an automation system which
produces an alert when an illegal human intervention occurs [8–11].

2 Literature Review

(1) Steps for face recognition

i. Look at the image and then identify all faces in it.
ii. Analyse each face to comprehend if it is turned in a peculiar direction or

in a bad lighting as it can be a known person.
iii. Highlight the distinctive features of that face which can be used to tell that

face apart from others.
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iv. Compare these distinctive features of the face to the ones you already
recognize.

We will be using a procedure conceived in 2005 named Histogram of Oriented
Gradients (HOG) to detect the facial patterns in an image [12]. We make our image
black and white as colour data is not needed to identify faces. Then, we will look
at a pixel and its immediate neighbours. Then, we draw arrows towards the darkest
pixel showing where the image gets darker. This makes really bright and really dark
images with exact same representation. Doing this for every pixel will require excess
computation and makes the detection slower, so we will break the image into squares
of 16 × 16 pixels each. We will then compute the gradients pointing in each major
path and replace the square with the arrow where the paths were the strongest. This
is called an HOG pattern [13]. Then, we just compare the HOG pattern to the ones
extracted from other training faces. If the faces are turned into different directions,
then the computer will think that they are two different faces even if they are the
same person. To prevent this from happening, we will try to rotate each picture so
that the eyes and lips are always in the same place in the graphic object [14]. We
will be using face landmark estimation algorithm to do this task. We will arrive at
some points called landmarks which are present in every face which will allow us
to tell where the mouth and eyes are. Then, we scale, rotate and shear the image
so that the eyes and mouths are centred as finest as possible. We cannot do any 3D
transformations as that would present alterations [15].

(2) The program needs to be trained using a database of faces with multiple images
for each individual for it to be effective.

(3) Since faces are so complex, there can be no single test that will allow us to
identify a face. Instead, there are thousands of small patterns and features that
need to be matched to find a face. OpenCV uses various machine learning
algorithms to make it easier to recognize faces [16]. If our computer starts from
the top left to the bottom, then at each block, our system will need to perform
huge computations to decide if it is a face which will require huge computation
power if we need it to be fast, so OpenCV uses cascades which simply means
a series of waterfall [17–21]. OpenCV breaks the face detection process into
multiple stages and performs a rough and quick test for each block. If a block
passes a stage 1 test, a slightly detailed stage 2 test is performed [22]. This
continues for all the stages as a block keeps passing stages. If a block passes
all the stages, only then a face is recognized. The benefit of this method is most
blocks get eliminated during the first few stages saving us a lot of computation
power [23].
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3 System Model

The proposed system describes a simple and easy hardware implementation of Rasp-
berry Pi, PI Cam and PIR sensor. This system will use face detection and face recog-
nition algorithms to compare and recognize individuals. Raspberry Pi is a powerful
credit card-sizedminicomputer. Here, PIR sensor is used for motion detection.When
any individual will come near the implemented system, this sensor will activate PI
Cam, and this camera will take a picture of that individual. There will be Python
programming for face detection, generating trained data set for making database for
homemembers and face recognition for comparing and recognizing the face. If there
will be any mismatch, an email will be sent to the email id of the house members
(Fig. 1).

4 Problem Definition

Cyberwar is one of the most popular and oldest attacks that deactivate financial
and organizational systems by thieving or modifying classified data to undermine
networks, Websites and services. Since the introduction of the first lock and key and
thereafter RFID tags and biometric identification, anti-theft systems have progressed
to cater to the needs of the society to resolve these information security attacks. A
cheaper and advanced system is needed.

Algorithm

1. Capture image on motion detection.
2. Find all the faces in the image.

2.1 Check and rectify any bad angles.
2.2 Pick out the unique facial features which can be used to distinguish it from

other faces.
2.3 Compare the facial features to the ones already known using Eigen Faces.

2.3.1 If intruder is detected
2.3.1.1 Alert administrator.

2.3.2 End if

3. Process starts again

5 Simulation Tools

Java Swings used to make graphical user interface (GUI) for planning Web applica-
tions and applets. Learning Swing with the NetBeans IDE is substantially speedier
and less demanding approach to start working with Swing. NetBeans IDE’s GUI
developer, a capable component that to build GUI.



Active Security by Implementing Intrusion Detection … 5

Fig. 1 Process for intruder
detection

6 Conclusion

This article mainly focuses on detection and recognition of face from camera. The
implementation of application, computing and execution is very simple. Detection



6 R. Prakash and P. Chithaluru

of face is always a challenge, especially when recognizing objects in far. So, we
introduced this methodology to detection and as well as comparing things with close
objects of the face from camera shoot. Moreover, collected faces comparing with our
existed database under legitimately circumstances, position and depth of the picture,
the system is additionally prone the errors. However, the area under surveillance
basically has suitable light to the objects, and camera can be positioned anywhere.
Our intelligent surveillance system can be adopted the area, professional bodies and
delicate objects. To challenge this issue with far facial objects and depths of the
picture, consider the more the one video camera to fix the all different places and
occupied regions. Our system can be used to assist the all camera clips to be merged,
for making the more effective system, robust and less error rate in picture quality.
In addition, this idea can be merged with many smart algorithms to make it a more
effective and error-free surveillance system.

7 Future Scope

The system can be extended and implemented to a closed-circuit television system
for intruder detection and can also be extended to automated response in case of a
intruder detection. The name of known person will be announced. Can also be used
for automated responses of known, system can be utilized for car recognition and
fugitive recognition.
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Computing Density of States
for Pöschl–Teller Potential in Double
QuantumWell Structure

Arpan Deyasi, Suporna Bhowmick, and Pampa Debnath

Abstract Density of states for Pöschl–Teller potential in double quantumwell struc-
ture is analytically computed in the presence of external electric bias applied along
quantized direction. Realistic band diagram is considered by assuming nonparabolic
band along with variation of well-designed parameters. Simulated findings are
compared with ideal rectangular profile, which speaks for lower electron concen-
tration for the present work, thus suitable for better current control. Dimensional
parameters are tuned to observe the variation for lowest three eigenstates, along with
material parameters. Simulated data will help to calculate the current if proposed for
quantum transistor design.

Keywords Density of states · Pöschl–Teller potential · Depth parameter · Width
parameter · Eigenstates · Dimensional variation

1 Introduction

Electronic application of quantum well structure is a well-known subject for the last
thirty years, which is revolutionized only when complex models are presented for
specific applications [1–3]. Several new novel devices are theoretically proposed [4,
5] and even experimentally realized [6, 7] also based on the arbitrary quantum well,
wire or dot, where key focus is made to tune the eigenstates as per the application
requirement. Shape of the potential is designed with respect to that condition and
is realized by fabricating with heterostructure layers, and dimension of each layer
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becomes critical in order to develop quantum confinement effect. Accurate position
of eigenstates can be obtained either from transmission coefficient calculation or
from density of states profile. Among them, later is more acceptable to theoretical
researchers as it is required for calculation of current.

Different geometries of quantum well [8, 9] is proposed where rectangular is
the easiest to compute owing to its ideal nature. Though specific geometries like
triangular, parabolic, Gaussian are well-established; but none of them are suitable
to work at lower temperature. In this context, Pöschl–Teller potential is the most
desirable one, as it successfully exhibits the Bose–Einstein condensation of K atoms
[10]. Due to this feature, the structure is now considered as the subject of interest
among other potential patterns and thus taken as the choice for the present work.
In this paper, authors simulated the potential inside a double quantum well triple
barrier (DQWTB) structure, and density of states is calculated under different biasing
conditions. Results are plotted with energy, and peak of the profile at different energy
states can be utilized for current calculation.

2 Mathematical Formulation

Motion of any electron inside a quantum-confined structure is calculated by using
Schrödinger’s time-independent equation in the absence of external excitation:

−�
2

2

∂

∂z

[
1

m∗(z)
∂

∂z
ψ(z)

]
+ V (z)ψ(z) = E(z)ψ(z) (1)

where, we have incorporated the concept of effective mass mismatch.
In presence field, Eq. (1) is modified as

−�
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2

∂

∂z

[
1

m∗(z)
∂

∂z
ψ(z)

]
+ V (z)ψ(z) − qξ(z)ψ(z) = E(z)ψ(z) (2)

Density of states gives the number of energy eigenstates per unit energy interval,
and it depends on the band curvature of the semiconductor. For a quantum well
system at any particular energy Ei, DOS can be computed by summing over all the
subbands below the energy level.

ρ(E) = gsgv

n∑
i=1

m∗
π�2

�(E − Ei ) (3)

where � is the Heavyside step function. Here, summation is performed over n
confined states, gs and gv are spin and valley degeneracy, respectively.
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3 Results and Discussions

Using Eq. (2), density of states is computed and plotted for Pöschl–Teller potential
configuration of the double quantum well system in the presence of electric field
applied along the direction of dimensional confinement. Here, we consider those
Eigen energies, obtained when band nonparabolicity is taken into account. The result
is compared with rectangular potential well for validation of the result. The profile
shown in Fig. 1 represents the comparative study of density of states considering
rectangular well geometry and Pöschl–Teller potential well geometry.

Figure 2 shows density of states of Pöschl–Teller potential for three different
well dimensions. It is seen that with increase of well width, more energy levels are
formed. Also, the gap between two consecutive enrgy states reduces when the well

Fig. 1 Comparative study of
density of states for
Pöschl–Teller potential with
rectangular potential

Fig. 2 Density of states of
Pöschl–Teller potential for
three different well
dimensions
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width decreases. This is due to the fact that with increase of well width, quantum
confinement decreases, which makes the energy seperation higher.

Similar simulation is carried out for the contact barrier and middle barrier width,
which is represented in Figs. 3 and 4 simultaneously. The energy separation between
two layers does not depend on the width of the contanct barrier and middle barrier
width (Fig. 5).

By varying the material composition of barrier layers, it is observed that quantum
states appear in higher energy values with increase in mole fraction. The result is
shown in Fig. 6. This is because with increase of x, mismatch of effective mass
increases as well as the conduction band discontinuity. This enhances the quantum
confinement. Hence, eigenenrgy increases. This is reflected via density of states plot.
The variation in depth and width parameter is shown in Figs. 6 and 7 simultaneously.

Fig. 3 Density of states of
Pöschl–Teller potential for
three different contact barrier
widths

Fig. 4 Density of states of
Pöschl–Teller potential for
three different middle barrier
widths
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Fig. 5 Density of states of
Pöschl–Teller potential for
three different barrier
material compositions

Fig. 6 Density of states of
Pöschl–Teller potential for
three different depth
parameters

Figure 7 indicates the biasing effect on density of states. When field is applied
along the direction of confinement, the structure is inclined along that direction
which results lowering of quantum states. This causes more possible eigenvalues
with reduced separation (Fig 8; Tables 1 and 2).

4 Conclusion

Density of states for Pöschl–Teller potential inside a double quantum well triple
barrier structure is analytically simulated in the presence of low electric field. Results
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Fig. 7 Density of states of
Pöschl–Teller potential for
three different width
parameters

Fig. 8 Density of states of
Pöschl–Teller potential for
three different electric fields

Table 1 Lowermost two eigenstates for variation in well dimensions

Name of parameter Dimension (nm) E1 (eV) E2 (eV) �E21 (eV)

Well width 5 0.04203 0.14 0.09797

10 0.04253 0.132 0.08947

15 0.04453 0.13 0.08547

Contact barrier width 3 0.08303 0.174 0.09097

5 0.07153 0.162 0.09047

10 0.04253 0.1325 0.08997

Middle barrier width 3 0.04503 0.1295 0.08447

5 0.04253 0.1325 0.08997

10 0.03753 0.1375 0.09997
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Table 2 Lowermost two eigenstates for variation in width and depth parameters

Name of parameter Dimension (nm) E1 (eV) E2 (eV) �E21 (eV)

Width parameter 0.08 0.07053 0.1595 0.08897

0.09 0.04253 0.132 0.08947

0.1 0.007031 0.09703 0.08999

Depth parameter 4.5 0.01005 0.1905 0.18045

5.5 0.08203 0.1705 0.08847

6.5 0.04253 0.1325 0.08997

are compared with rectangular profile, and it is found that less number of eigen
peaks with higher separation. This helps to apply the structure for short-wavelength
photodetector design.
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Image Processing Using Median Filtering
for Identification of Leaf Disease

Smita Desai and Rajendra Kanphade

Abstract Agriculture plays a crucial role in India’s financial growth. Today, India’s
position is second in farm output. Disease detection of plants assumes a significant
job because of this reason. The productivity of the farm is affected by plant diseases.
Different plant diseases are resulting to decrease in the quality and amount of plants.
Presently, a day’s study of plant diseasemeans the study of patterns that we can see on
the plants. It is hard to check the plant disease physically, so it requires a greatmeasure
of hard works, particularly in plant disease as well as excessive processing time. This
paper shows a calculation for picture division strategy as it is the technique for change
of computerized picture into a few subdivisions and representation of a picture into
something for simpler examination. The novelty of this paper lies in designing the
median filtering method to denoise the raw leaf disease images. The outcome of this
paper shows the simulation results using MATLAB using the performance metrics
such as peak-to-signal noise ratio (PSNR), mutual information, and mean square
error (MSE).

Keywords Image processing · Noise removal ·Median filtering · Leaf images ·
PSNR ·MSE

1 Introduction

The Indian food business has enormous development, expanding its commitment
to world food exchange each year because of its monstrous forthcoming Fort Worth
expansion, especially with the food handling industry [1]. The Indian food and staple
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market is the world’s biggest market, and it has 6th spot. Agriculture plays extraordi-
nary reaction in India’s fares, and it is around six percent complete modern specula-
tion. Agriculture isn’t just to feed regularly growing open yet its likewise significant
wellspring of power. Plant maladies influence both quality and amount of plants in
cultivating generation. Plant malady finding is exceptionally basic in prior stage so
as to stop and control them [2]. The unaided eye perception of specialists is the
fundamental methodology embraced in for location and ID of plant infections. Be
that as it may, manual perception is tedious, costly and takes time. In certain nations,
counseling specialists even cost high just as it is tedious as well.

There are different strategies to identify the plant malady, for example, thresh-
olding, region growing, clustering, edge-based discovery, and so on. In plants, some
basic ailments are singe, and others are contagious, viral, and bacterial infections.
Picture preparing is the method which is utilized to quantify infection influenced
part and to choose the uniqueness in the shade of the influenced region. Picture
division is the path toward isolating or gathering a picture into various parts. There
are at present a wide range of methods for performing picture division, going from
the straightforward thresholding strategy to cutting edge shading picture division
methods [3, 4].

Picture division is the route toward dividing a computerized picture into various
fragments. The goal of division is to make less complex as well as change the depic-
tion of a picture into something that is progressively significant and less difficult
to investigate [5]. Picture division is regularly used to discover articles and points
of confinement (lines, twists, etc.) in pictures. Specifically, picture division is the
route toward delegating a name to each pixel in a picture to such an extent, that
pixels with a comparable imprint share certain individuality [6]. In this paper, we
presented the design of median filtering to remove the leaf images noise effectively
with minimum computational efforts. Section 2 presents the brief study of some
preprocessing methods. Section 3 presents the median filtering design, and how we
apply it on input leaf images. The experimental outcomes were described in Sect. 5.
Based on results, conclusion and further work were elaborated in Sect. 5.

2 Literature Survey

In this section, we discussed the special methods proposed for leaf disease detection
published between 2011 and 2016.

Kulkarni [1] presented system for ahead of schedule and precisely plant ailments
location, utilizing artificial neural network (ANN), and differing picture handling
procedures. As the proposed methodology depends on ANN classifier for order
and Gabor channel for highlight extraction, it gives better outcomes with an
acknowledgment pace of up to 91%.

Singh et al. [7] presented technique for color expectation of paddy harvest leaf
utilizing picture handling. They expected the strategy which might be utilized to
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contrast the harvest leaf shading and LCC. They introduced this approach for infor-
mation related to the plant necessity prior to receive the yield influenced. By utilizing
picture handling innovation, a straightforward and hearty strategy for the shading
expectation of paddy yield plant has been talked about alongside the scientific demon-
stratingwhichmay give a staggering stagewith notice bodies in the agribusiness field
for the atomization of the harvest medical issues and arrangements.

Mondal et al. [8] introduced a productive procedure to distinguish and characterize
the nearness of yellow vein mosaic virus (YVMV) sickness in okra leaf with the joint
utilization of picture getting ready, K-implies, and credulous Bayesian classifier. The
proposed framework was examined 79 standards wiped out and non-contaminated
okra leaf pictures. The data leaf pictures were of four classes such as resistive (R),
tolerable (T), moderately susceptible (MS), and highly susceptible (HS) based on
the YVMV disease reality.

Muhammad Thaqif Container et al. [9] proposed illness identification framework
for orchid utilizing picture preparing and fuzzy logic. The fundamental objective
of researcher in this paper was to exhibit framework that can recognize an orchid
disease by preparing its leaf picture. The leaf picture handling utilized strategies
resemble gray scaling, limit division, and commotion expelling. Checking of well-
being and ailment on plant accept a significant activity in effective development of
harvests in the homestead. In early days, the observing and investigation of plant
sicknesses were done physically by the ability individual in that field. This requires
gigantic proportion of work and furthermore requires over the top preparing time.
Some recent works reported for the image preprocessing in [9–11].

3 Median Filter

In this section, we present the design of median filtering to estimate and remove
the noise from the 2D images. The strategy designed by considering the raw RGB
leaf images. Median filtering is strategy which isn’t straight, and it is utilized to
expel clamor from pictures. It is extremely compelling at evacuating clamor while
saving edges. The center channel works by going through the picture pixel by pixel,
displacing each a motivation with the center advantage of neighboring pixels. The
center is determined by first organizing all the pixel regards from the window into
numerical solicitation, and after that overriding the pixel being considered within
(center) pixel regard [6]. It is especially compelling at evacuating ‘salt-and-pepper’-
type commotion. The case of neighbors is known as the ‘window,’ which slides, pixel
by pixel, over the whole picture.

In case of channel, a window size of three is utilized, with one section promptly
going before and following every passage. Window for x [6] y [6].

X=3                                                    3 9 4 52 3 8 6 2 2 9
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Y [1] = median [3 3 9] = 3
Y [2] = median [3 4 9] = 4
Y [3] = median [4 9 52] = 9
Y [4] = median [3 4 52] = 4
Y [5] = median [3 8 52] = 8
Y [6] = median [3 6 8] = 6
Y [7] = median [2 6 8] = 6
Y [9] = median [2 2 9] = 2
Y [10] = median [2 9 9] = 9

y = 3 4 9 4 8 6 6 2 2 9

• For y [1] and y [9], extend the farthest leftmost or rightmost an incentive outside
the purposes of confinement of the picture same as leaving leftmost or rightmost
worth unaltered after 1D middle.

• In the above model, in light of the fact that there is no passage going before the
main value is rehashed (just like the last worth) to get enough segments to fill the
window.

• There are differentmethodologies that have various properties thatmay be favored
specifically conditions:

• Avoid preparing the points of confinement, with or without editing the sign or
picture limit sometime later.

• Fetching passages from better puts in the sign. With pictures for instance,
territories from the far level or vertical farthest point may be picked.

• Shrinking the window close to limits, with the objective that each window is full.

As the median filtered designed in this paper is applied on 2D images, in exper-
iment we first select the RGB leaf image and extracts its R, G, and B channels. We
applied the median filtering on R, G, B channel of input image. The preprocessed
channels are finally used to generate the preprocessed RGB image.

4 Simulation Results

Here, utilizingMATLABwe have changed over original picture into median filtering
image. The picture of leaf as an information picture is converted into sifted pictures.
We have tried around 30 examples. Figure 1 demonstrates the first pictures and
sifted pictures utilizing median channel. Likewise, we have attempting to discover
properties of pictures, that is, mutual information, mean square error, peak sign
to noise ratio which will be utilized for choosing legitimate component extraction
technique. Utilizing this technique, we will have the option to recognize the disease
in the leaf (Figs. 1, 2, 3, 4, and 5).

For each image, we measured the mutual information, PSNR, and MSE as shown
in Table 1. The results are very promising.
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Fig. 1 Median filtering on image 1

Fig. 2 Median filtering on image 2

Fig. 3 Median filtering on image 3

5 Conclusion

This paper presents the design of median filtering to denoise the input leaf images
effectively. The simulation results show that the proposed approach of this paper
effectively improves the performance of denoising. In this paper, mutual information
of various leaf images has been calculated, along with their MSE and PSNR number.
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Fig. 4 Median filtering on image 4

Fig. 5 Median filtering on image 5

Table 1 Denoising
performance analysis

Image No. Mutual information MSE PSNR

Image 1 2.1239 16.1872 108.204

Image 2 1.88945 16.6805 107.953

Image 3 1.70059 27.9607 101

Image 4 1.54687 28.7391 100.805

Image 5 1.63303 33.9494 97.8697

For further work, we suggest to work on image segmentation, features extraction,
and classification phases of leaf disease detection system.
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Cloud Computing: Security Issues
and Challenges

Nirupam Sutradhar, Madhuwesh Kumar Sharma, and G. Sai Krishna

Abstract Cloud computing has become a vital piece of suggestions; nowadays, as a
result of the advantages it offers to the reasonably connectedworld. Cloud computing
has expedited suggestions in additional than one approach; from inserting the in-
depth tools to upscaling and downscaling at no matter purpose needed, transferral
concerning in-depth assets of the suggestions. Cloud computing market has become
exponentially throughout the years and is trusty upon to develop at a lot of faster pace.
One different purpose for the accomplishment of cloud computing is the flexibility
it proposals like infrastructure as associate degree support.

Keywords Cloud computing ·Multitenant architecture · Enterprise adopters ·
Exponentially · Infrastructure

1 Introduction

Cloud computing permits on-demand access to perform operations and knowledge
storage means which will be designed to fulfill distinctive needs, constraints of the
purchasers with borderline organization overhead [1–5]. Currently, the rise within
the accessibility of cloud services makes them enticing and economically smart
for purchasers with restricted computing or storage resources who are unwilling or
unable to obtain and maintain their own computing infrastructure. Purchasers will
simply source giant amounts of information and computation to remote locations,
yet as run applications directly from the cloud. Cloud computing is combination of
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many building blocks [6]. Hence, they inherit the protection constraints gift in every
element [7].

2 Type of Cloud Computing

The following are the different types of cloud computing.

• Software as a service (SaaS)
• Infrastructure as a service (IaaS)
• Web services in the cloud
• Platform as a service (PaaS).

1. SaaS (Software as a Service)
This style of disseminated figuring passes on a singular application through
the program to an outsized assortment of buyers using a multitenant building
[8–12]. On the customer angle, it suggests no frank enthusiasm for servers or
programming permitting. On the supplier viewpoint, with only one application
to keep awake, costs are low stood out from antiquated encouraging [13–17].
Salesforce.com offers a premier model among business segment applications,
by the by SaaS is particularly essential for the unit of time applications and has
even blended its far the advanced methodology of life to ERP, with players, as
an occurrence, Workday. What’s extra, who may have foreseen the sudden rising
of SaaS “work region” applications, as a case, Google Apps and Zoho Office?

2. Infrastructure as a Service (IaaS)
This type of disseminated computing is obtaining new life from Amazon, IBM,
Sun and people who presently provide storage and computer-generated servers
that IT will access for the asking. Primary venture adopters for the foremost
half utilize utility calculation for supplemental, non-crucial needs, but in the
future, they will replace quantities of the datacentre. Totally different suppliers
provide arrangements that assist IT in creating virtual datacentres from product
servers. For example, AppLogic, Elastic Server on Demand, LiquidQ.All these
are empowering IT to affix along with memory, I/O, storage, and procedure limit
as a virtualized plus, pool manageable over the system [18].

3. Web services in the cloud
It is firmly known with SaaS, net specialist co-ops provide arthropod genus
that empowers designers to misuse utility over the net, as hostile conveyancing
all out applications. They extend from suppliers providing separate business
administrations to the complete scope of arthropod genus. For example, Strike
Iron, Xignite, Google Maps, ADP finance handling, the US communicating,
Bloomberg, and even customary revolving credit handling administrations [19].

4. Platform as a service (PaaS)
This kind of appropriated registering passes on headway things as an encourage.
We can build our own applications that hazardous spike sought after for the
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provider’s establishment and are sent to our buyers by implies that of the net
from the provider’s servers. While availing PaaS facility, service providing
organization will take maximum control and limits over platform that’s why
customer cannot exercise full functionalities to achieve consistency as well
as conditioned based workplaces. Prime models consolidate Salesforce. com’s
Force.com, Coghead, and consequently the newGoogle App Engine. For unfath-
omably lightweight flip of occasions, cloud-based mashup stages multiply, as a
case, Yahoo Pipes or fashionable.net [20–22].

3 Challenges While Using Cloud Computing

• Client Authentication and Authorization
Client security requirements when services provided by cloud provider are
accessed by the client through web browsers.

• Security shortcomings of hardware virtualization
Howvirtualization can bemisused to get unapproved data fromdefenseless clients
and furthermore demonstrate alleviation procedures that can be utilized. Likewise,
we will likewise deliver vulnerabilities identified with the utilization and sharing
of virtual machine (VM) pictures [23].

• Flooding attacks and denial of service (DoS)
Since distributed computing frameworks are intended to scale as indicated by
the interest for assets, an assailant may utilize this trademark to malevolently
concentrate huge segments of the distributed computing’s capacity and bringing
down the nature of administration that the cloud gives to other simultaneous clients
[24].

• Cloud accountability
Cloud ought to have the capacity to catch and uncover illegitimate action. A
responsible cloud framework ought to have answers for accomplishing these
abilities [25].

• Challenges and solutions for remote storage protection
Methods that can be utilized by cloud customers to confirm the honesty of their
re-appropriated information.

• Protection of outsourced computation
How to assure the privacy and integrity of outsourced computations in cloud
computing?
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4 Cloud Security Architecture

4.1 How to Insure that Cloud is Safe ?

• Authentication and Authorization using XML-based authentication in a
browser
Customer confirmation to the cloud implies that an Internet browser needs the
giving of cryptographically generous protrusible terminology (XML) tokens.
Since theunderlying advanceof themethod, the customer gives his login confirma-
tions, that upon check and endorsement, permit the cloud to pass on the insurance
tokens that the customer can later provide for the cloud server as methodologies
for approval. This system, in any case, needs the help of an accepted pariah, as
projects are not prepared for giving XML-put along with security tokens with
pertinence their own [26].

• Binding Issues
So on exactlymaintain and begin-upVMs (on account of IaaS) or explicit sections
(on account of PaaS), the cloud supplier must stock data depictions connected
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with individual activity. A shopper could advert to those data portrayals there-
fore on decide the definite utility of a selected help once having a specific want.
Caricaturing assault focuses on rebuilding these data.

• Hardware Virtualization-Related Issues
So on fulfill the interest for calculation from various synchronic purchasers, cloud
specialist co-ops often got to multifaceted the employment of their affected acces-
sible instrumentality. Microsoft Azure and Amazon EC2 as an example, agree
purchasers to increasingly take off VMs which might be modified to their explicit
desires and handily oversaw, whereas in a row on the best purpose of a mutual
physical framework. Vulnerabilities emerge from the approach that in exception-
ally multiplexed cloud conditions, suppliers oft don’t have any influence over
what forms of VMs are being sent by their customers. Then again, purchasers in
addition have a restricted info on the essential physical infrastructure. Associate
degree assaulter will fabricate and share footage that is defiled with malware and
totally different styles of dangers [27].

• Availability of Resources at Cloud
Most alluring highlights of distributed computing are the way that computational
force can be effectively provided on request. On the off chance that a specific
help running from the cloud ensures an unexpected increment in the remaining
burden, extra equipment backing canbe provisionedon thefly.Notwithstanding its
allure, this “flexible” normal for mists can bemisused by assailants. How flooding
assaults are a genuine danger tomists. This issue ascends in such conditions when,
for example, all solicitations to a specific assistance should be separately checked
for legitimacy, accordingly causing administration overburdening [28].
Outcomes of administration overburdening are refusal of administration (DoS)
(which might be immediate or circuitous) and inconsistencies identified with
bookkeeping and responsibility [29].

• Accountability
Responsibility has for some time been viewed as a property of dependable PC
frameworks. A responsible framework is fit for identifying abuse and uncov-
ering the mindful element. It should have the option to produce obvious proof
of the substance’s unjust action. Also, a blameless gathering in a responsible
framework ought to be equipped for guarding itself against any fraudulent indict-
ments. Such properties are especially important in conditionswhere customers are
running their errands or administrations inside the foundation claimed or kept up
by outsiders which is the situation for open mists and appropriated frameworks.
To assemble a responsible framework, a few highlights ought to be mulled over:

• Identity binding: Gesture-based communication each activity with the indi-
vidual key of the activity engineer. This can allow various elements who
hold such records to blessing them to relate degree evaluating authority to
demonstrate their honesty or blame the activity engineer for wrongdoing.

• Tamper-evident logs: To investigate occasion of noxious lead of a particular
component, the checking on power is normally given the authentic scenery of
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that component’s past exercises as a log. One obvious property of this log is
change evidence.

• Execution verification: At the point when a cloud specialist co-op executes an
undertaking for the benefit of a customer and produces a result as the assign-
ment’s outcome, the customer may be keen on confirming rightness of the
outcome.

• Remote Storage Protection
While distributed computingoffers partakingpreferences, it in additionbrings new
security challenges. Specifically, the honesty of shoppers decentralized info turns
into a worry, that is caused by associate degree the absence of straightforwardness
and direct management within the cloud condition, whereas info classification is
often secured through customary systems, as an instance, cryptography ormystery
sharing and uprightness of knowledge transmission are often secured through
information validation, trustiness of knowledge place away within the cloud is
basically progressively exhausting to visualize [30].

• Privacy and integrity of outsourced computation
As organizations, people, and even governments progressively redistribute calcu-
lation to the cloud, they intentionally give up a definitive command over their
information and the calculation. On the off chance that the calculation includes
exclusive, private, or in any case delicate information, cloud clients may wish to
secure the protection of the information being utilized all the while, especially
when the framework supplier cannot be completely trusted.

5 Conclusion

Cloud security has developed as a big purpose each within the examination network
and much speaking as a result of the continued quick development in the accessi-
bility and prominence of distributed computing and capability suppliers. It is often
referred to as a high purpose behind aversion in receiving distributed computing
administrations by organizations and could be a hard issue that resurfaces recent
safety problems and carries novel ones. Within the endeavor to specialize in addi-
tional in-depth the issue, this work provides the earliest thorough management of the
region by giving a piece of writing define of cloud security even as protected remote
storage and calculation. The themes canvassed during this study include:

• Authentication and approval assaults and countermeasures
• Virtualization-related safety problems
• Denial of administration assaults
• Clarifications that address responsibility
• Organizations for reputability confirmation of remote storage
• Systems for security and uprightness assurance of re-appropriated calculation.
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Application of Knowledge and Data
Mining to Build Intelligent Systems

R. Kavitha

Abstract A great demand for new, powerful tools for analyzing data into useful,
task oriented knowledge is emerged due to tremendous proliferation of databases
nearly in every area of human endeavors. The disclosure of information in databases
has inferred incredible significance and enthusiasm for ongoing years, particularly
in national security regions where the entrance to the data is confined ordinarily.
Specialists find it infeasible to analyze the large amount of data stored by conven-
tional methods. The reason for generation of data is cost reduction and easiness
of storage in digital media which has resulted in significant development in the
measure of put away data in computerized structure. The trouble for an increasingly
exact examination of these information implies they may become assembled point-
less data. Then again, it is realized that in huge amount of information, a tremendous
capability of extractable data can exist. A colossal test is the manner which abuses
those data and information assets and transforms them into helpful information avail-
able to interested people, since the value of knowledge increases when people can
share and take advantage on it. The capacity to gather, break down and discover new
data from that information is incredibly helpful to the national security. Approaching
helpful data makes them increasingly productive/wise in what they do. Today, they
use it in strategic frameworks, reconnaissance and clinical databases just to give
some examples. In this article, we are trying to bring out the use of data mining in
knowledge discovery for yielding better decision based on the quondam and current
stream of data so that the systems using these approaches can handle the situation in
better way.
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1 What is KDD?

We live in a data age. In any case, we additionally need to understand that we live
in information rich however very regularly information poor condition [1]. Or on
the other hand, how about we put it in an unexpected way: There is a serious and
extending hole between information age and information perception [2]. Information
is being gathered and put away across wide assortment of fields at a striking pace.
Along these lines, a prompt need has happened to create new computational specu-
lations and devices to help with extricating significant data/information from the fast
pace of volumes of computerized information. The data, even put away, turns out to
be less and less helpful as we are confronted with troubles to recoup its utilization.
More elevated level of summarization in simple intelligible organization is likewise
hard to accomplish in this situation [3]. The above speculations and apparatuses have
laid way to the developing field of information revelation in databases (KDD) [4].
KDD can be characterized in a theoretical level as a field, which is worried about
advancing strategies and methods required in understanding information. Mapping
low-level information which are excessively huge in number or amount and review
effectively into different structures that may be increasingly unique (for instance, an
expressive guess or model of the procedure that created the information), progres-
sively conservative (for instance, a short rundown) or increasingly valuable (for
instance, a prescient model for evaluating future business) [5–8].

2 What is Data Mining and Text Mining?

The assessment in databases and information development has begun to an approach
tomanage store and control this significant data to engage dynamic [9].Datamining is
the craftsmanship and investigation of discovering data, bits of information, individu-
alization and models in data [10]. The system of extraction of supportive information
and models from tremendous data will be data mining. It is moreover called as data
divulgence process, data mining from data, data extraction or data/plan assessment
[11].

Consistently the volume and assorted variety of logical writing are extending.
Logical writing is recorded in detail by plenteous documents as a reason for future
turn of events. Information mining attempts to find data disguised in logical writing,
which is not agreeable bybasicmeasurablemethods [12].Contentmining strategies is
a noteworthy subset of information mining, which plans to remove information from
unstructured or semi-organized literary information and has far reaching applications
in breaking down and preparing printed archives [13].

Content Mining is otherwise called smart text analysis or knowledge discovery in
text or text information mining. Content mining can help with recurrence investiga-
tion of significant terms and their semantic connections [14, 15]. Content rundown is
a procedure of gathering and delivering inclusive portrayal of unique content reports.
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Fig. 1 Data, information and knowledge

Pre-handling and preparing activities are performed on the crude content for synopsis
[16, 17]. Tokenization, stop word expulsion and stemming techniques are applied for
pre-preparing. Prior, programmed content synopsis was performed based on event a
specific word or expression in archive. As of late, extra techniques for content mining
were presented with standard content mining procedure to improve the importance
and exactness of results. Figure 1 represents the process of building unprocessed data
into processed intelligence.

3 Why KDD or Data Mining is Required?

Manual analysis and interpretation are the traditional methods to rely on for
converting data into knowledge. Be it any field like health care, retail, science,
marketing, defense, finance or any other in case, fundamentally the classic approach
for one or more analysts relies on becoming closely acquaint with the information
and assists as a border between the information and products. Thus, an immediate
need has occurred to generate new computational philosophies and apparatuses to
support in mining significant information/knowledge from the rapid pace of capaci-
ties of digital information. For example, data generated from remotely sensed images
of planets and asteroids are important to planetary geologists. In this case, it is
not possible to manually analyze the data recorded; hence, a new computational
assistance is required.
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4 How KDD and Data Mining Work Together?

Automatic exploratory analysis and modeling of large data repositories is the core
concept of Knowledge Discovery in Databases (KDD). The task of KDD is to iden-
tify novel, valid, untestable and useful patterns in an organized process in large
and complex data sets. The core of the KDD process is the data mining (DM)
concept, which involves in the inference of algorithms to explore the data, devel-
oping data mining model and discovery of previously unknown patterns [18, 19].
Data mining model is used for the phenomena of understanding from the data, anal-
ysis and prediction. To learn from data, quality data needs to be effectively gathered,
cleaned and organized, and then efficiently mined. Technology and skill is required
for consolidation and integration of data elements from many sources [20].

The process of knowledge discovery is interactive and iterative. Each step is
iterative process meaning that traversing back and forth between the steps may be
required. Artistic aspect of the process is defined in the sense as that one cannot
present one formula and make a complete taxonomy for the correct choice for every
step and application type [21, 22]. Thus, it leads us to understand the process and
the various requirements and options in each step. Each KDD process starts with
defining what should be the final goal, and discovered knowledge implementation is
the final step.

Sequences of KDD.

4.1 Develop an Understanding of the Application Domain

There is an ever-delivering torrential slide of information accompanying higher
speed, volume and assortment. Anybody needs to rapidly utilize it or lose it. Infor-
mation disclosure in more astute manner requires picking where to play. One needs
to settle on astute choices about what to assemble and what to disregard, in light of
the goal of the information disclosure works out, as not all surges of information will
be similarly wealthy in potential experiences.

4.2 Selection and Integration of Data Set on Which
Knowledge Discovery Will Be Achieved

Deciding the information which will be utilized for information disclosure ought
to be finished, when the objectives are characterized. This procedure incorporates
distinguishing what information is accessible with us, accepting extra required infor-
mation and consolidating all the information got for the information revelation into
single informational index. The characterized procedure is exceptionally basic as the
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information mining process learns and finds structure of the acquired information.
The information quality shifts fromapproaching source andnature of the information.

4.3 Pre-Processing and Cleansing

At this stage, data clearing is included, such as removal of disturbance or outliers and
missing values are handled to increase data dependability. Assembling and curating
data take effort and time, particularly when it is semi-structured or unstructured.
Unstructured data can come in many forms like images, videos, audio, databases,
blogs and chats. There are streams of unstructured social media data from chats,
tweets and blogs. Unstructured data might require complex data mining algorithm
or statistical methods in this circumstance. For example, missing values—let us
assume that a certain attribute is missing reliability, then that attribute might become
destination of a supervised algorithm in data mining. A prediction model will be
developed to predict the missing data for the attribute.

4.4 Data Transformation

Data transformation step is used to collect the data and place into some standard
formats recognized by mining methods, for example, clustering, association or clas-
sification. Methods like anomaly detection and attribute importance of data mining
are used, and data is prepared and developed for mining in this stage. This step is
very important as the success of the complete data mining/KDD process is depen-
dent on the data. Data will be usually project specific. Even if data is not correctly
transformed initially, hints can be obtained from any surprising effect to us about the
correct transformation needed.

4.5 Choosing the Relevant Data Mining Task

This step is very crucial, as we decide which one of among several data mining
techniques will be selected as per the desired goals to be achieved. Each data mining
technique and algorithm can serve different types of objectives. It is our call to decide
which data mining technique to be used like classification, regression or association.
The selection mainly depends on KDD goals and previous iterative steps. The two
major goals of data mining: description and prediction. Prediction is referred often
as supervised data mining, and the supervised data mining learning process is guided
by a recently recognized ward characteristic or target. Guided information mining
process endeavors to clarify the conduct of the objective as an element of a lot of free
predictors or attributes. Supervised learning in general results in predictive models.
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Descriptive data mining includes the unsupervised learning and visualization aspects
of data mining, while the goal of unsupervised learning is pattern detection which is
in contrast to controlled education. Unsupervised education is non-directed. There
is no variation between autonomous and dependent features and no earlier identified
outcome to monitor the development in building the model. Unsupervised education
can be used for descriptive resolutions and making predictions.

4.6 Choosing the Correct Data Mining Algorithm

The previous steps will decide the strategy, now tactics to be decided in this step.
This step includes selection of specificmethods or technique for searching the pattern
required to achieve the goal. For example, neural networks work better with consid-
ering precision values and decision trees performs better with understanding ability.
Each strategy of meta learning can be achieved with several possibilities. Meta
learning will be focusing on explanation of success factor about a particular problem.
Each algorithm has various tactics and parameter of learning.

4.7 Employing the Data Mining Algorithm

At this step, data mining algorithm is implemented. The algorithm man requires to
operate in iterative mode several time until a satisfied or desired result is obtained,
for example, by alteration of definite algorithm process control factors, such as the
least quantity of illustrations in a single leaf of a choice tree.

4.8 Pattern Evaluation

Identification of pattern is done in pattern evaluation step. In this step, goals are
evaluated against the defined one in the first step, and it interpret the mined patterns
(rules, reliability, etc.), against the goals. The effect of the data mining algorithm
results is considered with respect to the pre-processing steps. Focus is mainly on the
usefulness and comprehensibility of the selected model in this step. Documentation
of the discovered knowledge starts at this step for further usage in the iteration. Each
data mining tools or algorithms can serve different types of goals and objectives.
The outcome of each data mining tools or algorithms will reflect the objective being
served. The outcome of the data mining can be represented in various formats.
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Fig. 2 KDD process

4.9 Knowledge Representation and Its Usage

This is the last stage in which the knowledge is represented using different visual-
ization techniques. We are prepared presently to join the information into another
framework for additional activity. The information gets dynamic as in we can make
changes to the framework and measure the impacts. Actually the success of this step
determines the effectiveness of our entire KDD process.

Figure 2 summarizes the overall process in knowledge discovery in databases.

5 What are Intelligent Systems?

An intelligent system is a machine with an introduced, Internet-related (IoT) PC
that can accumulate and separate data and talk about the proportional with various
frameworks. Different models for sharp frameworks can join the capacity to pick
up from security, accessibility, experience, the ability to change as demonstrated by
current data and the cutoff with respect to remote organization and checking [23–25].

Intelligent systems exist encompassing us in cutting edge TVs, traffic lights, retail
store (POS) terminals, sharp meters, cars, electronic signage and plane controls,
among a phenomenal number of various possibilities. Worked in information is a



40 R. Kavitha

key section of making web of things (IoT), in which about everything conceivable
can be given stand-out identifiers and the capacity to typically move information
over a system without envisioning that human-should human or human-to-PC joint
exertion [26].

6 How Data Mining Helps Intelligent Systems?

The two significant level essential objectives of information mining by and by will
in general are expectation and depiction. Information mining can give a major lift
to insight gathering when there is a data storm as a result of the accompanying
viewpoints related with future information:

•Volume: Information will develop at measure going from terabytes to petabytes.
•Variety: Information will be in organized, semi-organized, unstructured organi-

zations and from various sources.
•Veracity: Managing the dependability and consistency of naturally uncertain

information types will be testing.
•Complexity: Relationships, pecking orders and numerous information linkages

should be associated and corresponded.
Revelation of helpful, conceivably startling examples in information, non-

inconsequential extraction of certain, beforehand obscure and possibly valuable
data from information via programmed or self-loader methods for examination.
This prompts to find significant examples prompting information reproduction
and demonstrating. As it will be the solicitation for the day as a segment of the
Intelligence, Surveillance and Reconnaissance (ISR) thinking.

7 Use Case for Decision Support System

An example of an astute system helps investigators and leaders recognize focuses
of premium and settle on prohibition choices. This is a far reaching choice help
stage with vigorous data sharing capacities that permit accomplice organizations and
partners to share data specifically and safely. It is created by coordinating information
from various sources, for example, earthbound and satellite-based boat position/AIS
information, and is dug for the information utilizing KDD process. This information
is breaking down and introduced in an easy to use interfacewhich bolsters a collective
workplace and dependent on the examination gave a superior choice can be taken
[27–30].
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8 Use Case for Log Mining

Logs and log investigation are of indispensable significance in the present canny
frameworks. By methods for investigation framework disappointments and oddities
can be identified from occasion logs and the difficult determination procedure can
be improved. Yet, as the volume of information expands supposed to gigabytes at
that point, it gets unthinkable for the conventional techniques to examine such a
gigantic log document and decide the substantial information. By disregarding the
log information, an enormous hole of significant data will be made.

Along these lines, the answer for this issue is to utilize information digging for the
log information to separate applicable information identified with any issue from the
enormous information created from the activities. With this present, it is not required
to peruse the entire log record information by the person. By joining the utilization
of log information with the accessible calculations in the information mining proce-
dure, it gets conceivable to pick up the important ideal presentation and exhaustive
operational perceivability. Alongside the examination of log information, there is
additionally a need to characterize the log document into relevant and superfluous
information. With this methodology, time and execution exertion could be spared
and near exact outcomes could be acquired.

9 Use Case for Security Operations

The significance of data and knowledge for the assurance of any nation is brought out
from the way that it is key to arranging of any activity. Observation and reconnais-
sance assignments have been done by countries since days of yore before mounting
any ambush on the adversary. The achievement of the mission relies on the right
examination of the accessible data during the arranging stage. The assortment of
data, its examination and further spread is of prime significance. Today, the tech-
niques for gathering data have changed because of fast accessibility of data of high
caliber and unwavering quality from a differed cluster of sensors and sources. An
ideal ISR plan is figured by coordinating the ISR mission’s dependent on abilities of
different resources accessible. The data is from that point grouped and examined for
taking care of in to the arranging of activities.

10 Use Case for Document Analytics

System which changes over of satellite information and specialized scrambled
captures require calculation gave by information investigation. Calculations to be
created to break down a huge number of open-source records produced every 60 min
and contrast them and the human insight accumulated and billions of chronicled
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occasions, and afterward have prescient ability to envision explicit occurrences and
propose quantifies proactively. The data about a dubious individual can be ques-
tioned with enormous information devices on interpersonal organizations, shopping
destinations and amusement locales, and from the network logs of the pursuit did in
the net, and moves can be made.

Ideas, themes talked about in a report assortment can be considered. Content
mining canbe utilized here. For instance, the points that a ForeignMinistry is centered
around, in light of breaking down the articles/reports on its site. The archives can
be assembled in independent sections: reports talking about governmental issues,
sports, games, outside undertakings and so on. Discovering patterns identified with
explicit themesmaybe a significantmethod tofind the shroudedbits of knowledge in a
record. Later content outline can likewise be utilized by the system to create synopsis.
Content rundown methods can be applied on numerous archives simultaneously.

11 Use Case for Retort Against Threat to Civilians

System to answer against danger to tasks, has immense information gathered by
rambles, satellites, UAVs/specialized captures, and so forth can be naturally broke
down dependent on the 10,000-foot view gave by ISR informationwhich can bemade
as a component of the information mining activity. The treatment of this informa-
tion needs fast advances from system engineering to developments in measurements.
Enormous scope and top to bottom mining of information and representation of the
mining bring about different structures like maps, diagrams and courses of events,
and close to ongoing investigations of spilling information are a portion of the funda-
mental necessities for security issues. This will permit the insurance tasks to be done
continuously.

12 Conclusion

In view of the quickly expanding measure of organized and unstructured informa-
tion accessible in electronic structure, the need to help access and concentrate valu-
able information, reveal shrouded information and gain by information is progres-
sively significant even in national safety. Providing security to civilians against
threat/violence requires a nimbler intelligence gadget that functions more aggres-
sively. Information mining and mechanized information investigation strategies are
useful assets for knowledge and law implementation authorities battling against
threat/violence. Themain objective of the paper is to explain datamining and how it is
used in knowledge discovery in database. Evidence-based data, superiority and fully
analyzed intelligence productivities will give improved situational responsiveness in
national safety field. The intelligence organizations should be able to accumulate,
assemble, filter and procedure all varieties of input, from controlled to uncontrolled,
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with live feed, and display it. With the use cases, it is tried to bring how quickly an
intelligent system can take decision, based on the result of mined knowledge.
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Digital Implementation of Sigmoid
Function in Artificial Neural Network
Using VHDL

Manmohan Bhardwaj, Aradhana, Aditya Kumar, Prashant Kumar,
and Vijay Nath

Abstract This paper deals with the top-down design methodology of an artificial
neural network (ANN) whose architecture is implemented in VHDL. The simulation
of this architecture is carried out on Xilinx ISE 8.1. This realization gives flexibility
to user to change the description at their own will. The basic elements of artificial
neurons constitute the set of input nodes that receive the corresponding input signal
or pattern vector, a set of synaptic connections whose strengths are represented by a
set of weights activation function � that relates the total synaptic input to the output
(activation) of the neuron. This paper strives to achieve the linearity of sigmoidal
function because it is a nonlinear function whose realization is very difficult and
expensive on hardware due of infinite exponential series. To overcome this problem,
the proposed paper focuses on the linearity of sigmoid function by taking piecewise
linear approximation which is in the form of y = ax + b.
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1 Introduction

A human brain has about 100 billion neurons connected by 100 trillion connec-
tions. Likewise, ANN is inspired by biological neuron in our brain. Due to this
massive neural network, brain is able to do functions such as voluntary movement,
speech, intelligence, memory, emotion, and sensory processing. Brain processes
the information mainly in parallel and distributed manner that is the information is
commonly stored in myelin layers of axons and hence distributed and processed in
large number of neurons parallel, and therefore, loss of few neurons does not signif-
icantly affect the information. The attractive feature of neuron is that it has ability to
learn from the previously learnt information and respond accordingly [1]. Artificial
neuron processes large number of applications such as voice recognition, intelligent
searching, medical diagnostic, financial forecasting, and machine diagnostic [2].

An artificial neural network consists of input signals xI . Each input signal is multi-
plied by corresponding weightswI .Weight represents the strength of interconnection
between neurons. Then, these weights inputs are fed to summing junction [3]. If sum
exceed a certain threshold limit, signal is emitted from neuron. An activation function
� is there which relates total synaptic input to output of neuron, which is shown in
Fig. 1.

So, total input is given by Eq. (1).

u =
I∑

i=1

wi xi . (1)

So, output is �(u), where �(u) is activation function of neuron. Commonly, we
select sigmoidal activation function given by Eq. (2).

�(u) = a

1 + e−bu
(2)

Fig. 1 Architecture of
artificial neuron
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Fig. 2 Multilevel perceptron

A neuron with threshold activation function is called discrete perceptron and with
continuous activation function called sigmoidal function, such neuron is continuous
perceptron [4]. Neural network learn either by supervised or unsupervised learning.
In the first one, since the neuron is already trained with the correct data. So, for
each input pattern, there is desired output pattern. In the latter part, since data is not
available for training. So, for each input pattern, the network adjusts weights without
knowing correct data. This is also known as delta learning.

Apart from linear perceptron, multilayer perceptron is developed which is far
more efficient that linear perceptron. It is a feed-forward network that consists of
input layer, two or more layers of perceptron, and output layer [5]. In between input
and output layer, there are various layers present known as hidden layers as shown in
Fig. 2.MLP is very useful for solving complex real-world problems. In this case, each
node uses a nonlinear activation function. MLP uses back-propagation technique for
its training [6].

1.1 Overview of VHDL

VHDL is a hardware description language in which there is a entity block and archi-
tecture block. In entity block, input and output are defined, whereas in architecture
signals and actual behavior are defined.
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2 Methodology

In proposed paper, our design suggests a method to tackle problems encountered
by neural architecture activation function and artificial neural network design [7].
A neuron processes the design in three steps: the synaptic weights of input nodes
are summed together and fed to sigmoidal function for the activation of neuron
signals [8]. Activation function is very essential for the activation of neuron signal.
Commonly used activation function is sigmoid function given by Eq. (3)

�(u) = a

1 + e−bu
(3)

The above function is nonlinear which makes it possible to approximate any func-
tion, but in hardware implementation, the realization of above equation is very trou-
blesome. Therefore, for the designer, it is very difficult and expensive to implement
sigmoidal function on FPGA because of infinite exponential series [9]. To overcome
this problem, the proposed paper focuses on the linearity of sigmoid function by
taking piecewise linear approximation which is in the form of y = ax + b is given
by Eq. (4).

θ(v) =

⎧
⎪⎪⎨

⎪⎪⎩

1 forw ≤ v

v(β − ϕ) for 0 ≤ v ≤ ω

v(β + ϕ) for − ω ≤ v ≤ 0
−1 for v ≤ −ω

. (4)

whereβ andϕ represent the slope and the gain of the nonlinear function θ (ν) between
the saturation regions –ω and ω, respectively. θ (ν) is implemented by one binary
shift, one binary addition, and one multiplication [10]. Fig. 3 given below shows
a structural diagram of the approximated sigmoid function implemented using this
process [11].

The proposed scheme is implemented in Xilinx 8.1 ISE navigator.
Code

Fig. 3 Structural diagram of
the approximated sigmoid
function implemented

Shift 
Register

Adder Multiplier

±
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Library IEEE;
Use IEEE.std_logic_1164.all;
Use IEEE.std_logic_arith.all;
Use IEEE.std_logic_unsigned.all; 
Entity Sigmoid is      

Port(  Z:in INTEGER range 0 to 511;
S:out INTEGER range 0 to 255 );

End Sigmoid;
Architecture Sigmoidarch of Sigmoid is 
Signal TEMP:integer range  0 to 255; 
Signal B:integer range 0 to 511;
Signal A:integer range 0 to 511;
Signal K:integer range 0 to 65535;
Signal ZZ: integer range 0 to 262144;
Constant L: integer range 0 to 255:=255;
Constant M: integer range 0 to 1023:=512; 
Begin
A<=Z;
B<=M-A; 
ZZ<=B*A; 
K<=ZZ/256; 
TEMP<=K; 
S<=TEMP when A<L else L; 
End Sigmoidarch;

3 Simulations

Figure 4 shows the output wave form of the sigmoid function which shows the
linearity of the function.

Figure 5 shows technological schematic view of sigmoid function. This helps us
to see the technology–level schematic representation of the HDL optimized for a
specific Xilinx architecture.

Figure 6 shows the RTL schematic of the sigmoid function. Register-transfer-level
abstraction is used in VHDL to create high-level representations of a circuit, from

Fig. 4 Xilinx simulation output of sigmoid function
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Fig. 5 Technology-level representation

which lower-level representations and ultimately actual circuitry can be derived.
Design at the RTL level is practiced in modern digital design.

Figure 7 shows the detailed project status of device utilization summary of sigmoid
function.

4 Conclusion

Through our proposed scheme, we have presented the synthesis of digital ANN in
VHDL. The above graph shown in Fig. 8 describes the linearity of sigmoid function.
Here, series 1 represents the sigmoid function curve, whereas the linear (series 1)
is the ideal curve of linear sigmoid function. The equation of the curve is y =
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Fig. 6 RTL schematic of sigmoid function

Fig. 7 Project status

1.0465x+22.95 with the error of R2 = 0.9222. There is 100% utilization of number
of slices containing relatable logic.

The implementation of the proposed sigmoid function is easy to implement with
low cost as shown in the comparison Table 1.



52 M. Bhardwaj et al.

Fig. 8 Graph showing the linearity of sigmoid function

Table 1 Comparision
between the proposed scheme
and other related works

Our proposed scheme Other related works

Easy to implement Difficult to implement

Low cost Expensive

May not approximate some
function

Can approximate many
function
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Abstract This paper proposes a text encryption system to encrypt multiple text files
of arbitrary sizes. The proposedwork uses one-dimensional piece-wise linear chaotic
map (PWLCM) to perform multi-sized multiple text file encryption. In the method,
a group of text files is partitioned into number of sections, each one with 4-text
elements. The text elements in each of the sections are then arranged into 2×2 dimen-
sional text blocks. All the 2 × 2 blocks and the remaining text elements (if any) are
arranged in a separate array. Finally, the array of blocks and remaining text elements
are permuted and diffused using two different PWLCM systems. The SHA-256 hash
function is used to generate the keys to prevent the proposed cryptosystem against
chosen-plaintext and known-plaintext attacks. The computer simulation reveals the
good encryption results of the multi-sized multiple text file encryption system. The
security analysis confirms the stronger resistivity of the proposed algorithm against
the most widely used security attacks.
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1 Introduction

With the growing use of text data over the Internet, security threats due to third-party
attacks are a serious issue. The text data may be in the form of bank transactions,
mobile SMS, medical reports, military secrets, industry, etc. [1]. So it is a chal-
lenge for all the cryptographic researchers to secure the confidential text information.
Encryption is one of the popular approaches to secure the text information. Various
encryption techniques like Data Encryption Standard (DES), Advanced Encryption
Standard (AES), Rivest-Shamir-Adleman (RSA) [2, 3], etc., have been developed.
Among them, DES was used in early stages of research to encrypt image and text
information. But, using DNA computing methods, DES and RSA can be broken [4,
5]. Nowadays, AES is used in the encryption field because of their superior properties
such as easy implementation, low memory requirement, and high speed [1].

Recently, researchers have suggested the use of chaotic maps in text encryp-
tion fields. Chaotic maps have several good properties such as high sensitivity to
key parameters, easy implementable software and hardware platforms, ergodicity,
determinacy, non-periodicity, and pseudo-random property [6–13]. Several research
articles have been published in chaos-based text encryption techniques. Sobhy et al.
[14] proposed an image and text file encryption technique using chaos. This algo-
rithm is also implemented in FPGA for real-time applications. Babaei [15] proposed
an image and text encryption technique using DNA and chaos. In this technique,
researcher used One-Time-Pad (OTP) algorithm to perform encryption operations.
In theoretical point of view, OTP algorithm provides better security but in practical, it
is very difficult to generate and distribute OTP-based keys. Murillo-Escobar et al. [1]
proposed a novel text encryption technique using logistic maps. This algorithm uses
128-bit external secret key and two numbers of logistic maps to perform text encryp-
tion operation. The algorithm provides security in just one-round of permutation and
diffusion operations.

Aforementioned text encryption techniques have one common problem which is
that, to encrypt multiple text files, algorithms should be executed a number of times
equal to the number of text files. This problem has been properly addressed in this
proposed work.

In this paper, we have proposed a secure multiple text file encryption technique,
wherein text files of equal as well as unequal sizes can be encrypted. The security
analysis and computer simulations show that the proposed method performs better in
terms of security, efficiency, and feasibility in the encryption of multi-sized multiple
text files.

The proposed work contributes the followings.

• To get better encryption efficiency, better security, and also to make the algo-
rithm both software and hardware effective, only piece-wise linear chaotic map
(PWLCM) systems are utilized in this technique.

• Block-based diffusion and permutation are the only major operations performed
to make the algorithm time-efficient.
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• Again to make the algorithm time-efficient, one-round permutation and diffusion
operations are performed to encrypt multiple text files.

• Hash-based keys are used to protect the algorithm against known-plaintext attack
(KPA) and chosen-plaintext attack (CPA).

The rest of the sections are arranged in the following way. The chaotic map is
described in Sect. 2. Section 3 describes the proposed methodology. The security
analysis and the computer simulations are presented in Sect. 4. Finally, the paper
concludes in Sect. 5.

2 Piece-Wise Linear Chaotic Map

In most of the encryption algorithms, PWLCM systems are used to generate better
pseudo-random chaotic sequences. PWLCM systems have certain good character-
istics such as simplicity, excellent ergodicity, efficient implementation, and good
dynamical behavior [16–18]. The PWLCM system is represented as,

pi+1 = Fc(pi ) =
⎧
⎨

⎩

pi/c 0 ≤ pi < c
(pi − c)/(0.5 − c) c ≤ pi < 0.5
Fc(1 − pi ) 0.5 ≤ pi < 1

(1)

where the control parameter, c ∈ (0, 0.5) and the initial value, p ∈ (0, 1).

3 Proposed Methodology

3.1 Key Generation Operation

Followings are the steps for key generation operation.

Step 1 Take k number of original text files of any size. Let T 1, T 2, T 3, . . . , T k
be the k number of text files having sizes M1, M2, M3, . . . , Mk bytes (or,
ASCII symbols), respectively.

Step 2 Keep all the text files in an array denoted as ‘tcell’. The array ‘tcell’ is defined
as,

tcell = {a1, a2, a3, . . . , ak} (2)

where a1, a2, a3, . . . , ak stores the text files T 1, T 2, T 3, . . . , T k in read
mode.

Step 3 Partition each of the text files of ‘tcell’ into the number of sections, each
having 4-text elements. Reshape the text elements of each of the sections
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into 2 × 2 blocks. Keep all the 2 × 2 sized text blocks in an array denoted
as ‘t’ and the remaining text elements (if any) in a separate array denoted as
‘remcell’. The proposed Algorithm 1 presents the process of block division
operation and block placement operation in the array ‘t’.

Algorithm 1
1. Set ← 1 where is an incremented variable.
2. Input number of text files from the array ′tcell′. 
3. Repeat step-4 to step-12 for number of text files.
4. Place the elements of text file in an array denoted as ′ ′.← { }
5. Convert each of the ASCII character elements of ′ ′ into 

double. ← ( )
6. Calculate the number of elements of an array ′ ′. Let it is 

denoted as ′ ′.
7. Store the value of ′ ′ in an array denoted as ′ 1′.1( ) ←
8. Store the size of each of the text files in an array denoted 

as ′sizearr′.  ( , : ) ← ( { })
9. Set ← 1. Repeat step-10 to step-12 for − ( , 4) 4⁄ times.
10. Divide ′ ′ into 2 × 2 sized non-overlapping text blocks 

and place each of the text blocks in an array ′ ′.{ } ← [ ( : + 1); ( + 2: + 3)]
11. Increment the value of by 1, ← + 1
12. Increment by 4, ← + 4

tcell

double

sizearr tcell

mod

Step 4 Convert the text block array ‘t’ into its matrix form ‘t1’ and then reshape
the matrix ‘t1’ into m × 4 where m is the length of the text block array ‘t’.

Step 5 Generate 64 hex-values of the reshaped matrix ‘t1’ through SHA-256 hash
algorithm, which is expressed as,

hash = hx1, hx2, hx3, . . . , hx64

Step 6 Generate the keys using the hash values, the given system parameters
and initial values of PWLCM systems. The proposed algorithm uses two
PWLCM systems (PWLCM-1 and PWLCM-2) to perform text encryption
operation. The keys are generated by,

{
ita11 = ita1 + abs

(
sin

(
π × sum

( hx1:hx16
1000

))) × 0.0096

e11(1) = e1 + exp
(
− (sum(hx17:hx32))

1000

)
× 0.0085

(2)
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{
ita21 = ita2 + abs

(
cos

(
π × sum

( hx33:hx48
1000

))) × 0.0093

e21(1) = e2 + exp
(
− (sum(hx49:hx64))

850

)
× 0.0079

(3)

where (ita1, e1) and (ita2, e2) are the original system parameters and initial
values of PWLCM-1 and PWLCM-2, respectively. (ita11, e11(1)) and
(ita21, e21(1)) are the generated system parameters and initial values of
PWLCM-1 and PWLCM-2, respectively.

3.2 Encryption Operation

Figure 1 shows the text encryption system. The encryption steps are as given below.

Step 1 Repeat Step 1–Step 3 of Sect. 3.1.
Step 2 Keep the number of remaining text elements, (n − mod(n, 4) + 1:n) of

each of the text files in the array ‘remcell’. Here, ‘n’ is the number of text
elements of the text files. The array ‘remcell’ is expressed as,

remcell = [remcell{1}, remcell{2}, remcell{3}, . . . , remcell{k}].

Fig. 1 Text encryption system
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where remcell{1}, remcell{2}, remcell{3}, and remcell{k} contains the
remaining text elements of T1.txt,T2.txt,T3.txt, and Tk.txt text files,
respectively.

Step 3 According to Step 6 of Sect. 3.1, generate e11(1) and ita11 of PWLCM-1
and also generate e21(1) and ita21 of PWLCM-2.

Step 4 Iterate the PWLCM-1 of Eq. (1) for m times where ‘m’ is the length of the
block array ′t ′. The generation of PWLCM-1 chaotic sequence is,

e11 = (e11(1), e11(2), e11(3), . . . , e11(m))

Step 5 Sort e11(1 : m) and e11(1:remsize) in ascending order where ‘remsize’ is
the length of the array. The sorting functions are as follows.

{
[e11sortb, e11indexb] = sort(e11(1:m))

[e11sortt, e11indext] = sort(e11(1:remsize))

where e11sortb and e11sortt are the sorting order sequences of
e11(1:m) and e11(1:remsize), respectively. e11indexb and e11indext are
the index values of the sorting sequences e11sortb and e11sortt , respec-
tively.

Step 6 According to the index value e11indexb, shuffle the blocks of the array ‘t’.
Similarly, according to the index value e11indext , shuffle the text elements
(if any) of the array ‘remcell’. Let the shuffled text block array and the
shuffled remaining text element array are denoted as ‘st’ and ‘sremcell’,
respectively.

Step 7 Iterate the PWLCM-23+remsize times to diffuse the blocks of the array ‘st’
and the text elements of the array ‘sremcell’. The generation of PWLCM-2
chaotic sequence is as follows.

e21 = (e21(1), e21(2), . . . , e21(3 + remsize))

Step 8 Sort e21 in ascending order by,

[e21sort, e21index] = sort(e21)

where, e21sort and e21index are the sorting and indexing sequences,
respectively.

Step 9 Preprocess the e21index values to generate a 2 × 2 diffusion matrix to
diffuse the blocks of the array ‘st’ and also generate diffusion text elements
to diffuse the text elements of the array ‘sremcell’. The pre-processing
operation is as follows.

{
e21index = mod

(
mod

(
e21index × 910, 128

) × 99, 128
)

e22index = double(reshape(e21index(1 : 4), [2, 2]))
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Step 10 Execute bit-XOR operation between the blocks of the array ‘st’ and the
2×2 matrix ‘e22index’. Let the diffused blocks are stored in an array ‘dst’.
The bit-XOR operation is as follows.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

dst(1) = e22index ⊕ st(1)
dst(2) = dst(1) ⊕ st(2)
dst(3) = dst(2) ⊕ st(3)

...

dst(m) = dst(m − 1) ⊕ st(m)

Execute one-to-one bit-XOR operation between the shuffled text
elements of the array ‘sremcell’ and the pre-processed text elements of
e21index(5 : 4 + remsize). Let the diffused text elements are placed in
an array denoted as ‘dsremcell’. The text element diffusion process is as
follows.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

dsremcell(1) = e21index(5) ⊕ sremcell(1)
dsremcell(2) = e21index(6) ⊕ sremcell(2)

...

dsremcell(remsize) = e21index(4 + remsize) ⊕ sremcell(remsize)

Step 11 Return the diffused text elements to their corresponding text files. Let
‘rdsremcell’ is an array containing the returned diffused text elements.
The array ‘rdsremcell’ is defined as,

rdsremcell =
[
rdsremcell {1}, rdsremcell {2}, rdsremcell{3}, . . . ,
rdsremcell {k}

]

where rdsremcell {1}, rdsremcell{2}, rdsremcell{3}, rdsremcell{k} contain
the diffused text elements of T1.txt,T2.txt,T3.txt, and Tk.txt text files,
respectively.

Step 12 Form k number of encrypted text files. The Algorithm 2 presents the
process of forming k number of encrypted text files.
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Algorithm 2
1. Set ← 1 where is an incremented variable.
2. Let is the number of text files as an input to the 

algorithm.
3. Repeat step-4 to step-10 for number of text files.
4. Take the size of each of the number of text files (output 

of step-8 of Algorithm 1).← ( , 2)
5. Set ← 1. Repeat step-6 to step-9 for − ( , 4) 4⁄ times. 
6. Place the × sized diffused text blocks of the array ′ ′ into a matrix ′ ′.← { }
7. Perform ( : + 3, : ) ← [ (1: 2) (3: 4)]
8. Increment by 1, ← + 1
9. Increment i by 4, ← + 4
10. Keep the matrix ′ ′ in an array ′ 1′.1{ } ←
11. Repeat step-12 to step-17 for number of text files.
12. Again take the size of each of the number of text files. 

(output of step-8 of Algorithm 1) ( , 2) 
13. Perform ← 1{ }. 
14. Follow step-14 to step-17, if the condition ( ( , 4)~ = 0) satisfies for the text files. 
15. Keep the remaining diffused text elements of the text files 

in a memory element denoted as ′ 1′. 1 ← { } 
16. Perform ( − ( , 4) + 1: ) ← 1
17. Perform 1{ } ←

sizearr

mod

dstdst tmp

das
tmp dst

tmp tmp

das
das

tcell
tcell

sizearr
tcell

tcell

mod

mod

con

con
con rdsremcell

Step 19 Convert the elements of tcell1{k} into ASCII symbols.

The steps of decryption operation are the reverse of the steps of encryption
operation.

4 Security Analysis and Computer Simulation results

In this system, four arbitrary-sized text files from the article [19] are used to encrypt
and decrypt the text elements, simultaneously. The text elements of text files are the
set of symbols in the ASCII format. The given text files are shown in Fig. 2 and the
size (or, length) of all the text files are shown in Table 1. The text files are simulated
in MATLAB R2012a. System parameters, initial values of PWLCM systems, and
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Fig. 2 Original a T1.txt file, b T2.txt file, c T3.txt file, d T4.txt file

Table 1 Size and length of
the text files

S. No. Text files Size (bytes) Length (No. of ASCII
symbols)

1 T1.txt 409 409

2 T2.txt 334 334

3 T3.txt 328 328

4 T4.txt 277 277

the hash value of combined multiple text files are shown in Table 2. Figures 3 and
4 shows the encryption and decryption outputs of the text encryption system. The
encryption results show that the proposed cryptosystem encrypts any number of text
files of arbitrary sizes. The decryption results show that the proposed cryptosystem
decrypts the encrypted text files using the right secret keys. It shows that the proposed
scheme is effective for encryption and decryption of multi-sized multiple text files.

The security analysis based on the simulation results are as follows.

Table 2 Initial keys of the encryption/decryption system

Secret keys Initial values System parameters

PWLCM-1 e1 = 0.215663478737535 ita1 = 0.317455312945677

PWLCM-2 e2 = 0.213891157342188 ita2 = 0.318573715124739

Hash value
(64-hex values)

‘85241BEAEF498EA203CB793C83F37801
0F35F0F4785CE38E4E5092145CA88CE4’
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Fig. 3 Simulation outputs: encrypted a T1.txt file, b T2.txt file, c T3.txt file, d T4.txt file

Fig. 4 Simulation outputs: decrypted a T1.txt file, b T2.txt file, c T3.txt file, d T4.txt file

4.1 Key Space Analysis

Larger is the key space to 2128, higher is the resistance to brute-force attack [20, 21].
The keys used in this algorithm are as follows.
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• System parameters ita1 and ita2 of PWLCM-1 and PWLCM-2, respectively;
initial values e1 and e2 of PWLCM-1 and PWLCM-2, respectively.

• 256-bit hash values.

The proposed work uses a key space of 1015 for each of the individual keys
of PWLCM systems. This is because 64-bit floating-point standard is used by the
algorithm and the IEEE suggested a key space of 1015 for the 64-bit floating-point
standard [22]. In addition to this, the proposed scheme uses a key space of 2128 for
the “Secure Hash Algorithm SHA-256” for resisting the best attack in that algorithm.
Therefore, the overall key space is

(
1015 × 1015

)×(
1015 × 1015

)×2128 = 1.2446×
2327

(
> 2128

)
, which to resist the brute-force attack efficiently.

4.2 Histogram Analysis (or Frequency Analysis)

Histogram is a graph that shows the frequency distribution of all the ASCII symbols
of a text file. The algorithm is resistive to frequency attack when all the ASCII
symbols are uniformly distributed in a ciphertext. In addition to this, the histogram
of a ciphertext should be different from the histogram of a plaintext. Figure 5 shows
the histogram results of the multiple text file encryption system. In histogram figures,
x-axis represents the decimal values of all the ASCII symbols of an ASCII table and
y-axis represents the frequency distribution of the corresponding ASCII symbols in
the ciphertext. By observing the results, we can realize that all the ASCII symbols
in cipher text files (Fig. 5b, e, h, k) are uniformly distributed and also we can see
that the histograms of plaintext files (Fig. 5a, d, g, j) are totally different from the
histograms of ciphertext files. This concludes the high resistivity of frequency attack
using the proposed scheme.

4.3 Information Entropy Analysis

Information entropymeasures the probability of occurrence of all the ASCII symbols
in a text file. Higher the closeness of probabilities of ASCII symbols in a text file,
larger is the information entropy. In this work, we are using 128 ASCII symbols.
Hence, for an ideal text encryption system, the probability of each of the ASCII
symbols is 1/128. Therefore, the information entropy of an ideal system is,

H(t) = −
127∑

i=0

p(ti ) log2 p(ti )

= −128 × 1

128
log2

1

128
= −(− log2 128

) = 7 (4)
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Fig. 5 Histograms of a original T1.txt file, b encrypted T1.txt file, c decrypted T1.txt file, d original
T2.txt file, e encrypted T2.txt file, f decrypted T2.txt file, g original T3.txt file, h encrypted T3.txt
file, i decrypted T3.txt file, j original T4.txt file, k encrypted T4.txt file, l decrypted T4.txt file

where p(ti ) is the probability and H(t) is the entropy of the information source
t . The entropy results of various text files are as shown in Table 3. The results show
that all the encrypted text outputs have information entropy values very close to
the ideal value. This proves that the ASCII symbols have appeared with almost the

Table 3 Information entropy
results of multiple text files

S. No Text files Original text files Encrypted text files

1 T1.txt 4.3099 6.8502

2 T2.txt 4.8760 6.8872

3 T3.txt 4.4066 6.8764

4 T4.txt 4.6727 6.8533

Average 4.5663 6.8668
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same probability in encrypted text files. Hence, the proposed text encryption system
strongly resists entropy attack.

4.4 Differential Attack Analysis

In differential attack, attackers try to capture some useful information from the
ciphered text to make a relationship between the plaintext and the corresponding
ciphered text. This is done by first changing a random text element in an original
text file and then applying the proposed encryption algorithm on this changed text
file to get a new ciphertext file. Finally, attackers compare the two text files (orig-
inal ciphered text file and new ciphered text file) to realize the relationship between
the original text file and the ciphered text file. “Unified Average Changing Inten-
sity (UACI)” and “Number of Pixel Change Rate (NPCR)” are the two measures
commonly used to measure the effectiveness of differential attack [23].

Table 4 shows the average UACI and NPCR results of multi-sized multiple text
files by using the proposed encryption technique. In this table, the average UACI
and NPCR results are calculated by changing the random text elements 100 times in
each of the text files. The results indicate that the proposed text encryption system
is highly sensitive to all the plaintexts with respect to only one text element change
in one text file.

4.5 Known-Plaintext Attack (KPA) and Chosen-Plaintext
Attack (CPA) Analysis

Basically, most of the algorithms have been broken by these two types of attacks.
But, the proposed scheme is resisted by these attacks. In this work, the chaotic
map (PWLCM system)-based keys are generated from the combination of given key
values and the hash values (256-bit) of the plaintext. So, when the plaintext changes,
its key value is also change. For different key values, different chaotic sequences are
produced and also different ciphertexts are obtained. Hence, attackers cannot obtain
ciphertexts by selecting some known plaintexts. This concludes the strong resistivity
of KPA and CPA using the proposed scheme.

4.6 Computational Time Analysis

A cryptosystem should have less computational time (encryption and decryption
time) when used in real-time applications. The computational analysis is done in a
systemwith 3.40 GHz processor, 4 GB of RAM, and 64-bit operating system. For the
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Table 5 NPCR and UACI results

S. No. Text files Size (bytes) Text element changed in
T1.txt file

Text element changed in
T2.txt File

NPCR (ideal
value:
approx.
100%)

UACI (ideal
value:
approx. 34%)

NPCR (ideal
value:
approx.
100%)

UACI (ideal
value:
approx. 34%)

1 T1.txt 409 99.2249 33.4819 99.1932 33.5436

2 T2.txt 334 99.0599 33.3770 99.0629 33.6623

3 T3.txt 328 99.2134 33.1493 99.1585 33.1783

4 T4.txt 277 98.9639 33.0161 98.8809 32.6654

Average 99.1155 33.2547 99.0739 33.2624

S. No. Text files Size (bytes) Text element changed in
T3.txt file

Text element changed in
T4.txt file

NPCR (ideal
value:
approx.
100%)

UACI (ideal
value:
approx. 34
%)

NPCR (ideal
value:
approx.
100%)

UACI (ideal
value:
approx. 34
%)

1 T1.txt 409 99.2249 33.4819 99.1932 33.5436

2 T2.txt 334 99.0599 33.3770 99.0629 33.6623

3 T3.txt 328 99.2134 33.1493 99.1585 33.1783

4 T4.txt 277 98.9639 33.0161 98.8809 32.6654

Average 99.1155 33.2547 99.0739 33.2624

analysis, different-sized multiple text files are used as inputs to the algorithm. Table
5 shows the result of total encryption and decryption time to encrypt and decrypt
multi-sized multiple text files using the proposed cryptosystem. The results show
that the proposed system takes very less time to encrypt and decrypt arbitrary-sized
multiple text files.

4.7 Comparison Analysis

The comparisons of the proposed method with the method in [1] are as follows. The
algorithm in [1] uses 95 printable ASCII symbols to form 1126 characters (abstract
of the said article) as a plaintext.

• The proposed method has capability to encrypt and decrypt either a single text file
or more than one text files of arbitrary sizes in a single execution of the algorithm.
However, the techniques in [1, 14, 15] used only a single text file at a time to
encrypt and decrypt their text elements.
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• The total key space of the proposed algorithm (1.2446 × 2327) is larger than 2128

and also better than the key space result of the algorithm in [1] (2128 or 2256) to
resist brute-force attack efficiently.

• The total encryption and decryption time of the proposed algorithm to encrypt and
decrypt 1126 symbols (abstract section of Ref [1]) are 0.004284 s and 0.003285 s,
respectively. On the other side, the total encryption and decryption time using the
algorithm in Ref [1] are 0.140 s and 0.109 s, respectively. This reveals that the
proposed algorithm performs faster than the algorithm in [1].

• The entropy of the encrypted text output using the proposed algorithm and the
algorithm in [1] are 6.9113 (ideal value = 7) and 6.48 (ideal value = 6.56),
respectively. The proposed algorithm deviates 1.267% from the ideal value and
the algorithm in [1] deviates 1.220% from the ideal value. So, both the information
entropy values are very close to the ideal values; hence, both the algorithms resist
entropy attack efficiently.

• Both the algorithms resist CPA and KPA and are also sensitive to the keys.
• In both the algorithms, the ASCII symbols are uniformly distributed in the cipher

text files (shown in histogram images). This proves that the proposed algorithm
prevents histogram attack or frequency attack.

5 Conclusion

This paper proposes a text file encryption technique using PWLCM systems. The
proposed technique uses arbitrary-sized multiple text files to perform encryption
operation. The technique performs permutation operation on 2× 2 sized text blocks
and remaining text elements using a PWLCM system. Then, it performs diffusion
operation on both text blocks and remaining text elements using another PWLCM
system. The computer simulation shows the good encryption and decryption results
of the proposed cryptosystem. The security analyses show the uniformity of ASCII
symbols in the histogram of cipher text files. Also there is stronger information
entropy and better NPCR and UACI. In addition, it also protects both CPA and KPA.
The comparison analyses show that the proposed algorithm is applicable to any size
of multiple text files and produces better security as compared to other reported
works.
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Relative QoS Investigation of VoIP Over
LTE Networks

Smita Avinash Lonkar and K. T. V. Reddy

Abstract TheVoice over the Internet Protocol (VoIP) for international calls to either
family or friends or business is the most common form of communication in the last
period. Since the Internet is easily accessible to maximum people, VoIP is a modest
way to lower expensive fares. However, because of the delay and low speed, VoIP
systems over mobile networks can achieve higher data rates than the regular 3G
network. In order to deal with such high data speeds, greater capacity and less latency,
long term evolution (LTE) were created. VoIP is required to allow LTE network voice
calls. This paper looks at VoIP service quality (QoS) through the LTE network by
providing two case studies on the topology of the LTE network. Relative VoIP QoS
analysis is carried out by parameter measurement.

Keywords LTE · VoIP · QoS

1 Introduction

Over recent years, we have seen the incredible rise in the use of smartphone and
mobile data. This increase in use is causing a huge increase in mobile network
Internet traffic.

LTE is standard for mobile and data terminals to handle high speed wireless
communication. It is also the first fully IP-based 3GPP wireless standard. It offers up
to 50 Mbps on the uplink (UL), and downlink (DL) at 100 Mbps [1]. Engineers are
presented with a critical problem to improve, automate and audit voice traffic over
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data networks. Based on the study of virtual traffic or actual terms, several schemes
were suggested.

In [2], they addressed how to handle the most popular VoIP codecs on aWi-MAX
network utilizing different service groups. The different types of network groupswere
contrasted to QoS. The performance of unified LAN/WANwireless VoIP scenarios is
tested using an optimization framework in [3]. VariousQoS parameters are calculated
and the proper VoIP codec was suggested on the basis of this evaluation.

The parameters that affectVoIP’s quality through heterogeneous networks, such as
Wi-Fi, Wi-MAX, and beyond that, can be identified by using the OPNET simulation
tool and are evaluated in [4] for QoS performance simulation through UMTS and
Wi-Fi (IEEE 802.11x) alone [5]. VoIP service quality (QoS) is analyzed on the LTE
network in [6]. The performance of the test is simulated by measuring parameters
and different scenarios.

The accompanying paper examines comparative QoS for VoIP over the LTE
network utilizing bandwidth, jitter, end-to-end latency and packet failure measure-
ments.

The paper is organized in this way. The LTE design is listed in Sect. 2.
Section 3 explains LTE network topology simulation. Section 4 discusses VoIP QoS
specifications. The results and conclusions of Sect. 5 are published.

2 LTE Architecture

The LTE network is designed from three main components. Two different scenarios
are applied in case studies to compare the performance of QoS. The LTE network
planning is examined and simulated. One-to-one client initialization is done first and
then the team link is implemented on track the quality improvement.

The Evolved Universal Terrestrial Radio Access Network is connected to a user
equipment (E-UTRAN), which is subsequently connected to the evolved core (EPC)
packets and then to the Internet.

The planning of theLTEnetwork is put up from threemain parts.Auser equipment
(UE) is linked with the Evolved Universal Terrestrial Radio Access Network (E-
UTRAN), which is then linked to the evolved packet core (EPC) then to the Internet.
The links are as shown in Fig. 1.

As shown in Fig. 1, user equipment (UE) is a mobile phone that is used directly
by a user to talk. It is connected to the evolved NodeB (eNodeB). The E-UTRAN
attaches each UE to the LTE network. It contains eNodeBs which can help many
cells in the LTE network. They are interlocked together via the X2 interface as well
as connected to the EPC by the S1 interface.

Five main nodes are included in EPC: the serving gateway (SGw), packet data
network (PDN), the home subscriber station (HSS) and mobility management entity
(MME). Primary network of EPC is the evolving packet core (EPC) and involves
many devices. The SGW functions as a router to direct data packets to eNodeBs
between users. The inter-eNodeB handover also functions as an anchor. The PDN
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Fig. 1 LTE architecture connection [7]

connects to the Internet the LTE network. Services such as packet filtering, traffic
shaping and user loading are controlled, and the GPRS tunneling protocol (GTPs)
are established, maintained and deleted for the SGW. MME shakes EU conditions
including UE name, phone status and protection definitions. MME shakes client data
via HSS.

3 LTE Network Topology

Two instances are being examined for LTE network topology. The LTE network
design as shown in Fig. 2 reflects the topology of the first case. This model is made
up of 2 servers, 3 AGWs, 3 improved base transceivers (EBTs) and 9 consumer
equipment (UEs). Two AGWs are available on server 0. There is an EBT in each
AGW. EBT (0) has two users and EBT (1) has three users. There is 1 AGW and 1
EBT for 4 clients on Database 1.

Fig. 2 LTE network
topology: case 1 [6]
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Fig. 3 LTE network topology: case 2

The LTE network model as shown in Fig. 3 topology for the second case. The
model is made up of two servers, 4 access gateways (AGWs), 4 enhanced EBTs and
12 user devices. Two AGWs are deployed on database 0. Each AGW is fitted with
EBT. EBT (0) contains two UEs and EBT (1) three UEs. The EBT (2) and 4 UE
servers are AGW (3) and AGW (3) servers are EBT (3) and three UEs.

Servers obtain incoming and outgoing information and essential feedback. AGW
transmits data to the servers so that the data can reach them. EBTs provide mobile
devices with signals to allow the Internet to interchange data. The general EBT is
called the LTE eNodeB. UE is any device for creating inter-user communication.

The LTE setup on NS2 provides the connections between AGWs and EBTs as
well as the wireless connection between UEs. For linking the part, duplex ties are
used, as each attachment is twofold. There is a long delay between two databases
of this topology. This means a long-distance link, and the AGW is interrupted in a
small amount of time. In this example, VoIP is introduced using the UDP protocol.
Both users ‘tools for sending and receiving voice data’ are connected to UDP agents
and sinks.

For VoIP configuration, Cisco determines packet size and time between the trans-
mission cycles. The average size of the packet is 480 bytes with an interval of
0.03 ms.

Two separate setups are to compare the performance of QoS from VoIP with LTE
in two instances. One-to-one client situation will be performed first and then the
quality improvement classes will be identified for group connection.

Two client pairs are used for single user cases in the LTE network topology case1
[6]. The first pair is a regional VoIP connection between the same server’s two client
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Fig. 4 Local connection and
long-distance connection for
LTE network topology case 1
[6]

Fig. 5 Group connection for
LTE network topology case 1
[6]

nodes. For this scenario, UE (0) and UE (2) are chosen for each AGW connected to
Server0. This reference is shown in Fig. 4 in blue. The one-to-one contact simulation
starts at 1.0 s and finishes at 19.0 s.

The second scenario is the long-distanceVoIP communication on different servers
between the two client nodes. For this case, UE (3) and UE (5) are chosen in server
1 where UE (3) is linked to server 0 and UE (5). This reference is shown in red in
Fig. 4.

For the local chat link in LTE network topology case 1, community chat is intro-
duced between 4 users: UE (1), UE (4), UE (6) and UE (7). In Fig. 5, this connection
is a mix of local and long-distance users. This is shown in green. The chat interval
is 20.0 to 39.0 s.

In LTEnetwork topology case 2, two device pairs are used for one-to-one example.
A regional VoIP call between two client nodes belonging to the same network is the
first pair. UE (0) and UE (2), which are both linked by various AGW’s to server 0.
The one-to-one call simulation begins at 1.0 s and terminates at 19.0 s

The second scenario is a long-distance VoIP call between user nodes on different
servers. For this scenario, the UE (4), UE (5) and UE (9) are selected, where UE (4)
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Fig. 6 Local connection and
long-distance connection for
LTE network topology case 2

Fig. 7 Group connection for
LTE network topology case 2

is connected to server 0, the server 0 and UE (5) and UE (9). The link appears in red
in Fig. 6.

For LTE network communication link case 2, group chat between 4 users is
implemented: UE (1), UE (4), UE (10) and UE (11). In Fig. 7, it is a mix of local and
long-haul users. This connection is shown in green. The message interval in team
communication varies between 20.0 and 39.0 s.

4 VoIP QoS Parameters

VoIP QoS is described by several factors including jitter, latency, lag
from end to end and lack of packets. For each VoIP situation, they can
analyze these variables.

Table 1 Lists network quality parameters below.



Relative QoS Investigation of VoIP Over LTE Networks 77

Table 1 VoIP quality
parameter measures [6]

Network Parameter Good Acceptable Poor

End-to-end delay (ms) 0–150.0 151–300 >300

Jitter (ms) 0–20.0 21–50 >50

Packet loss 0–0.5% 0.6–1.5% >1.5%

Throughput (Mbps) 0–50.0 51–144 >144

5 Results and Discussion

CBR and UDP agent are implemented in VoIP. The loss monitor class of NS2 was
used to perform all data collections. The sum of the packets missing, the amount and
the number of bytes are determined from last arrival time of package. Such variables
are shown with simulation tests.

End-to-End Delay
The spikes occur at the beginning of each scenario (1 and 21 ms) due to adjusting
the containment window as shown in the simulatory graph in Fig. 8a. Delays from 2
to 20 ms are not stable and the delay can be tolerated at 30 ms.

The findings for case 2 appear in Fig. 8b. Overlaps of the two scenarios indicate
also that there are no delay effects on each scenario, compared with Fig. 8a.

Performance: Performance is indicated by throughput which is the amount of data
that can be transferred in a given amount of time from the source to the destination.
The unit is bits per second for performance.

The throughput rate in Figs. 9a, b is as high as the plateaus. The simulation is
accurate because only one speech (local and/or international) calls happens at the
end. Amuch lower peak emerges at 20 s. The increase in data packets from the group
chat, consisting of many nodes that send, receive and receive each other, evidently
results in this plateau.

Three times the traffic was introduced by group chat, than single calls. Figure 9b
shows the increase of data packets for one call, group chat and one call per group. The
performance is 65 and 190 Mbps for group chat. This indicates that the simulation
complies with theory.

Fig. 8 a End-to-end delay case 1, b end-to-end delay case 2
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Fig. 9 a Throughput case 1, b throughput case 2

Packet loss: Packet loss is the percentage of packets lost through the network
when they are transferred from source to destination. Nonetheless, a proportion of
up to 1.5% is appropriate. Hopefully, there should be no packet failure.

Figure 10a, b simulation chart shows a significant loss in the packet when group
chat is developed which goes back 20.0 s. These results are consistent, as there is
considerably more pressure on wired and wireless networks for transmission of more
packets once group chat sessions happen. All situations are also overlapped to show
that the frequency of packet loss is not influenced by each scenario. For one call, the
loss of a packet is low and increases with time in group chat.

Jitter: Jitter simply uses a latency folder for jitters and plot jitter map, as shown in
Fig. 11. Like the latency diagram, at the end of each operation, jitter shows a number
of peaks attributable to the change of the contents range, and at the other time, jitters
are smooth and tolerable.

The results of network quality parameters for LTE network topology are summa-
rized below in Table 2. The comparative analysis of QoS for VoIP over LTE network
topology for both cases is done. The throughput shows increase in packets of data for
one-to-one call and group chat for more number of user equipment. The significant
packet loss occurs in both cases. The end-to-end delay falls in good range with more
spikes at 1 and 21 ms in case 2.

Fig. 10 a Packet loss case 1, b packet loss case 2
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Fig. 11 Jitter for LTE network topology

Table 2 VoIP quality
parameter measures for LTE
network topology case 1 and
case 2

Network
parameter

Good Acceptable Poor

End-to-end delay
(ms)

30 ms – –

Jitter (ms) Less than 2 ms – –

Packet loss – – 2%

Throughput
(Mbps)

– 65 Mbps for
one-to-one call
190 Mbps for
group chat

–

6 Conclusion

This article presents a comparative study of VoIP QoS over LTE network by latency,
jitter, end-to-end lag and packet failure measurements.

In two case studies, two different scenarios are used to compare the performance
of VoIP’s QoS with LTE. A single user scenario is first used, accompanied by teams
to monitor the change in performance. The end-to-end lag and jitter collapse into
good space, with the exception for a few bursts from the start of each scenario. QoS
guidelines are provided. Nevertheless, the packet failure is of poor quality.

Emerging technology for voice over data networks gives companies the oppor-
tunity to reduce costs and allow new applications that maintain good voice
performance.
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Detection and Prevention of Vampire
Attack for MANET

Vanita Verma and Vijay Kumar Jha

Abstract MANET is mobile ad hoc network where mobile means moving, ad hoc
means impromptu. Thus, MANET is a kind of transient networks in which nodes
are able to move without any fixed infrastructure or centralized administration. A
MANET can be used in special situation where the structure of installation is very
complex like disaster area, battle field, etc. The battery power of nodes decides
the life span of wireless ad hoc network. The recharge or battery change option
seems to be infeasible in most of the applications. Therefore, data packet needs to
be sent from one node to the other using minimal energy utilization. But, malicious
nodes in case of vampire attacks spend more energy than that of normal and thus
leading to power drooping of node and breakdown of the network. Vampire attack
is the resource depletion attack and thus resulting in early drainage of the battery.
The main concept is about honest and dishonest nodes. If there is a dishonest node
present in the middle of honest nodes, then it will consume more energy than the
normal in order to transmit the data packets to the neighboring node. In this paper,
we have presented a new detection and prevention algorithm for vampire attack for
MANET based on the concept of hash value and timestamp.

Keywords MANET · Vampire attack · IDS · Blockchain · Network security ·
Hash value · Timestamp

1 Introduction

MANETs are very supportive networks for the areas where structure of installation
is very complex and battery recharge or replace option is hardly available. In these
situations data should be transferred fromone node to other node by utilizingminimal
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energy. But in case of vampire attack in the network, malicious node will acquire
more energy than normal and thus leading to power drooping. The structure of
MANET is highly volatile and thus vulnerable to attack mainly network layer or any
of the layers. Intrusion detection and prevention is very crucial for achieving secure
MANETs. Intrusion detection system (IDS) is usually made up of three components:
1. data collection, 2. detection, and 3. response. Detection of intrusion in MANET
is more demanding and composite when compared to fixed networks because of the
below-listed features:

1. MANETs does not have concentration points where audit data and monitoring
can be conducted.

2. The routing protocols of MANET require cooperation from the nodes to act as
routers which creates chances for attackers to attack.

3. 3. Process of IDS becomes complicated because of the mobility of the nodes,
and hence, the topology of the network is unpredictable and dynamic.

4. Due to the limited computational ability of the nodes, IDS in MANETs become
more complex [1].

2 Types of Vampire Attack [2]

2.1 Carousel Attack

In this attack, a data packet is sent by the attacker with route having sequence of
loops and one node appears multiple times which increases the length of the route
beyond the nodes count in the network that is generally limited in the source route
by the number of entries allowed (Fig. 1).

Fig. 1 Pictorial
representation of Carousel
attack

Source node

Destination node

Loop

Original path
Attacker path which makes a loop out of the original path.
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Fig. 2 Pictorial
representation of Stretch
attack

SN DN

SN – Source node
DN – Destination node

Original path 
Attacker path

2.2 Stretch Attack

In stretch attack, attacker chooses the longest path for transmitting data from source
to destination node rather than the optimal predefined source path and makes data
packets to travel across unnecessarily many other nodes in the network (Fig. 2).

2.3 Blockchain

Blockchain is a ledger of digital transactions which is decentralized and not under
the control of any single authority. It is structured and quite difficult to change the
rules and content without the consensus among the people who are using it. Newer
blocks are linked to the older ones forming a chain-like structure & that is why the
term blockchain [3]. It can also be contemplated as a database which is used to store
data in a network that is decentralized. However, blockchain is a technology that is
not just getting used in application related to finance. Moreover, a transaction can
also be designed to match the application according to our need.

2.4 Blockchain Structure [4]

See Fig. 3.

2.5 Related Work

See Table 1.
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Fig. 3 Basic structure of Blockchain

3 Proposed Algorithm for Detection and Prevention
of Vampire Attack for MANET

The proposed approach describes the method to detect and prevent vampire attack
in MANET. In this approach, our main work is to identify the malicious node by
using hash and timestamp concept of blockchain during draining the battery life of
the other nodes that are genuine and then removing the malicious node for the sake
of improving our network and saving other nodes battery life.

3.1 Assumption

Source node specifies the hash value of destination node.

3.2 Algorithm

• User authentication is done for each node by the server.
• Every node is linked with the hash function to the next succeeding node.
• Source node contains the current hash value, and the previous hash value will be

zero since it is the first node.
• Second node contains the current hash value and previous hash value, i.e., the

current hash value of the source node and so on.
• For each node, the validation is done with the current hash value of current node

against the previous hash value of succeeding node.
• If both the hash values are same, it means current node is honest node. If different,

it means current node is malicious node.
• As soon as malicious node is detected, alert message will be sent to the

administrator and is removed from the network.
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Table 1 Related works

S. No. Authors, year, and paper Method used Remarks

1 Eugene Y. Vasserman et al.
[5]—Vampire attacks:
draining life from wireless
ad hoc sensor networks

Sensor network routing
protocol PLGPa

PLGPa protects from
vampire attack by making
sure that data packets are
consistently in progress
toward the destination

2 Mrs. R. Abirami et al.
[6]—Depletion of vampire
attacks in medium access
control level using interior
gateway routing protocol

Interior gateway routing
protocol (IGRP)

The author has proposed
protection in opposition to
some attacks that are
forwarding phase attacks
and has also explained about
IGRP

3 Amee A. Patel et al.
(2015)—A novel proposal
for defending against
vampire attack in WSN

Threshold energy of node 1. The draining of energy of
the nodes in WSN can be
protected from vampire
attack, and the network
lifetime can be increased
efficiently

2. Future work according to
the author is
implementation of the
proposed method in NS2
for AODV routing
protocol

4 Ankita Shrivastava et al.
[7]—Detection of vampire
attack in wireless ad hoc
network

Packet monitoring
technique

The author has mentioned
the objective of the proposed
work which is finding a
solution that is optimum for
detecting vampire attack in
wireless ad hoc networks

5 Manish Soni et al.
[8]—Detection and
removal of vampire attack
in wireless sensor network

Variance difference of
node’s energy at distict
time

As per the proposed
solution, an attacker can be
detected with the help of
broadcast rate of data
packets and the parameters
of energy among the nodes
of the network. In future,
they will come up with the
simulation work in NS2

6 Harsha Nanwani et al.
(2015)—Detection of
vampire attack and
prevention for MANET

Waiting time of a node and
count of no. of requests sent

The author has proposed the
algorithm to detect and then
remove the node that is
malicious from the network
along with simulation work

(continued)
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Table 1 (continued)

S. No. Authors, year, and paper Method used Remarks

7 Prof. Gayatri A. Jagnade
et al. [9]—Secure VANET
from vampire attack using
LEACH protocol

LEACH protocol Through this methodology,
the time requirement of each
node will be less, and
therefore, communication
can be done securely. When
communication can be done
in that time if heard node’s
energy is less on the
LEACH protocol can select
alternate node which has
nearer energy with respect
to main header node and for
that specific communication
this node is then considerd
as temporary header

8 Mayank Kumar sharma
et al. [10]—Detection and
prevention of vampire
attack in wireless sensor
networks

Draining rate prediction
method

In the first phase,
deployment is done in
AODV by configuration of
vampire AODV a new
protocol, for analyzing how
it will affect the sensor
nodes availability. After this,
the mitigation approach is
unified in AODV by
observing the difference in
battery consumption for
victim nodes in normal
scenario and in case of
vampire attack

9 Anithaashri T. P. et al.
[11]—Security
enhancement for wireless
network cmmunication

Algorithm -Elliptic curve
digital signature, DCFM in
addition to GTP

As per the author the
proposed system is highly
secure for wireless network.
For vampire attack and so, it
includes trust model and
status management schemes

• At destination node, the hash value of destination node is compared with the
specified hash value by the source node, and if both are equal, it means that it is
an honest node else malicious.

• In case if it is malicious node, alert message will be sent to the administrator and
is removed from the network.

• Data packets which move from one node to other will also be timestamped to
enhance the security of the network.
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4 Architecture for Detecting Malicious Node

Equal Not Equal

Every node linked with hash func. & Contains current & 
previous hash value

Current hash value of current 
node checked against previous 
hash value of succeeding node. 
For dest. node, dest. node hash 
value is checked against hash 
value specified by source node. 

Current/Dest. node is 
honest

Current/Dest. node is 
malicious

Send time stamped data 
packets

Send alert msg. to admin & 
remove node

Stop

     Start 

User authentication 
for each node 

Source node specifies hash value 
of destination node
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5 Pseudo Code for Detection and Prevention of Malicious
Node in Vampire Attack

5.1 Assumptions

n = Set of nodes in the network. 
N = Destination node 
h = hash of each node present in the network 
H = Previous hash of each node in the network 
x = Value of hash 
Hash value of destination node is known through the source 
node. 
1. Initialize h, H and x 
2. For n = 1 
   h[n] = x[n] 
   H[n] = 0 (Since for the 1st node there is no previous node) 
3. Loop starts from n > 1 and ends at n-1.  
4. For n = 2 
   h[n] = x[n] 
   If {H[n] = h[n-1]} 
      {Node 1 is honest node} 
      {Timestamped data packet is sent} 
   Else 
      {Node 1 is malicious node} 
      {Send alert message to the administrator} 
      {Remove malicious node from the network} 
   End-If 
5. For n = 3 
   h[n] = x[n] 
   If {H[n] = h[n-1]} 
      {Node 2 is honest node} 
      {Timestamped data packet is sent} 
   Else 
      {Node 2 is malicious node} 
      {Send alert message to the administrator} 
      {Remove malicious node from the network} 
   End-If 
6. So on for rest of the nodes except the destination node. 
7. For destination node i.e., n = N, If h[N] != Known hash 
value of destination node 
   Then destination node itself is malicious Else honest 
      {Send alert message to the administrator} 
      {Remove malicious node from the network} 
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6 Conclusion

In this digital era, networking is playing a very crucial role in connecting people, and
if the connection is wireless, then it is more efficient. To establish communication
over the network, several nodes interact with each other by sharing information, but
if the security of the network is breached by the entry of malicious node into the
network, then it is very necessary to detect these nodes at a very early stage and
prevent them or block them. The proposed algorithm is an effective approach toward
the same.

7 Future Work

In future, the proposed approach will be implemented by NS2 simulator tool and
upgraded in various ways.

• Graphs will be presented for proving its efficiency.
• Comparison with existing proposed algorithm results.
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Mathematical Modelling of Magnesium
Block-Driven NMDA Receptor Response
in CA1 Pyramidal Neuron
for Alzheimer’s Disease

Vijay Dave, Arpit D. Shrimankar, Devanshi Gokani, and Abha Dashora

Abstract N-methyl-D-aspartate receptors (NMDA) located on the postsynaptic
terminal of CA1 pyramidal neuron plays an essential role in synaptic plasticity,
and the calcium(Ca) current flowing through it drives several intracellular calcium
mechanisms. We have developed a single-compartment model involving least mech-
anisms to study the NMDA receptor response to different input condition and to
obtain the voltage-dependent relationship of magnesium(Mg) block in the NMDA
receptor. Using this interdependence, we have replicated a pathological condition of
Alzheimer’s diseases (AD) to obtain total NMDA receptor current in AD. The results
obtained at different Mg concentration suggested that the blocking rate increases
linearly with the Mg concentration. In AD, there is dysfunction of Mg block which
leads to the early opening of the NMDA receptor. So, using a drug which controls the
blocking mechanism of Mg leads to control of NMDA receptor current. This results
in the control of intracellular Ca current.
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1 Introduction

Neurons found in the region of the cerebral cortex, the hippocampus, and the amyg-
dala area of the brain are recognized as pyramidal neurons.The CA1 pyramidal cells
are primary output neurons of the hippocampus [1] critical to object differentia-
tion in long-term memory. Their relationship with Schaffer collateral in the CA3
region of the hippocampus leads to long-term potentiation(LTP) which is crucial
for information storage. These neurons are majorly affected by neurological disor-
ders like Alzheimer’s diseases(AD) [2]. At the cellular level, AD is identified by
a gradual loss of cortical neurons, particularly pyramidal cells, that regulate higher
cognitive functions. The symptom of neurodegenerative disease declines over time
from early stages of forgetfulness to the gradual change in language, orientation,
and behavior and severe loss of memory and some bodily function until the ultimate
death. Thus, there are both structural and functional abnormalities found in AD [3].
AD neuropathology is usually identified by the accumulation of insoluble amyloid
protein that originates from the amyloidogenic processing of a much larger metallo-
protein—amyloid precursor protein (APP) that leads to the formation of extracellular
neuritic amyloid plaques containing the peptide-beta-amyloid peptide (A β).

The othermajorADpathological hallmarks include neurofibrillary tangles (NFTs)
that consist of misfolded, abnormal phosphorylated microtubule-associated tau
protein. It has been theorized that the neuronal damage seen in AD is identified by
deposition of abnormal proteins both within and outside of neurons [4]. N-methyl-
D-aspartate receptors (NMDA) play significant physiological as well as pathological
roles in the central nervous system (CNS). NMDA receptors are ionotropic gluta-
mate receptors or ligand-gated ion channels that open when ligand interacts with the
receptor to create an internal response. Initially, the NMDA receptors are blocked
by physiological magnesium (Mg) concentration. This block is voltage-dependent
thus allowing NMDA receptor to conduct only when the membrane is depolarized

Fig. 1 Presynaptic action potential triggers glutamate release from vesicles that diffuse into the
synaptic cleft and bind to NMDA receptor present on a postsynaptic terminal that is permeable to
Na+ , K+ and Ca ions
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as shown in Fig. 1. Since for the current to flow, it requires activation of both pre and
postsynaptic terminal, the receptors behave like co-incidence detectors [5].

The activation of the receptor causes the opening of an ion channel that is selective
for cations, that leads toan influx of sodium (Na+ ),Ca ions, and efflux of potassium
(K+ ) ions [6]. These receptor are found on synaptic and extrasynaptic locations
of postsynaptic membrane. In the postsynaptic membrane of excitatory neurons,
the density of NMDA receptors is higher in dendritic spines, within the postsy-
naptic density (PSD), considered synaptic NMDA receptors while on further sides
of PSD, on the spine neck, the dendritic shaft or soma, extra synaptic NMDA recep-
tors are localized [3]. The Ca influx through NMDA receptors is the critical trigger
for the induction of synapse-specific plasticity [7]. Modest activation of NMDA
receptor induces long-term depression (LTD), whereas strong activation produces
LTP [8–10]. Long-term potentiation is a continuous strengthening of connections
between synapses of existing neurons based on recent activities. It is the mecha-
nism underlying memory and learning [5, 11].The stimulus driven by presynaptic
terminal results in the release of neurotransmitters such as glutamate that activates
alpha-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid receptor(AMPAr) that
causes depolarization of postsynaptic terminal. Sufficient depolarization and binding
of glutamate can relieve the Mg block and allow Ca influx through synaptic NMDA
receptor. This promotes the recruitment of AMPAr and growth of dendritic spines
thus increases synaptic strength and cell survival [5, 12]. Activation of synaptic
NMDA receptor and increase in calcium influx results in LTP. However, inpatholog-
ical conditions like AD, due to accumulation of A β the Mg block of a channel is
partially removed and abnormally increases the NMDA receptor activity [13, 14].
This leads to increased intracellular Ca concentration that results in cell excitotoxicity
or celldeath [15–17].

2 Methodology

Through a literature review, we have adopted a simple kinetic model of synaptic
transmission [18] in which a single compartment is used to represent a dendritic
section of length 50 μm and diameter 1 μm. The passive parameter was set as
membranne resistance (Rm) of 28 k� cm2 and membrane capacitance(Cm) of 1.5
μF/cm2 [19]. In addition to that, NMDA receptor was introduced to the section to
obtain the total NMDA receptor current (INMDA) and NMDA receptor-mediated Ca
currents (ICa) that are important for various intracellular mechanisms. In the present
study, we have modelled synaptic conductance (gNMDA) using single exponential
function, alpha function, and double exponential function. We have blocked other
postsynaptic mechanism, i.e., AMPAr and voltage-gated calcium channels (VDCC)
to study the NMDA receptor activity in response to different input condition as well
as toward varying Mg concentration that gets affected in AD. NMDA receptor is a
transmitter-gated channel, i.e., it opens when transmitter molecule binds to it. It is
described by the following equation:
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C + T
α←→
β

O (1)

where C and O refer to the closed state and open state of receptor, respectively. T is
the neurotransmitter that binds to receptors and α and β are the voltage-independent
forward and backward rate constants, respectively (α = 0.072/ms mM and β =
0.0066/ms). If r is the fraction of channels in open state, then it is described by the
following equation:

dr

dt
=∝ [T ](1 − r) − βr (2)

The current through the receptors takes into account voltage-dependent Mg block
[B(V )]:

B(V ) = 1/(1 + exp(−0.062V )([Mg2+]o/3.57) (3)

Here, V is the membrane potential in mV and [Mg]o is extracellular Mg
concentration (1–2 mM in physiological conditions).

gNMDA ismodelled using different functions [20]. Three commonly used functions
are as follows:

(A) Single exponential decay:

gNMDA(t) = gmax exp

(
− t − ts

τ

)
(4)

where onset (ts) is the time after which conductance of postsynaptic terminal
changes (100 ms).

(B) Alpha function:

gNMDA(t) = gmax
t − ts

τ
exp

(
− t − ts

τ

)
(5)

(C) Dual exponential function:

gNMDA(t) = gmax
τfτs

τf − τs

(
exp

(
− t − ts

τf

)
− exp

(
− t − ts

τs

))
(6)

Here, gmax is maximumNMDA receptor conductance (range: 0.01–0.6 nS), and τf
( fast) and τs (slow) are the time constants [21]. Among all the above Eqs. (4), (5), and
(6), the dual exponential functionwhich proves to be amore realistic representation of
synaptic conductance, fits the best with experimental results. The voltage-dependent
NMDA current INMDA that takes into account the Mg block is given

By:
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INMDA = (gNMDA) ∗ B(V ) ∗ r ∗ (V − ENMDA) (7)

where ENMDA is the NMDA receptor reversal potential (0 mv).
The Ca current flowing through NMDA receptor ICa is described by the following

equation [19]:

ICa = Y (V − ECa)

(
exp

∣∣∣∣
(

− t − ts
τf

)
− exp

∣∣∣∣
(
t − t − ts

τs

))
(8)

Y = PNMDAPCaB| (9)

where PNMDA is the maximum permeability of NMDA receptor, PCa is the Ca
permeability through the NMDA receptor, and ECa is the reversal potential of Ca
channels (130 mv).

3 Results

Through the literature review, we optimized the parameters used in our simulation
resultswith awide range of experimental and simulation results. The simulationwork
is done in NEURON software [Michael Hines, John W. Moore and Ted Carnevale].
Results are shown below in Figs. 2, 3, 4, 5, 6, and 7. Table 1 shows the comparison
of simulation parameters of the synaptic model for three different input functions,
i.e., alpha function, single exponential function, and double exponential function are
used obtain the total NMDA receptor current in presence of 1 mM Mg (Fig. 2).

In the experimental condition, the input is provided with a square pulse (1 ms)
pulse of 1 mM of glutamate neurotransmitter. The range of gmax nS) is between
0.01 and 0.6, the amplitude of INMDA is 80 pA, and duration is 600 ms [18]. From
the above three functions, it has found that dual exponential fits the best with that

Fig. 2 Total NMDA
receptor current v/s time for
three different input
functions in the presence of
1 mM Mg concentration
(refer to Table 1)
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Fig. 3 Total NMDA current (influx of Na+ , Ca and outflux of K+ ions), through postsynaptic
terminal in 1 mMMg concentration. [A] Experimental result [18], [B] simulation result [using Eq.
(7)], refer Table 1

Fig. 4 Ca current (ICa) through NMDA. [A] Experimental [22], [B] Simulation [using Eq.(8)]

Fig. 5 I/V relationship of NMDA currents for [A] 1 mM and [B] 10 mM Mg concentration [23,
24]

Fig. 6 Normalized conductance-voltage relationship of NMDA receptor responses at four Mg
concentrations. [Refer Eq. (8)]. [A] Experimental result [23], [B] simulation result



Mathematical Modelling of Magnesium Block-Driven … 97

Fig. 7 NMDA receptor
current in normal and AD
pathological condition

Table. 1 Comparison of amplitude and duration of three different functions to obtain NMDAr
current

Function Amplitude (pA) Duration (ms)

Single exponential decay (τ = 90 ms) 15 615

Alpha function (τ = 90 ms) 10 867

Double exponential function (τf) = 24 ms and (τs) = 90 ms) 80 656

of experimental results, and it is shown in Fig. 3. Here, synaptic conductance has
been modelled as the double exponential function(as it resembles NMDA receptor
synaptic conductance) with an onset of 100 ms.

These ionotropic channels are highly permeable to Ca ions that drives other intra-
cellular mechanisms, and we have plotted these current in Mg-free solution which
is shown in Fig. 4 with an onset of 100 ms. Here, synaptic conductance has been
modelled as a double exponential function (as it resembles NMDA receptor synaptic
conductance). The parameters are given in Table 2, and it compares the simulation
parameters of our model with the experimental parameters done previously [22].
The experiment was performed by providing current injection (IClamp) of 0.1 nA
amplitude and duration of 2 ms.

We further studied the effects of Mg on NMDA responses, and this was to obtain
the voltage-dependent relationship of Mg block in NMDA receptor as shown in
Fig. 5. The simulation was done by considering two different magnesium concen-
trationNMDAr mediated postsynaptic current shows a negative slope conductance
for potentials between −40 and −20 mV for 1 mM Mg and between −20 and
0 mV for 10 mM Mg. This is because at high Mg concentrations blocking rate

Table. 2 Comparison of
experimental and simulation
parameters of the synaptic
model to obtain NMDAr
mediated calcium current

Parameter Experimental values
[22]

Simulation values (our
model)

PNMDA 1e−6 1e−10

Ica (nA) −1 −0.8

Duration (ms) 300 270
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is high, thus requires more positive potential to unblock the receptors. Normal-
ized conductance-voltage relationship of NMDA receptor responses is plotted at
four different Mg concentrations as shown in Fig. 6. The curves become less steep
with decreasing concentration of Mg. Since blocking rates increase linearly with
increased Mg concentration, thus, at higher Mg concentrations, more positive poten-
tial is required to relieve the block. Both of the two simulations were recorded at a
membrane potential from −60 to +60 mv in 20mv increments at 1000 ms duration.

Along with this, results are obtained for NMDA current in healthy and under AD
pathological condition as shown in Fig. 7. In normal conditions, assuming extracel-
lular Mg concentration to be 1 mM. While under AD pathological conditions, the
Mg block is partially relieved, thus considering 0.5 mMMg. The amount of current
flowing through receptors is increased by twofold [13, 25].

4 Conclusion

To summarize,wehavedeveloped a simple compartmentmodelwithNMDAreceptor
on a dendritic section of the postsynaptic terminal of CA1 pyramidal neuron. The
reason for considering the least mechanism and structure is to replicate the same
biological responses which are complex in nature with least components. The post-
synaptic terminal is activated using three different inputs conditions, i.e., single
exponential function, alpha function, and double exponential function, to obtain the
NMDA receptor current which plays an important role in synaptic plasticity. These
ionotropic channels are highly permeable to Ca ions that drives other intracellular
mechanisms, and we have plotted these current in Mg-free solution. We also studied
the effects of Mg on NMDA receptor responses, and this was to obtain the voltage-
dependent relationship of Mg block in the NMDA receptor. The current–voltage
relationship and normalized conductance voltage curves suggested that the blocking
rate increases linearly with the Mg concentration, and thus at higher Mg concentra-
tions, more positive potential is required to relieve the block. In addition to this, we
plotted the NMDA receptor current in healthy and under AD pathological condition.
The receptor channels are initially blocked in normal conditions.

But in the case of AD, the A β chronically depolarize neurons through its action
on the ionotropic glutamate receptors. It partially relieves the block causing over-
activation of receptors. These results in excessive current (i.e., calcium overload)
to flow inside the cell and give rise to cell excitotoxicity. We have simulated this
situation by varying Mg concentration that becomes half of that assumed in healthy
condition (1 mM Mg). Also, we have obtained the NMDA receptor current in AD.
Since the glutamatergic neurotransmission plays a crucial role in the process of
memory and learning, dysfunctioning of these glutamatergic receptors can lead to
neuronal injury and death and cognitive deficits associatedwith dementia. So in order
to perform proper functioning of NMDA receptor, Mg block is the key component
that regulates NMDA current. To avoid the condition of AD, a drug can be developed
that can regulate the functioning of Mg block in the NMDA receptor.
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Hybrid Model for Stress Detection
in Social Media by Using Dynamic Factor
Graph Model and Convolutional Neural
Networks

N. Prabakaran, L. Ramanathan, and R. Kannadasan

Abstract In present days, mental pressure is getting to be real medical problems.
It distinguishes to recognize pressure opportune in proactive way. By extending
the predominance digital life, person using to sharing their step-by-step activities
and speaking to companions by means of electronic systems administration locales
in various ways, so it makes viable to utilize online electronic life data for stress
acknowledgment. Here, we discover clients’ stress state which is immovably related
to that of companions in their Web/public activity, and also, we use different sizes of
dataset in various states which is identified with public activity to productively look
at the relationship of clients’ stress states and connecting within public activity. First,
we identify the clients’ stress states like visual pictures, writings and group properties
with alternate points of view and further move on novel model to show. Dynamic
factor graph model (DFGM) is combined with convolutional neural network (CNN)
to utilize tweets and group cooperation information for stress disclosure and further-
more which can identify some dependencies locally and scale of invariance in
discourse of speech recognitions and also in image recognition (i.e., smileys). The
most part of FGM focuses on mood cast technique which is dependent on unique
persistent in demonstrating and predicts the user’s emotions in social life. By further
examining the social life of the user’s data, we can likewise find many scenarios and
the amount of social models in form of scattered connection of stress related to users
and also with non-stressed users.

Keywords Convolutional neural network (CNN) · Dynamic factor graph model
(DFGM) ·Mood state detection · Social media
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1 Introduction

Feeling can be characterized as an unpredictable arrangement psychophysical invigo-
rate that emerges suddenlymultiple times quicker than reasonable idea. Such inclina-
tion invokes by positive or negative response by physical explanations. Quite a while
back, scientists trusted that our choice procedure was primarily made by discerning
musings. Reality, in any case, ended up being entirely different. Instantly, idea drives
human being to be intrigued, yet it is a feeling that moves to be distinctly. Adver-
tisers currently understand that people are very enthusiastic in nature and they take
their decisions either by choice or emotionally. It is intriguing to see how a person’s
feeling is impacted by different variables. Already, it was extremely hard to think
about the issue because of the absence of accessibility of information. Recently the
achievement of some expansive scale, online informal organizations, for example,
Facebook, MySpace and Twitter, numerous implicit networks where approximately
shaped and regularly to show basic alternates, for example, discussions on a broad
assortment of problem running from item audits to crusades. In implicit networks,
the difference in a person’s passionate stages can impact in constructive methods and
the feeling may additionally change substantial course selections of satisfaction and
sadness.

The spread of feeling differs profoundly which affects the aggregate opinions
in informal organizations. It understands the elements of human feelings in online
interpersonal organizations and can give efficient data to applications, for example,
spread of political perspectives and shopper purchasing behaviors. To be sure, there
have been subjective investigations on the spread of joy ormisery. For instance, it was
discovered that an individual could spread her passionate state through connections
up to three types of partition.

Features can be extracted by considering important attributes, since it can be
applicable onvarious types of data to separate amongdifferent user stress states.Here,
we use state of mind type for dynamic factor diagram show for mindset discovery
of client tweets on day by day and week after week premise, and furthermore, CNN
strategy is utilized for feature extraction of local dependency and furthermore for
temporal dependency.

2 Related Works

Adversarial networks were effectively utilized for picture age (Good fellow 2014;
Denton et al., 2015), area adaption and semi-directed learning. The key thought of
adversarial networks for space adaption is to build invariant highlights by advancing
the component extractor as an adversary against the area classifier (Zhan et al., 2017).

Parts-of-speech form labeling is an essential preprocessing step and can give
important data for different common dialect preparing undertakings. As of late,
profound learning calculations have been effectively utilized for POS labeling.
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Various methodologies have been proposed and have accomplished some advance-
ment by utilizing a character-based convolutional neural system in POS labeling
issue. Bi-LSTMs with word, character or Unicode byte implanting were likewise
acquainted with accomplish the POS labeling and named element acknowledg-
ment tasks (Plank 2016; furthermore, Hovy 2016). In this work, we examine the
issue from an area adaption point of view. Roused by these works, we additionally
propose to utilize character-level techniques to deal with out-of-vocabulary words
and bi-LSTMs to display the grouping relations.

Recently, an ever-increasing number of indirectly regulated strategies are
proposed. Preparation information comprises tweets with emoji like “:)” and utilizes
these emoji as loud names. Davidson (2010) utilizes 50 Twitter labels and 15 smileys
as boisterous names to distinguish and group differing feeling kinds of tweets.
Different techniqueswith uproarious names (Moore 2011) are additionally proposed.
Every one of these techniques cannot deal with subjectivity characterization well.
Besides, these strategies need to slither every one of the information and store them
in the nearby circles. This is exceptionally wasteful when millions or even billions
of tweets are utilized in light of the fact that ask for rate for creeping tweets which
is restricted by Twitter server.

3 Existing Model

Fast augmentation in stress is transformed from unprecedented test to human pros-
perity and quality of life. Subsequently, there is essential centrality to recognize
stress before it changes into extraordinary issues [1]. Stress is mainly used to identify
based on direct interviews and self-poll reports. There are likewise some examination
works, utilizing user tweeting substance via Web-based networking media stages to
recognize clients’ stress state [2]. There are no opportune and proactive techniques
for stress identification. Firstly, tweets to be constrained among greatest of 100 char-
acters in social stages like Twitter clients do not utilize in every case to expressing
the stress states straightforwardly by tweets [3]. Users who have high stress pressure
contains low active state on social communities, as revealed during some exami-
nation [4]. These miracles achieve the normal data sparse and equivocalness issue,
which changes the execution of tweets-based weight area execution (Olszewski et al.
2016).

4 Proposed Model

Impelled by mental theories, we at first consider set of properties in stress area
through tweets and client-level points independently (Fig. 1).

• Tweets level to consider features from the user’s individual tweets
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• A user-level characteristic from the user’s week-by-week tweets.

Mainly, we consider client-level properties in two types for evaluating the major
dissimilarity among stress and non-stress user based on states that depends on the
user’s week-by-week tweet postings:

• The level of the user’s posting considers the qualities from clients’ week-by-week
posting of tweets.

• Client-level social collaboration traits by individual client’s interactionwith social
connections with the user’s week after week tweet postings (Fig. 2).

Above exhibited structure for recognizing the user’s mental pressure states from
the user’s week-by-week social media data, utilizing tweets’ substance and addi-
tionally user social communications. While dealing with real world, we needed to
consider, Web-based life information as the premise, and we contemplated the rela-
tionship between the user’s mental pressure states and their social communication
practices. The proposed model is a mixture to demonstrate which joins the dynamic
factor diagram display (DFGM) with a convolutional neural network (CNN).

5 Results and Analysis

The stress status of individual user by their tweets in social networking is represented
in Fig. 3.

Stress status of individual user weekly and their daily tweets on social sites verify
their stress levels. We consider sample of users with different states of stress levels;
in graph, it states that out of six users two users are non-stressed users with level 0,
whereas other users contain different stress levels as 1, 2, 3, etc. (Fig. 4).

If the user’s stress level is above 5, it clearly indicates that a particular group
of users contain more stress than that of normal users (Fig. 5) by sending some
notifications to users for motivating him/her to reduce their stress by watching some
inspirational videos, cartoons show, etc. In the research, we found that by following
this procedure, the stress levels of stressed users are reduced to some extent and it
increased non-stressed users to above 20% in average period of time.

6 Conclusion

The existing techniques utilize either physically named information check or by
considering noisy information of interpersonal interaction site, yet while building up
a standard or model, some considers the two kinds of named information esteems.
Here, in this paper, we suggest a novel approach called hybrid data model to notice
the stress levels in individual user and group of users, while considering the tweets
of users on social networking. Our hybrid model works for only for one particular
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Fig. 1 Flow of user social networking usage of hybrid model

Fig. 2 Architecture of hybrid model for finding stress of users by using tweets

account of user social site; in the future, we mainly focus on multiple accounts of
users to find out the stress state.
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Fig. 3 Stress status of users on weekly and day-to-day tweets in social sites

Fig. 4 Stress status of users based on daily tweets
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Fig. 5 Top level stressed
and non-stressed users
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Novel Compact Planar Four-Element
MIMO Antenna for 4G/5G Applications

Arumita Biswas and Vibha Rani Gupta

Abstract A low-profile four-element MIMO antenna is proposed in this paper. The
designed antenna is planar and can resonate over frequency ranging between 3–
5 GHz, covering frequencies allotted for 4G Bands [B22, B42, B43, B48 and B49]
and 5G New Radio bands [n77, n78 and n79]. The antenna structure comprises
of identical U-shaped and inverted U-shaped antenna elements placed over etched
ground slot of 10 × 5 mm2. The antenna prototype is designed on FR4 substrate
using IE3D simulation software. The MIMO antenna system exhibits good isolation
above threshold and envelop correlation coefficient lower than 0.012 without the
requirement of any additional decoupling structure.

Keywords Planar antenna · MIMO antenna · 4G antenna · 5G antenna · Envelop
correlation

1 Introduction

The mobile communication industry is gearing toward the next big technolog-
ical leap in form of 5G communication system. The current fourth generation of
mobile communication is unable to satisfy the increasing demand of data speed [1].
Researchers and policymakers areworking toward achieving a network thatwillmeet
the growing data requirements of the subscribers. 5G standard is expected to enhance
the data rate up-to 10 Gbps [2, 3]. 3GPP has proposed two broad frequency spectrum
that can be used for 5G services—FR1 and FR2 with corresponding frequency range
450 MHz to 6 GHz and 24.25 GHz to 52.6 GHz, respectively [4, 5]. The allocation
of 5G C-band for implementing beam-forming and for designing multiple antenna
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system for 5G at World Radio Communication Conference 2015 further triggered
the research around the globe in the lower frequency range [6, 7].

Antenna systems have also witnessed enormous transformation to fit to the
requirements of advancing mobile communication generation. Modern antenna
system must be compact, low-profile and planar, must have ease of fabrication and
should employ multiple elements at transmitting and receiving ends [8, 9]. Use
of multiple antennas helps to increase the channel capacity; however, due to close
placement of antennas inside wireless device, themutual coupling between them also
increases. The increase in mutual coupling degrades antenna performance. Exten-
sive research has been carried out to identify ways of reducing the mutual coupling
between antenna elements. Some popularly identified methods are using EBG struc-
tures [10, 12, 13], designing decoupling networks [11], including neutralization line
[14], using polarization and pattern diversity [15], introduction of extended ground
plane [16] and introduction of ground slot [17]. However, these techniques increase
the complexity of the final design. Designing compact MIMO antennas with mutual
coupling between antenna elements lower than threshold value of −10 dB without
increasing the complexity of design is the need of the hour.

In this paper, planar four-element MIMO antenna is designed. The antenna can
resonate between frequency range of 3 and 5 GHz covering frequencies allotted for
4G [LTE B-22, B-42, B-43, B-48 and B-49] and 5G [n77, n78 and n79]. Table 1
lists the frequency range of each 4G/5G band supported by the antenna. The mutual
coupling between the antenna elements is lower than the threshold without require-
ment of any extra isolation improvement technique. In the following sections, antenna
configuration is presented; antenna characteristics regarding reflection coefficient,
mutual coupling, radiation patterns and gain are discussed; envelope correlation
coefficient (ECC) calculated from S-parameter is presented, and a comparison of
designed antenna with existing work is discussed.

Table 1 Mobile standards
supported by designed
antenna

S.No. Supported bands

Generation Band No. Frequency range
(MHz)

1 4G B22 3410–3500
3510–3600

2 B42 3400–3600

3 B43 3600–3800

4 B48, B49 3550–3700

5 5G n77 3300–4200

6 n78 3300–3800

7 n79 4400–5000
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Fig. 1 Geometry of proposed antenna: a front plane, b back plane

2 Antenna Configuration

The geometry of the proposed MIMO antenna is illustrated in Fig. 1. FR4 substrate
having dielectric constant 4.4, loss tangent 0.02 and thickness 1.6 mm is used as
the base. The substrate is selected to have a size of 140 mm × 75 mm. The system
ground as illustrated in Fig. 1b has same dimension as that of the FR4 substrate. Four
slots of dimension 10 mm × 5 mm are etched at a distance of 10 mm from the edges
in the ground plane.

Figure 2 illustrates the U-shaped and inverted U-shaped monopole antenna
elements designed to resonate over the required frequency spectrum. These antennas
are designed to cover the frequency spectrum between 3 and 5 GHz (considering Sxx
reference as −6 dB).

The unit antenna elements are printed on the top surface of FR4 substrate over
the etched ground slots as illustrated in Fig. 1a. Feed-line of dimension 5 × 1 mm2

is used for connecting the 50 � probe feed to each of the unit antennas. Table 2 lists
the dimensions of the final designed antenna prototype.
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Fig. 2 Geometry of unit antenna: a inverted U-shaped antenna, b U-shaped antenna

Table 2 Detailed dimension of the proposed antenna

Parameter LG WG a b c d e

Unit (mm) 140 75 10 10 5 8 10

Parameter f g h i j k

Unit (mm) 9 5 1 1 1 1

3 Results and Discussion

A. Reflection Coefficient and Mutual Coupling
The designed four-element MIMO antenna was designed and optimized using
IE3D simulator. Figure 3 illustrates the reflection coefficients (S11, S22, S33 and
S44) characteristics obtained for the four designed antennas in MIMO system.
It can be noted from the figure that for Sxx reference taken less than −6 dB
(VSWR 3:1), the designed four-element MIMO antenna system can resonate
over the desired frequency range between 3 and 5 GHz covering multiple 4G
and 5G bands.
The mutual coupling between the antennas was considered next. Figure 4 illus-
trates the mutual coupling between the respective antenna elements in terms of
transmission coefficients. It can be observed that due to strategic placement of
the antenna over the long arm of the ground no further isolation improvement
technique is required. Mutual coupling value between all the antennas for the
designed frequencies is much lower than the threshold of -10 dB.
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Fig. 3 Reflection coefficient of MIMO antenna

Fig. 4 Mutual coupling between the antenna elements

B. Radiation Pattern and Gain
The radiation pattern of theMIMO antenna systemwas recorded in both azimuth
plane and elevation plane for two sample frequencies f 1 = 3.5 GHz and f 2 =
4.8 GHz. Figure 5a, b illustrates the obtained normalized radiation patterns.
In the azimuth plane, the radiation is uniform in all direction, while in eleva-
tion plane, the maximum radiation is obtained at 30° and 150°, indicating an
omnidirectional radiation pattern. In wireless communication, omnidirectional
radiation is considered most suitable. The gain for the antenna was studied next,
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Fig. 5 Radiation pattern in azimuth and elevation plane: a at 3.5 GHz; b at 4.8 GHz

andmaximumgain corresponding to every 4G/5Gbands covered by the designed
prototype was recorded. Table 3 lists the maximum gain value for each band. It
can be noted that the maximum gain of 4.58 dBi was recorded at 4.05 GHz in
5G n77 band.

Table 3 Maximum gain in
bands covered

LTE/5G bands Maximum gain (dBi)

B-22 3.54

B-42 3.54

B-43 4.25

B-48 4.25

B-49 4.25

n77 4.58

n78 4.25

n79 2.33
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C. Diversity Performance
The envelope correlation coefficient is a tool to judge the diversity perfor-
mance between the identical antennas in MIMO system. As per industrial
standard, ECC value lower than 0.5 is considered desirable [18–20].
ECC (ρ) between two antenna elements Ant1 and Ant 2 can be computed
from S-parameters using the Eq. (1). The equation is used to compute the
ECC value between all the possible combinations in four-element MIMO
antenna system. Figure 6 illustrates the computed ECC value corresponding
to the frequencies between the antennas. It was obtained that for the entire
range of frequency under consideration maximum ECC value was obtained
as 0.012 at 4.05 GHz between antenna element—Ant1 and Ant 3 as well as
Ant 2 and Ant 4. For all other combination of antenna elements, ECC value
was lower than 0.005.

ρ = |S11∗S12 + S21∗S22|2(
1 − |S11|2 − |S21|2

)
(1 − |S22|2 − |S12|2)

(1)

D. Comparison with existing works
Table 4 draws a comparison of the proposed four-element MIMO antenna
with some works proposed by other researchers in same domain. It can
be observed that the proposed antenna covers more number of 5G bands
proposed for future 5G services with at par computed ECC value between
the identical antenna elements, indicating that the design is efficient for
future wireless device.

Fig. 6 Computed envelope correlation coefficient of proposed MIMO antenna
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Table 4 Comparison of proposed antenna with existing antennas

Design Year Substrate used Frequency
covered (GHz)

5G bands covered ECC (Less than)

Proposed 2019 FR4 substrate
(h-1.6 mm,
εr -4.4)

3–5 n77, n78 and n79 0.012

[3] 2019 FR4 substrate
(h-1.5 mm,
εr -4.4)

2.7–3.6 Partially n77 and
n78

0.009

[6] 2017 FR4 substrate
(h-0.8 mm,
εr -4.4)

3.4–3.6 Partially n77 and
n78

0.027

[7] 2019 FR4 substrate
(h-0.8 mm,
εr -4.4)

3.4 –36 Partially n77 and
n78

0.02

[9] 2019 FR4 substrate
(h-1.6 mm,
εr -4.4)

3.3–3.9 Partially n77 and
n78

0.01

4 Conclusion

This chapter proposes a simple planar four-element MIMO antenna system that can
resonate between 3 and 5GHz covering 4GLTEbands [B22,B42,B43,B48 andB49]
and 5G bands [n77, n78 and n79]. The designed unit antenna elements comprised of
U-shaped and inverted U-shaped antennas placed over etched ground slots. Owing
to the careful placement of antennas along the long arm of substrate, no further
isolation improvement technique was required. Omnidirectional radiation pattern,
maximum gain of 4.58 dBi at 4.05 GHz and ECC value lower than 0.012 obtained
over the entire range of frequency under consideration qualify the proposed antenna
as a good candidate to be integrated inside future wireless devices.
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Design of High-Speed Binary Counter
Architecture for Low-Power Applications

Mangal Deep Gupta, Saurabh Kumar Singh, and R. K. Chauhan

Abstract This chapter presents a design of high-speed binary counter architec-
ture using clock gating for low-power applications. Clock gating techniques enables
in improving the latency and power dissipation of proposed binary counter. The
latency of proposed architecture is lower as compared to conventional architecture,
which shows that the proposed design can be operated at high input frequencies. The
proposed binary counter design of 4-, 8-, and 16-bit has been built by Verilog HDL
code and simulated using Questa Simulator of Mentor Graphics. For synthesis of
proposed design, LeonardoSpectrum tool bymentorGraphics is used and synthesis of
it is based on CMOS process TSMC 0.35µm, Spartan 6, and Spartan 3E FPGA. The
Semicustom physical layout for Proposed 8-bit counter architecture using 350-nm
Standard CMOS process is also obtained in this work.

Keywords Binary counter · Clock gating · Latency · Power dissipation ·
Operating frequency · FPGA · Layout · Verilog HDL

1 Introduction

In many VLSI system, binary counters are basic building blocks. A n-bit binary
counter design consist a series of k-flip-flops, and its count value can be 0to(2k −
1) [1]. Fast binary counter design is the basic point of concern, when designing
of high-speed digital system for various applications. Such as counting time for
process allocation in scheduling, analog to digital conversion [2–4], time to digital
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conversion [5–9], etc. It can be used as clock dividers (used in on-chip processor
because sometimes processor work at lower processor than actual frequency of the
processor), etc.

Design techniques of counter based on clock gating are categorized into asyn-
chronous and synchronous counter. In synchronous counter, all flip-flops are oper-
ated by same clock pulse; however, in asynchronous counters design, LSB flip-
flop operated by master clock signal and output of each flip-flop act as a clock
signal for succeeding flip-flops. Asynchronous counters are fundamentally different
from synchronous counter because it can offer advantages [10] in the following
areas such as low power dissipation; high operating speed; improved composability
and modularity; no clock skew and clock distribution problems. Performance of
synchronous counter such as delay is dependent on the counter bit length, thus
latency of synchronous counter increases linearly with bit length. Another major
issue, when modulus counters system is made by synchronous counters, is that it
requires the fast detection circuits for modulus counting. And time period of clock
signal is limited by detection circuits.

Counters design with low power dissipation, high operating speed and high reli-
ability is important designing parameters. Its power dissipation can be decreases by
decreasing the power associatedwith clock signal, so that wrong counter design deci-
sionmay result in degradation of performance of overall system. Themajor source of
power dissipation in counter is clock source due to high driving load from its nets or
wire, and clock signal is continuously present across flip-flops which are not required
to change their state, contributing a large power consumption. In counter application,
clock signal consumes on average 25–40% of total power which is observed [11]. To
optimize the power dissipation of counter due to clock signal, clock gating is appro-
priate techniques to overcome the high power dissipation by excluding unnecessary
clock activities.

There are several efficient techniques for counter design present in literature. A
counter design using clock gating is presented by Wu et al. [12]. A power-efficient
Johnson counter with clock gating is proposed in [13]. however, [12, 13] required
extra hardware to implement clock gating network, interconnect complexity and
clockbuffer network complexity increasewith the counterswidth.Apriority encoder-
based counter design for low-power application was proposed in [14]; it is based on
compressed the numerous inputs into single outputs. A pulse latch base ring counter
design is presented in [16]. But drawback associated with [14–16] required addi-
tional hardware in terms of pulse generator and priority encoder; it is enforcing the
restriction on design of wide bit binary counters. For optimization of power, a quasi-
synchronous counter design is presented in [16]. In this approach, clock signal for
flip-flops is derived from main source of clock signal, i.e., isolating the flip-flops
from unwanted transitions of clock signal for optimizing the power consumption.
Adiabatic logic and pass transistor-based counter design for low power dissipation
is proposed in [17–19]. Katreepalli and Haniotakis proposed a power-efficient tech-
niques for counters design. It is reducing the power consumption due to clock distri-
bution arrangements for different flip-flops [19]. But downside of this architecture
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is clock gating complexity which increases with counter bit length. So, it degrades
the timing performance of counter with bit length of counters.

To design of VLSI circuits, mainly two possible solutions are used such as
application-specific integrated circuits (ASICs) and another, i.e., programmable logic
device (PLD, FPGA)-based design [20]. ASICs designs have many advantages with
respect to other solutions such as low power dissipation, high speed, low cost for
mass production, better controlling characteristics of input–outputs and high compact
ICs design. However, there are some disadvantages like costly production for low
volumedue to high investment inCADtools,workstations, andproductionmanpower
while FPGA can be implement just any hardware design. Circuits implementation in
FPGA can be implemented in short amount of time comparatively, because it does
not require fabrication process such as physical layout process, mask making, low
NRE costs, and short time to market. So, FPGAs have been progressively used as
the final product platforms.

In this brief, we present a design of high-speed asynchronous binary counter
with efficient clock gating techniques for low-power applications. Here, we used the
tristate buffer to minimize clock activity at each flip-flops. Clock gating techniques
enable in improving the latency and power dissipation of the proposed binary counter.
The remaining brief is organized as follows: Sect. 2 presents the proposed binary
counter design technique. Section 3 presents a proposed binary counter design for
4-, 8-, and 16-bit. Section 4 presents a semicustom physical layout for proposed
8-bit counter architecture. Section 5 presents the performance comparison between
0.35µm-CMOSprocess, Spartan 6, and Spartan 3EFPGA. Finally, Sect. 6 concludes
the chapter.

2 Proposed Design of Binary Counter

To overcome drawback of previously reported work, we propose a power efficient,
high speed design of asynchronous counter with minimum hardware overhead. The
proposed design of counter employs an efficient tristate buffer logic for clock gating.
There are various methods to design a binary counter, among them D flip-flops are
used widely since to reduce hardware complexity of counter, convert the D-flip-flops
into T-flip-flops using XOR gate that offers toggling at each clock pulse. It is the
fundamental step to design a counter. For n-bit counter design, ‘n’ number of flip-
flops are required. Figure 1 shows the 4-bit proposed asynchronous up–down counter
in which every flip-flop is made by D-flip-flops and XOR gate. First input each XOR
gate is fixed by logic one, and second input becomes a feedback through output
(Q). It can be observed that XOR gate’s inputs of all the flip-flops are set to logic
‘1’; therefore, in every negative edge (for up-counter), the output will be inverted.
In conventional architecture LSB flip-flop is drive by system clock signal, and rest
of flip-flop is driven by previous output signal directly. But in proposed design, all
flip-flops (except LSB), driven by tristate buffer outputs and each tristate buffer,
are controlled by previous output signal. In this operation, tristate buffer passes the
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Fig. 1 Proposed architecture of 4-bit binary counter. a Up-counter. b Down-counter

logic ‘1’ when it is active; otherwise, its output is high impedance state (z). It is
effectively optimizing the power dissipation due to reduce transition activity at each
flip-flops. This work has been design by Verilog HDL, and its synthesis was done
by LeonardoSpectrum tool. Figure 2 shows the schematics of proposed 4-bit binary
counter.

3 Methodology for Layout Design

Toolbar at the top of this work was evaluated onMentor Graphics tool. The summary
of work flow details is mentioned here as:

(i) HDL code in Verilog for proposed algorithm is written using Questa Simulator
tool of mentor graphics. Functional verification is carried out using register
transfer level (RTL) design.

(ii) Synthesis on the RTL code using LeonardoSpectrum tool is carried out by
generating Netlist and Standard Delay Format (SDF) file. Here, Netlist refers
to textual description of connection of gates. It is then used to produce the layout
of the chip. SDF file is the representation and interpretation of timing data for
use at any stage of an electronic design process, and it is used for dynamic and
static time analysis. For this synthesis operation, select the technology file as
TSMC 0.35µm and specify the frequency.

(iii) After synthesis on RTL, we perform the post-synthesis verification of Netlist
that can be done by Equivalence Checking or FormalPRO tool, which operates
and verifies the Netlist which is generated from LeonardoSpectrum tool. For
verification of Netlist, one requires dot v (.v) and sdf file.
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Fig. 2 Schematics diagram of proposed 4-bit binary counter

Fig. 3 Semicustom layout of proposed 8-bit binary counter using 350 nm standard CMOS process
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(iv) To generate layout for Netlist of HDL code, one can invoke Pyxis Design
tool. In this operation, first we select the files to initiate layout operation such
as Verilog Netlist, process and rule file. At this stage, the gate-level Netlist
is changed into a complete physical geometric representation. For physical
design, the following steps are necessary: floorplanning for placing the various
blocks, I/O pads across the chip area based on the design constraints, placement
of physical elements inside each block are done. Thereafter, the global and
detailed routing has been done to connect each element.

(v) After layout, import GDSII (GDS2) file from this tool, which is used by the
foundry to fabricate the silicon. The layout should be done according to the
silicon foundry design rules.

(vi) At this stage, a physical verification is required using calibre DRC (Design
Rule Check) to ensure the layout phase.

4 Result and Discussion

The proposed design of asynchronous counter using tristate buffer has been built by
Verilog HDL code and simulated using Questa Simulator tool of Mentor Graphics.
For synthesis of proposed design, we used LeonardoSpectrum tool, and it is based
on TSMC 0.35 µm-CMOS technology, Spartan 6, and Spartan 3E FPGA. To esti-
mate the on-chip power dissipation corresponding FPGA design, we used the X-
power analyzer tool provided by Xilinx. For this analysis, we write the Verilog
test bench to generate VCD file for 4-, 8-, and 16-bit proposed binary counter.
In this paper, we also analyzed the latency and maximum operating frequency of
proposed and previous reported binary counter [19] for both ASIC- and FPGA0-
based design.Maximumoperating frequencywill be calculated by critical path delay.
And latency will be calculated by delay between two consecutive counting sequence
of counter. For synthesis of counter, we used the 100 and 50MHzoperating frequency
correspondingly FPGA- and ASIC-based design.

Table 1 shows the synthesis results based onASIC design of proposed and existing
counter. For this synthesis, we used TSMC 350-nm CMOS technology. In this
synthesis,we explore the latency,maximumoperating frequency and area complexity

Table 1 Synthesis report at 50 MHz clock frequency using 350-nm CMOS technology

Counter Proposed counter Counter [19]

Latency
(ns)

Maximum
operating
frequency
(MHz)

No. of gates Latency (ns) Maximum
operating
frequency
(MHz)

No. of gates

4-bit 0.77 1488.5 26 1 1000 53

8-bit 0.77 1488.5 53 1.04 960 116

16-bit 0.77 1488.5 106 1.53 892 235
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Table 2 Spartan 6 FPGA synthesis report at 100 MHz clock frequency

Counter Proposed counter Counter [19]

Latency
(ns)

On-chip
power
dissipation
(mW)

Maximum
operating
frequency
(MHz)

Latency (ns) On-chip
power
dissipation
(mW)

Maximum
operating
frequency
(MHz)

4-bit 1.95 93.56 512.794 2.048 94.65 488.317

8-bit 1.95 98.23 512.794 2.078 98.74 481.231

16-bit 1.95 98.61 512.794 2.106 98.94 474.721

(in terms of utilized logic gates). In this analysis, we find the better latency and
maximum operating frequency due to less hardware complexity as compare with
previous counter [19]. Also, we found the latency of proposed counter does not
depend on counter bit length but latency of clock gating-based synchronous counter
[19] is directly proportional to the counter bit length.

Table 2 shows the synthesis results based on FPGA design for proposed and
existing counter. For this synthesis, we used the Spartan-6 FPGA. Similarly, in this
synthesis, we explore the latency and maximum operating frequency for proposed
counter and existing counter [19]. From this analysis, we find the better latency and
maximum operating frequency due to less LUTs utilize in FPGA chip as compare
with previous counter [19]. Also, we found the latency of proposed counter does not
dependon counter bit lengthwhile latencyof clockgating-based synchronous counter
[19] is directly proportional to the counter bit length. On-chip power dissipation of
proposed counter is approximately equal or less than clock gating-based synchronous
counter [19] while their speed has been enhanced due to utilizing the tristate buffer
and arrangement of flip-flops.

Table 3 shows the synthesis results based on Spartan-6 FPGA for proposed and
existing counter. From this analysis, we explore the latency, maximum operating
frequency, and on-chip power dissipation for proposed counter and existing counter
[19]. From this analysis, we find the better latency and operating frequency due to
less LUTs utilize in FPGA chip as compare with previous counter [19]. Moreover,
we find the latency of proposed counter does not depend on counter bit length while

Table 3 Spartan 3E FPGA synthesis report at 100 MHz clock frequency

Counter Proposed counter Counter [19]

Latency
(ns)

On-chip
power
dissipation
(mW)

Maximum
operating
frequency
(MHz)

Latency (ns) On-chip
power
dissipation
(mW)

Maximum
operating
frequency
(MHz)

4-bit 1.689 111.91 592.084 2.916 112.87 342.977

8-bit 1.689 116.58 592.084 2.949 117.63 339.12

16-bit 1.689 116.66 592.084 2.949 118.13 339.12
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Q[3:0]
Sysclk

y1

y2

y3

Fig. 4 Simulation waveform of proposed 4-bit proposed binary counter

latency of clock gating-based synchronous counter [19] is directly proportional to the
counter bit length. On-chip power dissipation of proposed counter is slightly less than
clock gating-based synchronous counter [19]. Finally, we enhanced the performance
of proposed counter as compare with previous counter utilizing the tristate buffer
and modified arrangement of flip-flops.

Figure 4 shows simulation result of proposed 4-bit binary counter where ‘sysclk’
is the clock signal to drive LSB flip-flop. Signals y1, y2 and y3 are the clock source
of consecutive flip-flop. And Q[3 : 0] is the output of 4-bit binary counter. This
waveform clearly shows that signals y1, y2 and y3 do not have transition from 1 to 0
due to behavior of tristate buffer that overcomes the dynamic power dissipation by
transitions of clock signals. This signal is active only when flip-flops are required to
change their state, and rest of the cases, it behaves as a high impudence value. This
approach effectively overcomes the high power dissipation.

Figure 5 shows the compression between proposed and previous reported counter
[19] in terms of on-chip power dissipation, maximum operating frequency, and
latency. Figure 5a represents the graphical analysis of on-chip power dissipation
of counter architecture corresponding Spartan-6 and Spartan-3E FPGA. In this anal-
ysis, we find the Spartan-6 FPGA dissipate less power than Spartan-3E. Figure 5b
shows the analysis ofmaximumoperating frequency correspondingly 350-nmCMOS
technology, Spartan-6, and Spartan-3E FPGA. From this graph, first we analyze the
ASIC design using 350-nm CMOS have been operated at higher frequency than
FPGA-based design. Also, we found the operating frequency of proposed counter
is higher than clock gating-based synchronous counter [19]. And Fig. 5c represents
the latency analysis of counter with respect to 350-nm CMOS technology, Spartan-
6, and Spartan-3E FPGA. It is concluded that the CMOS-based ASIC design has
a minimum latency than FPGA-based design. Finally, we find the 350-nm CMOS-
based counter designs have been superior in terms of latency andmaximumoperating
frequency than FPGA. Once we compare between Spartan-6 and Spartan-3E FPGA,
we find the latency andmaximumoperating frequency of binary counter are better for
Spartan-3E FPGA and on chip-power dissipation of counter is better for Spartan-6
FPGA.
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Fig. 5 Compression
between proposed and
previous reported counter
[19]. a For on-chip power
dissipation. b For maximum
operating frequency. c For
latency
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5 Conclusion

In thiswork, a design of binary counter architecture using tristate buffer is proposed to
minimize the latency andmaximize theoperating frequencyof counterwithminimum
on-chip power dissipation. Synthesis of proposed counterwith different bit length has
been done using 0.35 µm CMOS technology, Spartan 6, and Spartan 3E FPGA. We
find the 0.35 µm CMOS-based counter design has been superior in terms of latency
and maximum operating frequency than FPGA. Once we compare between Spartan-
6 and Spartan-3E FPGA, we find the latency and maximum operating frequency
of binary counter are better for Spartan-3E FPGA and on-chip power dissipation of
counter is better for Spartan-6 FPGA. The synthesis results show that the latency and
maximum operating of proposed counter does not change with counter bit length.
While, latency andmaximumoperating frequency of clock gating-based counter [19]
degraded with the bit length of counter. When proposed counter compared with the
earlier reported counter [19], we find the latency of proposed counter reduces by 33%
when using 0.35 µm CMOS technology, whereas maximum operating frequency
increases by 48%. Latency of proposed counter reduces by 42%when using Spartan-
3E FPGA, whereas maximum operating frequency increases by 72%.
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Bidirectional Audio Transmission
in Optical Wireless Communication
Using PWM and Class D Amplifier

Basudeb Das, Shibabrata Mukherjee, and Saswati Mazumdar

Abstract Opticalwireless communication (OWC)using light-emitting diode (LED)
is a supplement of modern radio frequency wireless communication scheme due to
high bandwidth (>300 GHz) of the optical domain. It is less harmful compared to RF
wave, and it fulfills both illumination and data transmission at a time in indoor. OWC
experiences many schemes starting from amplitude modulation to subcarrier index
modulation-orthogonal frequency division multiplexing (SIM-OFDM) technique,
and improvements are still going on for achieving more secured and higher data
rated (in Gigabit Class) communication system. Here, an audio transmission system
in OWC using PWM and class D audio amplifier have been used. Experiments have
been performed using 9 W white LEDs (correlated color temperature 2900 K) as
downlink maintaining the proper light level in the work plane and 850 nm IR LED
as uplink for bidirectional communication. A detailed description of optical channel
modeling is also described here which is very important for illumination point of
view as well as communication point of view. For transmitting voice, 50 kHz carrier
frequency is used, and successfully, a distance of 8 m for communication has been
achieved.

Keywords Audio transmission · Class D amplifier · Optical wireless
communication · PWM · Visible light communication

1 Introduction

The optical wireless communication (OWC) refers to a communication technology
where optical sources are used as signal transmitter, air as a transmitting medium
and photodetector as a signal receiver. When a visible light source (380–780 nm) is
used as signal transmitter, it is called visible light communication (VLC). In recent
decades, the development of light-emitting diodes (LED) in visible spectrum replaces

B. Das (B) · S. Mukherjee · S. Mazumdar
Department of Electrical Engineering, Jadavpur University, Kolkata, West Bengal, India
e-mail: basudebdas.1991@gmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
V. Nath and J. K. Mandal (eds.), Nanoelectronics, Circuits and Communication
Systems, Lecture Notes in Electrical Engineering 692,
https://doi.org/10.1007/978-981-15-7486-3_14

131

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7486-3_14&domain=pdf
mailto:basudebdas.1991@gmail.com
https://doi.org/10.1007/978-981-15-7486-3_14


132 B. Das et al.

the incandescent bulbs and fluorescent lamps, since they have the characteristics of
long lifetime, mercury free, color mixing, higher efficacy, good color rendering index
(CRI) value and fast switching. Utilizing the property of fast switching of LED, VLC
uses white LED as transmitter which can transmit data at very high data rate as well
as fulfill the requirement of illumination in indoor.

The concept of optical wireless communication is not the new one. In 1880,
Grahambell invented photophone, where sun light was used as optical beam to
transmit telephone signal at 200 m [1–3]. Later in 1962, MIT Lincoln Labs built
an experimental OWC link using low-power GaAs LED to transmit TV signal [2, 3].
In 1994, OWC link was demonstrated using 806 nm IR LED at 2.9 m distance [4].
However after invention of LED in visible spectrum, VLC link for voice transmis-
sion was reported in Hong Kong by Pang et al. [5]. From 1999, many work based
on VLC was reported. The revolutionary invention was Horald Hass’s pure Li-Fi in
2011, where the data rate was 100Mbps [6]. OWC became one of the most favorable
technologies in the world of communication for its very high data rate, safe to human
health compared to RF and point-to-point secure communication.

In this article, a technology has been demonstrated to transmit the audio signal
using white and IR LED to establish a bidirectional communication link utilizing
PWM scheme and class D audio amplifier. The previous works reported in [5, 7–
11, 13] describe only unidirectional communication mode. Their developed systems
have the link range from 12 to 100 cm. A work reported in [12], which covered a
distance of 8 m, but worked in unidirectional mode also. Compared to the mentioned
works, this developed prototype is able to drive high power LEDs, so that larger
distance can be achieved and it works in bidirectional mode. A detailed comparison
study is shown in Table 1.

Table 1 Comparison of existing audio transmission system using VLC

Author (Year) Modulation technique Carrier frequency Distance Communication
mode

Pang [5] Frequency modulation 100 kHz ± 50 kHz 77 cm Unidirectional

Son [7] S/PDIF 192 kHz 100 cm Unidirectional

Jia [8] multi level pulse coded
modulation

Bit clock set to
256 kHz

12 cm Unidirectional

Dong [9] Voltage to frequency
conversion

– – Unidirectional

Assabin [10] Pulse width modulation 87 kHz – Unidirectional

Soh [11] On–OFF keying using
pyaudio

Datarate 4Mbps 15 cm Unidirectional

Taufik [12] Pulse width modulation 50 kHz 8 m Unidirectional

Kodama [13] Pulse width modulation 49.6 kHz – Unidirectional

This prototype Pulse width modulation
with class D amplifier

50 kHz 8 m Bidirectional
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2 Standardization of Visible Light Communication

IEEE 802.15.7 standard supports the modulation scheme for data rate from 11.67
Kbps to 96 Mbps for visible light (380–780 nm) communication. It also provides
the dimming adoptable mechanisms for flicker-free high data rate visible light
communication [14–16].

3 Optical Wireless Communication Channel Modeling

In visible light communication system, the channel can be classified in four different
types depending upon the position of the transmitter and the receiver. The basic
link types include directed (focused) line-of-sight (LOS), non-directed line-of-sight,
directed non-line-of-sight and non-directed non-line-of-sight. Directed (focused) and
non-directed (non-focused) channel depend on the direction of transmitter and the
receiver, and LOS and non-LOS channel depend on whether there exists a barrier to
the block the transmission of light between transmitter and receiver.

As general illumination operates on LOS environment and it is not focused or
directed, so a non-directed LOS channel is important for VLC [10, 17–20]. Geometry
for an indoor, non directed LOS VLC link is given in Fig. 1.

So, received optical power Pr at the receiver is expressed by

Pr = H0 ∗ Pt (1)

H0 represent the DC gain of the channel, and Pt is the transmitted optical power.
H0 is given by,

H0 = (m + 1)A/2π d2 cosm(ϕ) Ts(ψ)g(ψ) cos(ψ), 0 < ψ < ψc

0 ψ > ψc
(2)

Fig. 1 Geometry of an
indoor, non-directed LOS
VLC link
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A is the physical area of the detector in a photodetector. ϕ is the angle of irradiance
with respect to the axis normal to the transmitter surface, ψ is the angle of incidence
with respect to the axis normal to the receiver surface, d is the distance between LED
and the detector’s surface, T s (ψ) is the filter transmission, g(ψ) is the concentrator
gain,ψc is the concentrator field of view, i.e., semi-angle at half power,m is the order
of Lambertian emission and is given with the transmitter semi-ngle at half power)
ϕ1/2 as

m = − ln 2/ ln
(
ϕ1/2

)
(3)

where m = 1 in the case of ϕ1/2 = 60° (Lambertian Surface).
The optical concentrator g(ψ) can be given as [17]

g(ψ) = n2/ sin2 ψc 0 < ψ < ψc

0 ψ > ψc
(4)

n is the refractive index of the concentrator.

4 Experimental Study

A. Block diagram of the system
In this article, an audio transmission technique is reported for larger distance and
noise-free audio transmission based on pulse width modulation (PWM) scheme
and class D audio amplifier. The block diagram of the system is given in Fig. 2.

An amplified audio signal is fed to a PWM modulator. Then, the modulated
PWM signal drives a MOSFET (as a switch) to switch on and switch off the high
wattage LED. The distance of the communication link depends upon the wattage
of the LED used. The photodetector is placed at a particular distance from the
LED. It may be non-directed channel, but must be in line-of-sight. Output of the
photodetector is a slightly distorted PWM signal whose amplitude is in mV. A
comparator is used to regenerate the transmitted PWM signal which will drive
an output stage MOSFET. A L-C low-pass filter is used to demodulate the PWM

Fig. 2 Block diagram of the whole audio system
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signal, and the demodulated audio signal is fed to the speaker. This scheme shows
a less noisy optical wireless channel for audio transmission.

B. Description of the transmitter operation

The transmitter unit is built with an audio amplifier, a triangular wave generator,
a comparator, a switching output stage and a LED. The goal of the transmitter
unit is to switch on and off the LED according to the information (audio signal).
LED will be on when the signal is in high state and off when the signal is in low
state. Here, the PWM signal is generated by comparing the amplified audio signal
and a triangular wave act as a carrier wave. The frequency of the PWM signal
depends upon the frequency of the triangular wave. In this work, the frequency
of operation is 50 kHz, which is the frequency of triangular wave.
A block diagram of the transmitter unit is given in Fig. 3. An audio amplifier is
used to amplify the audio signal with a DC bias. LM 358Op-Amp is used as audio
amplifier. The triangular wave generator is made with ADA4625-1 Op-Amp. LM
393 Op-Amp is used as comparator, and to generate PWM signal, IRFZ44N
MOSFET is used as a switch to switch on and off the LED. The MOSFET is
being chosen depending upon the forward current of the LED. The developed
transmitter circuit is shown in Fig. 4.

C. Description of the receiver operation
In receiver unit, the transmitted signal is received by a photodetector and the
received signal is processed to the speaker. The audio processing is based on
the class D audio amplifier. The class D amplifier is operated on PWM signal,

Fig. 3 Block diagram of the transmitter unit

Fig. 4 Developed
transmitter circuit
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and it dissipates much less power compared to other audio amplifiers like class
A, class B, class AB. [21–24]. For these reasons, the class D amplifier has been
chosen.

Figure 5 shows the block diagram of the receiver unit. Photodetector converts
the received optical signal into current, and using a resistor, it is converted to
voltage form. Very low amplitude (mV) PWM signal is received which is fed
to a comparator (LM 393) to get transmitted PWM signal. The PWM signal is
the input of class D amplifier. A digital audio driver (IRS 20957S) is used for
half-bridge operation. A dual power supply is required to drive the driver. Two
N-Channel MOSFETs (IRFZ44N) are used for high-side and low-side drive of
half bridge. The MOSFETs have to be chosen depending upon the output speaker
power. The amplified audio passes through a low-pass L-C filter to demodulate
the PWM signal and get the actual audio signal. Single-ended Butterworth low-
pass L-C filter is chosen for this purpose. The value of the inductor and capacitor
can be calculated if the speaker’s resistance and cutoff frequency of the filter is
known. The developed receiver circuit is shown in Fig. 6.

D. Single-ended L-C filter design

Figure 7 shows the single-ended L-C filter configuration. The equation of the
single-ended L-C filter is shown.

f0 = W0/ 2π = 1/(2π
√

LC) (5)

f0 is the cutoff frequency of single-ended L-C filter.

Fig. 5 Block diagram of receiver unit

Fig. 6 Developed receiver
circuit
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Fig. 7 The single-ended
L-C filter configuration

Quality factor Q = RL
√

(C/L) (6)

Damping Ratio ζ = 1/2Q = 1/2 ∗ RL ∗
√
C

/
L (7)

It is usually desirable to design a filter that is critically damped with a Butterworth
response [25]. For this type of filter, Q = 1/

√
2.

L-C value can be derived for critically damped system, assuming the cutoff
frequency is known

L = RL ∗ √
2/W0 (8)

C = 1/(W0 ∗ RL ∗ √
2) (9)

In this work, for 4 � speaker and 20 kHz cutoff frequency is considered. For that
L = 45 µH and C = 1.5 µF are calculated.
A Bidirectional communication scheme

A bidirectional communication system is implemented here. The main purpose
of indoor optical communication is to provide sufficient illuminance on the working
plane as well as transmission of data and voice through light.

In Fig. 8, TRU1 represents the transceiver unit 1 which comprises of warm white
LED, whose CCT is around 2900 k and BPW24R photodetector. TRU 2 represents
the transceiver unit 2 which comprises of IR LED, whose wavelength is 850 nm and
1KL3B photodetector. The white LED (2900 k) is used not only for voice trans-
mission, this also is used as illuminant unit whose light falls on the working plane
and the voice signal is demodulated through 1KL3B. In case of transceiver unit 2,
the low wattage IR LED of wavelength 850 nm is used. Due to invisible IR LED
(850 nm) wavelength, this is effectively used as an uplink (no up light is required
to illuminate the ceiling here) of the system. This is also carrying the voice signal
which is detected by BPW 24R photodetector. So, in this way, a bidirectional optical
wireless audio transmission channel is established.
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Fig. 8 Bidirectional audio transmission scheme using wireless optical channel

5 Experimental Result

The experiment has been performed at Illumination Engineering Laboratory, Elec-
trical Engineering Dept., Jadavpur University, India. Audio signal is generated and
processed through the transmitter circuit. The received signal is processed, and
finally, the transmitted audio is audible on the 4 �, 3 W speaker. The received
sound is noiseless and clear. Figure 9 shows the experimental setup of the system

To clarify the reliability of the optical wireless channel, a 50 kHz square wave
pulse, generated by Keysight 33,600A waveform generator is transmitted via LED,
and at the receiving end, the waveform is analyzed by the Keysight MSOS054A
mixed-signal oscilloscope. The eye diagram of the received 50 kHz square wave
signal is shown in Fig. 10 which shows the communication channel is noise less and
reliable.

Figure 11 shows the experimental result of the transmitter side. Yellow line shows
a 50 kHz triangular signal, which is the reference signal of the comparator. Green
line is the amplified audio signal coming from the mobile phone, and it is the input
signal of the comparator. Blue signal is corresponding PWM signal which is fed to
the gate of switching MOSFET. The horizontal scale is 10 µs/div, and vertical scale
is 5 V/div.

The experimental result of receiver side is given in Fig. 12. Yellow signal shows
the received signal of the photodetector end. It clearly shows a very low amplitude
PWM signal at 50 kHz. By using a comparator, the amplitude of that signal is shifted
to 5 V and the frequency remains same which is the blue signal in Fig. 12. That
5 V PWM signal is the input of class D amplifier. Horizontal scale is 10 µs/div, and
vertical scale is 2 V/div.

The purpose of this system is not only transmitting the audio signal, but also to
maintain the light level on the working plane. As audio is transferred through light
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Fig. 9 Experimental setup

Fig. 10 Received 50 kHz signal and its corresponding eye diagram
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Fig. 11 Experimental data of transmitter side

Fig. 12 Experimental data of receiver side

by pulse width modulation technique, the average current of the LED becomes a
variable parameter which depends on the pulse width of the signal.

Iavg = (TOn/Ttotal) ∗ Ipeak (10)

where Iavg is the average current of the LED Luminaire, Ipeak is the peak current
of the LED luminaire, TOn is the On time of the PWM signal, T total is the total time
period of the PWM signal. Total time period of PWM signal and peak current of
LED is constant. So, average current of the LED becomes function of On time of
PWM signal.

Iavg∞ f (TOn) (11)

Illuminance is a function of average current of the LED
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Eν ∞ f
(
Iavg

)
(12)

From Eqs. (11) and (12), it can be stated that illuminance on working plane is a
function of on time of the PWM signal,

Eν ∞ f (TOn) (13)

The on time of the PWM signal depends on the volume and frequency of the
audio signal. The experimental results of audio input sound level verses illuminance
on working plane is shown in Fig. 13 and audio frequency verses illuminance on
working plane (in Lux) is shown in Fig. 14.

Fig. 13 Audio input sound level (in %) versus illuminance on working plane (in Lux)

Fig. 14 Audio frequency versus illuminance on working plane (in Lux)
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From Fig. 13 it can be stated that for increase in volume level from 10 to 100%, the
illuminance level on working plane changes from 141 to 148 lx; only 4% variation
is noticed. For variation in frequency of the audio signal from 20 Hz to 20 kHz, the
illuminance remains almost constant, as shown in Fig. 14, a change of only ±1 lx
is noticed which is around 0.7% of total light level. This slight change in light level
does not occur any disturbance or flicker to the users.

6 Application

This system can be used as an optical intercom system in many offices or buildings.
Nowadays, the use of LED has became very popular in office, school, colleges,
multistoried buildings, housing complex, etc., where the optical intercom system
can be implemented very easily with proper networking channel. A prototype of the
optical intercom system is shown in Fig. 15.

Two rooms are considered; TRU 11 and TRU 12 are the transceiver modules of
room1, and TRU 21 and TRU 22 are the transceiver modules of room 2. TRU 11 and
TRU21aremountedon ceilingwhich comprises thewhiteLEDand IRphotodetector,
and TRU 12 and TRU 22 are placed on working plane, which comprises of IR LED
and white LED detector. IR photodetector in TRU 11 is connected to the white LED
of TRU21 through wire, and IR photodetector of TRU21 is connected to white LED
of TRU 11 through wire. Someone sitting in room 1will speak on microphone which
is connected to the IR LED of TRU12. The audio is received by the IR detector of
TRU11; accordingly, the white LED of TRU21 will switch on and off and transmit
the audio to TRU22. White LED detector of TRU22 receives the audio signal, and it
is processed to the speaker which is in room 2, and the overall process is vice versa for
room 2 to room 1. In this way, someone sitting in room 1 can talk to another person
sitting in room 2 in bidirectional mode. In this way, an optical intercom system may
work.

Fig. 15 Optical Intercom System
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7 Conclusion and Future Scope

In this paper, an optical wireless communication channel for audio transmission is
discussed with necessary circuit description. Both PWM modulation technique and
classD amplifier are used in this system,which shows a higher distance and less noisy
communication system. The average illuminance level 148 Lux is maintained in the
working plane. If the wattage or efficacy of the LED is increased, illuminance on
the working plane will also increase. The fundamental experiments are performed
and reported in this article. This channel may be used for data transmission and
video transmission; for this, a higher channel bandwidth is required. It can be done
by modifying the transmitting and receiving hardware with proper communication
protocol.

Acknowledgements The authorswant to acknowledge IlluminationEngineeringLaboratory, Elec-
trical Engineering Department, Jadavpur University for the infrastructural facility to carry out this
research work.

References

1. Dennis K (2002) Free space optics for laser communication through air. Opt Photon news
13(10):36–42

2. Frank GE (1970) A review of operational laser communication systems. Proc IEEE 58(10)
3. Ali KM,Murat U (2014) Survey on free space optical communication: a communication theory

perspective. IEEE Commun Surv Tutor 16(4)
4. Gene MW, Joseph KM (1994) 50 Mbps diffuse infrared free space link using on off keying

with decision feedback equalization. IEEE Photon Technol Lett 6(10)
5. Grantham P, Ka-Lim H, Thomas K, Edward Y (1999) Visible light communication for audio

systems. IEEE Trans Consumer Electron 45(4)
6. Chen H et al (2016) Advances and prospects in visible light communication. J Semicond 37(1)
7. Do SK et al (2013) Simultaneous transmission of audio and video signals using visible light

communications. Eurasip J Wirel Commun Netw Springer Open J
8. Ziyan J et al (2013) A digital voice transmission system based on visible light communication.

Proc IC-BNMT
9. Shiliang D et al (2016) A voice transmission system based on visible light communication. In:

IEEE 5th global conference on consumer electronics
10. Abdelmoujoud A, Jamal E, Ahmed H, Abdellatif A Application of Li-Fi technology in the

transmission of the sound at the base of the PWM. In: 2nd international conference on electrical
and information technologies ICEIT’2016

11. Mei SY et al Real time audio transmission using visible light communication. In: Proceedings
of TENCON, IEEE region 10 conference, Oct 2018

12. JawadTBT et al (2009)Development of an audio transmission system through an indoor visible
light communication link. Int J Sci Res Publ 9(1)

13. Motoi K, Shinichiro H (2019) Pulse width modulation visible light communication using
digital micro-mirror device projector for voice information guidance system. In: IEEE 9th
annual computing and communication workshop and conference (CCWC). https://doi.org/10.
1109/CCWC.2019.8666577

14. IEEE 802.15.7 VLC (2012) Modulation scheme and dimming support. IEEE communication
magazine

https://doi.org/10.1109/CCWC.2019.8666577


144 B. Das et al.

15. Deva BK et al A review of communication-oriented optical wireless systems. Wirel Commun
Netw Spr Open J

16. IEEE 802.15 Working Group for WPAN. https://www.ieee802.org/15/
17. Lee CG (2011) Visible light communication, advanced trends in wireless communications,

Khatib M (ed). ISBN:978-953-307-183-1
18. Toshihiko K, Masao N (2004) Fundamental analysis for visible-light communication system

using LED lights. IEEE Trans Consumer Electron 50(1)
19. Barry JR (1994) Wireless infrared communications. Kluwer Academic press, Boston, MA
20. Gfeller FR, Bapst U (1979) Wireless in-house data communication via diffuse infrared

radiation. Proc IEEE 67(11):1474–1486
21. Eric G (2006) Class D audio amplifiers; What, Why, and How. Analog dialogue 40–06, June
22. Lianxi L, Yintang Y (2009) A high efficiency PWMCMOS class-D audio power amplifier. Art

J Semicond
23. Zbigniew K (2007) Application of pulse modulation techniques for class D audio power

amplifiers. Arch Acoust 32(03):683–706
24. Dondon PH et al (2011) Simple modeling and method for the design of a sigma delta class D

power amplifier. Int J Circuits Syst Signal Process 4(5)
25. SLAA701A Application Report, Texas Instruments, October 2016-revised November 2016

Basudeb Das received the B.Tech degree in Electronic &
Communication Engineering from West Bengal University
of Technology, Kolkata, India in 2013 and M.E. degree in
Illumination Engineering under Electrical Engineering Depart-
ment, Jadavpur University, Kolkata, India in2017, where he
is currently working towards the Ph.D degree in Electrical
Engineering.

His research interests include Optical Wireless Communica-
tion, CCT changing Lighting System, Solar powered dynamic
lighting system and electronic control of light.

Shibabrata Mukherjee received the B.Tech degree in Elec-
trical Engineering from West Bengal University of Technology,
Kolkata, India in 2013 and M.Tech degree in Illumination Tech.
and Design from Jadavpur University, Kolkata, India in 2017,
where he is currently working towards the Ph.D degree in Elec-
trical Engineering.

His research interests include Non conventional energy
sources, Optical communication and Environmental effect on
transmission of semiconductor light sources in free space.

https://www.ieee802.org/15/


Bidirectional Audio Transmission in Optical Wireless … 145

Saswati Mazumdar received the B.E.E., M.E., and Ph.D.
degrees in electrical engineering (EE) from Jadavpur University
(JU), Kolkata, India, in 1982, 1984, and 1996, respectively.

She worked first as CSIR Senior Research Fellow, then
System Development Engineer in a DOE-funded Project in the
Department of EE, JU. From 1987, she joined in teaching in
the department of EE, JU. She acted as Director of School of
Illumination Science, Engineering and Design, JU from 2006
to 2014. She is currently working as a Professor in the Depart-
ment of EE, JU, Kolkata, India. She has now 32 years of experi-
ence in lighting research and teaching. She developed a modern-
ized Illumination Engineering Laboratory in the Department of
EE, JU. She has founded one full-time Master’s Course on Illu-
mination Engineering and another part-time Master’s course on
Illumination technology and design in JU. She has executed a
large number of R&D and Consultancy Projects on illumina-
tion and allied fields. Her primary research areas are controllers
of lighting systems, renewable energy-based lighting systems,
smart lighting systems, LEDs and LASER communication, inte-
rior and exterior lighting design, and color control of modern
lighting systems.



Forecasting of Gold Prices Using
Bayesian Regularization Neural Network

Shruti Garg

Abstract Prediction of gold price has been done by many, the investors, artificial
intelligence experts, machine learning experts and stockmarket agents, etc. Ten years
gold price from January 2008 toMay 2018 has been taken for prediction in this study
using Bayesian neural network. Bayesian neural network is selected for prediction of
price of gold because it is found suitable for time series data and does not depend on
any historical feature. The forecasted price is also compared with actual price to find
percentage error in predicted values. Finally, mean percentage error is calculated,
which is found 1% here.

Keywords Bayesian neural network · Time series analysis · Gold price

1 Introduction

Bayesian neural network is a popular machine learning technique used for prediction
of time series data. As gold prices vary according to time, the neural network is found
suitable for given application. There are many different neural networks which were
used for prediction in past [1]. Artificial neural network (ANN), radial basis function
network (RBFN), recurrent neural network (RNN) and convolution neural network
(CNN) have been used for prediction of NSE stock price in [2, 11]. Real-time stock
market prediction has been done in [3]. Bayesian neural network (BNN) has been
applied as predictor on different datasets in [4].

The article [5, 6, 8] and [18] implemented autoregressive integrated moving
average (ARIMA) model for prediction of stock market price. The ARIMA model
predicts the future values based on season and trend values present in time series
data. Also, it does not use any dependent variable for prediction. Thus, this model
does not give very accurate prediction.
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Prediction of gold price using artificial neural network has been done in [7], and
results were compared with statistical method ARIMA model. Results of above two
models have been compared based on r-square, root mean square error (RMSE)
and mean absolute error (MAE). The neural network was found better in all three
parameters.

The gold prices were also been predicted by logistic regression (LR) and artifi-
cial neural networks (ANN) in [9]. Both methods were applied on January 2005 to
September 2016 dataset collected from various sources. Nineteen different attributes
have been selected to apply the two machine learning models. Performance of ANN
is found better than logistic regression model.

A naïve Bayes and ANN have been applied to predict gold price in [10]. A review
on time series prediction in perspective of gold price has been presented in [11].
There are many statistical, machine learning, fuzzy, neural and genetic algorithm-
based forecasting which has been from 2006–2016. Neural network and machine
learning-based forecasting were found promising research area for future. As statis-
tical forecasting methods have no learning capabilities, the demand of artificial
intelligence-based predication system has increased in past few years.

Deep learning also gained popularity for prediction after 2016. In same direc-
tion, the gold prices were predicted by long short-time memory (LSTM), convo-
lution neural network (CNN) and a combination of LSTM + CNN in [12]. The
proposed models were compared by autoregressive regressive integrated moving
average (ARIMA) and support vector machine(SVM). A comparison between the
models LSTM+CNN and CNN+ LSTM has been done. LSTM+CNNwas found
performing better in their work.

Manyneuro-fuzzy and combinationof neural and evolutionary computing systems
were also proposed in the past. A BAT neural network (BAT-NN) was proposed
in [13] for prediction of gold price. BAT evolutionary algorithm is metaheuristic
search algorithm used for forecasting and optimization. BAT algorithm is based on
ecological behavior of bats. Evolutionary algorithm along with neural network gives
good accuracy in forecasting [14]. A comparison of BAT neural network has been
done by artificial intelligence systems and traditional system. BAT-NN was found
best among all.

A wavelet-based neural network (WNN) with ant colony optimization (ACO)
was proposed in [15].Wavelet neural network uses wavelet and sigmoid as activation
function rather than only sigmoid in tradition neural network. Further, the architecture
of WNN has been optimized by ACO. ACO is evolutionary optimization algorithm
based on behavior of ants. The problem of overfitting has also been addressed by
adjusting the parameters.

A hybrid of ARIMA and least square support vector machine (LSSVM) has
been proposed for stock price prediction in [16]. A comparison of prediction ability
of Levenberg–Marquardt neural network (LMNN) with Bayesian regularization
network (BRNN) has been done in [17]. And Bayesian neural network was found
better than LMNN.

Different experts did several statistical, artificial intelligence (AI)-based and
machine learning (ML)-based modeling for prediction of verity of data. Also, there
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are plenty of ML algorithms present in the literature. Neural networks were found
superior then tradition statistical methods because they learn patterns from training
data. The Bayesian neural network (BNN) predicts future values based on posterior
probabilities. The neural network training is done based on optimization in standard
network whereas BNN uses maximum likelihood estimator for weight updation.

In BNN, new weights and bias will be calculated in every execution based on
following posterior probability described in [20]. Calculation of posterior probabil-
ities helps in finding prior distribution in existing data. These prior distributions can
be helpful in future analysis.

The subsequent section of thr present paper highlights functionality of Bayesian
neural network, further objective of current research and experimental results which
have been discussed, and lastly, the conclusion remarks have been given.

2 Bayesian Neural Network

Bayesian neural network (BNN) is a probabilistic variant multilayer perceptron
(MLP) neural network that is widely used as machine learning algorithm. The archi-
tecture of BNN consists of three types of different layers. First is input layer to which
input is provided, and last output layer is there which produces future values in test
phases. There may be one or more hidden layers present in between input and output
layer. The general architecture of BNN is shown in Fig. 1. Weights in BNN are
probabilities rather than random weights which are present in ANN.

The exact learning in BNN is done same as backpropagation algorithm [21]. The
weight updation procedure in BNN is given in [22].

Fig. 1 Architecture of Bayesian neural network
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The BNN also suffers with the problem of overfitting. The problem of overfitting
can be reduced by applying regularization. The version of BNN with regularization
is called Bayesian regularization neural network (BRNN).

3 Experimental Results

Research Objective: Apply Bayesian regularization neural network to predict gold
price and verify its correctness using testing and validation.

Research Methodology and Approach: The history of 10 years of gold price
has been taken for applying BNN. Total 2290 observations were taken from January
02, 2008 toMay 16, 2018 from [19]. The gold price variation of last 5 years is shown
in Fig. 2.

Empirical Validation: The gold price data has been presented to network in three
sets: training, validation and testing. Gold price data used here is taken from 2008–
2018. There are total 2290 observations found in which 80% were used for training,
and 20% values were used for validation and testing. Then, actual prices were then
compared with network output, and mean percentage error was calculated by using
the formula

Percentage error = ((Actual price− forecastedprice)/Actual price) (1)

And finally, mean percentage error is calculated

Mean percentage error = Percentage error/number of observations (2)

The total number of iterations required to train neural network is 111. After
minimizing the error by 111 iteration, the mean percent error found is 0.010585. The
number of hidden neuron taken in neural network is 10, and the number of delay
taken is 2.

Fig. 2 Gold price variations
of last 5 years
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The output of BNN is shown in Fig. 3, and the error in network output and target
output is shown in Fig. 4.

Fig. 3 Output of Bayesian neural network
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Fig. 4 Error in neural network output and target price

4 Conclusion

Many researchers in field of economics and computer science are working predic-
tion of gold price. In the present study, BNN was used to predict the gold price,
because BNN is giving very much satisfactory results in field of image processing,
pattern recognition and classification, natural language processing and time series
data prediction. The experimental results show that the accuracy of prediction BNN
is very high, which is shown in result section, mean percentage error as 0.010585.
Thus, BNN model is found suitable for prediction of gold price data.
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A New Proposed TCP for Faster
Transmission of Packets

Mayank Oraon, Ravi Shankar, Kishan Manjhi, Sabina Priyadarshini,
and Ramesh Narayan

Abstract Connection-oriented protocols have a big overhead of sequence numbers
and acknowledgment numberswhichmake the protocols slow. This chapter discusses
a new TCP implementation that reduces this overhead in connection-oriented
protocol-TCP and therefore makes the transmission faster. A new method of
congestion control has also been suggested for better performance.

Keywords TCP · Faster transmission · TCP congestion control ·
Connection-oriented protocol

1 Introduction

1.1 TCP—An Overview

Transmission control protocol (TCP) is a protocol in transport layer [1–5]. Transport
layer transports application layer messages between the client and server sides of an
application. It provides logical communication between application processes and
networks. TCP provides a link-oriented service to its applications. It also provides
congestion control and flow control. A connection-oriented service means that there
is a handshake done, and resources and buffers are allocated on both sides of server
and client before data is sent and received by both of them. TCP does a three-way
handshake. First, a Syn bit set to 1 is sent and has an initial sequence number called
“client_isn”. This segment is called Syn segment. Then, server extracts TCP SYN
segment and allocates TCP buffers and variables to the connection. It sends a Syn
bit set to 1, ack (acknowledgment) field set to “client_isn + 1” and server’s own first
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sequence number “server_isn” ( Synack segment). On receiving this acknowledg-
ment, client also allocates buffers and variables to the connection. Client acknowl-
edges server’s connection granted segment by sending ack number “server_isn+ 1”.
Syn bit is set to zero. Data can be sent along with this segment. After this three-way
handshake, data is sent and received by both sides. TCP provides reliable data transfer
using sequence numbers that uniquely identify a packet and acknowledgments that
assure the sender that the packet has been received by the receiver [6].

TCP uses a combination of two protocols, namelyGo-Back-N protocol and Selec-
tive repeat. In Go-Back-N protocol, the sequence numbers of the packets are in a
window like 0 to 7 and after 7, the sequence number is again reset to 0 and goes till
7. It accepts in-order delivery of packets. That means, it accepts packets in correct
sequence. If a packet arrives that is out-of-order, it is discarded. However, in selec-
tive repeat protocol, packet buffering is done for out-of-order packets. Individual
acknowledgments are sent, so that all packets don’t need to be retransmitted in case
one packet is lost or received with errors [7].

1.2 TCP Segment Structure

TCP packets are called segments. Application layer messages are broken down into
shorter segments by transport layer. The TCP structure is as shown in Fig. 1.

Sequence number is a 32-bit field used to identify a packet.After sequence number,
there is ack field of 32 bits which is used by receiver to send acknowledgments for
reliable data transfer. There is 4-bit header length followed by 6-bit flag fields. First

Fig. 1 TCP segment
structure [1]
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is URG meaning that the data is urgent. Then is ACK field which is set to 1 to
indicate that ack field has valid data. RST, SYN, and FIN are used for connection
set up and teardown. PSH bit indicates that receiver should pass data to upper layer
immediately. Urgent data pointer is a 16-bit field to give address of last byte of urgent
data. A 16-bit receive window field is used for flow control.

1.3 TCP Congestion Control

TCP congestion control is done in three ways [8–12]:

a. There is an Explicit Forward Congestion Indication (EFCI) bit present in each
data cell. Router sets it to 1 to signal congestion to destination. There is aResource
Management (RM) cell that is sent by sender after every 32 data cells. It contains
the EFCI bit. The destination sees the EFCI bit and sets EFCI of RM cell to 1
and sends it to sender. Thus, sender is notified of congestion.

b. Resource Management cells also contain a No Increase (NI) and Congestion
Indication (CI) bit. Switches set CI to 1 to indicate severe congestion and NI bit
to 1 to indicate mild congestion.

c. Resource Management cells also contain an Explicit Rate (ER) field which is a
two-byte field. Congested switches can set a lower value for ER field in a passing
RM cell.

The chapter is organized as follows. Section 2 contains a literature survey.
Section 3 discusses the proposed TCP for faster transmission and lesser overhead.
Section 4 discusses the advantage and Sect. 5 concludes the chapter.

2 Literature Survey

Advanced Research Projects Agency [13, 14] created the first network ‘ARPANET’
in 1969. In 1974, VG Cerf and RE Kahn developed the TCP/IP protocol. In 1980,
University of Southern California came up with IP protocol. In 1985, NSFNET was
developed by National Science Foundation. By 1986, there was a network archi-
tecture joining research and campuses organizations. Data was divided into small
chunks of bits called datagrams. Concepts like fragmentation and reassembly came
into existence. IP connected with local network protocols and took datagrams from
source to next gateway or to destination. Service was provided with four parame-
ters: Time to Live (TTL), Type of, Choices and header checksums. In early days,
there were many local protocols. But in 1974, Cerf and Kahn came up with the
concept of a single protocol—TCP—which was connection oriented, reliable, end-
to-end protocol. TCP has communication between two sockets—sending socket and
receiving socket. Socket has port number and IP address, respectively. Port numbers
below 1024 are reserved. With TCP, multicasting and broadcasting are not allowed.
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TCP uses a flow mechanism protocol called sliding window. This is a window scope
field in TCP segment structure that requires the quantity of bytes that may be sent to
receiver [15–17].

2.1 Future of TCP

TCP has limitations [18–20]:

• Wireless networks have higher bit error rates.
• TCP thinks that all packets go through the same path.
• TCP considers bandwidth as constant.
• Short-term sessions are damaging to obsolete TCP as TCP assumes all sessions

have an exact number of time periods.
• Overhead of 40 bytes per packet is not efficient for larger payloads.

In TCP Tahoe [18–20], there is “slow start.” At first, congestion window is one
segment size. Each time an ack is received, it is increased by one. After time out,
congestion window is doubled. Congestion window should be less than a threshold
value says, T. When congestion window gets more than T, congestion avoidance
phase begins where each RTT increments congestionwindow byMaximumSegment
Size (MSS). Finally, when packet loss occurs, TCP Tahoe does fast retransmit. Fast
retransmit means that, when Tahoe receives three duplicate acknowledgments, it
resends the packet without waiting for time out. In this phase, there is maximum
variation of window size.

In TCP Reno [21–24], Fast Recovery is an additional algorithm. Recovery starts
from the second phase. Minimum window size in recovery process of TCP Tahoe
can be overcome by starting recovery with second phase. Therefore, in TCP Reno,
there is less variation in window size. In Fast Recovery, after receiving three acks,
threshold T is set to half the current window; lost section is retransmitted; congestion
window is fixed to congestion window+3; and, after receiving every ack, congestion
window is increased by one.

Reno is efficient for single packet drop but not for multiple packet drops.
SACKTCP or TCP selective acknowledge [21, 25] contains a variable called pipe

which shows number of outstanding packets. If number of packets in route is smaller
than congestion window, then sender can send or retransmit packets. Pipe preserves
acks from previous SACK options. Therefore, TCP SACK gets maximum window
size as time increases when compared to TCP Tahoe and Reno.

In Vegas [25], an early and opportune choice to retransmit a dropped fragment
is made. In TCP, there is a clock used to time full circle that ticks each 500 ms.
Break check is additionally done when this “coarse grain” clock ticks. Thus, contrast
between time when bundle is lost and time when it is detesting is any longer than
would normally be appropriate. Along these lines, Reno thought of fast retransmit
and fast recuperation instruments.
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In TCP Vegas, when a copy ACK is obtained, it checks whether distinction
between current time and when the fragment was sent (recorded as timestamp) is
more noteworthy than break esteem. In the event that indeed, Vegas retransmits the
section without hanging tight for three copy affirmations. At the point when a non-
copy ack is obtained l in later retransmission, Vegas checks if time interim of the then
sent section is bigger than break esteem. On the off chance that truly, Vegas retrans-
mits the portion. This will get whatever new fragment that may have been misplaced
past to the retransmission without sitting tight for a copy ack. The goal of this new
strategy is to identify lost bundles despite the fact that there might be no second or
third copy ack. This technique is exceptionally fruitful at accomplishing this objec-
tive as it added lessens the quantity of coarse grained breaks in Reno significantly.
Additionally, Vegas possibly diminishes the clog window whenever retransmitted
fragment was recently sent after the last abatement. Any misfortunes that occurred
before the last window decline don’t infer that the system is clogged for the present
blockage window estimate, thus don’t suggest that it ought to be diminished once
more. This change is required on the grounds that Vegas recognizes misfortunes
much sooner than Reno. Reno is responsive. In any case, Vegas is proactive.

In New Reno [26], during the moderate beginning stage, the sender builds the
clog window win by 1/win with every affirmation got. In the wake of getting three
copy affirmations, sender quickly retransmits. Sender at that point sets edge T to
win/2; parts its success and actuates quick recuperation calculation. In quick recu-
peration, it retransmits on accepting one copy ack. After getting an incomplete ack,
the sender retransmits the main unacknowledged parcel. At the point when an ack
recognizes all bundles transmitted before initiation of quick retransmit, sender leaves
quick recuperation and sets clog window to slow beginning edge T. On account of
different bundles released from a solitary window of information, the primary novel
data accessible to transmitter comes when sender gets an affirmation for retrans-
mitted bundle. If there is a single packet drop, acknowledgment will acknowledge
all packets transmitted. When there are multiple packet drops, the acknowledgment
will acknowledge only some packets before fast retransmit. This packet is called a
partial ack.

TCP Hybla [27] evaluates congestion window by removing the performance
dependence on Round-Trip Time. Hybla has a larger average ‘win’ than TCP
standard. TCP Hybla is used for satellite communication.

In TCP BIC [28], at the point when parcel misfortune happens, BIC decreases its
window by a multiplicative feature (beta). The scope when the misfortune happened
is set to max and dimension after decrease is fixed to min. There is a situation among
min and max which is taken as smax. On the off chance that separation among min
and midpoint among min and max is bigger than smax, smax is taken as the new
window size. On the off chance that bundle misfortune happens, at that point smax
is taken as new max else it is taken as new min. This goes on till window increase
turns out to be not exactly a consistent smin. At the point when this occurs, window
is set to current max. In the event that window develops past max, balance window
dimension must be bigger than existing max and new max must be initiate. This
is called max examining. The window at first develops gradually to locate the new
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max; if not discovered, for example, parcel misfortunes happen, and at that point it
changes to a quicker increment by changing to added substance increment where
window size is increased by an enormous fixed augmentation.

BIC’s evolution function can be also destructive for TCP. A new window growth
function—cubic function—can be used. Origin is set as max, and after window
decreasing, window grows very fast and as it reaches max, and it slows down its
evolution. At max, its growth falls to zero. Then, window develops gradually accel-
erating its development as it transports away from wmax. Its development amount
accelerates much more slowly than BIC’s. It is TCP friendly because of slow growth.

DCTCP resolves TCP problem in the data center when it does not meet demand
of apps. DCTCP provides high burst tolerance by combining large buffer headroom
and destructive marking. It provides low latency by having small buffer occupancies.
It also has high throughput as it employs FCN averaging by smooth rate adjustments
and low variance. It comes with features like simplicity while converting to TCP
and a single-switch parameter. It has its roots on mechanisms already accessible in
silicon.

High bandwidth problem occurring in the TCP can be given a fix by implementa-
tion of high-speed TCP. High-speed TCP fine-tunes the added substance increment
and multiplicative-decline parameter α and β so that for huge estimations of cwnd,
the pace of increment of cwnd amongmisfortunes is significantly more quick and the
cwnd decline at misfortune occasions is unimportant. This licenses organized utiliza-
tion of all the accessible data transfer capacity for enormous transmission capacity
postpone item comparably, when the size of cwnd is in run when TCP Reno works
proficiently. High-speed TCP’S data is just reasonably faster than TCP Reno’s so the
two rivial moderately, unassumingly.

TCP Westwood represents the endeavor to utilize the RTF-observing techniques
of TCP Vegas to determine the high-transfer speed issue, review that there is issue
while separating among longest and non-congestivemisfortunes. TCPwestwood can
likewise be considered as an improvement of TCPReno’s cwnd= cwnd/2 procedure,
which is a more prominent drop than would normally be appropriate if the line limit
at the bottleneck switch is not exactly the travel limit. It keeps on being a type of
misfortune based blockage control.

Fast TCP is thoroughly connected to TCP Vegas, the plan is to retain the stable
queue application attribute of TCP Vegas for as many cases as possible ad to also
give competition to TCP Reno with its improved performance. We have observed
that in TCP Vegas, RTT min at even lesser stable intervals (e.g., 20 ms) cwnd is
amended via the resulting average:

Cwnd new = (1 − γ ) ∗ cwnd + γ ∗ ((RTT no load/RTT) ∗ cwnd + α)

where γ is a constant in the middle of 0 and 1 ascertaining how “volatile” the cwnd
inform is (γ � 1 is the most volatile) and α is a fixed constant, number of packets
the sender attempts to store in the restricted access queue.
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Compound TCP adds a defer-based segment to TCP Reno. To this termination,
CTCP enhances TCPReno’s cwnd by giving through a postpone-based component to
the window dimension called dwnd, the absolute window dimension is then winsize
= cwnd+ dwnd (of course,winsize isn’t acceptable to surpass the recipient’swindow
dimension). Each RTT presently increments by 1/winsize.

HTCP shares similarity with high-speed TCP in the matter of growth of cwnd;
has differences with high-speed TCP when it comes to cwnd incrementation, being
determined by the slipped by time since the past misfortune occasion, and not by the
size of cwnd. The limit for quickened cwnd development is normally fixed to be 1 s
after the latest misfortune occasion. Utilizing RTTs of 50 ms, that signifies 20 RTTs,
recommending that when CWNDmin is under 20 then HTCP carries on especially
like TCP Reno.

TCP Cubic solves the issue of cost-productive TCP transport when bandwidth *
delay is huge. TCPCubic permits quickwindowextension; anyway, it likewisemakes
endeavors to hinder the flourishing of cwnd forcefully as cwnd is going to arrive at
the current systems administration roof, and vouches for reasonable treatment of
other TCP associations. Some portion of TCP Cubic’s key breakdown uncovers that
to accomplish, that is for hindering window development work as the last system
roof is drawn closer and afterward find the fast increment, if this roof is outperformed
without misfortunes. This inward then curved conduct mimics the diagram of the
cubic polynomial cwnd = t3, consequently the name.

TCP veno merges the ideas given by the congestion detection mechanism of TCP
vegas into TCP reno to:

1. differentiate connection development in congestive or non-congestive state so
that the window size can be altered soundly.

2. augment additive increase phase to better make use of available bandwidth and
lower the happening of congestion loss. It is a refinement of reno’s md as: It
declares random loss when loss occur when not in congestive state otherwise it
declares congestion loss. It is a refinement of reno’s as: It tries to stay at the ideal
transmission rate for as long as possible.

If the features of the network were known early, TCP would have been aimed in
a better way which gives the idea of NATCP.

NATCP [19] utilizes an out-of-band criticism from the system to the servers
found close by the input from the system, which incorporates the limit of cell get to
connect and the base RTT of the system, manages the servers to alter their sending
rates. NATCP replaces the customary TCP conspire at the sender. NATCP beats the
best in class TCP conspires by in any event accomplishing 2× higher Power.

Binary Increase CongestionControl [20] is an congestion control algorithmwhich
used for the transmission control protocol.

BIC optimized for the high-speed network with high latency generally known
as long-fat-network. Advantage of BIC is correction of severely underutilized
bandwidth.

BIC finds the maximum cwnd by searching.
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1. binary search
2. additive inverse
3. slow start.

So when networks fails, the BIC uses multiplicative decrease in current cwnd.

3 Proposed TCP

TCP is a connection-oriented protocol. But because of being a connection-oriented
protocol, TCP has a big overhead of sending 32-bit sequence number and 32-bit
acknowledgment number in each packet. The proposed TCP packet structure aims
at reducing this overhead and therefore makes the transmission faster.

According to the proposed TCP, for every 32 packets, an acknowledgment-
sequence is sent. Before sending any packet, a 32-bit acknowledgment-sequence
packet is sent. This field contains 32 bits. Each bit corresponds to one bit carried
by the following 32 TCP segments. Each TCP packet sent thereafter has one bit
acknowledgment field. For example, if the 32-bit acknowledgment-sequence sent
before sending packets, 10, 111, 100, 001, 100, 100, 000, 111, 010, 101, 010, then,
the first TCP packet sent thereafter has its acknowledgment bit set to 1, second
packet has acknowledgment bit set to 0, third packet has acknowledgment bit set
to 1, fourth packet has acknowledgment bit set to 1, and so on till 32 packets. The
receiver extracts the acknowledgment bit from all the 32 packets when they are
received and then compares it with the 32-bit acknowledgment-sequence sent before
sending the 32 packets. If the bit patterns match, then it sends a positive acknowledg-
ment to sender; otherwise, it sends the sequence numbers of packets not received.
For example, if the third packet received has an acknowledgment field set to 0, then
the third bit in the above-mentioned acknowledgment-sequence does not match with
the acknowledgment bit received in the third packet. So, the receiver makes out that
the third packet is either not delivered (lost) or not an in-order delivery. It checks
the sequence number of the packet and sees that the packet is not the third packet.
If the packet is an out of order delivery, then it is placed in its correct position in the
32-bit pattern; otherwise, the sequence number of the third packet is sent to sender
to resend the packet. In this way, the overhead of 32-bit acknowledgment number in
each packet is reduced to 1 bit in each packet.

The sequence number in the first packet is 32 bits in length. But the subsequent 32
packets are sent with only the last 16 bits of the sequence number incremented by 1
for each subsequent packet. There is an “attached bit” (1 bit in length) in each of the
32 packets set to 1 signaling that the packets are attached to the first packet, and they
have a sequence number which consists of the first 16 bits of sequence number of the
first packet and last 16 bits of the sequence number explicitly specified in the 16-bit
sequence number field. After 32 packets, again, a 32-bit sequence number packet is
sent and so on. So, all the attached packets have a 1-bit acknowledgment field, 1-bit
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attached field and 16-bit sequence number field. The total overhead is 18 bits per
packet instead of 64 bits per packet. The transmission is, therefore, faster.

The first 32 segments sent by sender and receiver looks in the Fig. 2.
The next 31 sender- and receiver-side segments sent have a structure as given in

Fig. 3.
After 32 packets, again one segment is sent whose structure is as shown in Fig. 2.
For TCP congestion control, a Congestion Indication bit is sent from sender to

each router on the way to destination. Each router sets the Congestion Indication bit
to 1 if there is congestion and 0 otherwise and sends it back to sender. If a Congestion
Indication bit is 1, the number of packets being sent is reduced by one-fourth of the
total number of packets sent by the sender. If N is the total number of packets and
M is the new number of packets, then

M = N − (1/4 ∗ N ) = N − N/4

If Congestion Indication bit is set to 0, then there is no curtailment in the number
of packets being sent. For example, if there are three routers in the way from sender
to receiver, and one router sends a 0 congestion indication bit and two routers send
a 1 in congestion indication bit, then, the number of packets sent is reduced by 1/4th
plus 1/4th of the total number of packets. If N is the total number of packets and M
be the new number of packets, then

S = N − (1/4 ∗ N ) = N − N/4

M = S − (1/4 ∗ S) = S − S/4

Fig. 2 TCP segment
structure for first segment in
every 32 packets
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Fig. 3 TCP segment
structure for rest 32 packets
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where S is the intermediate total number of packets. In this way, congestion can be
reduced. This value has been obtained empirically.

4 Advantage

The advantage of this proposed TCP is that the transmission would be faster as the
overhead of each packet would be less. So, there is an advantage of both connection-
oriented protocol and less overhead per packet.

5 Conclusion

Faster communication is a need these days. A new TCP has been proposed in this
chapter which aims at reducing the length of the packets being sent. The number of
bits in sequence number field and acknowledgment field together is reduced from 64
to 18 bits. This improves the speed of transmission, and therefore, the communication
can be done faster. Also, congestion can be reduced by curtailing one-fourth of the
total number of packets being sent for every router that says that there is congestion.
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Design and Analysis of Koch Snowflake
Geometry with Enclosing Ring
Multiband Patch Antenna Covering S
and L Band Applications

Nukala Srinivasa Rao

Abstract This chapter discusses the advancement in the performance of the Koch
snowflake fractal antenna’s behavior when it is enclosed in a circle. This design
using the fractal geometry properties results in an antenna that resonates at multiple
frequencies that are 2.141 GHz, 3.352 GHz, 4.260 GHz, 4.622 GHz, 5.161 GHz,
5.462 GHz and 6.910 GHz and the bandwidth at the resonant frequencies are
115.6 MHz, 60.2 MHz, 102.1 MHz, 139.2 MHz, 115.6 MHz, 102 MHz and
140.1 MHz, respectively. On comparing, this modified design of fractal antenna
provides better results in S11 parameter than basic Koch snowflake design.

Keywords Component · Formatting · Style · Styling · Insert (keywords)

1 Introduction

In this day and age of wireless communication, ongoing improvements in wireless
communication industry keep on deriving prerequisite of little, perfect and moderate
microstrip patch antennas. Present-day telecom systems require antennas with more
extensive frequency ranges and minute measurements than expected. It embarked
research on antennas in various angles, one of them by utilizing fractal-shaped
antenna elements. As an effort to enhance the technology of modern communica-
tions system, various approaches are being studied by the researchers to create novel
antennas. The paper contains fractal geometry as well as left-handed, meta-material
in order to achieve an antenna design suitable for several wireless applications.

The second-generation antenna is a microstrip, which is a metallic patch which
uses a process. For example, lithography in which patterns are printed on this
grounded dielectric substrate while fabricating the PCB’s or IC’s (Fig. 1).

It is the most successful and revolutionary design for antennas ever. The success
of this antenna is from its advantage of having lightweight, low profile and low
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Fig. 1 Basic microstrip
patch antenna

cost of fabrication, mechanical robustness, versatility and many more. However, it
has some disadvantages also, the disadvantages include narrow bandwidth and low
efficiencies.

Clouds, mountains, plant leaves and coastlines are the inspiration for fractal
geometries [1–5]. It is essential to design antenna as compressed as achievable for
some application. Fractal antenna has entered the view of many as a very promising
solution. There are various types of microstrip antennas that are shown in Fig. 2.

Fractal antenna [2, 4] is the best suitable radiating structure. Inmodern technology,
fractal antenna theory exists as a new area. Fractal geometry has a space-filling
property which is self-similar [3]. These pattern looks complex but because of their
self symmetry and having simple geometry. The basic geometry patterns are Koch
and Hilbert snowflakes [6–8]. In order to provide feeding mechanism to an antenna,
there are various techniques of feeding are used likemicrostrip line [9], coaxial probe
[10], coplanar waveguide [11], etc. Each feeding mechanism is used for various
applications.

Fig. 2 Types of microstrip
antennas
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2 Fractal Geometry

There are various types of geometry used in fractal antenna that are discussed here.
Sirepinski gasket: it is a simple fractal that has fixed set with an overall shape of

equilateral triangles which are iteratively sub-divided into small equilateral triangles
(Fig 3).

Koch snowflake: The origin for Koch snow flake is an equilateral triangle. Then,
partition the line segment into three parts of equilength. Next, draw the equilateral
triangle by considering drawn line segments as its base and points to be outward.
Afterward, remove the base of triangle made from first line segment. The Koch curve
originally explained by Koch is constructed with only one side of original triangle.
So three Koch curves make a single Koch snow flake [8, 14, 15].

Sirepinski carpet: In this a shape, it is sub-divided into small copies by removing
one or more copies.

Hilbert curve: It is a continuous space filling curve which fills the square. The
starting state is situated on the left. He designed a curve by connecting the center
points of four sub-squares and again which leads to making up of a large square.

Fig. 3 Different kinds of
geometry used in fractal
antenna [12, 13]
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3 Proposed Method

The fractal antenna either in communications or military andmarine applications has
been an emerging good research-oriented topic in the upcoming years. It is important
for a single one device in order to access the additional services like GSM,WCDMA,
WI-MAX, Wi-Fi, UMTS, 802.11a, Bluetooth, and 802.11b or satellite communica-
tion bands. For facilitate this, the antenna not only work on single frequency band but
also it should work with multiple bands. Fractal antennas will work on multiband
frequencies. Development of communication technologies, reduction of size and
range of frequencies broadening are becoming very important design considerations
for practical design applications of fractal antenna. The limitation ofmicrostrip patch
antenna such as less power handling capability, very low gain, and so fractal antenna
may help to improve high gain and bandwidth of antenna. The ultimate objective
of this paper is to design a compact patch antenna using novel fractal geometry and
optimizing the proposed antenna to cover various bands by covering the satellite
communication bands like L, S, C, X,KU, K, Ka, etc.

4 Implementation

Figure 4 shows in detailed dimension of fundamental equilateral triangle patch
antenna with the overall size of the substrate are 60 mm × 60 mm. The one side
of the equilateral triangle is a = 33 mm.

The design specifications are given in Table 1.
Second iteration of Koch snowflake geometry (Fig. 5).

Fig. 4 Fundamental
equilateral triangular patch
designed by using HFSS
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Table 1 Design specification
of general patch antenna

Type of the substrate FR4

Dielectric constant (εr) 4.40

Tangent loss (δ) 0.020

Thickness of the substrate (h) 1.60 mm

Fig. 5 Proposed factual
antenna second iteration [16]

Gain:

The gain plot in Fig. 6 shows gain values at different bandwidths. The figures show
the gain at resonant frequencies from 2.14 to 6.91GHz. From the 3D diagram, we can
observe the relation between the resonant frequency and the gain that is observed.

Radiation Pattern:

From 2D plot view of radiation pattern as shown in Fig. 7, it can be seen that at
resonant frequencies radiation pattern obtained is omnidirectional.

Radiation Pattern:

From 2D plot view of radiation pattern as shown in Fig. 8, it can be seen that at
resonant frequencies radiation pattern obtained is omnidirectional.
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Fig. 6 Simulated gain of triangular patch antenna at a 2.141 GHz, b 3.350 GHz, c 4.261 GHz,
d 4.621 GHz, e 5.160 GHz, f 5.461 GHz, g 6.91 GHz (3D view)
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Fig. 7 Radiation pattern of the designed antenna at a 2.14 GHz, 3.35 GHz, 4.26 GHz, 4.62 GHz.
b 5.16 GHz, 5.46 GHz, 6.91 GHz (2D view) for phi = 0°, 90◦
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Fig. 8 Simulated return loss S11 of proposed fractal antenna (in dB)

Comparison of results.

References Aim Bandwidth (GHz) VSWR and return loss

[17] An improved compact and
multiband fractal antenna

7.6% improvement at fL =
30.91 GHz and fH = 33.41 GHz

−29 to −21

[18] A design of quad-band
hexagonal antenna with fractal
slots using inset feeding
technique

750 MHz at 9.47 GHz frequency
band

1.32
−12.99 to −20

[19] Quad-band antenna for
Wi-MAX applications

2–6 GHz 1.3
−13 to −18

Proposed Design and analysis of Koch
snowflake geometry with
enclosing ring multiband patch
antenna covering S and L band
applications

2.16 GHz, 3.39 GHz, 4.26 GHz,
4.62 GHz,
5.20 GHz, 5.50 GHz
6.95 GHz, 9.20 GHz

1.3–1.4
Overall gain 7.95 dB
14.90 dB, −10.94 dB, −
39.29 dB, −30 dB, −12.79 dB,
−14 dB,−13.47 dB, −14.51 dB

5 Results

By applying first iteration using FR4 substrate material, antenna resonated at
4.440 GHz, 4.810 GHz, 6.550 GHz, 7.341 GHz and 8.240 GHz with the return loss
achieved is −24.360 dB, −13.051 dB, −13.490 dB, −19.650 dB and −13.081 dB,
respectively.

This antenna has a maximum gain of 9.201 dB with bandwidth of approximately
602MHz. Analysis was done in terms of gain, bandwidth and return loss by applying
coaxial feed. For application point of view, this antenna can be best use for WLAN,
Wi-MAX, S band, C band, X band, and Ku band application. This antenna can also
be useful for RADAR, satellite and military applications.
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6 Conclusion

This chapter describes the multiband and fractal patch antenna by applying fractal
geometry and ring structure. The proposed designwas based on the snowflakes fractal
design. The proposed geometry was simulated in HFSS using FR4 as the substrate.
The zeroth andfirst iterations of the designwere comparedminutely in terms of return
loss, bandwidth, VSWR and gain. The designs are showing multiband performance
ranging between 1 and 10.1 GHz. There has been a good improvement in gain in
successive iteration. In terms of size also, the patch area was reduced when compared
to basic rectangular patch using FR4.
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Phase Portrait Analysis of Continuous
Stirred Tank Reactor (CSTR)

Ankita Ranjan and Sarbani Chakraborty

Abstract The behavioral analysis of continuous stirred tank reactor (CSTR) has
been presented in this work. The mathematical model has been proposed using mass
balance and energy balance equations. Linearization of CSTR has been carried out
using Taylor series. The stable and unstable regions of CSTR have been depicted
through the phase portrait. The prime objective of this work is to present the variation
of concentration and temperature with change in initial conditions. For various initial
conditions, the behavior of the system has been analyzed. It has been observed that
for a certain range of temperature, the system is found to be unstable under any initial
conditions. This finding is the novelty of the work. Simulations have been carried
out in MATLAB.

Keywords Continuous stirred tank reactor (CSTR) · Phase portrait · Equilibrium
point · Linearization

1 Introduction

CSTR is being used widely in process industries. Control of CSTR is a bit complex,
as it is associated with multiple number of interacting parameters and variables.
The behavior is highly sensitive toward small variations in the initial conditions [1].
This behavioral study of CSTR has been done to analyze the region of instability,
thus locating the points where control needs to be applied. The concentration and
temperature of the CSTR have been considered for the analysis purpose, thus giving
prerequisites for control of CSTR. Phase portrait has been employed for examining
the areas of stability at the equilibrium points. The stability of the system is of
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practical importance and has been established with the help of energy balance and
mass balance equations [2].

The works related to the simulation and modeling of CSTR have been studied,
and rigorous literature survey has been done. Ray [3] proposed a detailed study in
order to control the error and define the trajectory of the CSTR.

Phase portrait analysis is useful for behavioral analysis of second-order nonlinear
systems also. Analysis of CSTR has been done using phase portrait to check the
instability in the dynamics. Analysis has also been carried out proposed by Bere-
zowski [4] for cascade reactors consisting of 15 reactors in series comprising of
self-induced oscillations. Further, Berezowski [5] proposed parametric continuation
method to fabricate diagrams of steady states generated by tank reactor. The criteria
for framing emergency starting regimes have been determined through parametric
analysis in CSTR. With a proper amalgam of thermophysical and kinetic parame-
ters, the system goes from transient state to steady state within acceptable range of
dynamic overshoot, which has been proposed by Bykov et al. [6]. Phase equilibrium
has been calculated using Redlich–Kwong–Soave equation of state. Mathematical
modeling of two-phase flow in CSTR has been illustrated. Steady states have been
analyzed under isothermal and adiabatic conditions in CSTR, for the hydrogenation
of benzene, which has been proposed by Yermakova and Anikeev [7]. The multi-
plicity behavior of CSTR has been reviewed. Brooks [8] revealed unique bifurca-
tion diagrams considering different parameters. Input multiplicity analysis has been
carried out in non-isothermal CSTR for hydrolysis of acetic anhydride. The results
have been analyzed by Hashim and Thomas [9] using the time concentration plot
taking the experimental data. Thornhill [10] proposed simulation of continuous heat
reactor. Experimental data including the disturbances have been analyzed for fault
detection and diagnosis.

Nonlinear identification model has been applied to exothermic CSTR data. This
model has been approximated by Hammerstein model with noise model, which
has been proposed by Aljamaan et al. [11]. Simulation of CSTR has been done
using Range–Kutta’s method. The results have been obtained for different control
inputs. The results obtained from simulation, proposed by Vojtesek and Dostal [12],
are beneficial for security reasons. Malinen et al. [13] proposed a homotopy-based
strategy for finding multiple steady-state solutions of CSTR. A homotopy path has
been tracked on which all the steady-state solution lies. Nguyen et al. [14] proposed
multiplicity behavior analysis in CSTR for polystyrene production through system
theory tools and heat balance concept. Bifurcation diagrams enabled the visualization
of multiplicity behavior. Alankar et al. [15] proposed nonlinear system identification
method leading to polynomial nonlinear state-space models.

Discrete adaptive control method has been proposed forWeiner nonlinear systems
by Yuan et al. [16]. Recursive least squares algorithm has been used for updating
uncertain parameters. Oechsler Bruno et al. [17] examined the micromixing effects
on bifurcation behavior of CSTR through Interaction-by-Exchange-with-the-Mean
model. Trollberg and Jacobsen [18] proposed process dynamics from which steady-
state properties have been evaluated. Extremum points in the input–output map
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have been calculated. Phase-lock loop control has been carried out to decrease the
frequency when nearer to steady-state conditions.

Kulikov and Kulikova [19] proposed state estimation technique for continuous-
discrete nonlinear stochastic systems through Kalman filtering. Jiang-Bo et al. [20]
proposed global robust output tracking control through dynamic switching mecha-
nism for a type of cascade uncertain nonlinear systems. Output feedback tracking
control has been introduced with reduced-order observer. Du and Johansen [21]
presented control-relevant nonlinearity measure (CRNM) to measure the degree of
nonlinear system. Closed-loop simulations have been carried out which revealed that
the CRNM-based integrated multi-model control approach can get controller bank
and schedule the local controllers.

However, in all these review papers, no such range of temperature has been identi-
fied, in which the dynamics become unstable. Comparative analyses of the previous
works are shown in Table 4. The chapter has been organized as follows. The math-
ematical modeling using nonlinear differential equations and linearization of the
system has been done in Sect. 2. The state-space modeling and phase portrait anal-
ysis under different initial conditions have been proposed in Sect. 3. Results and
conclusions of the simulation have been concluded in Sect. 4 and Sect. 5, respectively.

2 Mathematical Model and Linearization of CSTR

In this work, an exothermic reaction has been considered, in which chemical species
A reacts to form chemical species B. A is the ethylene oxide which reacts with water
to form ethylene glycol, B. Here, the intermediate species water is not considered
into account. The heat of the reaction is removed by a coolant medium that flows
around the reactor. The fluid inside the reactor is fed via the overhead tank through
inlet pipes, through which the feed concentration is monitored via flow rate. The
fluid inside the reactor is perfectly mixed, and the product is obtained through the
exit valve. The reaction rate has been assumed to be of first order which follows
Arrhenius relation. A block diagram of CSTR is illustrated in Fig. 1.

Fig. 1 Continuous stirred
tank reactor

Fi,,Tin,CAin

Fi, Tre ,CA

Tco

A     B
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The concentration CA(t) of the participating chemical and the tank temperature
Tre(t) has been equivalently spread in the reactor and in the outlet flow. The stream
rate Fi across the reactor has been considered unchanged, and therefore, the liquid
volumeV liq becomes constant. Usingmaterial balance and energy balance equations,
Eqs. (1) and (2) have been obtained. Implementing the strategies mentioned in [2],
CSTR has been modeled by the following nonlinear differential equations.

f1(C, T ) = dTre(t)

dt
= Fi

Vliq
(Tin(t) − Tre(t)) + U A

VliqChρ

(Tco(t) − Tre(t)) + −�Hr

ρCh
· k · (Tre(t)) · CA(t)

(1)

f2(C, T ) = dCA(t)

dt
= Fi

Vliq
(CAin(t) − CA(t)) − k(Tre(t)) · CA(t ) (2)

where

‘ρ’ density of the liquid in kmol/m3,
‘T in(t)’ temperature of the inlet flow in K,
‘Fi’ flow rate in m3/min,
‘Vliq’ volume of the liquid in m3,
‘Ch’ heat capacity in J/K,
‘�Hr’ heat of reaction of A in KJ/mol,
‘A’ heat transfer area in m2,
‘U’ total heat transfer coefficient in W/m2K,
‘Tco(t)’ temperature of the coolant in K and
‘CAin(t)’ inlet flow’s concentration in kmol/m3.

The reaction rate constant ‘k’ which is the function of temperature ‘Tre(t)’ is
governed by Arrhenius law stated by the following equation,

k(Tre(t)) = ko exp

(
− E

RTre(t)

)
(3)

where ‘k’o is the frequency factor, ‘E’ is the activation energy, ‘R’ is the ideal gas
constant. ‘C’Ani(t) and ‘T ’in(t) have been assumed constants.

The numeral values of the constants, initial conditions and parameters used in
the CSTR for carrying out this reaction where chemical species A reacts to form

Table 1 Numeral values of
constants and initial
conditions

Constants Values (units) Initial conditions Values (units)

Fi/Vliq 1 (1/min) T (0) 311.266 (K)

CAin 10 (kmol/m3) CA(0) 8.57 (kmol/m3)

Tin 298.2 (K) Tco(0) 297.977 (K)
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Table 2 Numerical values of
Parameters

Parameters Values (units)

E\R 5963.242 (K)

k0 14825*3600 (1/min)

ΔH/(ρCh) 5960/500 (Km3/kmol)

UA/(ρVliqCh) 150/500 (1/min)

chemical product B are mentioned in Table 1 [22]. The nonlinear CSTR model has
been linearized at equilibrium values (Table 2).

The reactor has been modeled based on its energy balance and material balance
equations denoted by equations. Dynamics are nonlinear which have been linearized
using Taylor series. The general representation of Taylor series has been given by
the following equation [1]:

f (x) = f (xs) + ∂ f/∂x(x − xs) + 1/2(∂2 f/∂x2)

(x − xs)2 + higher order terms
(4)

where, ‘xs’ is the operating point. Applying this Taylor series and linearizing the
CSTR model around operating points (CAo, To), we get,

exp

(
− E

RT

)
CA = exp

(
− E

RTo

)
CAo + E

RT O2
CAo

(T − T O) + exp

( −E

RTo

)
(CA − CAo)

(5)

Applying the linearized equation and converting Eqs. (1), (2) into a deviation
variable form, we obtain the following [23] equations:

d(CA − CAO)

dt
= −

[
Fi

V
+ ko exp

(
− E

RTo

)]
(CA − CAO)

− ko
E

RT 2
o

exp

(
− E

RTo

)
CAO(T − T0) + Fi

V
(Ci − Cio) (6)

d(T − To)

dt
= −�Hr

ρC
ko exp

(
− E

RTo

)
(CA − CAO)+

[−�Hr

ρC
ko · E

RT 2
O

exp

(
− E

RTo

)
CAO − U A

VCρ
− Fi

V

]

(T − To) + U A

VCρ
(TC − TCO) + Fi

V
(Ti − Tio)

(7)
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where (CA −CAO) and (T − To) are the deviation state variables andCo, Cio, To, T io,
Tco are the operating conditions, where subscript o, i, c denotes the initial conditions,
inlet feed and coolant, respectively.

After Taylor series approximation, the state matrices have been obtained putting
the parameter constants and initial conditions of CSTR mentioned in Table 1.

3 State Space Modeling and Phase Portrait Analysis
of CSTR

After doing the Taylor series approximation, the state space modeling of the CTSR
has been done. Considering Eqs. (6) and (7), Eqs. (8) and (9) have been obtained
where the states are C′ and T ′ input is Tco and the output is T ′; A, B and C matrices,
namely state matrix, input matrix and output matrix, respectively.

[ dC ′
dt
dT ′
dt

]
=

[
A11 A12

A21 A22

][
C ′

T ′

]
+

[
B11

B21

]
Tco (8)

y = [
C11 C12

][C ′

T ′

]
(9)

Here, elements of the matrix A are as follows,
A11 = −( Fi

V + ko exp(−E/RTo)
)
,

A12 = (−ko
E

RT 2
o
exp(−E/RTO ) ∗ Co),

A21 = −�H/ρCpko exp(−E/RTo),

A22 = [−�H/ρCpko(
E

RT 2
) exp(−E/RTo)Co + (−U A/ρVC − Fi/V )]

B11 = 0,
B12 = U A/VρC ,
C11 = 0,
C12 = 1.
Substituting the first initial condition and the constant parameters in the (8) and

(9) from the Table 1, we get,

A =
[ −1.1669777 −0.088016993

−1.98841098 −2.3491625

]
, B =

[
0
0.3

]
,C = [0 1] (10)

By substituting the constant values and the initial conditions in the above equa-
tions, the following transfer function has been obtained from the state spacematrices.
As we have considered single input single output, it is a SISO model.

G(S) = N (s)

D(s)
(11)
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where N(s) = numerator of the transfer function G(s) and D(s) is the denominator
of the transfer function G(s), which has been represented in the Eq. (12)

G(s) = 0.3000s + 0.3501

s2 + 3.5161s + 2.5664
(12)

Phase portrait has been considered to explore the region of stability and instability
in the dynamics of CSTR. The trajectories of the state space of CSTR have been
illustrated at the equilibrium points. Equilibrium points have been obtained tending
the function to zero. Functions have been denoted by Eqs. (1) and (2), respectively,
as f 1(C, T ) and f 2(C, T ).

Taking different initial conditions, eight sets of equilibrium points have been
obtained as, P0 = [0.8609 4.83197]. P1 = [−3.992 9.635], P2 = [2.2303−9.22260],
P3 = [10.888−7.343], P4 = [3.345 18.245], P5 = [−5.512 25.327], P6 = [−5.1956
30.997], P7 = [−6.1410 45.623]. The Jacobian matrix [13] of the CSTR has been
used to determine the eigenvalues, from which eigenvectors have been calculated,
and thus, the unstable region has been observed.

The generalized Jacobian matrix has been given in the form:

J (C, T ) =
[

∂ f1/∂C ∂ f1/∂T
∂ f2/∂C ∂ f2/∂T

]
(13)

where C and T are the variables concentration and temperature, respectively. At
each equilibrium points, and the following eigenvalues have been obtained, E0 =
[−1.0339 −2.48223], E1 = [−1.0552 −1.3170], E2 = [−1.0488 −3.721783], E3

= [−2.41931 −0.3828], E4 = [0.03376 −3.226808], E5 = [−3.4696 0.0965], E6

= [−1.094463 −6.538836], E7 = [−1.1456715 −9.2384]. The eigenvectors corre-
sponding to eigenvalues E0, E1, E2, E3, E4, E5, E6, E7 are Q01, Q02, Q11, Q12, Q21,
Q22, Q31, Q32, Q41, Q42, Q51, Q52, Q61, Q62, Q71, Q72, respectively, mentioned in
Table 3. There are two sets of eigenvectors corresponding to each set of eigenvalues.
The eigenvalues having negative values are considered stable, while with positive
values are considered unstable, and one with both positive value negative value is
considered as unstable saddle point. These eigenvalues concluded that the system
is unstable and has a saddle point at E4 and E5 equilibrium point, while stable at
all other equilibrium points. The phase portrait at these equilibrium points has been
obtained by MATLAB simulation giving the same results as expected theoretically.

4 Results

The phase portraits for different eigenvalues of the system have been simulated
in MATLAB using the ode45 solver. The phase portrait for the eigenvalues has
been observed to be same as expected. The phase portrait obtained at the negative
eigenvalues is converging toward the origin as shown in Figs. 2, 3, 4, 5, 8 and 9,
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Table 3 Initial conditions with its eigenvalues

S.no. Initial conditions Eigenvalues and eigenvectors Results

1 T(0) = 311.26 K, C(0) = 8.57
kmol/m3,
Tco(0) = 297.98 K

E0 = −[1.0339 −2.48223],
Q01 = [1 −1.511]T, Q02 = [1
14.9431]T

Stable

2 T(0) = 318.25,
C(0) = 10 kmol/m3,
Tco(0) = 290.95 K

E1 = [−1.0552 −1.3170],
Q11 = [−0.28559 1]T, Q12 =
[0.01975 1]T

Stable

3 T(0) = 325.75 K,
C(0) = 6.85 kmol/m3,
Tco(0) = 305.24 K

E2 = [−1.0488 −3.721783],
Q21 = [1 −2.31]T, Q22 = [1
13.3961]T

Stable

4 T(0) = 330.25 K,
C(0) = 6.25 kmol/m3,
Tco(0) = 285.25 K

E3 = [−2.41931 −0.3828],
Q31 = [1 0.18707]T, Q32 =
[−0.15329 1]T

Stable

5 T(0) = 340.25 K,
C(0) = 5.15 kmol/m3,
Tco(0) = 296.79 K

E4 = [0.0337.-3.22680],
Q41 = [1 −7.97285]T, Q42 = [1
5.51]T

Unstable saddle

6 T(0) = 345.25 K,
C(0) = 4.25kmol/m3,
Tco(0) = 292.52 K

E5 = [−3.4969 0.0965],
Q51 = [0.1674 1]T, Q52 =
[0.17992 1]T

Unstable saddle

7 T(0) = 350.25 K,
C(0) = 3.55kmol/m3,
Tco(0) = 290.54 K

E6 = [−1.094463 −6.5388],
Q61 = [1 −5.4824]T, Q62 = [1
12.58729]T

Stable

8 T(0) = 370.13 K,
C(0) = 2kmol/m3,
Tco(0) = 305.03 K

E7 = [−1.145671 −9.2384],
Q71 = [1 1.2489]T, Q72 = [1
12.370487]T

Stable

Fig. 2 Phase portrait for the eigenvalue E0

while obtained at eigenvalues having both positive and negative has unstable saddle
point shown in Figs. 6 and 7. The trajectory of the unstable saddle point starts at
infinite distant away, moves toward, but never converges to the equilibrium point.

To analyze the trajectories of the nonlinear differential equations, the time series
for the concentration of CSTR has also been obtained as shown in Fig. 10. Concen-
tration of the reactant has been observed to be decreasing with the time, which has
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Fig. 3 Phase portrait for the eigenvalue E1

Fig. 4 Phase portrait for the eigenvalue E2

Fig. 5 Phase portrait for the eigenvalue E3

been observed to be valid. During the course of the reaction, the concentration of the
reactant decreases with the rise in temperature to yield better output.

Figure 11 displays vectors associated with Eqs. (6), (7) at the equilibrium points.
The phase portrait of eigenvectors is depicted in Figs. 11, 12, 13, 14, 15, 16, 17 and
18 in red.
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Fig. 6 Phase portrait for the eigenvalue E4

Fig. 7 Phase portrait for the eigenvalue E5

Fig. 8 Phase portrait for the eigenvalue E6

Separate eigenvectors have been plotted, namely E0, E1, E2, E3, E4, E5, E6, E7

at equilibrium points. The vector arrow direction and the length represent the corre-
sponding values in the Eqs. (6), (7). These eigenvectors also define the separatices
that determine the characteristic behavior of state trajectories. Plotting slope marks
give a qualitative feel for phase plane behavior analysis. Figures 11, 12, 13, 14, 15,
16, 17 and 18 depict the phase portrait for the eigenvectors V1, V2 corresponding to
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Fig. 9 Phase portrait for the eigenvalue E7

Fig. 10 Time series plot for concentration of the reactant

Fig. 11 Phase portrait of eigenvectors corresponding to eigenvalues E0

the eigenvalues E0, E1, E2, E3, E4, E5, E6, E7, respectively. Also, for better picto-
rial representation, three-dimensional phase portrait has been obtained. It has been
obtained to depict the behavior of the system variables, to show how the variables
which vary with respect to time in Fig. 19. This gave an idea about the trajectory
pattern, which the variables of CSTR will follow.
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Fig. 12 Phase portrait of eigenvectors corresponding to eigenvalues E1

Fig. 13 Phase portrait of eigenvectors corresponding to eigenvalues E2

Fig. 14 Phase portrait of eigenvectors corresponding to eigenvalues E3
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Fig. 15 Phase portrait of eigenvectors corresponding to eigenvalues E4

Fig. 16 Phase portrait of eigenvectors corresponding to eigenvalues E5

Fig. 17 Phase portrait of eigenvectors corresponding to eigenvalues E6
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Fig. 18 Phase portrait of eigenvectors corresponding to eigenvalues E7

Fig. 19 Three-dimensional phase portrait of CSTR parameters

Comparative analysis of the previous papers related to phase portrait is done in
Table 4.

5 Conclusion

The study of dynamic behavior of CSTR comprised the stable and unstable graphical
analysis. The phase portrait of CSTR has been validated with simulation results at
the equilibrium points. The results of stable and unstable regions of operations are
explained in Table 4. The reactor has been observed to be unstable in the certain
range of operation, from 335 to 345 K. In this range of temperature, under any initial
conditions, the system remains unstable.

Three-dimensional plot has also been obtained. This is necessary in order to get
a prerequisite of temperature levels which could be reached, making the system
unstable. Also, ensure whether the reaction in the reactor is taking place efficiently,
whether the concentration is decreasing with course of time and giving the desired
product. Analyzing the concentration and temperature is therefore important, which
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Table 4 Comparative analysis

Paper Type of CSTR Dynamics Range of operation

[4] Adiabatic Unstable and stable limit
cycles were observed in
phase portrait

No range of stable or
unstable operation has
been mentioned

[6] Exothermic Phase portrait analysis for
behavior in emergency
conditions

No range of stable or
unstable operation has
been mentioned

[7] Isothermal and adiabatic Phase portrait analysis
resulted in multiple
steady-state solutions

Stable and unstable
branches in the limit cycle
have been mentioned. No
range of unstable
operation has been
mentioned

[8] Adiabatic Bifurcation diagrams have
been used for safe region
of operation

No range of stable or
unstable operation has
been mentioned

In this paper Non-isothermal Phase portrait for
eigenvalues has been done

Unstable range of
temperature has been
mentioned

has been done in this work, so that appropriate control could be implemented tomake
the system stable.

To keep the CSTR unaffected, under any initial conditions, control strategy could
be applied. Future works in this direction could be designing control strategies in
order tomake the system follow the desired trajectory and control the coolant temper-
ature so that the systemdoes not get overheated and also laying emphasis on obtaining
desired product with minimal cost of production.
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Machine Learning-Based
Implementation of Image Corner
Detection Using SVM Algorithm
for Biomedical Applications

Santosh M. Herur, S. S. Kerur, and H. C. Hadimani

Abstract Support vector machine approach in machine vision with the help of
OpenCV simulation tool is used for corner detection. Path of the maximum gray-
level changes meant for every edge-pixel is calculated in the picture, this edge-pixel
is represented by four-dimensional feature vectors. It is made up of count of the
edge pixels in window center and has four directions since their maximum gray-
level direction change. This feature vector and support vector are used for designing
of support vector machine. For corner detection, it represents critical points in a
classification. This algorithm is straight forward with less computational complexity.
It has machine learning capability which gives good results.

Keywords Machine learning · Corner detection · SVM algorithm · Biomedical
application

1 Introduction

Here, we have implemented and studied corner detection using SVM algorithm for
biomedical application using Raspberry-Pi which is the tiny single-board computer
with Linux OS running on it. Machine learning is a technique which is like adding
brain to machines so that it can do task by itself. It is employed to train machines
to handle information with additional efficiency. Every now and then, after viewing
information, the pattern cannot be interpreted. In such situation, themachine learning
can be applied with computer vision.With large quantity of datasets present, demand
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of machine learning is high. Several fields such as medicine, military, etc., apply a
machine learning in order to extract the significant information [1]. As computer
power grown over the years, there is lot of demand in employing highly developed
algorithms for facilitating our daily use of medical images for enhancing information
which we gain from those [2].

Image is the function of two variables f [x, y], which is a intensity ‘f ’ at the [x,
y] location. This image is further processed using computer for the image enhance-
ment, segmentation, restoration, description, coding, recognition, reconstruction and
transformation which is known as image processing [3]. Corner play an important
role on image processing [4]. Image corners are nothing but image location which
has larger intensity variations occurring in more than one direction. Corner detection
in image is “the approach employed within a computer vision system to extract some
sort of the features and understand the contents of image.” Image corner detection
is often advantageous in the motion detection; image registration; video tracking;
image-mosaicing; panorama stitching; 3D-modeling; object recognition. Support
vector machine (SVM) belongs to the family of generalized linear classifiers. SVMs
shall be defined as the system employing hypothesis space of the linear functions in
an high-dimensional feature space, which is trained by means of learning algorithm
from a theory of optimization which implements a learning bias derived from the
theory of statistical learning [5, 6]. Biomedical is an application of principles of engi-
neering and design concepts to biology and medicine for healthcare purpose (e.g.,
diagnostic/therapeutic) [7]. The image is captured through Raspberry-Pi camera and
corner detection algorithm is tested. This concept can be used in real-time biomedical
applications. Due to the small size and the less weight, it is easy to use in design [8].

2 Support Vector Machine Image Corner Detection
Algorithm

Image corner is the region in an image with huge changes in the intensity in every
direction. Such attempt for locating the corners had implemented by [9]. A small
variation is made in Harris corner detector by [10]. In this case, a SVM is used as a
classifier [11]. In the Harris corner detector, scoring function was expressed as:

R = λ1λ2 − k(λ1 + λ2)
2 (1)

Alternative to Eq. (1), Shi-Tomasi has proposed:

R = min(λ1, λ2) (2)

If this is greater than the threshold value, then it will be treated as a corner. If
given labeled training data, then algorithmic rule of SVM output a best possible
hyper-plane that categorizes some new examples.
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Hyper-plane is obtained finest by considering the subsequent straightforward
example:

For the intended linearly distinguishable set of two-dimensional points that
pertains to 1 among 2 classes, let us locate the separating line.

In Fig. 1, we can notice that there are many lines that provide way out to problem.
We may spontaneously term a measure for estimation of worth of lines, i.e., line is
not good if it passes toomuch nearer to points since it happens to be sensitive to noise
and may not be accurately generalized. Hence, the target must be to locate the line
which passes almost from each and every point. To classify a breast mammogram
image as normal or abnormal, improved classification algorithmwas developed [12].

Support vectors usually are nothing but subset of data point which can maximize
the minimum margin [13]. In that case, the procedure of the SVM algorithmic rule
is on the basis of finding hyper-plane that provides the biggest minimum distance to
training example [14]. Two times of this distance gains an important tag of margin
inside the theory of SVM. Hence, the best partitioning hyper-plane maximize margin
of training information as depicted in Fig. 2.

We compute the optimal hyper-plane as follows:

Fig. 1 Two set of data

Fig. 2 Linearly separable
data
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Let us initiate notation that is used in defining formally a hyper-plane:

f (x) = β0 + βTχ (3)

where β is the weight vector and β0 is the bias.
The best hyper-plane is effective representation in various ways by the scaling of

β and β0. Among every possible representations, the one selected is

∣
∣β0 + βTχ

∣
∣ = 1 (4)

where χ symbolize the training examples nearest to the hyper-plane and are usually
termed as support vectors.

At this moment, let us use the end result of geometry which provides distance
between point ‘χ ’ and hyper-plane (β, β0)

distance =
∣
∣β0 + βTχ

∣
∣

‖β‖ (5)

But for support vector, the numerator = 1 and, therefore,

distancesupport − vectors =
∣
∣β0 + βTχ

∣
∣

‖β‖ = 1

‖β‖ (6)

Remember that margin which was introduced in preceding part is denoted here
by ‘M’ and is two times of distancesupport-vectors:

M = 2

‖β‖ (7)

Ultimately,maximizing themargin ‘M’ is almost nothing butminimizing function
‘L(β)’ which is subjected to a few constraint. The requirements for hyper-plane are
modeled by constraints in order to categorize properly all ‘χ i’.

Formally,
min
β,β0

L(β) = 1
2‖β‖2 is subjected to the

yi (β
Tχi + β0) ≥ 1 ∀i, (8)

where yi represent all the labels of training examples.
Image corners are nothing but the principal local features in image [15]. To decide

whether the candidate point is a corner, the region in the neighborhood of the corner
is analyzed. Surrounding pixels are analyzed to check if they are brighter or darker
than pixel being analyzed. This is done by checking if all the pixels are greater than
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pixel being tested value + threshold value or smaller than pixel being tested value—
threshold value. Global gradient thresholds auto-estimation can be done for image
restoration [16].

The value of neighboring pixels is chosen. If point p is a corner, then few pixels
must be brighter than pixel being tested value + threshold or darker than pixel being
tested value—threshold value. When both conditions are not satisfied then the point
cannot be a corner. Thus, this test can be used to reject corners. If all these criteria
are satisfied, then we test the entire line segment. Given a pixel point p and image
matrix, we need to quickly identify the location of the different neighboring points.

The location of different points relative to point p are (0, −3), (1, −3), (2, −2),
(3, −1), (3, 0), (3, 1), (2, 2), (1, 3), (0, 3), (−1, 3), (−2, 2), (−3, 1), (−3, 0), (−3, −
1), (−2, −2), (−1, −3). These relative co-ordinates from the center pixels are stored
in a vector and can be used to obtain corner. Let k be the neighboring pixel and we
want to test if k > p + t or p – k < −t and k < p − t or p – k > t. If k – p < −t, we will
label pixel as 1 and if k – p > t, we will label pixel as 2. The range of values taken by
k − p need to be determined. Here, k can take values from 0 to 255 and p can take
values from 0 to 255. Thus, the minimum values if −255 and the maximum value
255. Thus, we construct a lookup table of size 512.For values of k − p from −255
to 255 which satisfy the condition k − p < −t value 1 is assigned to corresponding
element of look up table. For values of k − p which do not satisfy both the condition
are assigned value 0 the lookup table. Consider that values of k and p are given. Thus,
the task is to compute the index k − p and look up the corresponding values from the
lookup table. Thus, given pixel p(x, y) we need to derive all the pixel using relative
offset and look up their corresponding values from the look up table. We have the
pointer to location of pixel p(x, y). Let x and y offsets be denoted by (dx, dy). Then,
location of the offset pixel is given by ptr + dy * cols + dx.

Thus, a simple check of pixel labels is performed to reject invalid corners. The
aim is to check if contiguous pixel with labels either 1 or 2 is observed. This is
performed by process of elimination. The following pair of pixels is checked. If both
of elements of any of pairs are zero then it cannot be a corner. If all the tests are
positive we need to check if we obtain a continuous sequence of 1 or 2. If we obtain
a continuous sequence, then corner is detected. This will provide a list of corners.
Typically, a corner filtering operations is performed after corner detection. The aim
is to retain the significant corner which as spaced at minimum distance from each
other to avoid clustering of corners at same location. In the present implementation,
we have nomeasure to indicate a strong or weak corner. In the earlier corner detector,
the eigenvalues ofmatrix indicated strength of corner pixels. In generic terms, we can
say that a corner response function is required for evaluate the strength of their corner.
Thus, whenever a corner is detected, we need to compute a measure which indicates
the strength of the corner. The response function used in the present application is
total of the absolute difference of pixels in a contiguous arc and middle pixel.

R(x, y) =
∑

P ∈ arc|I (p) − I (x, y)| (9)
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The algorithmic rule starts with real set ‘S’ as the root node. On every iterations
of the algorithm, it iterates through each unused attribute of the set ‘S’ and calculates
entropy ‘H(S)’ (or information gain ‘IG(S)’) of that attribute. It will then select the
feature which has lowest entropy (or largest information gain) value. Set ‘S’ is then
partitioned by the particular feature to yield subset of data.Algorithmic rule continues
to persist on each and every subset by consideration of only the attributes which were
never chosen earlier.

Entropy ‘H(S)’ is a measure of the amount of uncertainty in dataset ‘S’.

H(S) =
∑

x∈X −p(x) log2 p(x) (10)

where

S Current data set for which entropy is being calculated that varies at each and
every step of algorithm,

X Set of classes in ‘S’.
p(x) Proportion of the number of elements in class ‘X’ to the number of elements

in set ‘S’.

When H(S) = 0, the set ‘S’ is said to be perfectly classified (i.e., all the elements
in ‘S’ are belonging to same class).

In algorithm, entropy will be calculated for each remaining feature. The attribute
or feature with lowest entropy is used to partition the set ‘S’ on this iteration. A stable
quantity has Entropy = 0, since its distribution is known perfectly. In contrast, the
uniformly distributed random variable maximizes entropy. So, at this stage of tree,
greater the entropy at node, the less data known to have the classification of data;
and hence, greater the ability to improve the classification.

The information gain ‘IG(S, A)’ is a measure of difference in entropy from the
before to after the set ‘S’ is partitioned onto an attribute ‘A’.

IG(S, A) = H(S) −
∑

t∈T p(t)H(t) = H(S) − H(S|A) (11)

where

‘H(S)’ is entropy of set ‘S’,
‘T ’ is subsets produced from partitioning set ‘S’ by attribute ‘A’,
‘p(t)’ is proportion of the no. of element in subset ‘t’ to the no. of element in set

‘S’, and
‘H(t)’ is entropy of subset ‘t’.

In algorithm, we can calculate information gain (instead of entropy) for each of
the remaining attribute. The feature/attribute with highest information gain ‘IG(S,
A)’ is used to partition set ‘S’ on this iteration.
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Fig. 3 Flowchart for SVM
image corner detection Start

Capture and 
Store Image

RGB to Gray
Scale  Image

Set Threshold
value

Read pixel &
check intensity

SVM classifier

Predict corner

Display Corners
On Image

End

3 SVM Corner Detection Flowchart

Thework flowof our support vectormachine-based image corner detection algorithm
is shown in Fig. 3.

4 Results and Discussion

A special attention is paid to the features of the SVM which provides a better accu-
racy of classification and nonlinear filters based on SVM is also possible [17, 18].
The traditional edge detection techniques are discussed in [19]. The image corners
detected using the SVM algorithm and other corner detectors are shown below for
someof the followingbiomedical images. In order to enhance and extract useful infor-
mation from MR-Angiogram or scanned images and any such biomedical images,
image processing can be applied on these images. Following are few applications
where image processing is applied to given input images. Different corner detection
techniques are applied on these images and results are shown in Figs. 4 and 5.
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Fig. 4 Abdominal CT-scan
i input image, ii Harris corner
detection, iii Shi-Thomasi
corner detection, iv SVM
corner detection

(i) (ii)

(iii) (iv)

Fig. 5 MR-angiogram
i input image, ii Harris corner
detection, iii Shi-Thomasi
corner detection, iv SVM
corner detection

(i) (ii)

(iii) (iv)

A. Abdominal CT-scan

B. MR-Angiogram

In Figs. 4 and 5, for the input image (i), the respective corner detections such as
Harris corner detection, Shi-Thomasi corner detection and SVM corner detection
are depicted as (ii), (iii) and (iv), respectively. We can observe the improvement
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Table 1 Performance
analysis of detected corner
count for abdominal CT-scan

Method Total corner count

Harris corner detection 86

Good features corner detection 29

SVM corner detection 335

Table 2 Performance
analysis of detected corner
count for MR-angiogram

Method Total corner count

Harris corner detection 122

Good features corner detection 29

SVM corner detection 281

in total number of corners detected through machine learning-based SVM corner
detection.

Tables 1 and 2 show that the performance of proposed SVM corner detection
approach is robust in detecting corners with large number of detected corner count
in both abdominal CT-scan and MR-angiogram, respectively, performed in OpenCV
simulation tool.

A deep learning-based method for moving objects detection and tracking is also
possible as presented in [20].

5 Conclusion

AnalgorithmofSVMintended for image corner detection is presented in this research
paper. It is fully on the basis of computation of path of maximum gray-level modi-
fication meant for all border pixels and after that, representing the border-pixel by
4D feature vector comprised by amount of the pixels in the window centered with
respect to this which has all feasible four paths of the maximum gray-level modifi-
cation. SVM is developed by means of this feature and support vectors. Computing
of complex differential geometric operators is not involved in our developed algo-
rithmic rule. Developed algorithm has internal learning ability. Further, it can be
refinedmaking use of some different nonlinear SVMs and additional complex feature
vectors.

Acknowledgements The authors wish to thank the anonymous reviewers for their feedback.
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An Implementation of Nine-Level Hybrid
Cascade Multi-level Inverter (HCMLI)
Using IPD-Topology for Harmonic
Reduction

Vishal Rathore, K. B. Yadav, and Spandan Dhamudia

Abstract Nowadays, multi-level inverters (MLI) with different topologies are used
for various industrial applications. For average and large power applications, three
commonly used topologies ofMLI are flying capacitor, diode clamped and cascaded.
This chapter implements thenine-level asymmetric cascadedmulti-level inverterwith
IM for various kinds of modulation techniques in MATLAB/ Simulink. Increase in
number of inverter levels, the response has more number of staircase steps available
to achieve the required wave shape. As more number of steps is added to the output,
waveform will lead to decrease in harmonics with the increase in levels, also the
voltage across the devices connected in cascade increases.

Keywords Multi-level inverter · PWM · Topologies · Induction motor

1 Introduction

In past decades, MLI is used in various applications of large power switching as in
tractionmotors, VAR compensators, HVDC transmission, renewable energy systems
and HV laboratories [1].

The major benefit of using MLI over its two-level counterparts is its stepped
output voltage which results in lowering the requirement of a transformer at the
voltage distribution level result ofwhich the cost of transmission systememployed for
large power practical applications. The common topologies of MLI are classified as
capacitor clamped, diode camped and cascaded [2]. Cascaded MLI is more common
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Fig. 1 Typical N-level
staircase waveform of
HCMLI

among the various type of topologies because of its flexible structure and higher
output voltage which results in higher power levels and large reliability. Cascaded
MLI uses the number of 1-ϕ bridge inverters that have ability of providing volt-
ages at medium levels by using lower voltage components [3–7]. Generally, there
must be four to nine inverters that are connected in cascade to achieve the required
output voltage. Same topology and control technique has been used for each unit of
converters used in inverter. If a fault occurs in any one of the units, it can be easily and
quickly replace [8, 9]. Moreover, the faulty unit without disturbing the continuous
availability of the load can be removing with a suitable control technique.

Generally, MLI uses voltages from a various DC supply. This supply can be sepa-
rated in HCMLI structures or by connecting internally in clamped diode structure
[10–14]. In various MLI, the DC supply used in the circuits to balance the voltage
levels of the supply. The desired staircase waveform can be obtained with an appro-
priate switching based on the voltage levels such a typical N-level stair shape wave
with different switching angles is shown in Fig. 1.

2 Proposed Methodology

The proposed work is implemented with the nine-level asymmetric HCMLI with an
induction motor for IPD-PWM techniques in Simulink. The efficiency of HCMLI
structure increases in terms of total harmonic distortion (THD) that is shown in later
section of the proposed work. The response of HCMLI consists of large number
of stairs that produce a stair shape wave that moves toward the required sinusoidal
waveform. As large number of steps are added to output waveform will lead to
decrease in harmonics also voltage across the cascade devices increase as the number
of levels [15–17].

A. Block Diagram of Proposed Work

Basic block diagram of the proposed work is shown in Fig. 2 which comprises of
three DC sources of 100, 200 and 100 V. By increasing levels of the voltage at the
output required number of DC sources may be reduced [18]. Twelve semiconductor
switches are used for inverter configuration. Generally, IGBT is used for switching
purpose because of high power carrying capability, less switching and conduction
losses. Finally, single phase asynchronous split phase induction motor (ASPIM) is
used as a load [11, 19].
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Fig. 2 Block diagram of
proposed nine-levels HCMLI Hybrid Cascade 

Multi Level 
Inverter

DC supply 1

DC supply 3

DC supply 2

PWM 
Signal

LOAD

3 Schematic Description of the System

B. Simulation Diagram

The simulation model of nine-level HCMLI is shown in Fig. 3 and is simulated
by using MATLAB/ Simulink environment. It is basically an H-bridge cascaded
asymmetrical MLI.

Fig. 3 Simulink model of nine-level HCMLI with IM
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Table 1 Switching table for nine-level asymmetrical HCMLI

Voltages 0 100 −100 200 −200 300 −300 400 −400

s1 0 1 0 1 0 1 0 1 0

s2 0 1 0 0 1 1 0 1 0

s3 0 0 1 0 0 0 1 0 1

s4 0 0 1 1 1 0 1 0 1

s5 0 0 0 1 0 1 0 1 0

s6 0 1 1 1 0 1 0 1 0

s7 0 0 0 0 1 0 1 0 1

s8 0 1 1 0 1 0 1 0 1

s9 0 0 0 0 0 0 0 1 0

s10 0 1 1 1 1 1 1 1 0

s11 0 0 0 0 0 0 0 0 1

s12 0 1 1 1 1 1 1 0 1

Here, asymmetricalDC supply used is as an input to the inverter, and asymmetrical
source defines that it has different values of DC sources used in an inverter. For a
nine-level HCMLI, here, DC voltages are 100, 200 and 100 V.

C. Working and Analysis

The working of this MLI is depending on the switching of semiconductor switches
(IGBTs) ON and OFF as to obtain the required voltage. The switching is done in
such a ways to obtain staircase output voltage which is nearly equal to sinusoidal
wave. For different angles of switching, the circuit behaves differently producing
different output phase voltage waveforms. In this topology, we have generated nine
voltage levels as 0, 100, 200, 300 and 400 V. The circuit working for each level is
described in Fig. 4

The detail operation of new topology can also be understand by analyzing Table
1. Here, 0 means switches are OFF and 1 means switches are ON.

4 Simulation Result

This section shows the simulation result of output voltage of nine-level asymmetrical
hybrid cascadedmulti-level inverters (HCMLI) using IPD-topology and THD profile
of a required voltage. HCMLI with the proposed topology results in lowest THD
profile without the use of any type of combinational circuit of inductor and capacitor
for smooth current waveform and without the use of any type of filter. The proposed
topology has less number of switching devices due to which the cost of firing circuit
reduces and lesser switching increases the performances of the circuit with reduce
harmonics. Figs. 5 and Fig. 6 shows the output phase voltage waveform and their
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Fig. 4 Different stages of output voltage level
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Fig. 5 Waveform of output
phase voltage for asymmetric
HCMLI using IPD-topology

Fig. 6 FFT analysis of output voltage of asymmetric HCMLI using IPD-topology

harmonic content using IPD-topology and Fig.7 shows the output of induction motor
using nine-level HCMLI. Table 2 shows the parameters of nine level inverter.

5 Conclusion

In this work, the multicarrier PWM-based modulation techniques for a nine-level
HCMLI have been presented. Performance factor like THD of the required voltage
of hybrid cascade multi-level inverter (HCMLI) have been presented and analyzed.
The THD present in the response of asymmetrical HCMLI is studied by using IPD-
technique. By applying IPD-PWM switching, the quality of the output is increased
with reduce harmonics so the proposed topology of HCMLI is only adopted for
harmonic reduction applications. The various advantages of HCMLImake it compat-
ible for high power application like in traction drives, VAR compensators, HVDC
transmission, renewable energy systems and high voltage laboratories, etc.
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Fig. 7 Output of induction motor using nine-level HCMLI using IPD-topology

Table 2 System parameters
for nine-level inverter

Parameters Value

Frequency 50 Hz

Carrier frequency 3 K Hz

RL 1 �

LL 1 mH

DC supply 100, 200, 100 V
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Applying Soft Computing Techniques
for Software Project Effort Estimation
Modelling

Sudhir Sharma and Shripal Vijayvargiya

Abstract Software project development phase is a crucial one; under this, calcu-
lating the accurate effort and cost is challenging and tedious task, and for that, one
has to undergo several hit and trial software practices. It is the need of every software
organization to complete their software project development within the stipulated
schedule and budget effectively; to accomplish this, traditional approaches are quite
insufficient to model their current needs. Overestimation and underestimation of
software development effort may cause financial implications in the form of cost of
staffing, resources and the budget of the software project. Thus, there is always a
constant need of a suitable and definedmodel of soft computing which can combined
to estimate accurately and predict the effort or cost in time. In presented article, the
soft computing approaches or machine learning (ML) approaches, e.g., linear regres-
sion (LR), support vector regression (SVR), multilayer perceptron or artificial neural
networks (ANNs), ensemble learning viz. decision tree (DT), random forest, etc., are
used and compared for evaluating the accurate effort estimation model, and various
error evaluation metrics are computed and documented. For this, we have taken a
prominent dataset into consideration which is Chinese dataset (499) standard project
instances. After training and testing the datasets, it was obtained that the mean abso-
lute error (MAE), magnitude of error relative to the estimate (MER), median of
MRE (MdMRE), mean magnitude of relative error (MMRE) and PRED (25) for
decision tree and random forest were significantly better than the existing listed
techniques. Thus, these techniques could be taken into consideration for enhancing
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and improving the estimation accuracy of traditional effort estimation models while
calculating effort, so that software organization meets their budget accordingly.

Keywords Soft computing · ANNs · Decision tree (DT) · Random forest ·
COCOMO · Software effort estimation

1 Introduction

In the software project development process, the project planning, scheduling and
budgeting are the initial requirements that have to be taken in order to develop the
software end product. Effort estimation plays an important and crucial role in IT and
software industries to exactly determine howmuch resources are required to analyze
the overall cost and budget. It has been seen that costing of PC equipment has
fundamentally diminished in contrast with software, which is ceaselessly expanding
[1]. On the other part, the key element for product development is the person-months
(or effort in terms of person-months). The cost predictionmodels initially process the
required effort to finish the software product undertaking that can be further evaluated
over into cost viz. rupees. The present estimation models debilitate software team or
developers by over-assessed spending plan or under-evaluated spending plan coming
about into a total project disappointment and/or failure. Different models of effort
estimation are often accessible in the marketplace. The effort of software project
development is computed with the traditional COCOMO model in person-months.
In the original version of COCOMOmodel, development effort is directly related to
lines of code (loc) or software size [2]. In COCOMO, there are 15 effort multipliers
which affect the software development effort and cost directly or indirectly.Whenwe
increase the value of effortmultipliers, it causes subsequent reduction in development
effort. Subsequently, if decreasing the value of effort multipliers, it shows increment
in development effort; hence, resources can be consumed efficiently and effectively
by estimating the software development effort precisely [3–5].

There are several cost estimation techniques proposed till date, and they are
grouped into three major categories: (i) expert judgment, it is based on discussion
with people who have the best hands-on live project experience and understand
the project requirements; (ii) parametric models or algorithmic models, to predict
software project cost or effort that uses mathematical formula which lies on the esti-
mates of software size in terms of loc or function point, the no of employees, and
additional process and product factors [6, 7]. By probing the costs and attributes
of completed software projects, models can be developed using the formula which
fits best, to replicate actual experience, and (iii) non-algorithmic or non-parametric
models, viz., artificial neural networks (ANNs), evolutionary computation (EC) or
genetic algorithms (GAs) and fuzzy logic (FL) [6, 8].Alternatively, out of all software
effort estimation approaches, constructive cost model (COCOMO) is widely known
algorithmicmodel for ease of effort estimation for software project at different levels,
in person-months [9]. Soft computing techniques can model multifaceted nonlinear
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Fig. 1 Classification of
software project effort
estimation

relationships and approximate any quantifiable function. They are particularly useful
in problems where there is a complex relationship [8, 10]. Many researchers have
tried to investigate the possibilities of applying soft computing techniques for soft-
ware effort estimation since, they are mainly useful in situations where there is an
intricate association between input and output (as shown in the Fig. 1).

In this paper, we are applying soft computing, e.g., a bunch of machine learning
techniques to compute the estimated effort and compare it with desired or actual
effort. The traditional or algorithmic approaches are inadequate to handle dataset
and their nature of dominance. Here, the five machine learning (ML) and one regres-
sion technique are used for estimating the effort for actual dataset viz., Chinese
(499). These techniques have been applied in different fields over the years and
show significant results with the minimum or no error. Further, to validate the
computed, we have calculated various evaluation metrics for performance measure,
i.e., MMRE, MdMRE, MAE, R2 and PRED (25), which shows the error percentage,
hence validating the accuracy of our estimation in comparison with actual effort.

Further, the paper is arranged into following six areas such as: Section 2 gives
the review of the literature related to techniques of effort and cost estimation using
soft computing techniques. Section 3 discusses various effort estimation and soft
computing techniques. Section 4 describesbackground and planning of research
work. Section 5 illustrates the dataset description and evaluation matrices for soft-
ware cost estimation. Section 6 shows the experimental results and analysis. Section 7
summarizes the conclusion part of the research work along with future directions.

2 Literature Survey

The software development effort estimation-based survey presents information to
demonstrate the significance of latest work done in the said area. It discusses signif-
icant procedures and activities related to software project planning and development
mainly in term of manpower, effort or cost and time or schedule assessment. A
number of effort estimation models have been proposed and created in the course
of the most recent three decades. But, people are still using traditional or classical
techniques like COCOMOmodel, Putnam SLIM, Halstead Function Point [11], etc.,
which are not adequate as well as relevant anymore according to the present IT and
software industry benchmark and needs. Software cost is directly related to soft-
ware quality and productivity. On the other hand, unrealistically low-cost estimates
frequently lead to poor product quality, assessment and low project productivity [6].
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The current literature showcases some selected and relevant articles/research papers
that are explored and reviewed from the reputed journals and sources.

Putnam developed an early model known as SLIM, the Software Lifecycle
Management [12]. Finnie et al. concluded that conclusiveness of ANNs depends
largely on the dataset on which they are trained and is limited to suitable to dataset
which is available [10]. Hearst et al. located the SVM calculation at the crossing
point of learning hypothesis and practice: It contains a huge class of neural nets,
radial basis function (RBF) nets and polynomial classifiers as extraordinary cases.
However, it is sufficiently basic to be dissected numerically, in light of the fact that
it very well may be appeared to compare to a direct strategy in a high-dimensional
component space nonlinearly identified with input space [13].

The primary analyst Barry Boehm considered the cost estimation on a budgetary
point of view and thought of a cost or effort estimation model, COCOMO 81 in
the year 1981, in the wake of researching a huge arrangement of information in the
1970s. Precise effort estimation can give amazing help to planning choices in finan-
cial decision-making process in any software organization. COCOMO, SLIM and
Albrecht’s function point approaches assess the overall functionality of the system,
where all are based on linear regression technique through gathering the data from the
past projects as the major input to their models. Numerous algorithmic methods are
deliberated as the most popular methods [12]. Huang et al. revealed in their examina-
tion a recently presented learning technique dependent on statistical learning hypoth-
esis, support vector machines, together with a much of the time utilized elite strategy,
back-spread neural systems, to the issue of credit score forecast. They utilized two
dataset collections for Taiwan financial organizations and US business banks for test.
The outcomes demonstrated that support vector machines gain precision similar to
that of back-propagation neural systems [14].

I. Attarzadeh and Siew Hock Ow proposed a novel neuro-fuzzy constructive cost
model on the NASA dataset, based on COCOMO II and fuzzy logic. Since their
model had learning ability and good interpretability, therefore while maintaining the
merits of the COCOMO model, it performed better than ordinary COCOMO II and
they got results closer to actual effort [15]. C. S. Yadav et al. tuned the parameters
of COCOMO II model to estimate the effort using GAs. Also, COCOMO II was
modified by tuning additional parameters to estimate the software project effort
more realistically on NASA projects datasets [2].

Malhotra and Kaur detailed that use case point analysis beats different models
with the least weighted normal (MMRE) of 39.11%, contrasted with 90.38% for
function point analysis and 284.61% for COCOMOmodel [16]. Goyal and Parashar
explored a neural networkmodel with different network architectures and parameters
viz. SG1–SG6 out of which models SG5 prepared utilizing COCOMO dataset and
tried for KEMERER dataset given 228.70 MMRE value and 317.65 SDMRE value
which is better than recorded exactness of COCOMO that is 284.61 MMRE value.
Consequently, they reasoned that no model is versatile to the most recent software
advancement approaches, coming about into the undertaking disappointments [5].
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3 Software Effort Estimation Approaches

This section elaborates the overview of effort estimation approaches andmodels with
soft computing techniques, whichwill be further used in the researchwork. Although
different approaches and standards are as of now accessible in the software industry,
AI or machine learning is one of the developing methodologies right now [5]. The
main model which is used to calculate the effort is the COCOMO model. Out of
all effort/cost estimation approaches, the COCOMO is most commonly adopted
traditional cost modeling technique, known for its truthfulness thus approximating
the required person-months as an effort of software project at varied levels. Many
researchers have tried to investigate ANNs for finding the effort [10, 15, 17]. ANNs
canhandle intricate nonlinear associations and estimated a fewquantifiable functions.
In contrast, there are number of such strategies accessible for assessing the product
exertion and cost. Estimation procedure is for the most part distributed into two
models viz. parametric and non-parametric models. The two models are produced
for carrying out the exact estimation [18].

3.1 The Process of Software Effort and Cost Estimation

The software effort and cost estimation is the piece of software advancement life
cycle, where the process of software development is split into number of phases or
levels. The cost estimation relies on how we associate the guesstimates of effort and
calendar time by the project behaviors. Alternatively, estimation is the activity of
searching an approximate evaluation, which determines the amount of effort, time,
resources and money required to develop a software project or product [12, 19].
Generally, the assessment or estimation is based on the following parameters:

• Past statistics or familiarity,
• Reachable facts, information and documents,
• Certain assumptions and
• Accepted threats.

The software project estimation is categorized into the following steps:

(i) Size evaluation of the product to be developed,
(ii) Estimation of effort in person-months or hours,
(iii) Time or duration estimation in calendar months,
(iv) Project cost estimation in accepted legal tender [10].

Estimation is not a one-time task; it is made according to requirement of the
project. It can take place during the project beginning, development of the project. In
addition, the goal of software project should be thoroughly understood before actual
process starts. Thus, it might be helpful in historical project data [20].

Historical perspective and vital input for making quantitative approximation are
provided by project metrics. To gain credibility, initial commitment about planning
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Fig. 2 Classical view of
software development effort
estimation process (SDEE)

is required by the software development team. They require at least two estimation
techniques to reach to thefinal estimate andmerge the significant values [10]. Figure 2
shows the classical view of software development effort estimation.

The best known extensively used formal estimation models are Boehm’s
COCOMO-I and II, function point analysis, Putnam’s SLIM [12], expert judgment,
analogy system, Parkinson’s law and price to win strategy. Additionally, the software
effort estimation process is way more typical than that displayed in Fig. 2. There is
interdependency between many input parameters of effort estimation model viz.
effort multipliers, scale factors and/or output, all of which are directly and indirectly
relevant to the software estimation process.

3.2 Constructive Cost Model (COCOMO)

The constructive cost estimation model is widely known and written as COCOMO,
an algorithmic effort and cost estimation model invented by Barry Boehm in 1981
[1]. Basically, this model computes the effort and duration for a software develop-
ment project based on inputs related to size of the software and effort multipliers
that influence its efficiency. COCOMO was developed from the analysis of 63 real-
life software projects from the period of 1964–1979 by an American Company TRW
Systems Inc. It follows a series of cost estimationmodels, viz., basic, intermediate and
detailed sub-models, which reflects the complexity of the software project. Further,
sub-models have three development modes defined as organic, semi-detached and
embedded [6]. It was the most cited and credible cost estimation model in compar-
ison with all the other conventional models. Moreover, COCOMO version II is the
improved edition of the previous COCOMO version I and is tuned to the software
development practices of the current needs [18].

At first, three development modes were characterized, and then, alignment was
made utilizing the first 56 undertaking project databases to show signs of improve-
ment. Barely, any more activities were added to the original database coming
about into the well-known 63 undertaking project databases. COCOMO depends
on experimentally determined connections among different cost drivers [12].

The basic COCOMO model equation in the form:

Effort (E) = a. (SLOC or KDSI)b in
[
person − months

]
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Development Time (D) = c. (E)d in [calendar − months]

where SLOC or KDSI means the estimated number of delivered lines (in thou-
sands) or Kilo delivered source of instructions of code for project and the coefficients
a, b, c and d are equation constants that are dependent upon the three modes of soft-
ware development projects. Cocomo II model uses the line of code as the size metrics
and uses five scale factors and 17 effort multipliers for the final calculation of effort
or cost. The five scale factors are rated on a six-point scale from very low to extra
high (i.e., from 0 to 5 points) [1].

The cost drivers which fine-tune the preliminary estimates and generate multiplier
in the post-architecture model are divided in the following sections [1]:

(a) Product Attributes: The attributes are concerned with required features for
developing software product.

(b) Computer Attributes: These are the restriction enforced on the software by the
hardware platform.

(c) Personal Attributes: the multipliers, which obtain into account the ability and
familiarity of the persons employed in product development.

(d) Project Attributes: The features are related to precise attributes of product
development.

4 Research Background and Planning

In this section, we are providing the brief detailing of what soft computing methods
or machine learning techniques we have used to compute the software development
effort estimation. There are total six techniques were used, in which one is regres-
sion and five are machine learning methods viz. support vector machines, artificial
neural network (or logistic regression), decision tree, random forest, bagging and
boosting, etc; each technique has its own advantages and disadvantages. Also, these
methods have seen the wide interest and great scope of applicability over the years
and can be applied in other area too. On the other hand, the logistic regression is a
statistical model which uses a logistic function to model a binary dependent vari-
able. In regression analysis, logistic regression estimates the parameters of a logistic
model (binary regression) [21].

4.1 Linear and Logistic Regression

Regression or linear regression is a method of modeling a desired or expected value
based on independent prediction. This method defines how one independent variable
(X) is related with another dependent variable (Y ) in terms of their relationship.
Furthermore, regression equation discovers a appropriate line which reduces the
addition of the squares of the perpendicular distances of the points from the certain
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line. Mainly, it is the method finding the interdependence value between variable Y
and variables X [5]. On the other hand, logistic regression is an additional technique
which has the origin from machine learning and the field of statistics. But, when the
dependent variable is dichotomous (binary), it works.

4.2 Multilayer Perceptron (MLP)

AMLP is a multilayered feed-forward ANN model that has one input layer, at least
one hidden layer, and one yield or output layer. Every neuron of the input layer
speaks to an info vector. In the event that a system is just made out of an input layer
and a output layer (no hidden layer), at that point, the name of the system becomes
perceptron. By and large, for a MLP, a nonlinear activation function is utilized in
the neurons of the hidden layer. On the differentiation, a linear activation function
is normally utilized in the output layer. The quantity of the neurons in the hidden
layer differs depending on the quantity of input neurons and the sort of the training
algorithmutilized.Oneof thewell-known training algorithms is the back-propagation
algorithm which is a sort of gradient decent learning algorithm [8, 15].

4.3 Support Vector Machine (SVM)

Support vector machines are probably one of the most extensively and well-known
machine learning algorithms. It is an algorithm for classification problems similar
to logistic regression (LR). The purpose of SVM algorithm is to find the hyperplane
that has the highest margin in an N-dimensional space (‘N’ is number of features)
that definitely organizes the data points. The purpose of SVM is to separate the data
into different categories by building a hyperplane [15]. There are different classes
available for SVM viz. linear kernel SVM, polynomial kernel SVM, radial kernel
SVM, etc. Nonlinear restrictions can be extended using kernel trick. SVM support
vectors are data points that are closer to the hyperplane and influence the position and
orientation of the hyperplane. The margin of the classifier is maximized using these
support vectors. The position of the hyperplane is changed by deleting the support
vectors. These are the points that help us build our SVM. The dashed line in Fig. 3
shows the distance between separating line and closest vectors to the line [5]. In our
research, we use SVM for continuous variable for estimating effort and cost.

4.4 Artificial Neural Networks (ANNs)

The structure of ANN comprises a system of interconnected nodes known as neurons
or processing components. It consists of three layers, for example, the output layer,
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Fig. 3 N-dimensional
hyperplane for support
vector machine

Fig. 4 Multilayer
perceptron architecture
(ANNs)

hidden layer and input layer. The first layer has input neurons, which passes informa-
tion through connection called asweights to the second layer of neurons and afterward
again through more weights to the last layer of output neurons. Extra multifaceted
frameworks have more than one hidden layers [16]. ANN is a widely known algo-
rithm for training or learning and known as error back-propagation algorithm. The
error is calculated by subtracting predicted output from the desired output, and this
error is again fed back to the configured network which minimizes and adapts the
tunning of parameters in a desired manner. The whole procedure is iterated till the
desired result is matched [15, 22] (Fig. 4) shows the architecture of ANNs.

4.5 Decision Tree (DT)

DTs are used for classification and regression; they are essential building blocks
for random forest. They are required to analyze and forecast model through mislaid
importance and categorical attributes. It is a data mining technique which continually
splits the previous dataset by depth-first greedy technique or breadth-first technique
till all data items fit in to a desired class. It has an architecture which consists of nodes
(i.e., root, internal and leaf node) and arcs. The hierarchical formation organizes
unidentified datasets. Using impurity measure technique, a decision of best split is
reconstructed at every internal node of the tree [5, 15].
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4.6 Bagging

Bagging is a part of ensemble machine learning or classification algorithm which
is a very powerful ensemble learning method. Bootstrap aggregation is a general
procedure which can be used to reduce the variance for those algorithms that has
high variance as well as helps to avoid over-fitting. We can say that bagging is a
bootstrap aggregationwhich repetitively sample (through substitution) from a dataset
in accordance to a uniform probability distribution (where each sample has similar
unique dataset) [21]. In view of the fact that the sampling is implemented with
substitution strategy, some cases may emerge several times in the identical training
set, whereas others might be replaced from the training set. Usually, a bootstrap
aggregation dataset sample (Di) holds roughly 63% of real training data. Since each
dataset sample has a probability of 1 − (1 − 1/N )N of being chosen in every dataset
sample Di where N is satisfactorily large, then probability converges to (1 – 1/e) =
0.632 [5].

4.7 Random Forest

Random forests are form of supervised learning algorithm. It tends to be utilized
for both classification and regression. It is likewise the most adaptable and simple to
utilizemethod. A forest is contained trees. It is said that themore trees it has, themore
hearty a timberland is. Fundamentally, random forest or random decision forests
belong to ensemble learning approach for classification, regression and different
tasks that works by developing a huge number of choice trees at training time and
yielding the class that is the mod of the classes or mean forecast of the individual
trees [22]. It additionally gives a really decent marker of the feature significance
and extraction. Random forests have an assortment of applications, for example,
recommendation search engines, image classification and feature selection. It may
be utilized to characterize worthy credit candidates, distinguish deceitful activities
and predict diseases [2].

5 Dataset Description and Model Evaluation Metrics

5.1 Dataset Collection and Analysis

To perform the implementation, we need benchmark industry used dataset, which
can be utilized for effort estimation modelling. These datasets contains raw data that
comes in arff file format and this data is not suitable for application process; thus, one
need to preprocess the entire dataset before using it for actual implementation. There
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Table 1 List of promise repository datasets and their features or attributes [24]

Dataset NASA COCOMO81 MAXWELL NASA93 CHINA

# Project instances 18 63 62 93 499

#Attributes/features 3 17 27 23 19

are many software repositories out of which Promise and ISBSG dataset reposi-
tories contain an abundance of data for effort estimation and prediction [2, 23].
In this research study, several datasets such as COCOMO81, COCOMO_NASA2
(NASA93), and CHINA and NASA are analyzed and studied. Each dataset has
varying number of attributes and features which are different in nature. The dataset
which is named as COCOMO81 is taken only for assessment purposes (Table 1)
tabulates the datasets description of promise repository.

The China dataset has total 19 features or attributes; out of which one is depen-
dent and rest are independent attributes. A few of the independent attributes were
discarded since they were not relevant in effort prediction, consequently making the
model to a great extent simpler and proficient. Furthermore, we have used cross-
validation; leave-one-out (LOO) technique, which is avilable in the MATLAB to
decrease the number of independent variables. After applying feature selection or
pca, all 19 attributes minimized into 10 attributes (i.e., one dependent and nine inde-
pendent attributes). The dependent attribute is effort and independent attributes are
Enquiry, Interface,Output, Added, PDR_AFP, PDR_UFP,NPDR_AFP,NPDU_UFP
and Resource. Every independent attribute corresponds to FP method [1, 5].

In this research article, we have performed experimental/test by keeping domi-
nant independent variables viz. our test holds nine independent and one dependent
variables of China dataset.

5.2 Model Evaluation Matrices

Here, we have taken a number of model evaluation matrices or performance indices
to assess the estimation accuracy and capabilities. Among all, themost universal used
performance criterion is MMRE and PRED (l). They will be applied to measure and
compare the results produced by ML techniques.

(a) Mean magnitude of relative error (MMRE)
It is the mean of all relative error from 1 to n.

MRE = acti − esti
acti

MMRE(%) = 1

n

∑
MRE ∗ 100
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where the acti is the actual effort, esti is the estimated effort and ‘N’ is the
number of cases [19].

(b) Prediction level—Pred (l)
Prediction level is calculated through relative error and represented as the
proportion of data points with errorMRE less then equal to level l to the total no.
of data points. Thus, it is the accuracy measure not the error measure and higher
the value of Pred(l), the better the accuracy score [15, 25]. In our results, we
have considered pred (25) for accuracy measure. Moreover, the other evaluation
matrices are also used for getting the more precise and unique results.

Pred(l) = d/n

where ‘d’ is the no. of projects instance whose value of MRE is ≤ l and ‘n’ is
the total project instances taken for implementation.

6 Experimental Result and Analysis

This section presents the research techniques applied to obtain the experimental
results and discusses the model results. The analysis undertaken in this paper is the
dataset used in experiment which is from COCOMO Chinese database, and these
datasets are publicly available, which consist of 499 (dataset-I) project instances. The
datasets are required to calculate approximately the accuracy of software estimation.
We have divided the whole datasets into two parts i.e., training and testing or valida-
tion part in 8:2. That is, 80% dataset is used for train the system and the rest (or 20%)
of the dataset is used to validating the accuracy or prediction of the model. Alto-
gether, six ML methods are applied out of which five belongs to soft computing and
one technique is based on regression to estimate the results. Throughout the research
text, we have used soft computing and ML techniques interchangeably since both
the techniques are part of each other.

6.1 Result Outcome

In dataset which has total 499 project instances or PIDs split into the training
set consists of 399 project instances and test/validation set consist of 100 project
instances selected randomly. The effort is calculated and implemented on Python/
MATLABsoftware tool. Table 2 summarizes the test and training results for randomly
selected project instance ids (PIDs):

The error estimation measure like MMRE, MER, MAE and RMSE having lower
values is quite better result in comparison with the previous results shown in the
comparison taxonomy. On the other hand, high correlation coefficient and Pred (25)
are taken to be finest in comparison with all other models [5, 18]. According to our



Applying Soft Computing Techniques for Software … 223

Table 2 Effort estimation results for various ML techniques

Error evaluation
metrics

SVR Decision tree
(DT)

Linear
regression

Bagging Logistic
regression

Random
forest

Mean
magnitude of
relative error
(MMRE) %

60.22 0.39 49.02 57.97 15.37 15.78

Mean absolute
error (MAE) %

5.70 0 3.85 4.04 1.24 0.98

Root mean
squared error
(RMSE) %

7.91 0.01 7.47 8.21 3.55 1.82

Magnitude of
error relative
(MER) %

54.44 0.37 72.14 48.37 14.30 13.82

Median of MRE
(MdMRE) %

38.94 0.00 29.60 42.47 8.85 9.13

Correlation
coefficient (R2)

0.87 1.00 0.82 1.00 0.98 1.00

Prediction
level—PRED
(25) %

43 100 46 30 92 84

table, the results of random forest and logistic regression are found to be best with
the correspondingMMRE values which are 15.37 and 15.78%,MAE values are 0.98
and 1.24% and PRED(25) values are 92 and 84%, respectively. Hence, these two
methods are significantly effective in estimating the software effort accurately. Also,
the results of bagging technique are quite competitive with the random forest and
logistic regression (Figs. 5, 6 and 7).

The above plots shows the estimation results for effort and MRE. From the plots,
it is clearly visible that for DT, random forest and logistic regression, the predicted
results are quite significant in comparison with other applied ML techniques. During

Fig. 5 Estimation plot for
random forest
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Fig. 6 Estimation plot for
logistic regression

Fig. 7 Estimation plot for
decision tree

train/test spilt, we divided our dataset into 400 and 100 PIDs, respectively (i.e., 80:20
ratio) and performed theML techniques; the plots also show that the estimated values
are very close to actual one.

6.2 Comparison Taxonomy with the Previous Models

The predicted results with our effort estimation model using decision tree, random
forest and logistic regression methods were performed well in comparison with
additional six approaches applied for the research. We have compared our results
(using ML techniques on benchmark datasets) with the previous models. These
previous models tabulated in comparison taxonomy have used the same dependent
variable, but the independent variables vary from model-to model-implementation.
From Table 3, it is clear that the logistic regression, decision tree and bagging tech-
niques have outperformed the MMRE as well as PRED values of previous models
tabulated in comparison taxonomy. The outcome of MdMRE is also satisfactory and
lower as compared to the majority of the previous estimation models.
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Table 3 Comparison taxonomy analysis for various ML techniques on benchmark dataset

Research
publication
(Reference No.)

Dataset used Name of the ML
technique used

PRED (25)% MMRE % MdMRE %

Proposed results China (Chinese
industrial dataset
based on 499
completed project
instances)

Linear regression 0.46 49.02 29.60

Random forest 84 15.78 9.13

Decision tree 100 0.39 0

Bagging 30 57.97 42.47

SVR 43 60.22 38.94

Logistic regression 92 15.37 8.85

[10] China (499) Bagging 34.66 74.23 –

Linear regression 36 17.97 –

SVM 38.66 25.63 –

ANN 11.33 143.79 –

M5Rules 52 41,442 –

[26] China (499) ANN 22 90 –

CART 26 77 –

LSR (Least square
regression)

33 72 –

AABE (Euclidean
distance)

57 38 –

AABE
(Minkowsksi
distance)

61 43 –

[20] China (499) Regressive – 62.3 –

ANN – 35.2 –

CBR – 36.2

[17] China (499) MART (Multiple
additive regression
tree)

88.89 8.97 –

RBF 72.22 19.07 –

SVR_Linear 88.89 17.04 –

SVR_RBF 83.33 17.8 –

Linear regression 72.22 23.3 –

[5] China (499) Additive regression
(M5Rules)

80.59 16.83 –

SVM for
regression

86.47 41,502 –

[27] China (499) Linear regression 72.22 23.3 –

RBF 72.22 19.07 –
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7 Conclusion

In this research paper, we have applied six major ML techniques and their result in
comparison with previous models or appaoches tabulated in comparison taxonomy.
The dataset that we have utilised for getting the results were from Promise dataset
repository. Further, we processed the datasets and the 19 attributes of Chinese dataset
were reduced to 10 features in the experiment/test. The results show that the decision
tree, logistic regression and random forest methods are the best in out of all six ML
techniques or methods for predicting effort with MMRE values 15.37 and 15.78,
respectively, along with the prediction level PRED(25) values significantly better
and higher as compared to all the previously employed techniques presented in
the literature. Hence, machine learning methods chosen are relatively suitable for
finding the more accurate effort estimation results as compared to conventional or
traditional approaches as well as with other ML techniques where initial test bed is
not configured properly to estimate the accurate effort and cost estimation.Moreover,
these techniques in combination with evolutionary and fuzzy techniques can reduce
vagueness and impreciseness of datasets used for the implementation ofmodel. Also,
one can view this effort estimation problem as a classification problem by dividing
whole effort into separate classes and later decide in which effort class the results
are approaching or falling.
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Voice-Based Biometric Authentication

N. S. Wankhede

Abstract Voice or speaker recognition has become an important source of security
nowadays. It has a wide scope in security, information services, industries and voice
dialing. This implementation is to extract the speech sample, categorize it and find
out where the person speaking is a registered user or not. For feature extraction, Mel-
frequency cepstral coefficients (MFCC) has been used, and for feature matching,
vector quantization has been used. MFCC technique gives accurate reading and
comparatively faster than other techniques. The implementation is text-independent
speaker identification which means that the matching process will not depend on the
spoken words of a particular speaker and when something is spoken that particular
sample will be matched to all the stored samples, hence making it 1:Nmatching. The
GUI implementation is the uniqueness in this research work which can be used by
banks and many other companies in private or public sector for authenticating the
customers based on their voice as biometric signature.

Keywords Speaker recognition · Speaker identification · Verification ·
Mel-frequency cepstral coefficient · Vector quantization

1 Introduction

The voice recognition system is based on identifying the speaker using his or her speech
sample coefficients. This implementation contains two major phases, the first one is feature
extraction, and the second is feature matching. Feature extraction is the technique of
extracting the coefficients of every speaker which can be done by various techniques such as
linear predictive cepstral coefficients (LPCC), Mel-frequency cepstral coefficients (MFCC)
and perceptual linear prediction coefficients (PLPC). The second phase is feature matching
where the stored coefficients are matched to the input speech coefficients to check the simi-
larity between the speakers and find out whether the new speaker is a stored speaker or
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not. Feature matching can be done using various techniques such as minimum mean square
error (MMSE), vector quantization (VQ), hidden Markov model (HMM), Gaussian mixture
model (GMM) and dynamic time wrapping (DTW). MFCC technique is used in the research
for feature extraction, and vector quantization is used for feature matching.

2 Basics of Speaker Recognition

It has been understood that the anatomical structure of vocal tract is unique for every
individual, and hence, the voice information can be used to differentiate between
speakers and identify them. If this can be implemented, its application will find way
for remote authentication of a person using speaker verification. Speaker recognition
can be further categorized as speaker identification and speaker verification.

2.1 Speaker Identification and Speaker Verification

Speaker identification deals with identifying a speaker from a number of speakers.
This is a 1:N techniques, that is, one to many technique, where one speaker coef-
ficients are compared with all speakers stored in the database. Speaker verification
technique deals with verifying the identity claim of a person. It either accepts or
rejects the claim of a person. It is 1:1 technique which means only the database of
a particular person will be matched to the current speaker. This technique is faster
than identification. This technique also involves categorization into text-dependent
and text-independent categories.

2.2 Text-Dependent and Text-Independent

Speaker identification and verification can be further divided into two methods, text-
dependent and text-independent. Text-dependent approach includes the need of a
particular text to be spoken while feature extraction and the same text to be spoken
during matching phase.

In text-independent approach, there is no need of a particular text. Here, the
speaker can speak anything randomly. Recognition rate is better in text-dependent
than text-independent technique [1].

2.3 Closed System and Open System

Closed system consists of a limited number of speakers stored in the database,
whereas an open system may have any number of trained speakers [1].
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3 Feature Extraction

Using feature extraction, important features from speech sample can be extracted
discarding the noise from it. This is actually a training phase in which a reference
model for a speaker is obtained for each registered speaker who has to provide
samples of their either pre-decided or random speech. There are various tech-
niques used for feature extraction which include Mel-frequency cepstral coefficient
(MFCC), linear predictive coding (LPC), pitch extraction, formant extraction and
perceptual linear predictive coefficients (PLPs). In this implementation, the technique
used for extraction is Mel-frequency cepstral coefficient (MFCC) which includes
pre-emphasis of speech signal and various other processes like framing which
follows windowing and also the fast Fourier transform and finally theMel-frequency
cepstrum [2].

4 MFCC

This section explains the procedure to extract a speakers MFCC parameters which
has been used in this implementation work.

4.1 Pre-emphasis

The speech signal to be processed is recorded using microphone as input source,
and then, it is subjected to pre-emphasis. Pre-emphasis is the process of passing
the signal through high pass filter, this is required because the voiced section of the
speech signal falls off at high frequencies. Also, the high frequency formants have
small amplitudes compared to low frequency formants [2].

4.2 Framing

A short span of time needs to be selected from an audio signal which can be called
a frame. To get reliable spectrum estimate, a shorter frame is selected [3].

4.3 Windowing

Various windowing techniques are used to minimize the signal discontinuities.
Hamming window which has been proven to provide better frequency resolution
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Fig. 1 MFCC block diagram

is applied on every frame [3]. The result of windowing is given as

Y (n) = X (n) ∗ w(n)

where,

Y (n)—output signal

X(n)—input signal

w(n)—hamming window.

w(n) = 0.54 − 0.46 cos

[
2πn

N − 1

]
0 ≤ n ≤ (N − 1) (1)

4.4 Fast Fourier Transform

Fast Fourier transform converts the time domain frame of N samples to frequency
domain. FFT is to get the magnitude of frequency response of each frame [4].

Figure 1 shows block diagram to calculate MFCC parameters.

4.5 Mel-Frequency Cepstrum

Speech signal does not follow a linear scale. Hence, the Mel-frequency cepstrum
is used where the representation of short-term power spectrum of sound which is
based on linear cosine transform of a log power spectrum on a nonlinear Mel scale
frequency [4].



Voice-Based Biometric Authentication 233

4.6 Mel-Frequency Filter Banks

An input power spectrum is passed through a number of filter banks calledMel-filters.
The output is an array of filtered values also calledMel spectrum, each corresponding
to result of filtering the input spectrum through individual filter. Hence, length of
output array is the number of filters created. The output of FFT is multiplied by a set
of 20 triangular band-pass filters to get log energy of each triangular band-pass filter
[5].

4.7 Discrete Cosine Transform

This is the final step in which the Mel spectrum coefficients are converted back to
time domain using discrete cosine transform. The MFCCs are obtained [5].

5 Feature Matching

Feature matching is the technique of matching the obtained speech coefficients with
the existing coefficients in the database. The features of an input sample are matched
with all the samples stored as this is speaker identification mechanism. Feature
matching includes various techniques such as vector quantization, mean square error,
hidden Markov model, dynamic time wrapping, Gaussian mixture model, stochastic
model and artificial neural networks. All the techniques have some advantage over
the other. This implementation consists of vector quantization as the featurematching
technique [6].

6 Vector Quantization

Vector quantization technique is mostly used for text-dependent systems, but in this
implementation, it has been used for text-independent system. Vector quantization
is used as a compression technique also, so here, it is used to compress the data and
manipulate it so as to keep the useful information hence discarding information not
required. Vector quantization technique can be used in voice recognition process. In
the speaker recognition technology, the vector quantization method helps in creating
a classification system for each speaker. The feature vectors are extracted using
VQ from each speaker, and they are called code-words. Each code-word is used to
construct a codebook, and thus, codebooks are created for each speaker who enrolls
in the system.
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In the speaker recognition phase, the data from the tested speaker is comparedwith
the codebook of each speaker, and the differences are calculated. Linde–Buzo–Gray
or LBG VQ has been used [6]

6.1 Linde–Buzo–Gray (LBG VQ)

Linde–Buzo–Gray algorithm was introduced by Yoseph Linde, Andrés Buzo and
Robert M. Gray in 1980. This is a vector quantization algorithm to derive a good
vector quantizer codebook. The set of output points is called as codebook of quan-
tizer. The process of placing these output points is often referred to as codebook
design. Linde–Buzo–Gray is based on the K-means algorithm which consists of
large set of output vectors training set, initial set of K representative pattern. The
representative pattern is updated by computing the centroid of training set vector [6].
The above process continues until all segments have been processed and uptil the
new codebook is created. The aim of this procedure is to minimize any distortions in
the data creating a codebook which is computationally optimized, while providing
a suboptimal solution. Figure 2 gives LBGVQ algorithm.

The performance of VQ process is highly dependent on length successfully takes
input from a user and stores it in the voice file which is operated [6] database in the
.dat file.

To make the process a little simple for a new comer to use, GUI has been imple-
mented. The program is tested in both normal command promptmode andGUImode.

Fig. 2 LBGVQ algorithm



Voice-Based Biometric Authentication 235

Results obtained are tallied and are satisfactory. There can be more modifications
done in training the system and also in verification process achieve more accuracy
in terms of speaker authentication for biometric authentication using voice.

7 Implementation Results

This section gives the implementation results for speaker authentication system
demonstrated using MATLAB.

As a stage 1 testing process, initially four speakers two male and two female
recorded their voice inputs, and using their speech input, 13 MFCC parameters were
calculated for each speaker as shown in Table 1. Speaker 1 and 2 are male speakers,
whereas speakers 3 and 4 are female speakers.

Figure 3 is a plot which helps in characterizing the speakers based on their
extracted MFCC parameters. Various windows were developed as GUI so that any
person can use the authentication software with ease. Figure 4 is the menu bar of
the system. Four functions have been implemented where the first one allows the
speaker to add a new sound from the microphone, the second one, speaker recogni-
tion from microphone used to recognize the speaker, database info is used to display
the database, and then, delete database which is used to delete the database created.
Exit function has also been added so that MATLAB can be successfully closed. Once
a user chooses the option “Train,” Fig. 5 is the new GUI page displayed. User can
choose record option to create a database using a microphone. If database is already
present, then the user can choose the load option.

Table 1 MFCC obtained for four speakers

S. No. Speaker 1 Speaker 2 Speaker 3 Speaker 4

1 20.11082 19.26755 20.62373 13.27085

2 −8.35822 −8.08980 −7.94545 −2.84869

3 11.69873 11.76275 11.93348 12.52903

4 −5.97459 −6.26796 −6.4116 −2.39983

5 15.61956 15.33158 15.55458 10.1233

6 −7.67914 −7.97559 −7.58633 −1.12805

7 15.23478 15.5851 14.93706 8.600952

8 −6.15954 −5.83302 −5.94284 −0.91927

9 10.98147 11.17893 11.38241 8.962311

10 −2.84255 −3.03751 −2.61817 −0.51401

11 7.989414 8.03247 7.622978 7.56579

12 2.41966 −2.77832 −2.31688 0.506629

13 7.717682 7.98802 7.723391 8.037785
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Fig. 3 Vector quantization plot

Fig. 4 Menu bar of the
system

Figure 6 shows the first GUI on the screen. Here, train is for training the system
for any user. After training the system, the user can click on test to test the system.
Exit is used to exit from the program. The GUI displayed when user chooses “Test”
in the first GUI page. This is used to verify the speaker.
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Fig. 5 Train the system

Fig. 6 GUI on the screen

8 Conclusion

The systemwas tested for 24 speakers. A database containing 24 speakers was made.
Accuracy was found out to be 80%. This accuracy was predicted by trying to recog-
nize ten speakers out of which eight were successfully recognized, for two speakers,
the ID number used to change with another users ID number. It was concluded that
we cannot rely completely on this type of voice authentication system for biometric
verification, but it can definitely be used in most of the voice-based applications
especially when there is a need of alternative verification and recognition of users is
required in already existing biometric authentication systems. Voice authentication
system can be an add-on feature which can co-exist with face recognition, fingerprint
recognition or iris recognition system to provide multiple level security. Speaker
recognition can be considered as one more level of any biometric authentication
systems.
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9 Future Work

The future work can be to implement vector quantization using other feature extrac-
tion technique like LPC and check the accuracy of that system and compare it with
this technique. Also, if other speech parameters like vocal tract parameters and pitch
values could be additional inputs to create a database for a particular speaker.
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Surface Potential Computation
for Asymmetric Si–Si1−xGex ID-DG
MOSFET Following Ortiz-Conde Model

Anwita Nath, Farnaz Khanam, Swarnav Mukhopadhyay, and Arpan Deyasi

Abstract Surface potential for heterostructure double-gateMOSFET is analytically
evaluated following Ortiz-Conde model where asymmetric effect is integrated in
terms of considering different gate materials, and henceforth, their work functions
for front and back gate. Variation of structural parameters is incorporated into the
simulation for sub 10 nm channel length, and independent-gate approximation is
taken into account by considering the separate effects of the gates. Fowler–Nordheim
tunneling concept is introduced owing to the reduction of dielectric thickness, where
the effect of external horizontal bias is analyzed with applied gate voltage. P-type
Si-Si1-xGex material composition is considered for simulation, where variation of
mole fraction showed significant effect on surface potential. Lowering of surface
potential is possible for gate-engineered asymmetry compared to the symmetric
structure with identical structural and otherwise material composition. Results are
important for investigating drain current in presence of quantum–mechanical effect.

Keywords Surface potential · Independent-gate MOSFET · Heterostructure ·
Ortiz-conde model · Asymmetric effect
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1 Introduction

In the nano-age, the prime objective of chip design is to achieve lower power dissi-
pation coupled with greater packing density [1]. The shortcoming associated with
this objective is the severe short-channel effect [2], and several solutions in different
angles are proposed by workers in the last decade. In the sub 50 nm region, one
established solution is gate control mechanism, which speaks in favor of multigate
transistors [3] compared to the existing single-gate technology. Several multigate
structures are analyzed in last few years, and double-gate MOSFET is probably the
most searched candidate among them [4–6] due to its simplicity in structural design
as well as ease of mathematical analysis. This novel class of device already exhibited
lower DIBL, moderate subthreshold swing, improved transconductance, and more-
over better scalability [7, 8]; which is one of the prerequisite for VLSI circuit design
[9].

Several architectures are proposed for better performance of double-gate
MOSFET, among which tied-gate architecture is advantageous for higher drain
current and better floorplanning [10]. But this architecture always leads to the over-
simplified symmetric structure analysis. In order tomake it asymmetric formmaterial
parameter point of view, independent-gate architecture is proposed [11] where indi-
vidual role of both front and back gates is analyzed independently. This also ensures
lower threshold voltage and power dissipation compared to other architectures.

Taur and Ortiz-Conde made path breaking contributions [4–6] in the progress of
DGMOSFET, and their analytical findings are significant for both experimental and
theoretical workers. However, their contributions are based on the symmetric lightly
doped structures where both drift and diffusion mechanisms of carrier transport are
considered. Also, the work of Ortiz-Conde is not so much analyzed for very small
length devices, and sub 50 nm is not investigated in details. Also, the role of asym-
metric structure in terms of gate material plays a major role for independent-gate
devices, in terms of leakage current control. Henceforth, research can be carried out
in this direction, and the present paper tries to throw some light into the arena. In
order to proceed for the investigation, it is customary to calculate surface potential
under the asymmetric condition, in presence of high-K dielectrics, and for different
oxide thicknesses. The role of horizontal bias is compared with the unbiased condi-
tion, and the material composition of the heterostructure leads to tuning of surface
potential. Results are summarized in next part after the brief description of analytical
formulation, and work is concluded with significant findings.

2 Mathematical Formulation

Maximum potential will be at the center of the MOSFET, because the electric field
is zero at the center between two gates. But due to heterojunction available, the
maximum potential will not be at the center but shifted toward the front gate by an
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amount of valance band discontinuity in the band structure. So, at the center, the
potential will be slightly less than the maximum potential.

φoc = V + vt ln

(
2π2 ∈s vt

qni t2s

)
− �EV (1)

where �Ev is the valence band discontinuity, ‘x’ is the mole fraction of Ge, ‘V ’
denotes appliedhorizontal bias, ‘ts’ represents thickness of total structure,ϕoc denotes
potential at the center.

Surface potential in equilibrium condition according to Ortiz-Conde [5] is given
by.

ϕo = U1 −
√
U 2

1 + Vgfφoc (2)

where V gf = V gs − V fb.

U1 = 1

2

[−Vgf + (1 + r1)φoc
]

r1 = (Atox + B)

(
C

ts
+ D

)
e−VE (3)

3 Results and Discussion

Based on the Eq. (1), surface potential of the proposed asymmetric structure is
computed and plotted as a function of gate voltage. Figure 1 shows the variation
for different dielectric thickness at VSD = 0.2 V. From the plot, it is observed that
increasing reverse gate voltage enhances surface potential. The change is at first
takes linear shape, but after reaching the near-about saturation point, it becomes
almost constant. With increase of oxide thickness, surface potential becomes almost
constant early at higher negative gate voltage.

The variation of surface potential is due to the fact that when drain current moves
from cut-off to active region, the rate of accumulation of charge decreases, and
corresponding slope of surface potential changes. By introducing materials with
higher dielectric constant, it is observed that the minimum value of surface potential
decreases (negative scale). This is due to the fact that higher dielectric reduces the
capacitance, which, in turn, reduces the accumulation of charge at surface. Therefore,
surface potential reduces.

Figure 2 shows the variation of surface potential with various dielectric materials
(high-K), and the result is compared with conventional SiO2 material. Since high-K
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Fig. 1 Surface potential
with gate voltage for
different thickness of
dielectric material

Fig. 2 Surface potential
with gate voltage for
different dielectric materials,
and comparison is made with
conventional dielectric
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Fig. 3 Surface potential
with gate voltage for
different horizontal bias,
comparison is made with
unbiased condition

materials enhances the capacitive effect, thus, more charges are stored beneath the
oxide–semiconductor interface, which causes higher potential.

By introducing horizontal bias, higher surface potential is achieved as it causes
further band bending, which basically enhances minority carrier accumulation. This
result is plotted in Fig. 3. This can be further explained with help of Fig. 4, where
both center potential (following Ortiz-Conde model) [5] and surface potential are
compared with gate voltage. After threshold, center potential becomes constant, as
it is the surface potential computed in absence of horizontal bias. But if the effect
of VSD is added, then more charges are accumulated at the interface due to band
bending, which causes higher surface potential (in negative scale). Thus, a difference
is observed after the threshold point between center and surface potential, as depicted
in Fig. 4.

With increase of Ge percentage in the SiGe channel, it is found that mobility of the
carriers is increased, which causes the availability ofmore carriers at the surface form
the bulk. These extra carriers, in turn, enhance the charge accumulation in the surface,
which causes an increase of surface potential. The result is pictorially represented in
Fig. 5. Since the mobility of carriers is increased once the Ge concentration exceeds
0.25, hence, the variations are taken after that threshold.

Keeping back gate as Ni, if the material of front gate is changed with reduc-
tion of work function, then surface potential increases. This asymmetric profile is
represented in Fig. 6 and compared with the symmetric material composition [both
front and back gate are constructed using Ni]. Because of asymmetry, more carriers
are gathered near the surface, as work function of front gate is less than back gate.
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Fig. 4 Comparative study of
surface potential and center
potential with gate voltage

Fig. 5 Surface potential
with gate voltage for
different material
compositions
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Fig. 6 Surface potential
variation due to asymmetry
in gate materials
[comparison is performed
with symmetric structure]

Therefore, more amount of band bending is observed, which helps in accumulation
of carriers at surface. This causes higher surface potential.

A comparative study is summarized in following tables between asymmetric and
symmetric structures under various biasing conditions and different materials.

Table 1 represents the effect of oxide thickness on surface potential with different
gate voltages for both symmetric and asymmetric structures.

4 Conclusion

Comparative study between asymmetric [gate-engineered] and symmetric structures
exhibit that surface potential can be lowered by intentionally choosing the gate mate-
rials, which effectively can be utilized for lowering of leakage current after threshold.
It is found that higherGepercentage [>0.25] can cause higher surface potential,which
can be counterbalanced by higher dielectric thickness or high-K materials. Effect of
horizontal bias plays a critical role in this aspect, for fine-tuning the surface potential
in the range of interest.
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Table 1 Effect of dielectric thickness on surface potential for asymmetric and symmetric structures
[T sub = 10 nm, VSD = 0 V, HfO2 as dielectric]

Tox [nm] Gate voltage [V] Asymmetric surface potential
[V]

Symmetric surface potential [V]

3 −0.4 −0.3397 −0.3998

−0.8 −0.6453 −0.7055

−1.2 −0.7213 0.7814

−1.6 −0.7535 −0.8137

2 −0.4 −0.3409 −0.3999

−0.8 −0.6593 −0.7183

−1.2 −0.7408 −0.07998

−1.6 −0.7742 −0.8332

1 −0.4 −0.3421 −0.3999

−0.8 −0.6808 −0.7386

−1.2 −0.7733 −0.8311

−1.6 −0.8088 −0.8666
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An Optimized Hybrid Clustering Method
Using Salp Swarm Optimization
with K-Means

Shashank Gavel, Pallavi Joshi, Sudarshan Tiwari,
and Ajay Singh Raghuvanshi

Abstract The field of data clustering is one of the commonly used techniques to
analyze the data based on their structure. The use of clustering has found many
applications in the field of data mining, image analysis, pattern recognition, and
signal processing. This paper presents a hybrid scheme of data clustering by utilizing
K-means clustering with salp swarm algorithm (SSA). The SSA is used to solve the
problem of local optima for K-means and provide best suitable fitness value for
the dataset. The experimental results show best suitable fitness value for different
standard datasets by m the standard deviation. The experiment is carried out in
MATLAB.

Keywords Clustering · K-means clustering · Salp swarm algorithm · SSA

1 Introduction

The problem for optimization has been frequently encountered in the field of science
and engineering. The traditional problem was dependent upon being continuous,
differentiable, unimodal and linear types of functions. At that time, to solve the
mentioned traditional problem methods like Newton and quasi-Newton were used
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[1, 2]. However, nowadays, problems like non-differentiable, discontinuous, and
nonlinear problems occur due to the availability of multiobjective applications. The
need of an efficient mechanism to handle the datasets obtained from these problems
becomes a necessary task. The inherent occurrence of complex real-world problems
has given birth to various optimization algorithms such as ant colony optimization
(ACO) [3], particle swarm optimization (PSO) [4], genetic algorithms (GA), artificial
bee colony optimization (ABC) [5], and bat algorithms (BA).

Many evolutionary algorithms (EA) have tried to solve the complex problems by
providing the optimumvalue for the utilized objective functions. In a similarway, this
algorithm has shown significant performance in handling the large datasets by getting
utilized in a hybridmanner. Clustering is one such technique that is used to handle the
dataset by dividing them into different clusters having cluster centroid. Algorithms
like K-means are in general used clustering algorithm that helps the dataset to form
efficient cluster [6–8]. But this algorithm alone creates problem in handling large
dataset or dataset having large number of features. K-means undergo problem of
local conjunction and convergence that restricts the algorithm fromobtaining optimal
clusters with efficient cluster centroid. Several algorithms have tried to solve the
problem of K-means by using them with efficient optimization algorithms. Author
in [9] has utilized PSO with hybrid of K-means in order to obtain optimal cluster.
Similarly, in [10], author has utilized gravitational search algorithm (GSA) with K-
harmonic mean (KHarm) in order to obtain optimal clusters. Algorithms like ABC
and GA has also been utilized in a hybrid manner in order to obtain optimal cluster
with best suitable cluster centroid [11, 12].

The K-means algorithm is an important algorithm that was first proposed in [13,
14]. The application of K-means was to divide the data values into different sets of
clusters. These sets are formed depending upon the data value having similar prop-
erties. The similar data value belongs to the same cluster and is different from those
data values that belong different cluster as dissimilar as possible. However, beside
this property, the K-means suffer problem of local conjunction and convergence that
restricts it in the local optimum value. In this article, we have utilized Euclidean
distance as an objective function for K-means clustering. We propose a new hybrid
clustering technique by optimizing the fitness function of K-means clustering with
salp swarm algorithm (SSA). The hybrid clustering is proposed to solve the problem
of local optima for K-means clustering and to obtain optimal clusters. Standard UCI
datasets have been utilized in order to judge the overall performance of the proposed
method.

Rest of the paper is as follows: Section 2 includes the analytical techniques used
in methodology, Sect. 3 covers the proposed methodology. Section 4 includes results
and discussion section followed by conclusion in Sect. 5.
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2 Analytical Techniques Used in Methodology

2.1 K-Means Clustering

K-means clustering is one of the frequently used clustering algorithms that has been
utilized for many applications [5, 15]. The K-means algorithm is used to club the
data points in the form of cluster by utilizing their properties and degree of similarity
between them.Themain concept of this algorithm lies in grouping the data in the form
of clusters by providing them a best possible cluster centroid. In K-means algorithm,
the Euclidean distance-based metrics are used in order to find the distance between
the similar data value and choosing themas a part of clusters by analyzing the distance
value. Let us consider a dataset,R = {r1,r2,r3, . . . . . . .rn} having ‘k’ clusters. The aim
of the algorithm is to calculate the number of clusters in the dataset. For this purpose,
firstly, the distance between the cluster its data point is to be calculated using the
below fitness function, i.e.,

D
(
ri,C

) =
√√√√

n∑

i=1

(ri − C)2 (1)

here ‘C’ is the value of cluster that is given by k = {C1,C2,C3, . . . . . . .Cm}, where
‘m’ belongs to number of clusters (m > 2).

2.2 Salp Swarm Algorithm (SSA)

Salp swarm algorithm is newly proposed meta-heuristic optimization algorithm that
is inspired by the behavior of salps [16, 17]. Salps are transparent tissues which
consist of barrel-shaped structure. These salps sometime forms a swarm, which is
known as salp chain. The mathematical structure of SSA depends upon the group
of leader as well as follower. The leader take position in front followed by the salps
known as follower. Let us consider that the ‘F’ denotes the food source that act as
a target for the swarm in a search space. The salp leader will update its position
depending on the first salp’s position, i.e.,

x1j =
{
Fj + c1

((
Ub j − Lb j

)
c2 + Lb j

)
, c3 ≥ 0

Fj − c1
((
Ub j − Lb j

)
c2 + Lb j

)
, c3 < 0

(2)

here x1j represents the value of position of first salp in the jth dimension that act
as a leader to the group. Ub j and Lb j are the values of boundaries decided, i.e.,
upper boundary and lower boundary. Fj is the position of food, c1, c2, and c3 are
the randomly taken numbers in which c1 is used to balance the value of exploration
and exploitation. The mathematical value of c1 in terms of number of iterations is
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given by:

c1 = 2e−( 4tT )
2

(3)

where T is the total iterations in which ‘t’ is the value of current iteration. The
range of c2 and c3 is decided to be [0, 1] in which c3 manages to act as an indicator
that provides the next position of search toward the positive or the negative end. Since
to reach toward the final optimized value, the salps follow the Newton’s second law
of motion that provides the final value in terms of:

xij = 1

2
(xij + xi−1

j ) (4)

3 Proposed Methodology

In this section, we proposed a hybrid clustering technique by utilizing K-means and
SSA.Here, the Euclidean distance is used a fitness function andwe have utilized SSA
in order to optimized the fitness function. The optimized hybrid method will provide
optimal value of cluster centroids. The originality of the paper lies in optimizing the
fitness function and using it as a clustering algorithm by applying K-means. Figure 1
shows the overall architecture of the proposed algorithm, i.e., KMSSA. Here, firstly,
the initial dataset is processed and the initial cluster centroid for each cluster is
calculated using the fitness function as shown in Eq. (1). The initial centroid values
act as an initial value of position to the optimization algorithm. The detail step-wise
algorithm is shown below:

Fig. 1 Flow diagram for proposed hybrid KMSSA
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Steps to apply hybrid KMSSA:

1. Initiate the dataset in the dimensional space.
2. Calculate the initial fitness value using the fitness function as shown in Eq. (1).
3. Initiate the SSA and insert all the parametric values, i.e., c1, c2, and c3 along

with the upper bound and lower bound values.
4. Run the SSA algorithm and update the value using Eq. (4).
5. Update till minimum fitness value is obtained, i.e., efficient cluster with optimal

value of cluster centroid.

4 Results and Its Discussion

To analyze the performance of the proposed KMSSA, we have compared the results
with PSO, ACO, ABC and standard K-means algorithm. We have utilized standard
datasets of UCI, i.e., detail is shown in Table 1 [18–20]. The table includes the detail
description of the dataset used in terms of no. of attributes (features), no. of classes
of data and no. of instances. These datasets are standard and are universally used to
evaluate the performance of the clustering-based algorithms.

We have compared the results in terms of best fitness value (BFV), average fitness
value (AFV) and worst fitness value (WFV) along with the standard deviation (SD)
between the fitness value and total time taken by the algorithm to analyze the dataset.

For Iris dataset, the results obtained are shown in Table 2. The result obtained from
the proposed method is promising as compared to other algorithms. The algorithm
is run for 40 number of iterations and the best results are compared. The best fitness
value obtained from the proposed algorithm is 94.20 with 0 standard deviation and
the time taken is also less, i.e., KMSSA > ABC > PSO > ACO > K-means.

Table 1 Overall description of dataset

S. No Dataset No. of attributes No. of classes No. of instances

1 Iris 4 3 150

2 Wine 13 3 178

3 Glass 9 6 214

4 Cancer 9 2 683

Table 2 Results comparison for Iris dataset

Method BFV AFV WFV SD Time (in sec)

KMSSA 94.20 94.20 94.20 0 15.4

PSO 96.894 97.233 97.898 0.348 30

ACO 97.10 97.17 97.80 0.367 24

ABC 94.106 94.61 94.9 0.009 n/a

K-means 97.33 106.50 120.45 14.63 0.4



252 S. Gavel et al.

Table 3 Results comparison for wine dataset

Method BFV AFV WFV SD Time (in sec)

KMSSA 16,285 16,285 16,285 0 16.8

PSO 16,334 16,417 16,562 85.4 123

ACO 16,530 16,530 16,530 0 170

ABC 16,306 16,348 16,390 30.6 n/a

K-means 16,555 18,061 18,563 793.61 0.7

For wine dataset, the results obtained are shown in Table 3. The overall fitness
value achieved using the fitness function is less as compared to the existing algo-
rithms. The algorithm is run for 40 number of iterations for this dataset. The overall
time taken by the algorithm to process the wine dataset is less than that of other
algorithm.

For glass dataset, the results obtained are shown in Table 4. The overall result
obtained is promising and is efficient as compared to other algorithms. Since the
standard deviation is 0, the fitness value achieved converges to a single value for
number of iterations.

For cancer dataset, the overall performance of the proposed algorithm is superior
to that of other existing algorithms. The overall result is shown in Table 5 for cancer
dataset.

The overall time consumption for the proposed algorithm is much less than that of
the other algorithms, i.e., for Iris dataset 15.4 sec, for wine dataset 16.8 sec, for glass
dataset 28 sec, and for cancer dataset 15.2 sec. The result for the standard deviation

Table 4 Results comparison for glass dataset

Method BFV AFV WFV SD Time (in sec)

KMSSA 220.31 220.31 220.31 0 28

PSO 270.57 275.71 283.52 4.55 400

ACO 269.72 273.46 280.08 3.58 395

ABC 230.55 230.98 231.23 0.013 n/a

K-means 215.4 235.5 255.38 12.47 1

Table 5 Results comparison for cancer dataset

Method BFV AFV WFV SD Time
(in sec)

KMSSA 2971.8 2971.8 2971.8 0 15.2

PSO 2973.5 3050.4 3318.8 110.8 123

ACO 2970.4 3046.0 3242.01 90.5 123

ABC 2964.3 2975.2 2989.6 12.5 n/a

K-means 2999.1 3251.21 3521.5 251.14 0.5



An Optimized Hybrid Clustering Method Using Salp … 253

is found to be negligible for all the utilized dataset that states that the proposed
algorithm nearly achieves best fitness value in limited number of iterations. This can
decrease the overall time consumption by providing efficient performance.

5 Conclusion

In this article, a hybrid method for clustering using K-means with SSA, i.e., KMSSA
is proposed. The SSA optimizes the fitness function for K-means clustering and
enhances the performance. In the early stage of algorithm, the fitness function
provides the temporary solution for clustering that is further optimized using SSA. To
validate the performance of the proposed method, standard dataset has been utilized,
i.e., UCI Machine Learning lab dataset. The results show that the proposed KMSSA
has better performance that of the compared algorithms, i.e., PSO, ACO, ABC, K-
means. The overall time consumption for the proposed algorithm is very less. So,
by evaluating the results, we conclude that the proposed algorithm provides better
clustering by taking less computational time. In the future, we will develop a new
distance-based fitness function in order to achieve high performance by optimization.
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An Investigation into Contemporary
Developments in the Cloud Computing
Related to Effectiveness in Data Storages,
Service Providers and Technologies:
A Review

Safwan A. S. Al-Shaibani, Parag Bhalchandra, G. D. Kurundkar,
and R. S. Wasle

Abstract Cloud computing is a current trending in IT industry that interchanges
computing and information away from the portable PCs and desktop into great data
centers. The research literature on Clouds available across the globe lacks compre-
hensive information approximately the procedure of Cloud computing environment
related to the data storages, what technologies are used and who are the service
providers? This is primary intention behind this review paper as a microcosm of
about Cloud computing. This paper reviews Cloud computing through its back-
ground to recent trends. Furthermore, these thoughts purpose to deliver a complete
synopsis and a big picture to person who reads in this exciting area allowing them
to possible research opportunities and avenues.

Keywords Cloud computing · Data storage · CSP · Amazon Web service (AWS)

1 Introduction

The Cloud has become a significant vehicle for conveying assets, for example,
figuring and capacity to clients on their interest [1–4]. Late enthusiasm for distributed
computing has been driven by new contributions of registering assets that are
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appealing because of flexible versatility, giving a noteworthy preferred position over
the regular procurement and organization of hardware that was recently required.
Being an ongoing slanting in IT, it has moved figuring and data from the work region
and advantageous PCs into gigantic server ranches. The essential favored situation
of conveyed processing is that customers do not have to pay for system or for its
foundation neither for anticipated that work should manage such establishment and
upkeep. The crucial target of appropriated registering is to use flowed resources,
go along with them to achieve higher throughput and have the choice to deal with
enormous extension computation issues. The Cloud figuring oversees virtualiza-
tion, flexibility, interoperability, nature of organization and the movement models of
the Cloud, specifically private, open and creamer [5–11]. The circulated registering
includes gigantic data storing, virtual machine, security instrument, organizations,
plan models and servers.

2 Background and Related Literature

It has dynamicprovisioning that considers the strategyof affiliations subject to current
intrigue necessities. This is done conventionally using programming robotization,
engaging the unanticipated turn of events and narrowing of affiliation limit, fluc-
tuating [12]. The relationship of relationship in the Cloud wires everything from
using business applications to the latest application on the freshest moved cells,
and controlled metering uses metering for overseeing and smoothing out the affilia-
tion and to give declaring and charging information [13–15]. Thusly, purchasers are
charged for relationship as demonstrated by the sum they have really used during the
charging time parcel. Further, on-request self-association Cloud figuring licenses the
clients to utilize Web associations and assets on request. One can login to a site at
whatever point and use them. Therefore, wide system access since scattered figuring
is completely electronic can be gotten to from any place and at whatever point.
The favorable position pooling appropriated enrolling awards different inhabitants
to share a pool of advantages [16, 17]. One can share a solitary physical case of appa-
ratus, database and key structure. Moreover, expedient adaptability is certainly not
hard corresponding the focal points vertically or on a level plane at whatever point.
Scaling of advantages proposes the constraint of favorable circumstances for super-
vise broadening or lessening interest [18]. The points of interest being utilized by
clients at some discretionary inspiration driving time are regularly viewed. Thusly,
we utilize the Cloud considering the essential variables kept up by them, which
wires, flexibility, that is Cloud-based associations are perfect for relationship with
making or fluctuating data transmission requests. On the off chance that necessities
are broadened, it is unquestionably not hard relative up your Cloud limit, drawing
on the association’s remote servers. Also, we can curtail it once more, subordinate
upon the fundamentals [19]. In extra, mists support for catastrophe recuperation,
where relationship of all sizes should put resources into excited cataclysm recupera-
tion, yet for increasingly humble affiliations that come up short on the fundamental



An Investigation into Contemporary Developments in the Cloud … 257

money and wellness, this is as regularly as conceivable more a perfect than the real
world [20]. Cloud is correct currently helping more affiliations stay away from that
structure, private undertakings are twice as likely as more noteworthy relationship
to have executed Cloud-based fortress and recuperation designs that additional time,
keep up some fundamental decent ways from gigantic early hypothesis and climb
distant bent as a critical piece of the game plan. It is fascinating to see the altered
programming update utility of the mists. The brilliance of circled figuring is that, its
servers are off-premise, far out of your closeness. Providers oversee them for clients
and turn out conventional programming stimulates including security resuscitates,
and therefore, client does not need to stress over relaxing around inertly keeping
up the framework [21]. Thusly, capital-usage free-dispersed figuring removes the
basic expense of equipment. Client can basically pay even more similarly as costs
rise and worth an interest-based model. This develops the composed effort where
different individuals in the social event of clients can get the chance to change and
offer reports at whatever point, from any place, they are set up to accomplish signif-
icantly progressively together and improve [22]. Cloud-based work strategy and
record sharing applications help them with making resuscitates progressively and
give them full perceivable nature of their composed undertakings. Client can work
from any place as client basically needs a Web relationship with get related with the
working environment. The record control is in client’s hold. The more operators and
partners work together on reports, the more observable the essential for watertight
record control. Prior to the Cloud, laborers expected to send files forward and in
reverse as email relationship with be pursued by each client along these lines. In the
end, ordinarily sooner, client ends up with a hazardous situation of clashing record
substance, arrangements, and titles. Right when client gains the ground to scattered
figuring, all files are dealt with halfway, and everybody sees one variant of this present
reality. Logically perceptible noticeable quality recommends improved encouraged
effort, which at last strategies better work and an inexorably supportive fundamental
concern. Scattered enrolling in like way gives dynamically unquestionable security
when physical loss of huge rigging contraptions occurs. This is considering the way
that, the client’s information is dealt within the Cloud, and client can get to it paying
little psyche to what happens to client’s machines [23].

3 Cloud Architectures and Models

The underlying foundations of mists lie in virtualization. With the presentation of
virtualization, things have changed colossally. Virtualization improves asset usage
and vitality productivity that point serving to significantly diminish server upkeep
overhead and giving speedy catastrophe recovery provoking high openness. Virtual-
ization has been huge for dispersed registering since it withdraws programming from
gear and gives a framework to quickly reallocate applications across servers reliant on
computational solicitations [24]. Thevirtualizationwas a critical development toward
Cloud system. Virtualized circumstances supervised by internal system chiefs and
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as usual virtualization stages do not give the consideration layer that engages Cloud
organizations. For fogs, to enable a circumstance, a layer of pondering and on demand
provisioning must be given on the top. This organization layer is a noteworthy nature
of any Cloud condition as it covers the multifaceted design of the establishment
and gives a Cloud the administrators interface to customers. Dependent upon the
interface utilization, a Cloud the administrators interface can be gotten to through
an organization dashboard, REST or SOAP Web organizations, programming APIs,
or various organizations. For example, Amazon Web Services give access through
an organization dashboard or REST/SOAP Web organizations [25]. The Cloud the
officials interfaces like the Amazonmanager support gives limits allowing customers
to manage a Cloud lifecycle. For instance, customers can add new sections to the
Cloud, for instance, servers, amassing, databases, stores and so on. Customers can
use a comparative interface to screen the sufficiency of the Cloud and play out various
exercises. Conveyed figuring structure can be isolated into two fragments: the front
end and the back end. Both of them are related with each other through a framework,
when in doubt the Web. Front end is what the client (customer) sees; however, the
back end is the cloudiness of the system, as found in Fig. 1. The front end suggests the
client part of a disseminated registering system; it includes interfaces and applications
that are required to get to theCloud stage [26–28]. The organizations like online email
programs impact existing Web programs like Internet Explorer or Firefox. Various
structures have novel applications that give organize access to clients.

The back end suggests the Cloud itself, where it contains titanic data amassing,
virtual machine, security part, organizations, sending models and servers. Seeing of
traffic, dealing with the system and client demands are directed by a central server. It
sticks to explicit gauges, i.e., shows and uses unprecedented programming called the
middleware. The middleware licenses orchestrated PCs to talk with each other [29,
30]. There are two sorts of circulated figuring models, first, the services model, with
three central organizations, SaaS (Soft as a Service), PaaS (Platform as a Service)
and IaaS (Infrastructure as a Service). The resulting one is deployment model that
included three basic send applications onpublic, private, community or hybridClouds
[31, 32].

4 Cloud Data Storages

Capacity administrations permit organizations and clients to store data on the limit
devices of outcast providers. Disseminated stockpiling is open on the Web and
acquainted with customers as a ton of limit pools or bowls, accessible using rich
interfaces, for instance, programming APIs, Web interfaces, or request line devices.
The multifaceted nature of dispersed stockpiling configuration is gotten away from
clients, yet toward the back, it is truly eccentric. It is normally made out of scat-
tered amassing devices that are regulated by concentrated programming. There are
limitations on programming and computation platforms related to passing on data
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Fig. 1 Graphical view of
Cloud computing
architecture

from different connected devices. The IaaS is answerable for putting away informa-
tion in mists [33]. Nonetheless, distributed storage may not meet each association’s
requirements. Potential detriments incorporate system dormancy, reliance on Web
accessibility, security contemplations and constrained control. System idleness is
higher contrasted with in house stockpiling on the grounds that the Cloud supplier’s
server farm is situated in an alternate geological area in any event a couple of systems
jump from the customer’s area. A customer who stores all information in an open
Cloud and does not have a nearby duplicate is absolutely subject to Web avail-
ability. A Cloud supplier should offer elevated level security to keep away from
data misfortune or bargain, and information move must be encoded. Attributes of
average distributed storage are profoundly solid and repetitive, naturally adaptable,
self-administration provisioning accessible for clients, available through rich inter-
faces (Web reassure, API, CLI) and pay-all the more just as expenses emerge portion
model [34]. The Big data and disseminated processing are both are the snappiest
moving advancements perceived on earth today. The Cloud enrolling is connected
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with another perspective for the game plan of figuring establishment and gigantic
data taking care of method for a wide scope of benefits [35]. Furthermore, some
new Cloud-put together advances must be grasped with respect to the grounds that
overseeing gigantic data for synchronous getting ready is inconvenient.

5 Cloud Service Provides

The Cloud service providers (CSP) are associations that offer framework organi-
zations establishment or business applications in the Cloud. The colossal preferred
position of using a Cloud expert center comes in capability and economies of scale.
Rather than individuals and associations amassing their own system to support inside
organizations and applications, the organizations can be purchased from the CSP,
which offer the sorts of help to various customers from a typical establishment .
The divisions, nevertheless, are not for each situation self-evident, a similar number
of providers may offer various types of Cloud organizations; join standard Web or
application encouraging providers. For example, for a firm which has started a Web
encouraging association, getting Cloud provider, for instance, the Rackspace, and
buy either PAAS or IAAS organizations are proposed. Many Cloud providers are
focusing on unequivocal verticals, for instance, encouraging human administrations
applications in an ensured IAAS condition. There are also trade-offs in the Cloud. As
attempts move their applications and establishment to the Cloud, so they moreover
give up control. Enduring quality and security are critical concerns. Various CSPs
are focusing on giving raised degrees of organization and security, and PaaS and IaaS
much of the time go with execution guarantees [36]. For model, Amazon a couple of
colossal Cloud exercises helped cause to see the CSP in themid 2000–2001. As CSPs
have developed quickly and required new degrees of adaptability and the board they
have largy affected figuring, stockpiling, and systems administration innovation. The
CSP blast to a huge degree has driven interest for virtualization, in which equipment
can be sectioned for access by various clients utilizing programming procedures.
The development of the CSPs in the course of the most recent ten years has likewise
determined probably the quickest development in innovation sections running from
servers to switches and business applications.

6 Cloud Computing Technologies

There are various advancements that are employed after the distributed computing
stage to make it solid, versatile and operational, and they are virtualization, grid
registering, service-oriented architecture (SOA) and utility computing.
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A. Virtualization: Virtualization is a technique that licenses sharing of a physical
instance of advantage or an application among various customers or an affilia-
tion. It does as such by giving out a reasonable name to a physical resource and
giving a pointer to that physical resource when mentioned [37]. The primary
use of this innovation is to give the applications a standard form to their Cloud
customers. For instance, in the event that the refreshed rendition of the appli-
cation is discharged, at that point, Cloud supplier should give the refreshed
adaptation to their customers. For instance, VMware and Xen offer virtual-
ized IT systems on demand. Virtual framework advances, for instance, virtual
private network (VPN), bolster customers with a changed system condition to
get Cloud assets. Virtualization strategies are the bases of Cloud registering since
they render adaptable and adaptable equipment administrations. Themultitenant
design offers virtual separation among the different inhabitants, and along these
lines, the associations can use and redo the application just as they individually
have its personal specific illustration running, as seen in Fig. 2.

B. Service-Oriented Architecture (SOA): Administration Oriented Computing
presents and diffuses two significant ideas, which are additionally crucial for
Cloud figuring, that is the Quality of Service (QoS) and Software as a Service
(SaaS) [38] (Fig. 3).
Quality of Service distinguishes a lot of practical and non-useful traits that can be
utilized to assess the conduct of an assistance from alternate points of view, and
the Software as a Service presents another conveyance model for applications.
It has been acquired from the universe of Application Service Providers (ASPs).

Fig. 2 Architecture of virtual Cloud model
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Fig. 3 Service-oriented architecture

C. Grid computing: The grid computing is characterized as circulated processing
in which various PCs from numerous territories are associated together to
accomplish a shared objective. The PC assets are extraordinary and topograph-
ically spread. In this manner, the matrix registering breaks a huge issue into
smaller pieces. These smaller pieces are spread to frameworks that dwell inside
the lattice. The lattice framework is proposed for sharing of assets through
appropriated and enormous scope bunch figuring as found in observe Fig. 4.
Lattice processing is mainstream in e-science, types of research that regularly
require gigantic figuring force and joint effort between different information
and processing administrations planning applications on grids can be a stunning
task, especially while sorting out the flood of information over flowed enlisting
assets. System work process structures have been made as a specific kind of
a work strategy organization system arranged specially to make and execute a
movement of a work procedure, or a computational or, data control steps, or in
the grid arrangement.
A well-known grid computing venture is Folding@Home. The undertaking
includes using unused registering forces of thousands of PCs to play out a
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Fig. 4 Grid computing architecture

complex logical issue. The objective of the venture is “to comprehend protein
collapsing, misfielding and related infections” [39].

D. Utility Computing: Utility figuring depends upon Pay-per-Utilize model. It
gives computational assets to request as a metered advantage. All IT organiza-
tions, where grid processing, dispersed figuring, etc are used, they follow the
idea of network registering. In these cases, evaluating on distributed computing
is extremely unpredictable.

7 Comparative Analysis of Cloud Service Providers

There aremanyCloud specialist co-ops accessible in the openmarket space to choose
from, for example, Google, Microsoft, Amazon and so on. Huge numbers of them
are monster names in IT. They offer various types of assistance at various expense.
We will examine just three famous Cloud service providers, to be specific (I) Google
Cloud Platform (ii) Microsoft Azure (iii) Amazon Web Services [40].
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(i) Google Cloud Platform: Virtual machine movement is not upheld by Google;
however, computer-generated machines can be relocated to Google Cloud by
outsider suppliers like cohesive networks. Consequence of crude gadget repre-
senting pictures is bolstered by Google. Google bolsters is an auto-scalar that
balances remaining burden with more or short requests.

(ii) Microsoft Azure: As Microsoft Azure is based upon Windows server, it is
anything but difficult to move computer-generated mechanisms on open Cloud
on account of numerous comparative programming and applications among
neighborhood server farms and Microsoft Azure. Custom picture development
is likewise a simple errand utilizing virtual hard disks. For scaling reason,
Microsoft has a balance page in Azure interface that is taken care of physically
or naturally. Purplish blue can have virtual systems in it, and it can likewise be
associated with corporate system utilizing VPN.

(iii) AmazonWeb Services: AmazonWeb services (AWS) are as of now helpful in
190 nations in excess of a million clients with organizations, non-benefit asso-
ciations and legislative associations. It is well known for providing a flexible,
severely versatile andmost cost-effective strategy to convey their sites andWeb
applications. AWS proposes the most consistent relocation way to association
to transport computer-generated machines from the associations on premise
hypervisor to open Cloud and the other way around, when required.

8 Conclusions

In this review paper, an endeavor is made to survey distributed computing founda-
tion and its definitions alongside structures, models. In spite of the fact that each
distributed computing stage has its own quality, one thing ought to be seen is that
regardless of what sort of stage, there are heaps of unsolved issues. Some normal
difficulties are connected with security and protection. The paper expects to give a
method for keening the model and finding alternatives accessible for supplementing
your innovation and association needs.
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High Throughput Novel Architecture
of SIT Cipher for IoT Application

Zeesha Mishra, Shubham Mishra, and Bibhudendra Acharya

Abstract The advancement in network connectivity and data handling capabili-
ties shows the tremendous growth of Internet of things (IoT) in physical life. The
number of connected devices has been increasing in IoT applications, left severe secu-
rity concerns. The problem of providing security solutions to resource-constrained
devices leads to lightweight cryptographic algorithms. Secure IoT (SIT) is one of the
lightweight cryptographic algorithm follows SPN and Feistel structure. SIT cipher
works on 64-bit block and 64-bit key size. In this chapter, an efficient pipelined archi-
tecture of SIT lightweight block cipher has been proposed. Operating frequency of
this proposed work has been improved by 17% and also throughput improved by
more than 180% in comparison with LEA lightweight block cipher.

Keywords Cryptography · IoT · SIT · Lightweight · Block cipher

1 Introduction

The Internet of things (IoT) is a global network infrastructure of interconnected
heterogeneous objects which envisions a future of the world with physical entities
and virtual components that can be linked to enable a whole new class of applications
and services [1]. The expansion in the computing capacities of the smart devices has
fostered an ecosystem of connected physical objects that are accessible through the
Internet. IoT innovations are at new born stage, growing at a tremendous pace and
numerous technology improvements have happened within the integration of objects
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can bring convenience to the physical world [2]. Algorithms, which are useful to
protect the resource-constrained IoT devices are falls in the field of lightweight
cryptography [3].

A less complex lightweight algorithm called secure IoT (SIT) [4]was developed to
encrypt and decrypt data. It is a 64-bit block cipher and uses 64-bit key to encrypt the
data. SIT algorithm is based on both Feistel and substitution and permutation network
(SPN) modes of approach. Hardware implementation tends to provide an efficient
and reliable security as compared to software implementation [5]. There persists
a trade-off between area, security and performance in designing any lightweight
cryptographic algorithm.

1.1 Contribution

Novel pipelined architecture of SIT lightweight block cipher has been proposed in
this chapter. These provide high throughput and good efficiency. Pipeline registers
are given in the minimal critical path for increase the efficiency. Xilinx software has
been used to implement this FPGA design.

1.2 Organization of Paper

This chapter organized in five sections. Following the introduction, SIT lightweight
encryption algorithm presented in Sect. 2. Proposed hardware implementation of SIT
lightweight block cipher explained in Sect. 3. Results and compression are presented
in Sect. 4. Concluding remarks are outlined in Sect. 5.

2 SIT Lightweight Encryption Algorithm

SIT cipher is developed to encrypt and decrypt data. SIT is a symmetric lightweight
block cipher with 64-bit key and 64-bit block sizes [4]. This lightweight block cipher
designed for IoT application. To increase the complexity, SIT lightweight block
cipher uses substitution and permutation network (SPN) and Feistel structure. SIT
algorithm provides sufficient security and uses only five rounds. This is the biggest
advantages of SIT, because some lightweight block cipher like AES [6], HIGHT [7],
PICCOLO [8], LILLIPUT [9], LEA [10], QTL [11], XTEA [12], TEA [13] andKlein
[14] usesmore number of clock cycles as compared to SIT. SIT cipher consists of two
modules and those are key schedule process and encryption process. Key scheduling
process is round-based and consists of mathematical function. Operations performed
in this section such as matrix concatenation, XOR, addition and shifting.
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Table 1 Notation of the algorithm

Notation Description

p Plaintext

Ckey Cipher Key

F Function

Kaif 16 bits of kbif to the function

⊕ R

� OR

Table 2 S and T values

Kkj 0 1 2 3 4 5 6 7

S1, S(Kkj) 3 F E 0 5 4 B C

S2, T(Kkj) 0 E 5 6 A 2 3 C

Kkj 8 9 A B C D E F

S1, S1(Kkj) D A 9 6 7 8 2 1

S2, S2(Kkj) F 0 4 D 7 B 1 8

Similarly, encryption process is diffusion of round-based keywith plaintext. Some
notations which have been used in key scheduling and encryption process are shown
in Table 1. In key scheduling process of SIT uses S and T tables to increase the
complexity of the algorithm. This is presented in Table 2. SIT lightweight block
cipher’s cipher [4] key scheduling and encryption process as proposed byM. Usman,
et al. described further in this section.



270 Z. Mishra et al.

1. Key Scheduling Key scheduling process involves the division of 64-bit plaintext
into 4 parts and after that in this way by concatenating each part produces 4 blocks.
This 16-bit data will be given to the F-function, and F-function works on the basis
of S and T values, which are shown in Table 2. After the process of F-function, it
provides 4 × 4 matrix and gives 16-bit values. This 16-bit value performs unique
concentration operation and generates 4 keys. The key names are Kk1, Kk2, Kk3,
Kk4 and XOR of all of them give Kk5.

Algorithm 1

Input: 64bit Key

Output: 64 bit K1 to K5

1.

2.

3.

4.

5. ; 

6.

2. Encryption Process Encryption process starts after key generation process. This
process uses some logic operations like XOR and XNOR for more confusion diffu-
sion. To complete five rounds, it employs shifting, swapping substitution and permu-
tation. This encryption process uses 64-bit plaintext directly. 64-bit plaintext divided
into 4 parts and each part of plaintext (16-bit) forwarded to first round function.
Swapping, shifting and XNOR operation also performed in first round function.

Similar operations performed in 3 more rounds. Finally, in last round, similar
operations performed expect swapping operation of 16-bit blocks.
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Algorithm 2

Input: 64bit Key

Output: 64 bit K1 to K5

1.  { 

2.  { 

3. ; 

4.

5.

6. ; 

} 

} 

3 Hardware Implementation of Sit Lightweight Block
Cipher

SIT algorithm architecture divided into two parts first one is key generation process
and second is encryption process and this are explained further in this section.

Key Generation Architecture Key generation process is the generation of key for
different rounds of encryptionprocess. In each round, key schedulingprocess encodes
key and provides it to the encryption process for further processing. Key scheduling
process starts with a 64-bit input key value which goes through key expansion block
to produce four different 16-bit blocks for concatenation operations. These values
of 16-bits have been shown in Fig. 1 as Kb1f to Kb4f. F-function consists of S and
T whose values are shown in Table 2 and these provides confusion in algorithm.
Output of F-function is a 4 × 4 matrix (16 elements) that gives Ka1f to Ka4f (16-bit)
values for key generation input as shown in Fig. 1. Key generation comes up with
four middle keys as Kk1, Kk2, Kk3 and Kk4. There is a fifth key, which is XOR of
all middle keys.
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Fig. 1 Key generation
architecture for SIT
encryption algorithm
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Fig. 2 Architecture for SIT encryption algorithm

Encryption Architecture Encryption process of SIT is consists of round function,
expansion and multiplex operations. Input provided to encryption process is 64-bit
plaintext data. This input goes through round function operation and passes through
bit expansion process. Each round goes by these provided operations and at last
selection process has been done by multiplexer. This multiplexer is synchronized by
reset signal and issues output at the same time for each round. Whatever results are
stored in the P5 at the end of the fifth round, is ciphertext.

In the encryption process of the architecture uses five pipeline registers. It will
increase the efficiency of architecture. Each round generates 64-bit middle encrypted
plaintext, as we know that there are five rounds in SIT algorithm. Hence, after fifth
round whatever result will be stored in pipeline registers that are ciphertext (Fig. 2).

4 Results and Comparison

The proposed architectures implemented in Verilog hardware description language
(HDL) Xilinx ISE for FPGA implementation. FPGA is a low cost, high speed and
flexible functional programmable logic device that can be configured for a wide
variety of applications. The hardware utilization of proposed architecture results
using virtex-7 family xc7vlx330t device tabulated in Table 3.

Proposed design is focused on high speed IoT applications and the synthesis
tools were also fixed based on the design goals optimization. The results of various
lightweight block ciphers are compared with proposed architecture by using Table 4,
which presents FPGA implementation of block ciphers. This comparison is made
based on various hardware performances in terms of area performance and speed
performance. In this chapter, we compared proposed results with some lightweight
cryptographic algorithms like LEA [15], CLEFIA [16], KATAN [17], AES [18],
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Table 3 FPGA implementation of SIT algorithm in XC7VLX330TT

S. No. Parameter Results

1. No. of LUTs 760

2. No. of flip flop 128

3. No. of slices 345

4. Latency 5

5. Max. frequency (Mhz) 479

6. Throughput (Mbps) 6131.2

7. Throughput per area 17.77

8. Static power 0.177

9. Dynamic power 0.008

10 Total power 0.185

Table 4 FPGA implementation results of block cipher

Algorithm Device name Block
size

LUT FFs Slices Max.
frequency

Throughput Throughput
per area

LEA [15] XC5VLX50 128 360 382 122 225.038 1200.20 9.83

CLEFIA [16] XC2VP7 128 1944 409 1040 50.42 140.29 0.134

KATAN [17] XC35200 64 – – 1054 – – 0.23

AES [18] XC5VLX85 28598 644.33 – 2.88

Hummingbird
[19]

XC3S200-5 16 473 120 273 160.4 0.59

[20] XC6VLX130T – 10160 2052 3144 127 – 11.82

This Work XC3S200-5 64 1072 464 550 123.34 1578.75 2.87

This Work XC5VLX50 64 1066 383 422 265.97 3404.41 8.06

This Work XC6VLX130T 64 928 287 305 443.95 5682.56 18.63

This Work XC5VLX85 64 1066 382 416 286.01 3672.96 9.1

Hummingbird [19], and [20]. LEA having more block size and simple architecture
but this proposed work gives 17% higher frequency in compression LEA [15]. From
the compression table, KATAN [17] throughput is less as compared to proposedwork
with the same platform. Hummingbird [19] is also a small size block cipher but its
throughput is less as compared to proposed work of this chapter. AES is complicated
block cipher uses complexS-boxs.AES [18] slices aremore as compared to proposed.
CLEFIA [16] is a 128-bit block cipher and it more complicated block cipher having
more slices are more as compared to the proposed work. Graphical representation of
the maximum frequency on different FPGA devices is presented in Fig. 3.

Equation (1) presents the calculation of throughput.

Throughput = Max.Frequency × Block Size

Latency
(1)
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Fig. 3 Graph presentation
of maximum frequency in
different FPGA devices

Equation (2) represents throughput per area (throughput/area) and for FPGA
implementation area represents number of slices.

Throughput/Area = Throughput

Area in slice
(2)

Throughput and throughput per area are two important parameters for pipelined
architecture, and this represents the efficiency of the architecture. It depends on
maximum frequency, block size, latency and slices.

5 Conclusion

This chapter presented novel pipelined architecture of SIT lightweight block cipher.
Use of pipeline registers in the proposed design provides batter throughput. FPGAs
implementation results of lightweight block cipher compared with the proposed
work. Operating frequency of this proposed work has been improved by 17% and
also throughput improved by more than 180% in comparison with LEA lightweight
block cipher.
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Design and FPGA Synthesis
of an Efficient Synchronous Counter
with Clock-Gating Techniques

Saurabh Kumar Singh, Mangal Deep Gupta, and R. K. Chauhan

Abstract In the proposed work, we focused on clock-gating-based synchronous
counter. This paper depicts the designing of high-speed synchronous counter with
low dynamic power dissipation using clock-gating method. We study the various
design technique to overcome the dynamic power dissipation in the synchronous
circuit. After analysing the several techniques, we focused on clock-gating tech-
nique to minimize the dynamic power dissipation and compare the proposed counter
to the previous counter in terms of latency, on-chip power dissipation, utilized
area, and maximum operating frequency. The clock-gating technique enables for
an improvement of 24, 36, and 31%, respectively, for latency, area, and maximum
operating frequency as well as maintaining the on-chip power dissipation as the prior
synchronous counter. The design proposal of 4-, 8-, and 16-bit synchronous counter
is built by Verilog HDL code and synthesis is carried out with Spartan 3 FPGA on
ISE design suit 14.2 Tool.

Keywords Synchronous counter · Clock gating · Latency · On-chip power
dissipation · Verilog HDL · Spartan-3 FPGA

1 Introduction

A counter is a special type of register that goes through a pre-determinant sequence
of state. As the name offer, counter enforces counting such as time and electronics
pulses. Counters are extensively used in processor, calculator, real-time clock, etc.;
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in modern technology, high-speed counters are simulated which is used in machine
moving control, digital clock, etc. Initially, counters are two types, synchronous
and asynchronous; clock is the fundamental distinction between both of them. In
asynchronous counter, the flip-flop is triggered either by the clock pulse or by the
output of neighboring flip-flop, but in case of synchronous counter, all the flip-flop
are triggered by an ordinary clock pulse.

In modern automation technology, some event is very fast which cannot be
detected in the program cycle. To detect such high-speed event, introducing a new
technique termas high-speed counter (HSC).HSC is advantageouswhendetermining
the speed of rotary motion in case of only one or few pulses per rotation, and a part
of this HSC is applicable at automation and process control, programmable logic
controller, motor and stepper drives, and motion control application. In designing
of minimum dynamic power and highly reliable synchronous counter, there are two
crucial factors occurring: first one, in synchronous counter, all the flip-flops are trig-
gered by a common clock pulse and clock consumes maximum power and second
circuitry of synchronous counter is very complex and it requires connection oriented
protocol.

Design of minimum power and high performance synchronous counter is crucial
factor; Minimum power is serious issue in recent time, because nowaday’s designer
uses high frequencies and small chip size. Dynamic power dissipation factor has
become crucial not only from the point of perspective of reliability but they have
assumed greater significance by the advent of portable battery-driven device [1, 2].
In designing of low power consumption and high-speed synchronous circuit, particu-
larly as battery-driven circuitry, clock-gating technique has been broadly studied and
designed. It efficiently reduces dynamic power dissipation and enhances the speed in
various synchronous circuits because clock gating eliminates unnecessary switching
activity when the circuit is in active operation mode. Clock gating is working on the
principle of adding more logic circuit to prune the clock tree. Designing of lower
dynamic power and highly reliable synchronous circuit, clock is a crucial factor
because maximum dynamic power dissipation in any synchronous circuit is due to
clock. It is observed that clock contains almost 40% of total power [3]. We must
take effort to reduce the clock power reduction like voltage swing reduction, buffer
insertion, and clock routing. In synchronous circuit clock activity, consume unnec-
essary power to overcome power consumption reducing unwanted clock switching
[4]. In clock-gating terminology, cut the clock of disable portion of the circuitry
at result flip flop in disable portion do not have in conducting state only active
state of flip flop consume power by the result dynamic power consumption going to
zero [1]. Dynamic power dissipation is caused by switching activities of the circuits
and short circuit current and the clock gating reduces the switching activity of the
synchronous circuit. Two kinds of clock gating: latch-based clock gating and latch
free clock gating. Latch-based clock gating is edge sensitive; on the other hand, latch
free clock gating is level sensitive. This is the fundamental differences between both
the techniques.

Clock-gating is a advanced technique to design synchronous circuitwithminimum
dynamic power dissipation.
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In literature, there are several power efficient methods introduced to overcome
the dynamic power dissipation of the synchronous circuit at different level. Hossain
et al. [3] proposed double edge trigger technique to overcome the dynamic power
dissipation. Conventional flip-flop is sensitive only at rising edge or falling edge of
the clock. Therefore, only 50% impact is used and rest part of clock is contributing
in power dissipation. A double-edge-triggered flip-flop can therefore be used to
attain energy saving. However, double-edge trigger is slightly slower and more
complex than single edge trigger flip-flop. Wu et al. [4] proposed a method known
as quasi-synchronous derived clock. In this method, the master clock originates the
synchronous clock that block flip-flop in the circuit from the unwanted switching
activity, but the disadvantage of this method, given the circuitry a enormous delay.
Keote et al. [5] proposed 3-bit binary up counter using modified quasi-state energy
recovery logic. In this work, use two-phase clock supplies and 180-degree phase
shift signal to overcome the circuit switching activity. This paper improves the draw-
back of [4] quasi-synchronous derived clock sequential circuit. This technique is
more power efficient and faster than [4]. Pedram et al. [6] presented minimum power
counter using priority encoding, in case of state assignment, k state variables are used
to convey 2k distinct states. However, if the number of functional states l is not equal
to 2k , i.e., l ≤ 2k , then there will exist (2k − l) unnecessary states. To save the power,
remove the unused state code, using priority encoding. This technique is restricted
with its complex circuitry because it has needed external priority encoder circuit.
Gautam et al. [7] proposed a mode-10 counter using an improved clocked adiabatic
logic circuit (ICAL). Adiabatic logic improves the synchronous circuit by means of
recycling the energy that is going too dissipated in the form of heat. Adiabatic logic
improves the circuit in term of saving the energy but it has drawback of higher supply
voltage and lower speed of operation. Katreepalli et al. [1] proposed a new power
efficient and highly reliable counter circuit with clock-gating technique. According
to the author optimization of the circuit depending on its architecture. Optimization
of clock-driven circuit such as synchronous circuit, in terms of low power utiliza-
tion and highly reliability is very crucial factor because 50% of power dissipation
within the clock. In this paper, the author proposed a powerful synchronous counter
design based on the clock-gating technique. This design reduces the drawback of
[7], and improves the synchronous counter in term of low power dissipation and
high reliability. Several literatures suggested the application based on clock-gating
technique. Using clock-gating technique, design ALU for memory application, 4-bit
Johnson counter with power gating technique based on two-phase CPAL circuit [2,
8]. Power saving methods in hardware models have become critical in latest years,
particularly for mobile device. A double-edge-triggered transmission-gate flip-flop
with a clock-gating feature reduces the 33.14% power on average when it compares
to previous work on edge trigger flip-flop [9]. Papers [10–12] define the different
clock gating method to decrease the power dissipation. These papers discuss the
distinct clock-gating technique that can be used to optimize the VLSI circuit at RTL
level and the various problem connected with the implementation of these RTL-level
power optimization techniques. Paper [13–15] suggested the merits of FPGA and
described various application of FPGA. According to literature, FPGA provides the
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opportunity to develop versatile, customizable, and low cost alternatives, therefore,
likely application range from space application.

After analysing the several techniques to decrease the dynamic power of
synchronous counter circuit [16–20], we introduce clock-gating technique in our
proposed design. In our proposed work, we are interested on FPGA design tech-
nique. The FPGA design in between PLD and ASICs because their functionality can
be built in the field like PLD, and FPGA implemented externally large and complex
logic circuit and contains millions of logic gates like ASICs. Designing process of
FPGA is very fast because it has not included several designing steps like layout,
masking, etc. FPGA is ready for burning our Verilog code. FPGA designing elim-
inates the time-consuming floor-planning, place, route, and timing analysis. FPGA
as the name suggests, that field programmable gate array, it has ability to repro-
gram the current action. This designing technique is good for prototype device and
synthesis is much easier than ASIC. FPGA is applied in signal processing system,
image processing, and enhancement and used in ASIC emulation and verification.

In suggested work, we design an advance synchronous counter based on clock-
gating technique to achieve higher speed and less power dissipation as compared
to counter [1]. In proposed job, we design 4-, 8-, and 16-bit synchronous counters
and synthesis with Spartan 3 FPGA on ISE design suit 14.2 tool. Further, compare
the proposed synchronous counter in terms of on-chip power dissipation, latency,
maximum operating frequency, and area with counter [1] and examine the on-chip
power dissipation at various frequencies.

2 Previous Synchronous Counter

In order to reduce the dynamic power dissipation of the synchronous counter, a
new design proposed in [1]. The suggested 4-bit low power synchronous counter
design is shown in Fig. 1. This counter is quite similar to traditional counter but it is
working on the principle of clock-gating technique to decrease the dynamic power
dissipation. In this design, [1] used T flip-flop in toggle mode, flip-flop toggle at
positive edge. In this design, clock buffer network is introduced, that is built using
sequence of repeater and this is helpful for removing the clock skew with minimal
effort and distributing the clock to the network. In [1], ANDgate followed byN-MOS
transistor works as clock gating to the network. To design n-bit counter n, T flip-flop
are used in toggle mode, and LSB flip-flop directly synchronized with master clock
through clock buffer network. LSB flip-flop always toggle at each period of clock,
the adjacent flip-flop toggle if the desire state of the LSB flip-flop is logically high
then control N-MOS transistor passes the clock signal, otherwise block the clock
signal to prevent the unwanted switching activity. Further, next flip flop toggle when
both the previous flip-flop output states are logically high, on the other hand if any
previous flip-flop output state are logically low then the clock of the next flip-flop
going to block to prevent the unwanted switching activity. In [1], maximum power
consumption is due to clock signal; it consumes on average 25–40%of total power. In
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Fig. 1 4-bit low power synchronous counters [1]

synchronous counter clock forces, the entire flip-flop changes their state. If the next
state of the flip-flop is the same as the previous state during the switching operation,
this flip-flop in holdingmode, so this type of activity of the flip flop is unnecessary and
produce unwanted power dissipation. To prevent such type of unwanted transition,
clock-gating technique is very useful. Figure 2 shown the output waveform of counter
[1].

Fig. 2 Waveform of the 4-bit counter [1]
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3 Proposed Synchronous Counter

Low power synchronous counter as further improved in terms of on-chip power
dissipation, area (LUT), and propagation delay. The proposed 4- and 8-bit low power
synchronous counter design is shown in Figs. 3 and 4, respectively. Our suggested
work of the synchronous counter is quite differentwhen compared to the one in Fig. 1,
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Fig. 3 Proposed 4-bit low power synchronous counter
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Fig. 4 Proposed 8-bit low power synchronous counter
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Fig. 5 Waveform of the proposed, 4-bit counter

and working on the different clock-gating techniques. For n-bit counter design n, T
flip-flops are used in togglemode and a logic ANDgate using for clock gating instead
of AND logic followed by NMOS transistor. The procedure is as follows: the LSB
flip-flop toggles at each clock period and adjacent flip-flop toggles when the output
state of the previous flip-flop is logically high and further flip-flop will toggle when
the desired state of all previous flip-flop is logically high; otherwise, the flip-flop
will not switch. AND logic gate worked as clock gating, when the output state of
the flip-flop is logic high, then AND gate passes the clock signal to synchronize the
next flip-flop; otherwise, it blocks the clock signal to prevent the unwanted switching
activity within the counter. A cascaded T flip-flop design structure can be observed
in this work, which has voided the key counter feature. This design strategy using
T flip-flop is more concerned with tracking next-state change activity. The energy
contribution due to clock also occurs during both phases Ton and TOFF but power
dissipation owing to shift TOFF can be prevented by properly designing the excitation
function for the clock controlled T input making T flip-flop the preferred option for
low energy design [1]. Using the clock-gating method, energy consumption can be
regulated. By regulating the clock signal, the gating impact minimizes the switching
activity. It is evident from Figs. 3 and 4 that the suggested counter design reduces
the circuit complexity that is beneficial during the fabrication. Figure 5 shows the
output waveform of the proposed 4-bit synchronous counter.

4 Results and Discussion

To assess the performance and effectiveness of the recommended work 4, 8, & 16-bit
counter based on advance clock-gating technique, we simulate and synthesize these
outcomes on ISE design suit 14.2, Spartan 3 FPGA at 100 MHz using Verilog HDL
code.

From Fig. 6, it is clearly evaluated that proposed counter is quite faster than
counter [1]. From Fig. 6, it can be seen that the latency decreases for suggested
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Fig. 6 Shown the relation
between counter [1] and
proposed counter in terms of
latency
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counter using the suggested technique is 4.6%, 24%, & 6.4%, respectively for 4, 8,
&16-bit counter. Latency is inversely proportional to the speed.

The latency reduces using the suggested methodology will be additional consid-
erable if the structure extended to broad bit width as well as enhanced operating
bandwidth.

From Fig. 7, it is clearly seen that the suggested counter has higher speed than the
counter [1]. When we compared proposed counter to the counter [1], the maximum
operating frequency increases as 5%, 31%, & 7%, respectively, for 4, 8, & 16-
bit counter. Proposed counter is quite advantageous to detect the fast event in the
program cycle

Using the proposed methodology, maximum operating frequency rises, which is
more important if the structure is extended to a wide bit width. 8-bit counter shown
the more significant outcome in terms of maximum operating frequency.

Fig. 7 Shown the relation
between counter [1] and
proposed counter in terms of
maximum operating
frequency
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From Fig. 8, it is obvious that the proposed counter has less area than counter
[1]. In FPGA design technology, area of the circuit, define in number of occupied
slices. In proposed counter, the number of occupied slices is much lesser than counter
[1]. Using the suggested methodology, no of occupied slices decreases will be more
essential if the structure expanded to a large bit width and it is effective during the
IC fabrication process. Comparing the suggested counter-to-counter [1], Number of
occupied slices reduces by 25%, 36%, & 36% for 4, 8, & 16 bits respectively.

It is evident from Fig. 9 that the proposed counter has same on-chip power dissipa-
tion. This result shown that we preserved the on-chip power dissipation and improved
the proposed counter as 36%, 24%, & 31%, respectively, for area, latency, and speed.
Comparative analysis of the counter [1] and proposed counter is shown in Tables 1
and 2.

Fig. 8 Shown the relation
between counter [1] and
proposed counter in terms of
area
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Fig. 9 Shown the relation
between counter [1] and
proposed counter in terms of
on-chip power dissipation
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Table 1 Performance comparison

Parameter counter [1] Proposed counter

4-bit 8-bit 16-Bit 4-bit 8-bit 16-bit

Max frequency
(MHz)

270.614 258.542 246.567 283.938 339.628 263.581

Latency (ns) 3.695 3.868 4.056 3.522 2.944 3.794

On-chip power
dissipation (mW)

106.63 111.30 111.51 106.87 117.78 111.76

Number of
occupied slices

12 30 68 9 19 43

Table 2 On-chip power dissipation at different frequency

Frequency (MHz) On-chip power dissipation (mW)

Counter [1] Proposed counter

4-bit 8-bit 16-bit 4-bit 8-bit 16-bit

50 106.52 111.20 111.40 106.77 117.72 111.64

100 106.63 111.30 111.51 106.87 117.78 111.76

150 106.75 111.41 111.62 106.96 117.85 111.88

200 106.86 111.51 111.73 107.05 117.91 112.00

240 106.95 111.59 111.82 107.12 117.96 112.11

5 Conclusion

In this brief, we are presenting an advanced clock-gating network for power efficient
and high-speed synchronous counter. The suggested design strategy takes advantage
of a clock gating that offers the capacity to design power efficient and high-speed
synchronous counter withminimumcircuit complexity. In comparison to counter [1],
we see an improvement in area and speed with minimum power dissipation. Area
thereby decreases and speed involved increases in proposed counter design. Proposed
synchronous counter based onAND-gate clock-gating techniqueminimizes the hard-
ware complexity, maximizes the speed of the counter as well as minimizes the area.
Once we compare proposed synchronous counter on different bit-width with counter
[1], we find the proposed counter shown the improvement in term of latency, areas
andmaximum operating frequency while preserving their on-chip power dissipation.
The latency is improved by 24% and increases the maximum operating frequency by
31%, which means proposed counter is faster than counter [1]. Area also decreases
by 36%, which shows that massive improvement is in proposed counter because it
reduces the circuit complexity, and less area is required during fabrication process.
We synthesize the on-chip power dissipation at different frequencies and found that
when the frequency increases then on-chip power dissipation also increases.
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Estimating Energy Consumption
for Various Sensor Node Distributions
in Wireless Sensor Networks

Pallavi Joshi, Shashank Gavel, and Ajay Singh Raghuvanshi

Abstract A wireless sensor network uses sensor nodes with sensing, manipulating
and communication abilities. The energy efficiency is one of themajor challenges for
WSN as it survives on batteries. Most of the energy is consumed by communication
and data processing. Data aggregation is the best way to address such challenges.
The in-network data aggregation mainly focuses on these problems which are energy
constraint in the sensor networks. The main task in the data aggregation algorithms
is to gather data and aggregate it in an energy-efficient manner so as to increase the
network lifetime. In this paper, we have studied the random deployment of sensor
nodes using eight different random distributions with and without clustering and
their impact on theK-means andK-medoids clustering algorithms. Simulation results
show that, for a denseWSN scenario, theK-medoids clustering algorithmgives better
results for two sensor nodes distributions namely: Beta and Uniform distributions.
Also, we carry out a brief survey on different data aggregation algorithms and their
comparison on the basis of network lifetime, communication delay, data accuracy
and energy efficiency. In the end, we conclude our work with possible future scope.
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1 Introduction

Asensor node is composed of typical sensorswhich senses environmental parameters
like stress, pressure, temperature, light, gas and many more. These sensed qualities
are in the form of electrical signals which have to be further calibrated to calculate
the values of corresponding physical properties. Awireless sensor network is formed
by collection of such sensor nodes [1]. A typical wireless sensor network is depicted
in Fig. 1 [2].

The nodes are deployed basically in two structures—random and deterministic.
A wireless sensor network with both node deployments is depicted in Fig. 2.

The nodes in the wireless sensor network exhibit very limited energy and
power sources. Mostly, the nodes are battery operated and these batteries are non-
replenishable. Due to their operation in harsh environmental conditions they have
limited computational as well as communication capabilities. Thus, sensor nodes
are more prone to attacks and failures. The applications such as habitat monitoring,
military surveillance, forest fire detection do not require human intervention. So, the
main challenges in the path ofWSN is to conserve the energy of nodes and improving
the network lifetime [3].

Fig. 1 Typical wireless sensor network

 b) Deterministic node deployment a) Random node deployment

Fig. 2 a Random node deployment, b deterministic node deployment
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To overcome the challenges, there is a need to reduce the data transmission delay
between the nodes. Aggregation of data would be the intelligent technique for such
problems in WSN. The notion behind data aggregation is to accumulate data at
intermediate nodes from various source nodes in the network, thus, reducing packets
per transmission [4]. Data aggregation (DA) is used frequently to address these issues
which makes it the most acquainted method in many wireless network scenarios. It is
themeans of combining and compressing the data, thereby reducing the redundancies
and anomalies in the data. There have beenmanyworks which are already carried out
in this field. The efficient utilization of node energy is to improve sensing accuracy
and data gathering capability and is presently one of the important research aspects
wireless sensor network. For dense WSNs, the data transfer needs more hops to
reach to sink node, in this case, the nodes in the proximity of gateway nodes are
more likely to drain their energy and become dead. Thus, it is quite a difficult task
to ensure minimum energy consumption with maximum node lifetime [5].

2 Background

Data aggregation is basically the collection of most critical data from sensor nodes to
some intermediate nodes and transmission of the accumulated data to the sink node.
This task is done energy efficiently andwith least latency. Both energy and latency are
important constraints in the applications involving data aggregation such as habitat
monitoring. It is a difficult task to build such an efficient data aggregation model
which can enhance the lifetime of sensor nodes in a wireless network. Some of the
factors which can decide the efficiency in energy in the network are the employed
routing protocol, architecture of the network, data aggregation approach, etc. We
focus on some data aggregation approaches to determine the energy efficiency of a
network. Some challenges in data aggregation are:

• Data accuracy
• Energy efficiency
• Network lifetime
• Latency.

Table 1 gives the overview of different of data aggregation approaches with
examples of some implemented protocols [6].

In the first approach, the protocol used for the transmission of data from start
node to sink depends on the network architecture and topology. The second approach
deals with the network flow-based aggregation and the third one considers quality
of service parameters of the network for data aggregation. Since we are dealing
with the structure-based data aggregation, we focus on in-network data aggregation
approaches.
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Table 1 Types of data aggregation schemes based on different parameters in a WSN

S. No. Data aggregation on different parameters
in sensor networks

Types of data aggregation protocols

1 Data aggregation protocol based on
network architecture

1. DA for flat network-pull diffusion, SPIN
2. DA for hierarchical network
(a) Tree-based EADAT
(b) Cluster-based LEACH
(c) Chain-based PEGASIS

2 Network flow-based data aggregation
protocol

1. DA for lifetime maximization-MLDA
2. Network correlated data gathering-SPT

3 QOS aware data aggregation protocols 1. DA for optimal information extraction
2. DA for congestion control and reliability

2.1 In-network Data Aggregation

When data aggregation is done along the routes, the aggregated data packets exhibit
data from various source nodes and if one of the packets is ruined that information
is also lost. In the context of sensor networks, in-network data aggregation proto-
cols should have desirable characteristics like: minimum number of data for setting
a route tree, reliable data transmission, maximum aggregation rate and maximum
overlapping routes.

The in-network data aggregation deals with the different ways in which the nodes
between source and destination forward the data to the sink node and gather data from
various source nodes. A data aggregation aware routing algorithm is the key compo-
nent of in-network DA [7]. The in-network DA is different from classic approach
of DA aware routing which follows shortest path routing to forward data to the sink
node. The notion behind in-networkDA is the synchronized data transmission among
nodes. In in-network data aggregation algorithms, the data from a node is kept in
waiting until neighboring nodes are also available with the data, this leads better
aggregation opportunity. It improves its performance and saves the energy. Some
in-network aggregation approaches are:

2.2 Tree-Based Approaches

This approach works on hierarchical organization of sensor nodes. Some special
aggregation points are elected which define a direction from source to sink to forward
data. A tree structure is organized in the network, then the sink node transmits the
queries and all the data is gathered at the same node of that tree when routing occurs
[8]. Thus, the aggregated packets are forwarded to neighbor nodes and so on. Some of
the tree-based data aggregation approaches are the shortest path tree (SPT) algorithm
[9], greedy incremental tree approach (GIT) [10], center at nearest (CNS) algorithm
[9], tiny aggregation service (TAG) [11, 12].
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This approach has some drawbacks:

1. It does not respond well to fault tolerance. When there is a loss of a packet
at a level in the tree, the whole subtree becomes waste and the data cannot be
forwarded through that part.

2. It is more prone to link failure and node failure.
3. It is not a reliable approach in terms of cost.

2.3 Cluster-Based Approaches

These approaches are also very similar to the tree-based approaches consisting of
network organized hierarchically. In these approaches, clusters are formed from
nodes and each cluster has a collector node called cluster head. The cluster leaders
aggregate the data from each cluster, thereby forwarding the aggregated data to the
sink node. The best example for such approach is low-energy adaptive clustering
hierarchy (LEACH) [13, 14]. Another cluster-based approach is the information
fusion-based role assignment (InFRA) algorithm [15], only event detecting nodes
form clusters. Then, the cluster heads integrate the data and forward it to the destina-
tion node. In InFRA algorithm as clusters are build, the cluster heads select shortest
path to maximize information fusion. One demerit of InFRA algorithm is whenever
a new event occurs that information must be disseminated in whole network so that
other nodes can be informed of its occurrence and also the aggregated coordinators
distance is updated. It makes the communication cost high and limits the scalability
[16].

2.4 Chain-Based Approaches

In this approach, each node sends data to the closest neighbor. All nodes are grouped
in a linear chain for data aggregation. Power Efficient Data Gathering Protocol for
Sensor Information system (PEGASIS) is the best example which employs this
approach [17]. It uses greedy algorithm to form a chain of nodes since it assumes that
the sensor nodes have global information about the network. The node which is very
far from sink node initiates the formation of chain andwith each step a close neighbor
of it is chosen as the successor node, in this way, the chain formation proceeds.

2.5 Structureless Approaches

Very few routing aware algorithms use structureless approach, one of them is data-
aware anycast algorithm (DAA) [8]. It forwards data to the sink via one-hop neigh-
bors. It uses both spatial and temporal aggregation which means the aggregated
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packets have the tendency to meet at same node and at same time. But this approach
has also some limitations that is this approach is not cost effective for larger networks
because it cannot aggregate all packets as the size of network increases.

3 Proposed Work

The paper proposes the impact of applying different sensor node distributions on
the clustering and energy consumption of nodes. A wireless sensor network scenario
with field dimensions 500 × 500 is considered with 100 nodes. The sink node is at
fixed position whose coordinates are (400,100). These nodes are deployed randomly
using eight different distributions namely: Normal, Weibull, Gamma, Exponential,
Beta, Poisons, Cauchy and Uniform [18].

The two clustering algorithms are implemented namely k-means and k-medoids
on all eight sensor distributions for aWSN scenario. In this experiment, the nodes are
grouped into four clusters. The number of clusters can be changed. We are observing
the impact of these clustering algorithms on different node distribution scenarios. The
average energy consumed by a node per transmission and the number of operational
nodes per transmission is calculated for all node distributions. A comparison is done
between k-means and k-medoids on the basis of the performance metrices is done.

4 Simulation Results

The following figures show the node deployments and simulations performed in the
experiment. Simulations results are obtained in MATLAB software.

Figure 3 shows the random node deployment with 100 number of nodes and a sink
node at the location (400, 100). The nodes are deployed using eight different random
distributions. Figure 4 shows the clustering of the same nodes by k-means algorithm.
Figure 5 shows clustering by k-medoids algorithm. Table 2 shows values of average
energy consumed by a node per transmission calculated for each distribution which
are used to deploy 100 nodes with K-means clustering. Table 3 shows the values of
average energy consumed by a node per transmission calculated for each distribution
which are used to deploy 100 nodes with K-medoids clustering. Figure 6 shows the
decreasing number of operational nodes per transmission for 8 node distributions
employing K-means clustering. Figure 7 shows the number of operational nodes
calculated per packet transmission for 8 node distributions employing K-medoids
clustering.

It is observed that for k-means clustering, the distributions namely: Normal, Expo-
nential and Cauchy consume minimum average energy by a node per transmission.
For k-medoids clustered network the distributions namely: Beta, Poisson, Cauchy
consume minimum average energy by a node per transmission. Also, the number
of operational nodes decreases for more transmissions in the K-medoids clustering,
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Fig. 3 Wireless sensor
network scenario with 100
nodes and a sink node

Fig. 4 Nodes are grouped
into 4 clusters by applying
the K-means clustering
algorithm

whereas for K-means clustering the number of operational nodes decreases rapidly
for less transmissions that is the energy of nodes deceases rapidly. For K-means
clustered network, the performance of the operational nodes is not appreciable for
Normal, Weibull, Exponential, Beta, Poisson and Cauchy distributions.

5 Discussions

Verma et al. [18] proposed the event-based routing protocol which uses 8 sensor node
distributions and their impact on sense count receive count and receive redundant
count. They took into account the flooding theory which has disadvantages like large
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Fig. 5 Nodes are grouped
into 4 clusters by applying
the K-medoids clustering
algorithm

Table 2 Average energy consumed by a node per transmission in the network with k-means
clustering for 8 sensor node distributions

S. No. Name of the distribution Average energy consumed by a node per transmission

1 Normal 0.0004605

2 Weibull 0.01879

3 Gamma 0.03746

4 Exponential 0.000575

5 Beta 0.03834

6 Poisson 0.03949

7 Cauchy 0.001268

8 Uniform 0.03477

Table 3 Average energy consumed by a node per transmission in the network with k-medoids
clustering for 8 sensor node distributions

S. No. Name of the distribution Average energy consumed by a node per transmission

1 Normal 0.03092

2 Weibull 0.03149

3 Gamma 0.03354

4 Exponential 0.02762

5 Beta 0.001956

6 Poisson 0.000175

7 Cauchy 0.000125

8 Uniform 0.01521
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Fig. 6 Number of operational nodes per transmission for 8 node distributions in the K-means
clustered network

Fig. 7 Number of operational nodes per transmission for 8 node distributions in the K-medoids
clustered network

bandwidth and energy requirement. In this paper, clustering is introduced which
minimizes the energy consumption in a sensor network. Yu et al. [19] considered
cluster-based routing protocol to compare network lifetime for non-uniform and
random sensor node distributions. The network lifetime for non-uniform distribution
is better but the problem of energy imbalance throughout the network arises, which
has to be addressed. Table 4 shows that the average energy consumed in the network
is less when clustering is employed than the values of energy obtained when the
clustering is not used [20].
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Table 4 Comparison of
average energy consumption
in the network with clustering
and without clustering [21]

Node distribution With clustering Without clustering

Normal (k-medoids) 0.03092 0.068382

Uniform (k-medoids) 0.01521 0.081355

Normal (k-means) 0.0004605 0.070870

Uniform (k-means) 0.03477 0.195974

6 Conclusion

The main contribution of this paper is the implementation of eight types of random
sensor distributions and their analysis for different performance metrices as well as
their impact on clustering. By observing the results, it can be concluded that for a
large sensor network k-medoid clustering performs well over k-means for different
sensor node distributions. The results show that the network with Uniform and Beta
sensor distributions employingK-medoids clustering gives better results as compared
to other distributions and ensures high network lifetime. Also, a smaller number of
transmissions are required in case of k-medoid clustering. Thisworkmay be extended
by introducing the mobility in intermediate nodes and also scheduling in nodes to
save the energy dissipation in the entire network [21, 22]. Further, the clustering can
be made optimal to make the network more energy efficient.

References

1. Li C, Zhang H, Hao B, Li J (2011) A Survey on routing protocols for large-scale wireless
sensor networks. Sensors 11(4):3498–3526

2. Rajaram ML, Kougianos E, Mohanty SP, Choppali U (2016) Wireless sensor network simula-
tion frameworks: a tutorial review: MATLAB/Simulink bests the rest. IEEE Consum Electron
Mag 5(2):63–69

3. Wu X, Chen G, Society IC, Das SK (2008) Avoiding energy holes in wireless sensor networks
with nonuniform node distribution. 19(5): 710–720

4. Rajagopalan R, Varshney PK (2006) Data aggregation techniques in sensor networks: a survey
recommended citation data aggregation techniques in sensor networks: a survey. Sensors 11:
3498–3526

5. Hua C, Yum TSP (2008) Optimal routing and data aggregation for maximizing lifetime of
wireless sensor networks. IEEE/ACM Trans Netw 16(4):892–903

6. Fasolo E, Rossi M, Widmer J, Zorzi M (2007) In-network aggregation techniques for wireless
sensor networks: a survey. IEEE Wirel Commun 14(2):70–87

7. Dhasian HR, Balasubramanian P (2013) Survey of data aggregation techniques using soft
computing in wireless sensor networks. IET Inf Secur 7(4):336–342

8. Fan KW, Liu S, Sinha P (2006) On the potential of structure-free data aggregation in sensor
networks. In: Proceedings of IEEE INFOCOM, 2006

9. L. Krishnamachari, D. Estrin, and S.Wicker, “The impact of data aggregation inwireless sensor
networks,” Proc. - Int. Conf. Distrib. Comput. Syst., vol. 2002-Janua, pp. 575–578, 2002.

10. Intanagonwiwat C, Estrin D, Govindan R, Heidemann J (2002) Impact of network density on
data aggregation in wireless sensor networks. Proc Int Conf Distrib Comput Syst 457–458



Estimating Energy Consumption for Various Sensor … 299

11. Madden S, Franklin MJ, Hellerstein JM, Hong W (2002) TAG: a tiny aggregation service for
ad-hoc sensor networks∗. Oper Syst Rev 36(Special Issue):131–146

12. Madden S, Szewczyk R, Franklin MJ, Culler D (2002) Supporting aggregate queries over ad-
hoc wireless sensor networks. In: Proceedings of 4th IEEE Work Mobile Computing System
and Applications WMCSA, pp 49–58

13. Goyal R (2014) A review on energy efficient clustering routing protocol in wireless sensor
network. 3(5):2319–2322

14. Heinzelman WB, Chandrakasan AP, Balakrishnan H (2002) An application-specific protocol
architecture for wireless microsensor networks. IEEE Trans Wirel Commun 1(4):660–670

15. NakamuraEF,LoureiroAAF, FreryAC (2007) Information fusion forwireless sensor networks.
ACM Comput Surv 39(3):9-es

16. Younis O, Krunz M, Ramasubramanian S (2006) Node clustering in wireless sensor networks:
recent developments and deployment challenges. IEEE Netw. 20(June):20–25

17. Dasgupta K, Kalpakis K, Namjoshi P (2003) An efficient clustering-based heuristic for data
gathering and aggregation in sensor networks. IEEE Wirel Commun Netw Conf WCNC
3(C):1948–1953

18. Verma VK, Singh S, Pathak NP (2014) Comprehensive event based estimation of sensor node
distribution strategies using classical flooding routing protocol in wireless sensor networks.
Wirel Netw 20(8):2349–2357

19. Yu J, Qi Y,Wang G, GuX (2012) A cluster-based routing protocol for wireless sensor networks
with nonuniform node distribution. AEUE Int J Electron Commun 66(1):54–61

20. Sangwan R, Duhan M, Dahiya S (2013) Energy consumption analysis of ad hoc routing
protocols for different energy models in MANET. 6(4): 48–55

21. Huang H, Savkin AV (2017) An energy efficient approach for data collection in wireless sensor
networks using public transportation vehicles. AEUE—Int J Electron Commun 75:108–118

22. Bagaa M, Younis M, Ksentini A, Badache N (2014) Reliable multi-channel scheduling for
timely dissemination of aggregated data in wireless sensor networks. J Netw Comput Appl
46:293–304



A Statistical Method to Predict
the Protein Secondary Structure

Smita Chopde and Jasperine James

Abstract The statistical method has simplified the processes for prediction of
protein structure in economical way and reduced the complex methods reacquired
for finding the structure. In statistical method, various machine learning methods are
used. For finding the protein structure, this paper has used neural network for this
purpose. This paper attempts to illustrate thismethod by using the feed forward neural
network and deep learning toolbox for the stated purpose. The protein structure has
made it possible to define the 3D structure of the protein. This has simplified the
efforts of the biochemist to develop suitable drugs for various diseases with suitable
power of the drug as well as the medical practitioner to work on the chronic diseases
like cancer and other genetic diseases.

Keywords Neural network · Secondary structure · Classifier · Confusion matrix

1 Introduction

Protein structure forecast is oneof the significant territories of research for the special-
ists in the region of bioinformatics. It includes expectation and examination of large-
scale particles. Proteins are the essential atoms of all the living life form. There are
special chains of amino acids. They speak to the one of a kind three-dimensional
structures which permit the analyst to do perplexing natural capacity. The determi-
nation of protein succession is given by the amino acids. There are 20 diverse amino
acids which are framed via carbon, hydrogen, nitrogen, oxygen and sulfur. Proteins
have four unique structures referenced beneath [1–3]:
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1. Primary: In form of amino acids in prime structure.
2. Secondary: Nearby well-defined extremely regular sub-structure, alpha helix,

beta pieces and coil are the secondary protein structures.
3. Tertiary: Three-dimensional structure.
4. Quaternary: Complex of several polypeptide chains.

The general way to deal with anticipate the optional structure of protein is finished
by contrasting the amino corrosive succession of a specific protein to arrangement
of the well-known database. In protein, optional structure expectation amino acids
successions are inputs and coming about yields is adaptation or the anticipated struc-
ture which is the blend of alpha helix, beta sheets and circles. Natural concept:
Homology is the nuts and bolts of bioinformatics. In gnomic, bioinformatics is the
capacity of quality anticipated by homology method.

1.1 Homology Technique

It keeps the rule that if the grouping of gene A, whose capacity is known, is homol-
ogous to the arrangement of quality B may share An’s information. In the auxiliary,
bioinformatics homology is utilized to figure out which some portion of protein
is significant in structure development and communication with other protein. In
homology demonstrating method, this data is utilized to anticipate the structure of
protein once the homologous structure protein is known. At present, the best way to
foresee the structure is to anticipate it dependably In protein structure, it is critical
to discover the adaptation class. A ordinary protein grouping.

Protein sequence.

AAABABABCGPCQPPPAAAQQAQQA

1.2 Conformation Class

HHHH EEEE HHHHHHHH

where H means helical, E means extended and banks are remaining coiled
conformation. The accuracy is given by

Q = [(Pα + Pβ +Pcoil)/T ] × 100%

where Pα , Pβ Pcoil are the number of residues predicted correctly in state alpha helix
and beta strand and loop and T is the total number of residues.
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1.3 Need of Protein Secondary Structure Prediction

The micro-molecules can be predicted and analyzed. Structure function relation can
be provided which helps to find particular function of particular protein structure.
On protein structure synthesis, the function can be added or removed. The structure
predictionwill give the information of unknownproteinwhich can be viralwhich help
the biochemist to design the new drug. This reduces the sequence structure gap. The
protein structure ofmembrane protein can aswell be determinedby the computational
tool which would be slightly incapable by the experimental techniques.

2 Method

2.1 Dataset

The Rost-Sander data set [4] is used in this paper which contains a protein structure
which is relatively used large domain and has greater density and length. The file
RostSanderDataset.mat is the set available in the MATLAB 16 version [5, 6] can
conveniently and usually used for the analysis of the protein structure as the structural
assignment is known for every protein sequence.

2.2 Neural Network Architecture

Neural system is a solid methodology for learning the Structural country—helix,
sheet or circle of every buildup in a given protein, created absolutely at the protein
basic styles found all through a tutoring stage. To guarantee profitability of the
outcomes, the worldwide irregular generator is reset to a spared state available in the
document stacked.

The neural system contains of one information layer, one masked layer and one
yield layer. The neural system has just one covered up layer, therefore, it is referred
as simple artificial neural network (ANN) which nearly works like the human brain.
Similar to human neural system which has the veins for transition of sign, denrites
as the message maker neurons as the places for transmission of the message or sign
produced at the denrites of the hub.

The information layer is practically like the nodes present in the human neural
framework utilized for social event the data of the amino corrosive grouping. The data
if further utilized for encoding a sliding window of each information amino corrosive
assortment and also probabilities are made on the state of the buildup situated at the
focal socket of the window. The length of the Window 17 is estimated related on the
realities of the factual connection to be had between the optional structure of a given
buildup work and the 8 deposits on the similarly aspect of the forecast socket [7, 8].
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Fig. 1 Summarizing the event of grouping the amnio acid sequence and giving the binary status

Every window region is encrypted the use of a double exhibit of dimension 20, here,
to make reference to that the cluster size 20 is considered as it was watched this gave
the precise prerequisite, with every window having one component for each amino
corrosive kind. Each gathering of 20 data sources, the component speaking to the
amino corrosive kind inside the prominent job is going to one, at the indistinguishable
time, as unwinding others responses are set to zero. Consequently, the info layer
comprises of R = 17× 20 input gadgets, I.E. 17 gatherings of 20 data sources. This
event of grouping the input can be summarized in the following flow graph as shown
in Fig. 1

First, create possible protein sequence similar to a sliding window of size W with
the aid of create a Henkel matrix. In this matrix formation, the residue within the ith
column represents the sub-series from the ith role inside the unique collection. Then,
for every location of the residue in the window, an array of dimension 20 is created
and fixed jth residue in the sequence is fixed to 1 if the residue lies within the nearer
vicinity of the residue considered inside the window has a numeric representation
equal to j.

The output layer of neural network contains of three units, one unit for every of
the structural kingdom or classes taken in to account which might be encoded the
usage of a binary collection. To generate a goal matrix for the neural community,
we initial attain from the information all of the structural possibilities of all feasible
subsequence parallel to the sliding window, then take into account the important role
in individually window and remodel the parallel structural opportunities the use of
the binary encoding: 1 zero for coil, 0 1 zero for sheet, 0 zero 1 for helix. Before
forming the neural network, first carry out normalization of the input sequences and
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goal matrix factors representing the region of the residues from the center residues
of the window taken into consideration.

2.3 Creating Neural Network

The secondary structure expectation can be perception of as a pattern appreciation
problem which broadly used for identification of the textual content or digit using
the neural network. In gift situation, the neural network is trained to recognize the
structural state in ‘1’ or ‘0’ of the primary residue maximum probably to occur
while the unique residues in the given sliding window are discovered. The pattern
recognition for neural community is created the use of the center and target matrices
well-defined above and identifying a hidden layer of dimension 3.

2.4 Training the Neural Network

The pattern recognition network utilizes conjugate inclination calculation for
training. In deep picking up information on gadget field documentation, various
calculations are to be had for a rundown of characteristic. In patter notoriety network
after the each tutoring cycle, the tutoring grouping is offered to the system over the
sliding window, one buildups at a time. The concealed element change the sign got
from the enter layer by means of the switch highlight logsig to flexibly a yield sign
that is between and near both 0 or 1 reproducing the terminating of neuron [1, 7].
Loads are balanced all together that the mistake among the discovered yield from
each unit and the favored yield sure through the objective network is limited. During
instruction, the preparation apparatus window opens and shows the turn of events.
The preparation data comprising of the arrangement of rules, the presentation norms,
the type of blunder considered, etc., are proven. The feed forward network is utilized
for the example notoriety of the incoming buildup with the buildup put at the center
of the sliding window [9].

One of the regular problem associated with feed forward network is at some point
of neural network education is information outfitting, wherein the community tends
tomemorize the statistics/samples giving 100% accuracywhich is not the desired end
result on account that no gadget is one hundred% accurate and is blind in gaining
knowledge of a way to oversimplify to the new scenario. The default method for
enhancing the generalization is referred to as early preventing while assuming that
accuracy reaches near to 95–98% and is composed in divided the available education
statistics set into three substates: (1) The training set which is used for calculating
the gradient and informing the network masses and biases. (2) The validation set,
whose faults are examined at some step in the training techniques as it inclines to
increase while data is over equipped three. The test facts whose faults may be used
to assess the first-rate of the department of facts set.
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When the usage of the function educate, by way of default the information is
casually separated so that 60% [1, 10, 11] of the trials are allotted to the training set,
20% [10, 12, 2] of the validation set and 20% to the check set, the opposite sorts of
segregating can be implemented via requiring the property Internet. Divide fnc.

The function plot execute shows the movements of the training, validation and
test mistakes as training group pass as shown in parent Fig. 2a–c respectively.

The training breaks when one of numerous conditions is met. Consider an illus-
tration in training, the training technique breaks when the validation faults growths
for a precise wide variety of iteration say 6 or the most wide variety of acceptable
generation is touched a thousand (Fig. 3).

2.5 Analyzing the network response

To training the network response, we see the confusion matrix by seeing the produc-
tions of the trained network and connecting them to the predictable results (targets)
(Fig. 4).

The diagonal factors in the network show the quantity of buildup place that are
linear the inside found buildup inside the window for separately basic elegance. The
off-inclining cells sign the arrangement of deposits that aremisclassified, e.g., Helical
spots expected as snaked areas. The slanting perspectives consent to the statement
that are proficiently estimated which include the quantity of observation and the
rate of total no. of observation in each cell. The segment on the far appropriate of
the grid shows the portion of all models foreseen to have a place with every polish
which are proficiently and inaccuratelymarked. Thesemeasurements aremuch of the
time known as the accuracy or awesome plausible qualities and the bogus revelation
charge, respectively. The column at the most minimal of the network shows the level
of the entirety of the models having a place with every style which may be accurately
and erroneously characterized. These measurements are frequently alluded to as the
remember and bogus poor cost separately. The line inside the bottom of the lattice
shows the general precision.

We remember the receiver operating characteristics (ROC) bend, a plot of the
real worthwhile charge (affectability) versus the bogus positive rate (1-particularity)
(Fig. 5).

Refining the neural network for accurate results:
The neural network this is characterized is entirely straightforward. To acquire

improvements in the forecast exactness, we need to endeavor one of the accompa-
nying:

Increment the wide assortment of preparing vectors. Expanding the scope of
successions committed to preparing reacquires a huge handled database of protein
structure with an estimated dispersion of wound, helical and sheet components.

Increment the amount of data sources esteems. Expanding the window size or
including extra pertinent realities which incorporate biochemical homes of the amino
acids are the substantial choices.
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Fig. 2 a Structural
assignment in training data
set, b structural data set in
testing data set, c structural
data set in testing data set
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Fig. 3 Validation performance for several iterations

Utilize an unmistakable tutoring set of rules. Different calculations shift in
memory and speed necessity.

Expanding the quantity of covered up neurons. By including progressively
concealed devices we by and large accomplish an additional cutting edge connect
with the capacity for better anyway we should careful not to overfit the data.

2.6 Accessing Network Performance

The assessment of structure expectation in component might be determined by
utilizing figuring forecast lovely lists which suggest how pleasantly a chose country
is envisioned and whether the overprediction or underprediction has took place. We
characterize the file pcObs(S) for nation S (S=C, E, H) on the grounds that the quan-
tity of buildups viably anticipated in the realm S, isolated by utilizing the amount of
deposits situated inside the country S. Similarly, we layout the record pcPred(S) for
the realm as the scope of deposits accurately anticipated in the realm S, partitioned
by the amount of deposits expected in country S (Fig. 6).

These quality records are helpful for the understanding of the forecast preci-
sion. Truth be told in situations where the expectation systems tend to overpre-
dict/underpredict a given express, a high/low forecast exactness may be a curio and
does not give a proportion of value to the method itself.
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Fig. 4 Confusion matrix showing number of residues correctly classified

3 Conclusion

The technique existing here predicts the position of the structural state of a assumed
protein residue based on the structural state of the residue placed at the center of
the sliding window selected for finding the nearby residue that lie almost closely to
the center located residue in the sliding window. However, there were restrictions
observed when predicting the contents of the amino acid molecules present in the
protein, such as the smallest length of individually amino acid residue. This situa-
tion was observed when a helix and sheet is allotted to any group of four or more
continuous residues. To include this type of information, multi-neural network can
be designed to predict the amino acid sequence followed by finding the structure
element, i.e., primary, secondary or tertiary structure.
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Fig. 5 Receiver operating characteristics
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Fig. 6 Comparison of quality indices of prediction
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Image Edge Detection by Mean
Difference Thresholding

Smita S. Hande

Abstract Edge detection is very essential step for numerous image processing tasks.
In this paper, the different techniques of edge detection, i.e., Roberts, Prewitt, Sobel,
Isotropic, Laplacian of Gaussian (LoG), Difference of Gaussian (DoG) and Canny
are discussed and also the diagrammatic difference between the some of these tech-
niques are reviewed. This paper describes a simple edge detection technique based
on thresholding, which is used to make fast process of edge detection and represents
results in more efficient way. The validation of proposed algorithm is done by MSE
and PSNR parameters. There are many edge detection techniques available, but any
single technique is not suitable for all the applications due to the variation in quality
of an image and the variability in shape of an image. So, the selection of the technique
is dependent on the requirement of the applications.

Index Terms Edge detection · Gradient · Thresholding · Laplacian of Gaussian
(LoG) · Difference of Gaussian (DoG) · Mean square error · PSNR

1 Introduction

An image f (x, y) is mostly a two-dimensional function, where x and y are contiguous
coordinates and at a given coordinate, the amplitude of this function gives the value
of intensity of an image. When the f value, i.e., intensity of pixel and the value of
x, y are finite, then the image is a digital image [1]. A large no. of edge detection
techniques forming a group is one of the very old developed and widely used in
image processing called content-based [11]. The main aim of edge detection is to
find fast intensity variations in image brightness. These intensity variations make
boundaries between different parts of image. Boundaries of regions are created for
objects, overlapping objects, background, etc. The process of edge detection reduces
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the required data to be processed and analyzed. Edge detection is the first step in
many image processing applications such as image compression, feature extraction,
identification of objects in a scene, segmentation, registration, shape recognition and
face recognition.

Many gradient operators have been introduced and used for image processing in
the literature, such as Robert’s edge detection, Sobel edge detection, Prewitt, LoG,
DoG and Canny [2–5]. Edges are detected by use of first derivatives, which are called
gradient, or second derivatives, which are called Laplacian. Laplacian is very much
sensitive to noise as it uses more data because of the nature of the second derivatives.

The 5 × 5 LoG filtering mask introduced by Marr–Hildreth [9] is a default mask,
where themask can be extended dimensionally from the need of the image processing
application. For noisy images, the edge detection is difficult to implement, as edges
and noise both are high frequency contents. Edge detection operator required to be
selected as per gradual changes of intensities results of poor focus or refraction of the
objects having boundaries. The problems of missing true edges, false edge detection,
edge localization and high computational time can be prevented. The objective of
this research work is comparison and analysis of the performance of the various edge
detection techniques under different conditions.

This research work covers the following: Sect. 2 introduces the previous works
concerned with different techniques of edge detection introduced in processing of
images. Section 3presents the conventionalRoberts, Prewitt andSobel edge detection
operator for gradient images and a brief description of Isotropic, LoG and DoG edge
detection. Section 4 gives the proposed scheme of thresholding-based edge detection.
The results are discussed in Sect. 5 and in Sect. 6 some concluding remarks are
discussed.

2 Edge Detection Related Works

The pixels on the boundary are connected with each other in the edge detection
technique, to form the edge between two regions which differ in the intensity value
[1, 6]. These can be used to find discontinuities in intensities of gray level images.
The basic four types of edges to find the different image shapes are shown in Fig. 1.

The operators are used to locate diagonal, horizontal or vertical edges and corner of
edges as well. Operators are matrix of 3× 3 pixels, coefficient values which are used
to analyze neighborhood pixel values. The operator. The resultant operator value is
the sum of product of pixel value and operator coefficient values. The different types
of edge detection operators which are used for image edge detection are grouped as:
[6]

(1) First-order derivative [12]

• Roberts
• Prewitt operator
• Sobel operator
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Fig. 1 Basic four types of
edges [1, 6]. a Step edge,
b ramp edge, c line edge,
d roof edge

(2) Second-order derivative

• Laplacian operator

(3) Other

• LoG [4, 8]
• DoG
• Canny [7].

Gradient operators of first-order derivative generate image gradient value. Equa-
tion (1) shows first-order derivatives of image for value determination. Gx and Gy
are horizontal and vertical components of local derivative. The mask of operator is
used to find values of Gx and Gy.

∇ f =
[
∂ f

∂x
,
∂ f

∂y

]
(1)

mag(∇ f ) = [
Gx2 + Gy2

]1/2
= |Gx | + |Gy| (2)

The direction of gradient operator is as:

α(x, y) = tan−1(Gy/Gx) (3)

To calculate the gradient, two operators in opposite orientation horizontal and
vertical are used. Edge points are found by thresholding and localization of local
extrema values from a set of operator results. The edge direction at (x, y) point is
perpendicular to the direction of the gradient vector.
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Fig. 2 Convolution masks for Robert operator [1]

3 Conventional Edge Detection Operators

This section describes most widely used conventional operators and its mask.

3.1 Robert Cross-Gradient Operators

This operator has a simple contiguitymask2*2. Perpendicular andparallel directions
are determined, respectively, by applying these two mask separately to the image.
This provides results of Gx and Gy.:

Gx = (z9 − z5) (4a)

Gy = (z8 − z6) (4b)

The even sizemasks donot have a center of uniformity so are difficult to implement
(Fig. 2).

3.2 Prewitt Operator

By filtering an image with the kernel or left mask, this operator can be implemented.
The image is again filtered with other mask to perform the square of pixels values.
These two results are added and root is computed.

mag(∇f) ≈ |(z7 + z8 + z9) − (z1 + z2 + z3)|
+|(z3 + z6 + z9) − (z1 + z4 + z7)| (5)

The 3 * 3 masks for Prewitt are shown in Fig. 3.



Image Edge Detection by Mean Difference … 317

Fig. 3 Convolution masks
for Prewitt operator [1]

Fig. 4 Convolution masks
for Sobel operator [1]

3.3 Sobel Operator

Sobel operator is widely used in edge detection methods. By taking the difference
between the third and first rows of 3 * 3 image region the approximation of the
partial derivative in x-direction is implemented by left mask or kernel of Fig. 4. The
y-direction mask is implemented by taking the difference between the third and first
columns to approximate the derivative.

mag(∇ f ) ≈ |(z7 + 2z8 + z9) − (z1 + 2z2 + z3)|
+ |(z3 + 2z6 + z9) − (z1 + 2z4 + z7)| (6)

3.4 Laplacian Operator

Second-order derivative operators are based on detecting points of zero-crossing
values. These points are nothing but local extreme pixels values of image. Equa-
tion (7) shows second-order derivatives value determination method of an image,
where ∇2 f is calculated by a single mask of the operator.

∇2 f = ∂2 f/∂2x + ∂2 f/∂2y (7)
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Fig. 5 Widely used masks
for Laplacian operator [1]

These results of edge detection are almost similar to first-order derivative. In these
operators, only one operator is used but lose information about orientation of the edge
results and these operators are sensitive to sharp noise.

The gradiant for Laplacian is found by Eq. (8) as shown below.

∣∣∇2 f
∣∣ = |{(Z1 + Z2 + Z3 + Z4 + Z6 + Z7 + Z8 + Z7) − 8 × Z5}| (8)

The widely used second derivative mask of Laplacian is shown in Fig. 5.
The limitations of Laplacian areLaplacian gives very large values for noisy images

and thus ruins the entire image. An undesirable effect of double edges is produced
by the Laplacian operator which complicates segmentation. Laplacian is unable to
detect the direction of edge.

3.5 LoG the Laplacian of Gaussian Operator

Laplacian of aGaussian (LoG) is themost popular operator, this is the combination of
Gaussian operator for smoothing andLaplacian second-order operator [4, 8, 10].Also
known as Marr–Hildreth operator. This operator is used in many image comparing
algorithms, which results in a map of marked points of detected edges with identical
size as that of input image. Usually, images are converted into easily readable maps
for human. All standard edge detection methods are vulnerable to blur noise. Only
small area of the image is analyzed due to the size of operator matrix. Larger matrix
is preferred.

∇2h = (r2 − σ 2)

σ 4
e

r2

2σ2 (9)

This function is also knownMexican hat function, as it looksMexican hat, when it
is plotted.Only onemask to compute the second-order derivative is used byLaplacian
edge detector unlike the Sobel operator (Fig. 6).
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Fig. 6 Widely used masks
for LoG operator. [1]

3.6 DoG Difference of Gaussian Operator

The Laplacian of Gaussian can be approximated by the difference between two
Gaussian functions.

∇2G ≈ G(x, y; σ1) − G(x, y; σ2) (10)

The DoG is not separable. By simply taking the difference between two Gaussian
convolutions with different sigma values an efficient implementation is possible.

4 Proposed Scheme

In an image, the edge information is found by searching the relationship a pixel has
with its neighborhoods.

If a pixel’s value is similar to pixel values those around it, it can be said there is
no edge at that point. If a pixel has neighbor pixels with widely varying intensity
levels, it may present an edge point.

4.1 Algorithm

1. Set the threshold value ‘T ’ by mean value of all standard deviation values of
columns.

2. Find all eight difference values of each pixel with its eight neighborhood pixels.
Say I1 to I8.

3. If any of this I1 to I8 difference value is greater than ‘T’ edge is detected so save
‘1’ in image else save ‘0’.

4. ‘1’ indicates large intensity variations due to edge and ‘0’ indicates no edge
detected.
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4.2 Validation

Validation of the results is done by MSE and PSNR on images. PSNR is used
to measure the quality of lossy and lossless compression, e.g., images. Validation
between original data and the noise is the error after compression. PSNR is an approx-
imation to human perception of reconstruction quality. A high PSNR indicates the
reconstruction is of high quality, in some cases, it may not. Mean squared error is
used to define the PSNR,

MSE = 1

mn

m−1∑
i=0

n−1∑
j=0

[
I (i, j) − K (i, j)|2

The PSNR is defined as:

PSNR = 10 · log10
(
MAX2

1

MSE

)

= 20 · log10
(
MAX1√
MSE

)
(10)

Here, MAXI is 255 for images as it is the maximum possible pixel value of the
image.

5 Results

This section gives results of all conventional edge detectors and the proposed scheme.
Figure 7 shows the results of implemented algorithms for some conventional

gradient operators and Laplacian operator. Result shows better edge detections for
Sobel and Laplacian algorithm than the Prewitt operator. Figure 8 shows the results
of Sobel operator and the proposed scheme of thresholding-based edge detection
algorithm. The results of proposed scheme depend on the threshold value selection.
So by keeping less value and a large value results are observed on many test images.
Figure 8a shows false edge detections due to small value of T and Fig. 8b shows loss
of data due to large value of selection of T.

Figure 9 shows results for threshold T selected as mean of standard deviation
values of all columns. For better results, one can select the appropriate value of
threshold. Threshold value also depends on the image quality and the application.

The validation of the proposed algorithm by parameters MSE and PSNR is shown
in Table 1. The comparison with conventional algorithm shows that the proposed
algorithm is simple but gives the good result, almost similar to conventional methods.
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Fig. 7 Results of conventional edge detection operators. a Original image, b Prewitt, c Sobel,
d Isotropic

Fig. 8 Results of proposed scheme for different values of T. a Result for T = 20, b result for T =
70

6 Conclusion

In this paper, a study of gradient-based andLaplacian-based edge detection operators,
which are most commonly used techniques, is carried out as a start of research
work. The algorithm is developed using MATLAB. Prewitt edge detector which is
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Fig. 9 Results of proposed scheme. a Proposed scheme, b Sobel operator

Table 1 Validation by MSE and PSNR

Algorithm Prewitt Sobel Isotropic Proposed Algorithm

Coin MSE 232.56 227.73 230.64 231.11

PSNR (dB) 24.46 24.55 24.50 24.49

Rice MSE 205.86 195.59 201.53 197.73

PSNR (dB) 24.99 25.21 25.08 25.17

Cell MSE 236.34 229.29 233.41 203.96

PSNR (dB) 24.39 24.52 24.44 25.03

Cameraman MSE 181.08 169.65 176.26 194.16

PSNR (dB) 25.55 25.83 25.66 25.24

a gradient-based algorithm and is an appropriate way to estimate the magnitude and
orientation of an edge but it has a drawback of being sensitive to noise. Sobel and
Laplacian operator give better results than Prewitt. The proposed scheme is a simple
edge detection technique based on thresholding, which is used to make process of
edge detection fast and represents results inmore efficient way. The proposed scheme
result depends on the threshold value selection. If the threshold value is too less, it
results in false edge detection and if the threshold value is large it results in loss of
data. The proposed scheme cannot be used to find the direction of edge as in case of
other gradient operators.
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Mathematical Modeling and Simulation
of a Nanorobot Using Nano-hive Tool
for Medical Applications

B. H. Raghunath, H. S. Aravind, N. Praveen, P. Dinesha,
and T. C. Manjunath

Abstract A brief review of the nanorobots that are currently used in the biomedical
engineering to cure various types of diseases is being presented. In the context, we are
carrying out a literature survey for the treatment of cancer using the nanotechnology
concept. The way we have picked is the union of nanotechnology and medicine. The
mix of nanotechnology into medication is probably going to get some new difficul-
ties restorative treatment. Nanorobot is a superb vision of medicine in the future.
The most exceptional nanomedicine includes the utilization of nanorobots as small-
scale specialists. Advancement in nanotechnology may allow us to build artificial
red blood cells called respirocytes capable of carrying oxygen and carbon dioxide
molecules (i.e., functions of natural blood cells). Respirocytes are nanorobots, small
mechanical gadgets intended to work on the atomic level. Respirocytes can give a
brief substitution to characteristic platelets in the instance of a crisis. Subsequently,
respirocytes will truly change the treatment of coronary illness.We can imagine a day
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when you could infuse billions of these nanorobots that would skim around in your
body. A standout among the most sensible and almost doable accomplishments is the
cure for growth which is one of the primary centers of this work. Nanorobots could
carry and deliver large amounts of anti-cancer drugs into cancerous cells without
harming healthy cells, reducing the side effects related to the current therapies. These
nanorobots will have the capacity to repair tissues, clean veins and aviation routes,
change our physiological capacities. The work presented in this paper is this research
work of the research scholar student that was undertaken under the guidance of the
doctorates which just provides a brief review of the applications of the nanorobots
that could be used in the medicine for the curing of the cancer treatment and is just
a review paper, which serves as a basis for all the students, faculties as a base for
carrying out the research in this exciting field of nanorobotics. At the end, once the
review is over, we are presenting a simulation which we had developed in nanohive
simulation tool for biomedical engineering applications.

General Terms Nanorobots ·Medicine

Keywords Cancer · Treatment · Coronary · Artery

1 Introduction

A nanorobot can be defined as an artificially fabricated object able to freely diffuse in
the human body and interactwith specific cell at themolecular level. The figure shows
a schematic representation of a nanorobot that can be activated by the cell itself when
it is needed. Stress induced by disease or infectious attack generally leads to changes
in the chemical content of the cell which in turn trigger the nanorobots. Nanorobots
can be coatedwith different agent depending on their application or tissue destination.
The external shell is a crucial point because it has to be recognized as a part of the
body (inert coating) and be able to release different ideal matrix that it is not toxic at
the nanometer level. The pore size can be tuned permitting release of different size
sizemolecules (tunable porosity).

A rigid shell like silica is an molecules. The surface is easily functionalizable with
simple chemical methods, but most important is that the silica is not biodegradable
permitting a long-term activity in the body. Nanorobots will be able to analyze each
cell type surface antigens to recognize if the cell is healthy, what the parent organ
is, as well as almost all information about the cell, and using chemotactic sensors,
certain molecules and cells could be identified and easily targeted for action. A 1 cm3

injection of nanorobots would be able to deliver selectively into cells at least 0.5 cm3

of chemical agent, and the sensors could test levels of the chemical to guard against
an accidental overdose. Self-assembly and nano-manipulation are two main ways
for the production of nanorobots. Figure 1 shows the robots which are used to attack
the cancerous cells.
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Fig. 1 Nanorobots which
are used to attack the
cancerous cells

2 Overview

Wewill describe amobile robot (nanorobot) that can be createdwith the existing tech-
nology that can be used to seek out and destroy inimical tissuewithin the human body
that cannot be accessed by other means. The construction and use of such devices
would result in a number of benefits. It would provide either cures or at least a means
of controlling or reducing the effects of a number of ailments.Nanotechnologyhas the
potential to radically increase our options for prevention, diagnosis, and treatment of
cancer. Nanotechnology may also be useful for developing ways to eradicate cancer
cells without harming healthy neighboring cells. Nanotechnology uses therapeutic
agents that target specific cells and deliver their toxin in a controlled, time-released
manner. As a syringe is today used to inject medication into the patient’s blood-
stream,tomorrow, nanorobots could transport and deliver chemical agents directly to
a target cell.

Nanokiller (i.e., nanorobot) could find and repair damaged organs, detect, and
destroy a tumormass. Theywould be able to communicate their positions, operational
statuses, and the success or failure of the treatment as it progresses. They would tell
you how many cancer cells they have encountered and inactivated. Respirocytes
identify tumors and then allow the nanokiller to kill cancerous cells with a tiny but
precise amount of a chemotherapy drug. It would not only find cancers in their earliest
stages before they can do damage or spread, but also deliver a small amount of a drug
targeted directly at tumors, which would cause little or no side effects. Nanomedicine
could result in noninvasive devices that can enter the body to determine glucose
levels, distinguish between normal and cancerous tissue, and destroy the tumor in
the initial stage itself. This nanorobot has vibrating cilia-like structures with inbuilt
nanosensors to detect the cancerous tissue. This nanorobot shells are specially coated
with gold that allow them to attach to malignant cells, and they can deliver the drug
internally.
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Fig. 2 Removal of cancer
by surgery using the
conventional method

3 Conventional Methods of Cancer Therapy Treatments

Most people with cancer receive surgery, chemotherapy, radiation therapy, or other
conventional therapies at somepoint during treatment, andmanywill have a combina-
tion of these treatments. Injection of drugs affects both cancerous and non-cancerous
cells in conventional method. So, themain types of cancer treatment include: surgery,
radiation therapy, chemotherapy, immunotherapy, targeted therapy, hormone therapy.
Figure 2 shows the removal of cancer by surgery using the conventional method.

4 The Major Drawbacks of the Conventional Methods
Used in the Cancer Therapy

Injection of drugs affects both cancerous and non-cancerous cells in conventional
method. There are various side effects with the conventional methods as it effects
both the cancerous and non-cancerous cells. Surgery and radiation therapy remove,
kill, or damage cancer cells in a certain area which also affects healthy cells. The time
to heal is longer with the conventional methods that include methods like surgery
and radiation therapy. Some of the side effects that occur when conventional method
is followed are.

Fatigue—This is a persistent feeling of physical, emotional, or mental exhaustion.
Cancer-related fatigue differs from feeling tired due to lackof rest. Receivingmultiple
treatment types may increase your fatigue, for example, having chemotherapy and
radiation therapy.
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5 The Modern Technology Used to Cure Cancer Therapy

Nanotechnology uses therapeutic agents that target specific cells and deliver their
toxin in a controlled, time-released manner. As a syringe is today used to inject
medication into the patient’s bloodstream, tomorrow, nanorobots could transport and
deliver chemical agents directly to a target cell. Nanokiller (i.e., nanorobot) could
find and repair damaged organs, detect and destroy a tumor mass. They would be
able to communicate their positions, operational statuses, and the success or failure
of the treatment as it progresses. They would tell you how many cancer cells they
have encountered and inactivated. Respirocytes identify tumors and then allow the
nanokiller to kill cancerous cells with a tiny but precise amount of a chemotherapy
drug.

It would not only find cancers in their earliest stages before they can do damage
or spread, but also deliver a small amount of a drug targeted directly at tumors,
which would cause little or no side effects. Nanomedicine could result in noninvasive
devices that can enter the body to determine glucose levels, distinguish between
normal and cancerous tissue, and destroy the tumor in the initial stage itself. This
nanorobot has vibrating cilia-like structures with inbuilt nanosensors to detect the
cancerous tissue. This nanorobot shells are specially coated with gold that allow
them to attach to malignant cells, and they can deliver the drug internally.

There are three main considerations which are need to be focused on designing
a nanorobot to move through the body—navigation, power, and how the nanorobot
will move through blood vessels. For directing the nanorobots to the cancerous
cells, we can make use of ultrasonic signals which are emitted by the nanorobot.
These ultrasonic waves are detected by ultrasonic sensors. Nanorobots can also be
fitted with a small miniature camera assuming that the nanorobot is not tethered or
designed to float passively through the bloodstream, and it will need a means of
propulsion to get around the body. Because it may have to travel against the flow
of blood, the propulsion system has to be relatively strong for its size. Another
important consideration is the safety of the patient; the system must be able to move
the nanorobot around without causing damage to the host.

For locomotion, we can mimic Paramecium. It moves through their environment
using tiny tail-like limbs called cilia. By vibrating the cilia, the paramecium can
swim in any direction. Similar to cilia are flagella, which are longer tail structures.
Organisms whip flagella around in different ways to move around. The nanorobot
would move around like a jet airplane. Miniaturized jet pumps could even use blood
plasma to push the nanorobot forward, though, unlike the electromagnetic pump,
there would need to be moving parts. For powering a nanorobot, we could use
the patient’s body heat to create power, but there would need to be a gradient of
temperatures to manage it. Power generation would be a result of the Seebeck effect.
Figure 3 shows the nanorobotsmoving inside the blood stream in the veins/capillaries
to destroy the cancerous cells.

The Seebeck effect occurs when two conductors made of different metals are
joined at two points that are kept at two different temperatures. The metal conductors
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Fig. 3 Nanorobots moving
inside the blood stream in the
veins/capillaries to destroy
the cancerous cells

become a thermocouple, meaning that they generate voltage when the junctures are
at different temperatures. Since it is difficult to rely on temperature gradients within
the body, it is unlikely that we will see many nanorobots using body heat for power.
These are some of the most practical ideas which have been implemented in real life.

6 Advantages of the Modern Technology Employed

With the help of nanorobots,we can further understand the complexity of humanbody
and brain. The development will further help in performing painless and noninvasive
surgeries. Even the most complicated surgeries will be done with ease. Due to their
microscopic features, they could surf through the brain cells and generate all the
related information required for further studies. Scientist specially will be benefited
from this nanotechnology application.

The best part is the nanobot which is so small that it is not visible with naked
eyes, so they can be injected in a human body very easily. Days in future will be like
this when a single shot will cure diseases. More than million people in this world
are affected by this dreaded disease. Currently, there is no permanent vaccine or
medicine available to cure the disease. The currently available drugs can increase
the patient’s life to a few years only, so the invention of this nanorobot will make
the patients to get rid of the disease. As the nanorobot do not generate any harmful
activities, there is no side effect. It operates at specific site only. The initial cost of
development is only high but the manufacturing by batch processing reduces the
cost.

7 Literature Survey

A large number of scientists, researchers, and students had worked on the curing of
the cancer treatment using the nanorobots. Here follows a brief review of the same.
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In the 1980s by Nobel Prize laureate Richard Smalley. Smalley has extended his
vision to carbon nanotubes, discovered by Sumio Iijima, which he envisions as the
next superinter connection for ultra-small electronics. The term nanotechnology has
evolved to mean the manipulation of the elements to create unique and hopefully
useful structures.

December 29, 1959: Richard Feynman gives the famous “There’s Plenty of Room at
theBottom” talk. First use of the concepts of nanotechnology.Describes an individual
atoms and molecules can be manipulated.

1974: Professor Norio Taniguchi defines nanotechnology as “the processing of,
separation, consolidation, and deformation of materials by atom/molecule.”

1980s: Dr. Eric Drexler publishes several scientific articles promoting nanoscale
phenomena and devices.

1986: The book Engines of Creation: The Coming Era of Nanotechnology by Dr.
Eric Drexler is published. He envisioned nanorobots as self-replicating. A first book
on nanotechnology [5].

1981: Gerd Binnig and Heinrich Rohrer of IBM Zürich. Invented of the Scanning
Tunneling Microscope (STM)By Used for imaging surfaces at the atomic level and
identifying some properties (i.e., energy).

1985: Discovery of fullerenes (molecules composed entirely of carbon). They have
many applications in materials science, electronics, and nanotechnology.

1991: Discovering Carbon nanotubes (cylindrical fullerenes) as direct result of the
fullerenes. Exhibit high tensile strength, unique electrical properties, and efficient
thermal conductivity. Their electrical properties make them ideal circuit components
(i.e., transistors and ultra-capacitors). Recently, researched chemical and biomedical
engineering have used carbon nanotubes as a vessel for delivering drugs into the
body [5].

1991: Invented of atomic force microscope (AFM)—it has imaging, measuring,
and manipulating matter at the nanoscale. It performs its functions by feeling the
surface with mechanical probe. Since interaction with materials on the nanoscale, it
is considered a nanorobot.

2000: United States national nanotechnology Initiative is founded to coordinate
federal research and development in nanotechnology.

2000: The company nano factory collaboration is founded. Developing a research
agenda for building a nano factory capable of building nanorobots for medical
purposes.

Currently, DNA machines (nucleic acid robots) are being developed. Performs
mechanical-like movements, such as switching, in response to certain stimuli
(inputs).

Molecular size robots andmachines paved theway for nanotechnology by creating
smaller and smaller machines and robots. The applications of the nanorobotics are



332 B. H. Raghunath et al.

more as: microrobotics, emerging drug delivery application, health care, biomedical
application, cancer therapy, brain aneurysm, communication system, and new future
nanotechnologies, etc.

The major development of nanomedicine molecular nanotechnology (MNT) or
nanorobotics. Just as biotechnology extends the range and efficacy of treatment
available from application of nanomaterials, the advent of molecule of nanotech-
nologywill again expand enormously the effectiveness, precision, and speed of future
medical treatments while at the same time significantly reducing their risk, cost, and
invasiveness.

MNT will allow doctors to perform direct in vivo surgery of human cells.
Nanomedicines can easily traverse the human body because nanorobots are so tiny.
Scientists report that nanorobot is constructed of carbon atoms in a diamonded struc-
ture because of its inertproperties and strength. Glucose or natural body sugars and
oxygen might be a source for propulsion, and it will have other biochemical or a
molecular part depends on task.

A large potential applications for nanorobotics in medicine include early diag-
nosis and targeted drug delivery with treat mental medicine for cancer biomedical
instrumentation, surgery, pharmacokinetics, monitoring of diabetes, and health care.
In the future, medical technology is expected to nanorobots injected into the patient
to perform treatment on a cellular level.

8 Main Objective of Nanorobotics in Medical Fields

The main objective of the nanorobotics in the medical fields is listed as follows.

• To help monitor the patient’s body continuously and be able detect cancer and
other diseases at early stages.

• To destroy cancerous cells without affecting the healthy cells.
• To reduce the time of recovery for people fighting against cancer and other

diseases.
• To carry and deliver large amounts of anti-cancer drugs into cancerous cells

without harming healthy cells, thus reducing the side effects related to the current
therapies.

• To repair tissues, clean blood vessels and airways, transform our physiological
capabilities, and even potentially counteract the aging process.

• The above-mentioned objective of our work can be achieved using the following
steps one by one as follows …

• First, finding out the method of entry into the body for the nanorobot
• Finding means of propulsion for the nanorobot
• Finding means of maintaining a fixed position while operating
• Finding how to control of the device
• Finding the appropriate power source to nanorobot
• Finding means of locating substances to be eliminated by the nanorobot
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• Finding means of doing the elimination the substance from the body
• Finally, continuously monitoring the body and giving feedback.

9 Design of Nanorobots for Medical Applications

Locomotion: There are a number of means available for active propulsion of our
device.

Propeller: The very first Feynman prize in Nanotechnology was awarded to
William McLellan for building an electric motor that fit within a cube 1/64th of
an inch on a side. This is probably smaller than we would need for our preliminary
microrobot. One or several of these motors could be used to power propellers that
would push (or pull) the microrobot through the bloodstream. We would want to use
a shrouded blade design so as to avoid damage to the surrounding tissues (and to the
propellers) during the inevitable collisions.

Cilia/flagellae: In this scenario, we are using some sort of vibrating cilia (similar
to those of a paramecium) to propel the device. A variation of this method would be
to use a fin-shaped appendage. While this may have its attractions at the molecular
level of operation, an electric motor/propeller combination would be more practical
at the scale we are talking about.

Electromagnetic pump: This is a devicewith nomoving parts that takes conductive
fluid in at the front end and propels it out the back, in a manner similar to a ramjet,
although with no minimum speed. It uses magnetic fields to do this. It would require
high field strengths, which would be practical with high-capacity conductors. At the
scale we are talking about, room (or body)-temperature ceramic superconductors are
practical, making this a possibility.

Jet Pump: In this scenario, we use a pump (with moving parts) to propel blood
plasma in one direction, imparting thrust in the opposite direction. This can either
be done with mechanical pumps, or by means of steam propulsion, using jets of
vaporized water/blood plasma.

Membrane propulsion: A rapidly vibrating membrane can be used to provide
thrust, as follows: imagine a concave membrane sealing off a vacuum chamber,
immersed in a fluid under pressure that is suddenly tightened. This would have the
effect of pushing some of the fluid away from the membrane, producing thrust in
the direction toward the membrane. The membrane would then be relaxed, causing
the pressure of the fluid to push it concave again. This pressure would impart no
momentum to the device, since it is balanced by the pressure on the other side of the
device. At the macroscale, this thrust is not significant, but at the microscale, it is a
practical means of propulsion.

Crawl along surface: Rather than have the device float in the blood, or in various
fluids, the device could move along the walls of the circulatory system by means of
appendages with specially designed tips, allowing for a firm grip without excessive
damage to the tissue. It must be able to do this despite surges in the flow of blood



334 B. H. Raghunath et al.

caused by the beating of the heart, and do it without tearing through a blood vessel
or constantly being torn free and swept away.

Navigation: This information will be used to navigate close enough to the
operations site that short-range sensors will be useful.

Ultrasonic: This technique can be used in either the active or the passive mode.
In the active mode, an ultrasonic signal is beamed into the body, and either reflected
back, received on the other side of the body, or a combination of both. The received
signal is processed to obtain information about the material through which it has
passed. This method is, of course, greatly similar to those used in conventional
ultrasound techniques, although they can be enhanced greatly over the current state
of the art.

In the passive mode, an ultrasonic signal of a very specific pattern is generated by
the microrobot. By means of signal processing techniques, this signal can be tracked
with great accuracy through the body, giving the precise location of the microrobot
at any time. The signal can either be continuous or pulsed to save power, with the
pulse rate increasing or being switched to continuous if necessary for more detailed
position information.

In the passive mode, the ultrasonic signal would be generated bymeans of a signal
applied to a piezoelectric membrane, a technology that has been well developed for
at least a decade. This will allow us to generate ultrasonic signals of relatively high
amplitude and great complexity.

NMR/MRI: This technique involves the application of a powerful magnetic field
to the body and subsequent analysis of the way in which atoms within the body
react to the field. It usually requires a prolonged period to obtain useful results, often
several hours, and thus is not suited to real-time applications. While the performance
can be increased greatly, the resolution is inherently low due to the difficulty of
switching large magnetic fields quickly, and thus, while it may be suited in some
cases to the original diagnosis, it is of only very limited use to us at present.

Radioactive dye:This technique is basically one of the illuminations.A radioactive
fluid is introduced into the circulatory system, and its progress throughout the body is
tracked by means of a fluoroscope or some other radiation-sensitive imaging system.
The major advantage of this technique is that it follows the exact same path that
our microrobot would take to reach the operations site. By sufficiently increasing
the resolution of the imaging system, and obtaining enough data to generate a three-
dimensional map of the route, it would provide valuable guidance information for
the microrobot.

The active form of this technique would be to have a small amount of radioactive
substance as part of the microrobot. This would allow its position to be tracked
throughout the body at all times. Additionally, since the technique would not require
the microrobot to use any power, or require a mechanism of any sort, it would
greatly simplify the design of the microrobot. While there are risks from radiation,
the amount of radioactive substance used would not be even a fraction of the amount
used in radioactive dye diagnosis. Additionally, as advances in electronic sensors
continue, the amount of radiation needed for tracking would steadily be reduced.
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In fact, infrared sensing techniques are so advanced that we can fully shield the
radioactive substance and merely track its heat directly.

X-ray: X-rays as a technique have their good points and bad points. On the plus
side, they are powerful enough to be able to pass through tissue and show density
changes in that tissue. This makes them very useful for locating cracks and breaks
in hard, dense tissue such as bones and teeth. On the other hand, they go through
soft tissue so much more easily that an X-ray scan designed to show breaks in bone
goes right through soft tissue without showing much detail. On the other hand, a
scan designed for soft tissue cannot get through if there is any bone blocking the
path of the x-rays. Another problem with x-rays is that it is very difficult to generate
a narrow beam, and even if one could be generated, using it to scan an area in fine
detail would necessitate prolonged exposure. Consequently, x-rays are useful only
for gross diagnosis, for which several of the techniques listed above are far better
suited.

Radio/Microwave/Heat: Again, these techniques (really all the same technique)
can be used in both passive and active modes. The passive mode for the tech-
niques depends on various tissues in the body generating signals that can be detected
and interpreted by external sensors. While the body does generate some very low
frequency radio waves, the wavelength is so large that they are essentially useless
for any sort of diagnostic purposes of the type we are interested in.

POWER:Onemajor requirement for our microrobot is, of course, power.We have
to be able to get sufficient power to the microrobot to allow it to perform all of its
required operations. There are two possible paths we can take for this. The first is
to obtain the power from a source within the body, either by having a self-contained
power supply, or by getting power from the bloodstream. The second possibility is
to have power supplied from a source external to the body.

Source within the body: There are a number of possible mechanisms for this
scenario. The basic idea is that the microrobot would carry its power supply within
itself. It would need enough power to move to the site of the operation, perform its
functions, which might be very power intensive, and then exit the body. There are
three basic scenarios for onboard power supplies.

Body heat: This method would use body heat to power the microrobot, in effect
using the entire body as a power supply. The basic problem with this is that a power
supply requires an energy gradient in order to function. In this case, we would need
areas of different temperatures, so that we could set up a power flow between them.
Since our microrobot would have to be mobile, and operate at full capacity in many
different environments, this requirement would be difficult to fulfill.

Power from the bloodstream: There are three possibilities for this scenario. In the
first case, the microrobot would have electrodes mounted on its outer casing that
would combine with the electrolytes in the blood to form a battery. This would result
in a low voltage, but it would last until the electrodes were used up. The disadvantage
of this method is that in the case of a clot or arteriosclerosis, there might not be
enough blood flow to sustain the required power levels. Also, if the electrodes were
ever embedded in anything that blocked their access to the blood, power would drop
to zero and stay there. This means that a backup would be required.
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Fig. 4 Nano-machines in
the blood vessel

The second way to get power from the bloodstream is by means of a fuel cell, or
simply by burning blood chemicals. This is similar to a battery except that rather than
obtaining power from the current flow between electrodes, we would obtain power
by causing chemical reactions to take place at a controlled rate and obtaining power
from this. This is much the same way that the body gets its own power by consuming
fuel chemicals from the bloodstream. This has the same problem as the electrode
method; it will stop working if access to the blood is blocked, or if the chemicals are
not replenished. Figure 4 shows the nano-machines in the blood vessel doing some
operation.

10 Possible Outcome of Our Research Work Undertaken

In the approach presented above, nanorobots perform similar tasks on detecting
and acting upon medical targets demanding surgical intervention. Each nanorobot is
programmed to move through the workspace being tele operated from the surgeons.
The fluid flow pushes the concentration of the diffusing signal downstream. Conse-
quently, a nanorobot passing more than a fewmicrons from the source will not detect
the signal, while it is still relatively near the source. As an example, the first nanorobot
passing close a lymph node may on average detect the higher signal concentration
within about 0.16 s. Thus, keeping their motion near the vessel wall, the signal detec-
tion happens after these have moved at most 10 mm past the source. Those passing
within a few microns often detect the signal, which spreads a bit further upstream
and away from the single tumor due to the slow fluid motion near the venule’s wall
and the cell’s motion.

Thus, the present 3Dsimulation provides guidelines for nanorobot communication
and activation control, as well as for sensor manufacturing design. Distinct perfor-
mances were observed throughout a set of analyses obtained from the NCD software,
where the nanorobots also use electromagnetic ultrasound transducers as the commu-
nication technique to interact dynamically with the 3D environment and to achieve a
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more successful collective coordination. Figure 4 shows the virtual environment in
our study, comprised a small venule which contains nanorobots, the red blood cells
(RBCs) and a single tumor cell, which is the target area on the vessel wall. Here,
the target area is overleaped by the RBCs. In the simulation, the nanorobots search
for possible small cancer tumor into the workspace crowded by RBCs, transmitting
back information for the surgeons.

11 Applications of Our Research Work Undertaken

There are a large number of applications of the work that we have undertaken as
a review/survey paper for the research scholar’s preliminary work on the chosen
research topic. The applications are listed one by one as below with an in-depth
explanation.

Nanorobots in Cancer Detection and Treatment: The current stages of medical
technologies and therapy tools are used for the successful treatment of cancer. The
important aspect to achieve a successful treatment is based on the improvement of
efficient drugdelivery to decrease the side effects from the chemotherapy.Nanorobots
with embedded chemical biosensors are used for detecting the tumor cells in early
stages of cancer development inside a patient’s body.

Nanorobotics in Surgery: Surgical nanorobots are introduced into the human
body through vascular systems and other cavities. Surgical nanorobots act as semi-
autonomous on-site surgeon inside the human body and are programmed or directed
by a human surgeon. This programmed surgical nanorobot performs various func-
tions like searching for pathogens, and then diagnosis and correction of lesions
by nano-manipulation synchronized by an onboard computer while conserving and
contacting with the supervisory surgeon through coded ultrasound signals.

Diagnosis and Testing: Medical nanorobots are used for the purpose of diagnosis,
testing and monitoring of microorganisms, tissues and cells in the blood stream.
These nanorobots are capable of noting down the record and report some vital signs
such as temperature, pressure, and immune system’s parameters of different parts of
the human body continuously.

Nanorobotics in Gene Therapy: Nanorobots are also applicable in treating genetic
diseases, by relating the molecular structures of DNA and proteins in the cell. The
modifications and irregularities in the DNA and protein sequences are then corrected
(edited). The chromosomal replacement therapy is very efficient compared to the
cell repair. An assembled repair vessel is inbuilt in the human body to perform the
maintenance of genetics by floating inside the nucleus of a cell.

Nanodentistry: Nanodentistry is one of the topmost applications as nanorobots
help in different processes involved in dentistry. These nanorobots are helpful
in desensitizing tooth, oral anesthesia, straightening of irregular set of teeth and
improvement of the teeth durability, major tooth repairs and improvement of
appearance of teeth, etc.
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12 Basic Constructional Features of a Nanobot

• Nanorobot has a C-nanotube body
• A bio-molecular n-motor that propels it and peptide limbs to orient itself
• Composed of biological elements such as DNA and proteins, genomes
• Hence, it can be easily removed from the body
• Sensors, molecular sorting rotors, fins and propellers
• <= 6 DOF
• Sensory capabilities to detect the target regions, obstacles
• C is the principal element comprising the bulk of a medical nanorobot.

13 Mathematical Modeling of a Simple 3-D NB

The motion dynamics of a n-robot in the fluid is assumed to be of a cubic polyl as
the propulsion model by.

Propulsion model (3D):

xk(t) = xk(0) + p0(t)ê0 + p1(t)ê1 + p2(t)ê2 p3(t)ê3

yk(t) = yk(0) + q0(t) f̂0 + q1(t) f̂1 + q2(t) f̂2 + q3(t) f̂3
zk(t) = zk(0) + r0(t)ĝ0 + r1(t)ĝ1 + r2(t)ĝ2 + r3(t)ĝ3

These are the topics which are used in the modeling of the simple 3-dimensional
nanobot.

• Quantum mechanics
• Fluid dynamics
• Hydraulics
• Thermal motions
• Friction, Re
• Fluid flow
• VLSI concepts
• System behavior
• Brownian motions
• Control strategy
• Theory of elasticity (Table 1).

Simulation parameters used for simulating the nanorobot.

• Physical
• Vein/Capillary/Vessel size
• Flow rate through vessel
• Differing diffusion coefficients
• Model
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Table 1 Simulation
parameters

Chemical signal

Molecular weight NOS = 58 kDa

Production rate Q̇ = 104 molecules s−1

Diffusion coefficient D = 100 µm2 s–1

Background concentration 6 × 10–3 molecules µm–3

Parameter Nominal value

Average fluid velocity ϑ = 1000µms−1

Vessel diameter d = 30 µm

Workspace length L = 60 µm

Density of nanorobots L × d: 2 µm × 0.5 µm

• Mathematical chemical based computations
• A 3D environment including bloodstream particles, n-robots, and the proteomic

signaling.

14 Simulation Tools

NanoHive-1 is a modular nanosys-simulator used for modeling the physical world
at a nanometer scale. Purpose of the simulator is to act as a tool for the study, design,
simulation, experimentation and development of nano- and biological entities.

14.1 Actual Buckling Mode—Shape Predicted Using
Simulations

The component layout provides easy access to all of the components that can be
included in a nanodevice and includes all of the levels of the nanodevice such as the:

• Nanosystems
• Molecular devices
• Device components
• Molecules
• Volumes
• Interfaces and connections
• Nanotubes
• DNA
• Dendritic polymers
• Neurons
• Ribosomes.
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Navigating the Map (Simulations)

In each turn, you should decide what action the nanobot has to take.
Some possible actions:

Move To (L/R/U/D/Angle)

Collect From

Transfer To

Attack/kill

Idle

Build Needle

Build Block

Force Auto Destruction.
Figure 5 gives the X-simulation, whereas Fig. 6 gives the simulation motion in

x-direction; this is followed by the component layout in Fig. 7. Next, Fig. 8 gives
the functional simulation layout, whereas Fig. 9 gives the representation of predicted
buckling mode shapes. Figure 10 gives a MNR navigation along the x-direction.

Fig. 5 X-simulation

Fig. 6 Simulation motion in
x-direction
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Fig. 7 Component layout

Fig. 8 Functional simulation layout
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Fig. 9 Representation of
predicted buckling
mode-shapes

Figures 10 and 11 give the front view of the nano-hive simulation tool and the result
of a simulation designed to test various distributed computing mechanisms (Fig. 12).

15 Conclusions

In this paper, we have presented a brief review of the nanorobots that were being
used in the biomedical engineering or curing of the deadliest disease in the world,
i.e., the cancer. Nature has created nanostructures for billenia. Biological systems
are an existing proof of molecular nanotechnology. Rather than keep our eyes fixed
on the far future, let us start now by creating some actual working devices that will
allow us to cure some of the most deadly ailments known, as well as advance our
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Fig. 10 MNR navigation
along the x-direction

Simulated Motion of the designed & developed Nanobot using 
Nano Hive-1 Ver 1.2.0 Beta-1 : Nano Systems Simulator 

ToolMaterial : C Nano-tubes 
Nano Hive-1 is a modular simulator used for

modeling the physical world at a nanometer scale
(adv : model the DNA / ribosomes)

Fig. 11 Front view of the
nano-hive simulation tool

capabilities directly, rather than as the side effects of other technologies. There will
be a day when eliminating cancer cells are mere an outpatient medical procedure
and is just a review paper, which serves as a basis for all the students, faculties as a
base for carrying out the research in this exciting field of nanorobotics. In the 2nd
part of the paper, the mathematical modeling and the simulation of a nanobot using
the nanohive software are being presented along with the simulation results.
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Fig. 12 Result of a
simulation designed to test
various distributed
computing mechanisms.
While just a test, it is still an
interesting simulation to
watch. A diamonded carbon
“knife” is pushed down on
the nanotubes with a 5 nN
force. Will the knife cut
through the nanotubes? The
system comprises ~20,000
atoms and runs for 5.5 ps of
sim time

16 Organization of the Research Article

The paper is organized as follows. The abstract is being presented in a concised
manner in the beginning of the paper. A brief information about the matter presented
in this paper is given in the introductory section. This is followed by the overview
of the work in Sect. 2. The conventional methods of the cancer therapy treatments is
given in Sect. 3 followed by the major drawbacks of the conventional methods used
in the cancer therapy in Sect. 4. Section 5 presents the modern technology used to
cure cancer therapy, whereas Sect. 6 gives the advantages of the modern technology
employed. This is followed by an abridged literature survey, where a large number
of research articles by various presenters are being portrayed in Sect. 7. The main
objective of nanorobotics in medical fields is given in Sect. 8. Section 9 gives the
design of nanorobots for medical applications. Next, the possible outcome of the
research work undertaken is given in Sect. 10. Section 11 gives the applications
of our research work undertaken followed by the basic constructional features of a
Nanobot in Sect. 12. The mathematical modeling of a simple 3-D nanorobot is given
in Sect. 13. The simulation tool used in the work and its overview are presented in
Sect. 14. Finally, the conclusions are portrayed in Sect. 15 followed by an exhaustive
number of references in the reference section.

17 Organization of the Research Article
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Switching Mechanism of Internal Model
Control-based PI Controller for Lag
Dominating Processes

Ujjwal Manikya Nath, Chanchal Dey, and Rajani K. Mudi

Abstract A good numbers of industrial processes are found to be lag dominating in
nature. To obtain desirable closed-loop response for such processes, internal model
control (IMC) technique with switching behavior is reported here. Initial setting
of the reported PI controller is obtained through SIMC technique [1]. Here, the
proposed scheme is based on switching between smooth control and tight control
methodologies of IMC tuning depending on the instantaneous process operating
conditions. Superiority of the proposed technique is verified through simulation study
on lag dominating process models with the help of MATLAB/SIMULINK toolbox.

Keywords Internal model control · PI controller · Smooth control · Tight control ·
Switching mechanism · Lag dominating process

1 Introduction

Presently, a number of industrial control loops employ internal model control (IMC)
technique [2–5] based proportional-integral (PI)/ proportional-integral-derivative
(PID) controllers due to their simple tuning guideline. Primarily, Rivera et al.
[6] proposed IMC based controller designing scheme for first-order processes,
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subsequently Chien [7], Morari and Zafiriou [8] extended the IMC strategy for
other process models. During closed-loop operation, IMC controllers provide good
set-point tracking, but load rejection response is quite sluggish for processes
with lag dominating nature. To enhance their load rejection performance, various
modifications have been reported in the literature [1, 9, 10].

To ensure acceptable disturbance rejection, researchers reported the tight control
mode for IMC controller to ensure higher speed of response. However, in prac-
tice, smooth process response is relatively preferred during set-point tracking [11].
Hence, to obtain improved overall performance for IMC controller during closed-
loop operation, smooth set-point tracking alongwith faster load recovery is preferred.
For achieving such dynamic behavior, incorporating an adaptive IMC [12, 13] or
auto-tuning feature [14–16] or switching scheme [17–19] with a conventional IMC
controller may be considered.

Here, in the proposed work, switching behavior is introduced in IMC structure
where initial setting of the controller parameters is computed through SIMC [1]
tuning.Here, in the reported scheme, controller setting switches between tight control
and smooth control depending on the current process operating conditions. To justify
the effectiveness of our proposed scheme, performance evaluation is made through
simulation study on a number of lag dominating process models reported in the
leading literatures. For quantitative assessment, performance indices—percentage
overshoot (%OS), integral absolute error (IAE), integral time absolute error (ITAE),
and total variation in control action (TV)—are calculated separately during set-point
tracking and load recovery phases.

2 Internal Model Control

Figure 1 shows the block diagram of an internal model control (IMC) scheme, and
its equivalent feedback structure is shown in Fig. 2. From the inner loop of Fig. 2 we
obtain the equivalent controller expression as given by

Gc(s) = q(s)

1 − G̃ p(s)q(s)
(1)

Fig. 1 Basic block diagram
of internal model control
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Fig. 2 Equivalent block
diagram of IMC
control scheme

Now, considering a lag dominating (i.e.,τP � θ ) first-order plus dead time
(FOPDT) process G̃ p(s) = kp

τps+1e
−θs where kp is the open-loop gain, τp is the

time constant, and θ is the dead time. Hence, IMC-PID controller can be formulated
for the said lag dominating process by the following steps:

Step I: Dead time (θ ) is factorized by first-order Pade’s approximation G̃ p(s) =
kp

τps+1
−0.5θs+1
0.5θs+1 .

Step II: FOPDT model is factorized into two parts—inverting
(
G̃ p+(s)

)
and

non-inverting
(
G̃ p−(s)

)
, i.e.,

G̃ p(s) = G̃ p+(s)G̃ p−(s) = kp(
τps + 1

)
(0.5θs + 1)

(−0.5θs + 1).

Step III: A first-order filter f (s) = 1
λs+1 is cascaded with the inverted part(

G̃ p+(s)
)
as obtained from Step III.

q(s) =
(
τps + 1

)
(0.5θs + 1)

kp

1

λs + 1
.

Step IV: Substituting the relations obtained from Steps I-IV in Eq. (1) and

comparingwith the expression of non-interacting PID controller,
(
kc

[
τI τDs2+τI s+1

τI s

])
,

we can obtain the tuning parameters (kc: proportional gain, τI : integral action time
and τD: derivative time).

kc = τp + 0.5θ

kp(λ + 0.5θ)
, τI = τp + 0.5θ, τD = τpθ

2τp + θ
(2)

Equation (2) represents the conventional IMC-PID settings for FOPDT processes.
With these settings (Eq. (2)), IMC based controller is capable to provide acceptable
set-point tracking, but its load recovery is not satisfactory due to larger values of
τ I especially for lag dominating processes. From the literature survey [5–7, 9] it is
found that that there are two alternatives to improve load rejection behavior, either
the controller is to be tuned with a smaller value of integral time [1] or it should have
a larger value of proportional gain [3].
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As discussion is made in [18], larger value for λ and τI is desirable for smooth set-
point tracking (mode-I) with lesser oscillation. On the contrary, during load change,
smaller value for λ and τI is preferred for faster load recovery (mode-II). Hence, to
ensure improved closed-loop responses during both set-point tracking and load rejec-
tion phases, switching between mode-I (smooth control) and mode-II (tight control)
will be advantageous based on the instantaneous process operating conditions for
providing appropriate values of λ and τI .

3 Proposed Switching Mechanism

Flowchart of the proposed online tuning scheme is shown in Fig. 3. Switching
between smooth control and tight controlmechanismwith step excitation and pulsed
nature load variation during closed-loop operation of a typical under-damped second-
order process is depicted in Fig. 4. In the following section, detail about the oper-
ational scheme will be discussed with relevant timing diagram related to online
switching between smooth control and tight control.

The switching mode control logic is designed based on two major signals, i.e.,
state signal and triggering signal. The state signal is derived based on the following
logic:

‘If both the |eN (k)| and |�eN (k)| are low (L) , then output is low (L) , otherwise
output is high (H)’.

Similarly, triggering signal is derived by the following logic:
‘If output of state signal and |�rN (k − 1)| are same (, i.e., low or high) ,then

output is high (H) , otherwise output is low (L)’.
Now, the output of triggering signal switches from low (L) to high (H), and at the

same time, output of state signal is high (H), then mode-I will be selected (mode-I
corresponds to smooth control with higher values of τI and λ). On the contrary,
during triggering if output of state is low (L), thenmode-II will be selected (mode-II
corresponds to tight controlwith smaller values of τI and λ). Selection ofmode-I and
mode-II is also separately shown by enlargement of the relevant portions of Fig. 4.
Guidelines related to the selection of mode-I, mode-II and threshold values (The,
Th�e and Th�r ) are considered from [18].

4 4. Simulation Study

Efficacy of our proposed online switching mechanism for IMC controller is justified
with various process models—first-order plus dead time (FOPDT), second-order
plus dead time (SOPDT) and integrating plus dead time (IPDT) process. Here, it is
to mention that though IMC controllers are realized based on the reduced FOPDT
models, but its closed-loop performance is tested on actual higher-order model. For
quantitative estimation, integral performance indices—%OS, IAE, ITAE, and total
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Fig. 3 Flowchart for online switching of IMC-PI controller

variation (TV) in control action—are computed. For simulation study, the following
three process models are chosen.

Model I; G̃ p(s) = 3
100s+1e

−10s [3]

Model II: G̃ p(s) = 1
(s+1)(0.2s+1) [1]

Model III: G̃ p(s) = 1
s e

−s [20]
By incorporating our proposed switchingmethod, we obtain separate set of values

for λ and τI during set-point tracking, i.e., to ensure smooth control (mode-I) and
during load recovery phase for tight control (mode-II). All the adjustable tuning
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Fig. 4 Switching mechanism for a typical lag dominating process during set-point changes and
load disturbance

parameters (λ and τI ) for Model-I, II, and III are listed in Table 1, and corresponding
performance indices are provided in Table 2. The closed-loop process responses for
Model I-III are shown in Figs. 5, 6 and 7, respectively. From the performance indices
(as listed in Table 2) as well as Figs. 5, 6 and 7, improved closed-loop responses
are found by employing the reported online switching scheme in comparison with
fixed SIMC tuning [1].

Table 1 Tuning parameters of controllers

Model Controller Operating condition Controller parameters

λ τ I

I SIMC [1] Overall 10 80

Proposed Set-point tracking 15 100

Load recovery 0.5 72

II SIMC [1] Overall 0.1 0.8

Proposed Set-point tracking 0.15 0.72

Load recovery 0.05 1.1

III SIMC [1] Overall 1 8

Proposed Set-point tracking 1.5 100

Load recovery 0.5 7.2
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Fig. 5 Closed-loop response of Model I
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Fig. 6 Closed-loop response of Model II

5 Conclusion

In this work, an online switching for IMC controller is reported for lag domi-
nating processes. Instead of considering fixed values of tuning parameters for IMC
controllers, i.e. static closed-loop time constant (λ) and integral time (τI ), dynamic
nature is incorporated in selecting their values depending on the current process oper-
ating conditions.As a result, an overall performance enhancement during closed-loop
response is observed by incorporating our proposed online switching scheme with
the SIMC settings compared to fixed SIMC settings. In future, there is a scope
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Fig. 7 Closed-loop response of Model III

Table 2 Performance indices of controllers

Model Controller Set point Load rejection

%OS IAE ITAE TV IAE ITAE TV

I SIMC [1] 8.1 24.88 645.3 3.53 47.84 1.89 × 104 1.49

Proposed 0.8 25.17 391.7 4.50 32.38 1.23 × 104 1.85

II SIMC [1] 32.1 0.715 0.574 4.89 0.144 128.9 2.55

Proposed 19.2 0.598 0.371 4.40 0.097 0.861 2.79

III SIMC [1] 27.6 3.919 20.03 1.218 15.98 766.20 1.55

Proposed 1.8 2.563 4.826 1.36 10.79 508.80 1.844

for performance evaluation of the proposed technique in comparison with other
existing well-known tuning relations through simulation study as well as real-time
experimentation.
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Hybrid Model for Vendors Providing
Materials to a Manufacturing Company

Prabjot Kaur

Abstract Selection of vendors in this paper is based on various multiple criteria like
cost, quality, cycle time, service, and reputation. Due to multiple criteria the decision
becomes vague and complex, so such types of situations are best handled by fuzzy
sets. AI methods like artificial neural network (ANN) cope well with complexity and
uncertainty as well. In this paper, various fuzzy AHP approaches like fuzzy extent
analysis (FEA) and fuzzy geometric mean (FGM) method were used to find the
priority weights [10] for the various vendor with respect to various criteria. From
fuzzyAHP, the priorityweightswere passed throughANNfor the selection of eligible
vendors for the small firm. The advantage of combining the outputs of AHP with
neural network model is that it refines, generalizes, and extracts information from
data basis very efficiently and effectively. A numerical example explains the method
adopted for vendor selection. Using performance measures like mean square error
(MSE), root mean square error (RMSE), and mean absolute error (MAE) showed
that FEA with ANN gives better results than FGM with ANN.

1 Introduction

The vendor selection is a two phase process: “The first phase identifies the criteria
for selection of vendor and secondly phase the methodology that uses these criteria
for evaluation and ranking of the vendors” [18]. Dickson [17] laid the foundation
of vendor selection problem, stating that 23 criteria were important for its selection.
While Chai et al. [20] gave 26 methods divided into three categories called “multi-
criteria decision-making (MCDM), mathematical programming (MP), and artificial
intelligence (AI) methods” for selection of vendors. Neural networks are one such
AI method. Aouadni et al. [22] classified the “MCDM approaches into” two cate-
gories called single-criterion synthesis which include methods TOPSIS, AHP, etc.,
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and outranking synthesis approach. The advantage of AHP is its advantage of orga-
nizing the problem in a hierarchical structure and measuring consistency in decision
maker’s acumen. The common factor between fuzzy AHP and ANN is its ability to
tackleuncertainty and complexity. In this paper, neural network is applied on fuzzy
AHP methods to select the best vendor from a group of vendors.

The first study on the application of neural network model in vendor selection
problemwas proposed by Siying et al. [21]. Albino et al. [1], Nassimbeni and Battain
[2], Vahdani et al. [3] used various neuro-fuzzy based approaches for supplier selec-
tion problems. Kumar and Roy [15] used an integrated model for vendor selec-
tion using neural network, Lakshmanpriya et al. [4] and Tang et al. [5] applied the
analytic hierarchy process and neural network process to select vendor in supply
chain management. Harikannan et al. [13] used TOPSIS with ANN method for
supplier selection problem. Kar [16] in his study applied a hybrid approach for
the supplier selection problem using fuzzy sets, analytic hierarchy process, and
neural networks to provide group decision support under consensus achievement.
Tavana et al. [19] in their approach formulated the ANN approaches like ANFIS
and multi-layer perceptron (MLP) in a supplier selection framework with partial
information.

In this paper, fuzzy AHP-ANN method is used as a vendor-rating system where
the attributes weights are found by a series of pair-wise comparisons and then used
to construct a vendor evaluation and selection system. Neural networks can extract
decision-making capability from databases [6] and also a good adaptive system. If
one combines the outputs of a neural network model with AHP, it improves accuracy.
The application of the approaches explained are explained by a numerical example.

The organization of the paper consists of various sections. Sect. 1 states the intro-
duction of the problem. In Sect. 2, the basic concepts of fuzzy sets are stated. Section 3
includes the discussions related to the methodology of fuzzy AHP and ANN to be
used in the problem. Section 4 gives a numerical example for illustration. Section 5
consists of results and discussion, and finally, in the last section, we have conclusions
of the results.

2 Methodology

2.1 Analytical Hierarchy Process (AHP)

The analytic hierarchy process (AHP) is a structured technique for organizing and
analyzing complex decisions, based on mathematics and psychology. It was devel-
oped bySaaty [7] in the 1970s and has been extensively studied and refined since then.
AHP is a process for developing a numerical score to rank each decision alternative
based on how well the alternative meets the decision maker’s criteria.
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2.2 Fuzzy Analytical Hierarchy Process

Fuzzy AHP deals with uncertainty in judgments by expressing the comparison ratios
as fuzzy sets or fuzzy numbers. In this paper, we use triangular fuzzy numbers to
represent data sets, and methods of fuzzy geometric method [8] and fuzzy synthetic
extent analysis method [9] were used for the decision makers’ comparison judgment
and evaluate the final priority of different criteria.

In our approach of fuzzy AHP if we use triangular fuzzy numbers, the fuzzy
number ui j is r represented as a triplet (li j ,mi j , ui j ) where mij, lij, and uij are the
middle, the lower, and the upper values, respectively. In AHP a consistency index is
used tomeasure any inconsistency in each comparisonmatrix and the entire hierarchy.
Consistency ratio (CR) is required to be less than 0.10 for acceptable results.

2.3 Fuzzy Geometric Mean Method [10]

In fuzzy geometric mean method:
Step1: Let A = [auv]kxk is fuzzy reciprocal matrix. Evaluate the geometric row

mean

ru = (au1 ∗ au2 ∗ . . . ∗ auk)
1/k (1)

Step2: We normalized the geometric row mean given by

wu = ru ∗ (r1 + r2 + · · · + rk)
−1 (2)

Step3: Using Eqs. (1) and (2), calculate the weights of each criteria and subcriteria
under its main criteria.

2.4 Fuzzy Extent Analysis [9]

Let us consider X = {x1, x2, …, xn} is an object set, and U = {u1, u2, …, um} be
a goal set. Therefore, according to the method for each object, set m extent analysis
for each goal gi is performed. Therefore, m extent analysis values for each object
can be obtained as follows:

Step 1: We calculate the value of fuzzy synthetic extent with respect to the ith
object as

Si =
m∑

j=1

M j
gi ⊗

⎡

⎣
n∑

i=1

m∑

j=1

M j
gi

⎤

⎦
−1

(3)
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where
m∑

j=1

M j
gi =

⎛

⎝
m∑

j=1

l j ,
m∑

j=1

m j ,

m∑

j=1

u j

⎞

⎠ (4)

The inverse of the vector is computed by using Eq. (3) as

⎡

⎣
n∑

i=1

m∑

j=1

M j
gi

⎤

⎦
−1

=

⎛

⎜⎜⎝
1

n∑
i=1

ui

,
1

n∑
i=1

mi

,
1
n∑

i=1
li

⎞

⎟⎟⎠ (5)

Step 2: The degree of possibility of M2= (l2, m2, u2) ≥ M1= (l1, m1, u1) is
defined as

V (M2 ≥ M1) = hgt (M1 ∩ M2) = μM2(d)

=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 , ifm2 ≥ m1

l1 − u2
(m2 − u2) − (m1 − l1)

, if l1 ≥ u2

0 , otherwise

(6)

where d is the ordinate of the highest intersection point D between μM1 and μM2 .To
compare M1 and M2, we need both the values of V(M1 ≥ M2) and V(M2 ≥ M1).

Step 3: The degree of possibility for a convex fuzzy number to be greater than k
convex fuzzy numbers Mi(i = 1, 2, …, k) can be defined by

V (M ≥ M1, M2, . . . , Mk))] = min V (M ≥ Mi ), i = 1, 2, 3, . . . , k.

Assume that d(Ai ) = min V (Si ≥ Sk) (7)

For k = 1, 2, .., n; k�=i. Then, the weight vector is given by

W = (d (A1), d (A2), . . . , d(An))
T (8)

where Ai(i = 1,2, …, n) are n elementsStep 4: We obtain the normalized weight
vectors as

W = (di(A1), di(A2), . . . ., dAn)
T (9)

where W is a deterministic value.
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2.5 Artificial Neural Network (ANN)

Artificial neural networks (ANN) or connectionist systems [14] are computing
systems vaguely inspired by the biological neural networks that constitute animal
brains. Such systems “learn” to perform tasks by considering examples, gener-
ally without being programmed with task-specific rules. The implemented model
performs tasks faster than traditional system. Basically, ANN has three types of
learning: learning with a teacher, learning without a teacher, and reinforcement
learning. This paper is based on unsupervised learning that is learning without a
teacher. In unsupervised learning, desired outputs of the network are not available.

The neural network model is as:-
From the figure, it is clear that there is no feedback loop from the environment

to inform what the outputs should be or whether the outputs can be correct. The
network must itself discover patterns, regularities, features from the input data, and
relations for the input data over the outputs.

The ANN model comprises of one input layer, one hidden layers, and one output
layer. The inputs with their weights, pass through the hidden layer for processing.
By using the sigmoid function to the given data, the outputs of the hidden layer are
found. These outputs finalize the output layer. The highest weight is considered as
the best vendor for the selection process.

3 The Performance Measure for the Fuzzy AHP Methods

Evaluating the performance of imodels by using mean squared error (MSE),
root mean squared error (RMSE), and mean absolute error (MAE) between the
experiential and predicted values of ranking the vendors:

1. Mean square error(MSE) = 1
n

n∑
1

(t i − oi )2

2. iRMSE =
√∑ (t i−oi )2

n

3. iMAE = 1
n

∑|(t i − oi )|

4 Numerical Example [10]

This example is taken from a paper Kaur et al. [10] where a manufacturing company
wants to select suitable materials vendor to provide materials for manufacturing of
a new product. Three competing vendors A, B, and C were accepted for evaluation
after initial screening. The appraisal is based on five criteria (Table 1): (1) cost (C),
(2) quality (Q), (3) service (S), (4) cycle time (CT), and (5) reputation (R).

The steps of selection for a final vendor are given in the algorithm below.
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Table 1 Data for the pair-wise comparison between the criteria [10]

Goal C Q S CT R

C 1 1 1 4 1

Q 1 1 2 4 2

S 0.25 0.25 0.2 1 0.33

CT 1 0.5 1 5 3

R 1 1 0.33 3 1

4.1 Algorithm for Evaluation of Vendors

1. The vendor selection problem has been organized in a hierarchy. Tables 2, 3,
and 4 taken from [10] represent evaluation of the vendors by using crisp and fuzzy
data.
2. From the fuzzy decision matrix, fuzzy weight of each criterion was determined.

Table 2 Fuzzy data for pair-wise comparison between the main criteria [10]

Goal C Q S CT R

C (0 ,1, 2) (0, 1, 2) (0, 1, 2) (3, 4, 5) (0, 1, 2)

Q (0, 1, 2) (0, 1, 2) (1, 2, 3) (3, 4, 5) (1, 2, 3)

S (0, 1, 2) (0.33, 0.5, 1) (0, 1, 2) (4, 5, 6) (2, 3, 4)

CT (0.2, 0.25, 0.33) (0.2, 0.25, 0.33) (0.167, 0.2, 0.25) (0, 1, 2) (0.25, 0.33, 0.5)

R (0, 1, 2) (0, 1, 2) (0.25, 0.33, 0.5) (2, 3, 4) (0, 1, 2)

Table 3 Fuzzy pair-wise
comparison for the various
vendor w.r.to cost criteria [10]

Quality Vendor A Vendor B Vendor C

Vendor A (0, 1, 2) (0.2, 0.25, 0.33) (0.3, 0.5, 1)

Vendor B (3, 4, 5) (0, 1, 2) (2, 3, 4)

Vendor C (1, 2, 3) (0.25, 0.33, 0.5) (0, 1, 2)

Table 4 Global weights from fuzzy geometric mean method [10]

Criteria weights Vendor A Vendor B Vendor C CR

Cost (C) 0.2321 0.1435 0.6134 0.2441 0.08

Quality (Q) 0.2904 0.0948 0.3447 0.5613 0.04

Service (S) 0.0531 0.2834 0.6453 0.0711 0.008

Cycle time (CT) 0.2525 0.3076 0.2270 0.4643 0.08

Reputation i(R) 0.1721 0.4746 0.4746 0.06298 0.006

Global weights 0.2352 0.5986 0.5244
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3.The geometric mean method and fuzzy extent analysis calculated the local
and global priorities in Tables 5, 6, and 7 using Eqs. (1)–(9), respectively. The
calculated results are taken from [10].
4. Then, ANN as shown in Fig. 1 is used to predict the selection of an appropriate
vendor.
5. The calculations of ANN [4, 11] are as follows: Firstly, the output values of
hidden layer is calculated. Take extracted criteria weights from geometric mean
and fuzzy extent analysis methods.
6. Compute the input value for input layer
Xi = 1/number of vendors.
7. Compute

Table 5 Global weights from fuzzy extent analysis method [10]

Criteria weights Vendor A Vendor B Vendor C CR

Cost (C) 0.9037 0.3321 1 0.6904 0.08

Quality (Q) 0.9822 0.1311 0.8052 1 0.04

Service (S) 0.226 0.5873 1 0 0.008

Cycle time (CT) 1 0.3076 0.7967 1 0.08

Reputation (R) 0.8132 1 1 0 0.006

Global weights 2.334 3.530 2.533

Table 6 Output values for hidden layer using fuzzy geometric mean method

Criteria Criteria weights Input value Xi
∑

XiWci Output layer for hidden
layer Yci

Quality 0.3221 0.333 0.4318679 0.606319617

On-time delivery
(OTD)

0.2904 0.333 0.2967032 0.573636389

Systematic billing
(SB)

0.0531 0.333 0.2530469 0.562926304

Safety (S) 0.2525 0.333 0.4522475 0.611173464

Job knowledge
(JK)

0.1721 0.333 0.3719279 0.591924744

Table 7 Results for output layer using fuzzy geometric mean

Vendor Yc0 =
0.60632

Yc1 =
0.5736

Yc2 =
0.5629

Yc3 =
0.6112

Yc4 =
0.5919

∑
YciWci Yvi

Vendor A 0.1435 0.0948 0.2834 0.3078 0.4746 0.96984513 0.7251

Vendor B 0.6134 0.3447 0.6453 0.2270 0.4746 1.55256915 0.8253

Vendor C 0.2441 0.5613 0.0711 0.4643 0.06298 1.12967242 0.7558
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Fig. 1 A neural network model for VSP

∑
XiWci =

n∑

i=0

{input value (Xi ) ∗ Weight on i th criteria}

+ {input value for all bias neuron + Weight for all bias neuron}

8. Calculate the output value for hidden layer.
Input value for output layer (Ycii ) = 1/(1 + e−α(

∑
XiWci))

9. For matrix of output layer, write Yci , i.e., the computed value with respect to
vendors
computed weights in matrix form.
10. Compute

∑
YciWvi =

n∑

i=0

{i th vendor weight ∗ i th computed Yci }

+ {input value for all bias neuron ∗ weight for all bias neuron}

11. Compute Yvi , i.e., value for the output layer = 1/ (1 + e−α(
∑

YciWvi))
12. Arrange the vendors according to Yvi values calculated. The vendor with the
largest value
is selected.
The above calculations of the algorithm are shown in Tables 4, 5, 6, 7, 8, 9, and
10 below.

Assume the intake for each of the bias neuron = 1
Assume the weight for each of the bias neuron = 0.2Xi = Intake value for input

layer = 1/3 = 0.333, α = 1Wci = Weight of criteriaYci = Output value for hidden
layer = 1/(1 + e−α(

∑
XiWci))The result is: V 2 > V 3 > V 1The result is: V 2 > V 3 > V 1
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Table 8 Value for output values for hidden layer using fuzzy extent analysis method

Criteria Criteria weights Input value Xi
∑

XiWci Output layer for hidden
layer Yci

Quality 0.9037 0.333 1.1027 0.7507

Systematic billing (SB) 0.9822 0.333 1.1812 0.7651

Service 0.2260 0.333 0.4257 0.6049

Cycle time 1 0.333 1.1999 0.7685

Reputation 0.8132 0.333 1.0123 0.7335

Table 9 Value for output layer using fuzzy extent analysis method

Vendor Yc0 =
0.7507

Yc1 =
0.7651

Yc2 =
0.6049

Yc3 =
0.7685

Yc4 =
0.7335

∑
YciWci Yvi

Vendor A 0.3321 0.1311 0.5873 0.9588 1 2.3752 0.9149

Vendor B 1 0.8052 1 0.7967 1 3.5175 0.9711

Vendor C 0.6094 1 0 1 1 2.7214 0.9384

Table 10 Comparing the
results of the two methods

Fuzzy geometric mean
(FGM)

Fuzzy extent analysis
(FEA)

Vendor A 0.7251 0.9149

Vendor B 0.8253 0.9711

Vendor C 0.7558 0.9384

Rank V2 > V3 > V1 V2 > V3 > V1

Note: we resemble A, B, C as 1, 2, and 3, respectively, in vendor.

4.2 Results and Discussion

We have considered three vendors with five criteria. Fuzzy AHP and ANN model
have been proposed for the selection of a vendor. In this process, the weights [10]
are calculated from fuzzy geometric mean method and fuzzy extent analysis and
are fed into neural networks for selection of best vendor. The input is assumed
to be the same for all neurons and depends on the number of vendors as shown
in calculations above. From Table 9 calculations, we observe that vendor 2 has
the largest value of 8253 in comparison with other vendors. We observe that the
reputation and service (Table 2) of vendor 2 are excellent compared to vendor 3 and
vendor 1. So, vendor 2 is best for selection based on the evaluation criteria. In any
inevitable circumstances, the immediate vendors will be best selection according to
that organization. Table 11 shows the performance accuracy measure MSE, RMSE,
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Table 11 Performance
measure of the two methods

Fuzzy geometric mean
method

Fuzzy extent analysis
method

MSE 0.0189 0.002251

RMSE 0.1378 0.0474

MAE 0.1312 0.0415

and MAE for the two methods. We observe that fuzzy extent analysis gives better
performance than fuzzy geometric mean method.

5 Conclusions

A hybrid model of vendor selection problem (VSP) with applications of fuzzy AHP
and ANN was presented. The model extracts and exploits the advantages of the two
methods. Fuzzy AHP is used to tackle uncertainty and imprecision in data based on
approximations or pair-wise comparison, whereas ANN has good adaptive systems
with tolerance of imprecise data and model-free structure.

In future scope, other fuzzy AHPmethods can be used for comparative studies for
a wider perspective of the problem. Neural network has a structure which is flexible
enough to represent and integrate information. Thus, other learning rules can also be
implemented in the model.
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Solar Powered Irrigation System

Russell Pinto, Carol Mathias, Nidhi Kokande, Mathew Thomas,
and U. S. Pushpas

Abstract Agriculture and farming are not saturated to just farmers as there are
variety of crops and plants that are produced in a large scale to fulfill the requirement
of day-by-day growing population as there are various varieties of plants they all
require specific environment to grow, and so, they all need proper fertilizers and
water content. Farming is usually done by using manual methods that sometimes
causes excess use of water or fertilizers which in turn results in wastage of water
even sometimes if water is not supplied properly crops do not tend to grow at their
full extend. Usually, pumps are used for irrigation, which requires ample amount of
energy for large fields, and usually, diesel or electricity is used to run those pumps.
As these manual methods consume a lot amount of energy and lead to problems like
shortage of water and flooding some times because of manual controlling, we have
chosen to select automatic controlling of irrigation powered by solar energy. Solar
energy is a renewable source of energy, which is available to us and can be converted
into usable form by using photovoltaic cells, so we have incorporated solar cells to
save energy in our irrigation system.
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1 Introduction

The project took into consideration all the factors that are important and lead to
less power consuming with higher efficiency of crop production that are necessary
to fulfill the growing demand of food day by day. Energy efficient wireless sensor
network provides better solution in this case [1–6]. The system works automatically
as there is an Arduino controller to run the system. Multiple sensors are incorporated
in the system to monitor the condition of soil and take necessary steps to fulfill the
requirement.

We have incorporated GSM/GPRS module so that our system can be monitored
remotely, so if the farmer is away from the field, he will be getting proper feedback
of the system. There are many countries that do not receive proper rain, so they are
unable to water their crops properly, but if they are having an automatic irrigation
system which sense the requirement of the water in the soil, so they can save the
excess amount of water that was wasted earlier in the times of water deficiency [7, 8].

As our system is powered by solar, there is no need to use diesel generators to
power the system which in turn saves money and motivates the farmer [9, 10].

A. Irrigation: Irrigation system is considered as a framework that disseminates
water to target territory. Irrigation system is intended for horticultural purposes.
Productivity of the water system lies on the framework utilized. Since the prior
occasions, human life is governed by agribusiness, and the Irrigation system is
one and only of the apparatuses that expand farming. There are various dissimilar
sorts of water system framework all over throughout the world, but these water
systems are confronting several issues [11].

B. Drip Irrigation: The drip irrigation system is otherwise called trickle irrigation
water system water is applied in the drops legitimately close to the base of the
plant. Water is passed on through an arrangement of adaptable funnel lines,
working at low weight, and is applied through plants through trickle spouts [12].

C. SolarEnergy: Solar energy, brilliant light andwarmth from the sun, Solar energy
is the most limitless wellspring of energy on the planet. Sun-based power is not
only an answer for the current energy crisis yet also an ecofriendly kind of
energy. Photovoltaic age is a monetary technique for abuse of sun-based energy.
Sun-based sheets are nowadays comprehensively used for running streetlights,
for controlling water radiators and to meet neighborhood loads [13, 14]. The
cost of sun situated sheets has been never-ending lessening that engage sits use
in different divisions. One in all the uses of this development is used in water
system frameworks for developing. Daylight-based energized water framework
structurewill be an appropriate alternative for farmers in the ebb andflowcircum-
stance with energy crisis in India. This a green procedure for energy creation
that gives free energy once a basic hypothesis is molded [15–20].
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2 Literature Survey

With the ceaseless increment in petroleum product cost and decrease in top watt cost
of sun-oriented cells because of large-scale manufacturing, the photovoltaic force is
to turn out to be further efficient in future [21–25]. Studies have been completed on
execution assessment, streamlining, measuring methods, productivity improvement
and variables influencing framework execution, financial and natural parts of PV
siphoning frameworks. The features of the examination examinations are introduced
in this segment [26–34].

3 Block Diagram

Resulting are the main mechanisms used from which solar powered automatic irri-
gation system by means of Arduino and GSM has been fabricated (Figs. 1, 2, 3, 4,
5, 6 and 7; Table 1).

• Arduino UNO
• GSM SIM module
• Soil moisture sensor
• 12v relay
• BC 547 transistor
• Voltage Regulator-7805 and 7812
• Water level depth detection sensor
• Solar panel
• Battery
• PIR sensor.

PIR Sensor: A PIR movement sensor has an ability to recognize movement inside
an exceptionally wide point. PIR means ‘Latent Infrared’ on the contrary side of
the PIR is a supporting driver hardware and three pin connector. The pin out for the
connector on the PIR movement sensor is GND, Out and 5 V gracefully. The module
has three additional pins with a jumper between two of them. PIR additionally has
two potentiometers, one for altering affectability of the sensor and other for choosing
the time the yield signal remains high when movement is recognized. PIR sensor
voltage ranges from 5–20Vwith low force utilization of 65mA.Yield is an advanced
3.3 V sign, and the detecting range is 120° inside 7 m. It is perfect to identify the
development of a human inside or out of the scope of the sensor (Fig. 8).

IOT (Internet of Things): In this frameworkwith the utilization of IoT, the focal unit
speaks with the client, enlightens the present data concerning the field and further-
more takes orders from the client and in like manner plays out the ideal activities.
Utilized IoT for the treatment of information from a server, which legitimately bring
the information progressively from the sensors utilized for the observing reason.
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Fig. 1 Block diagram
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Fig. 2 Arduino UNO board

Fig. 3 GSM/GPRS module
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Fig. 4 Soil moisture sensor

4 Result and Conclusion
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Fig. 5 12 V relay circuit
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Fig. 6 Solar panel

Fig. 7 Lead acid
rechargeable battery

The above picture is of the project implemented consisting of the solar panel,
charge controller, rechargeable battery supplying the power to Arduino Atmel to
which all the sensors like soil moisture sensor, water level detector sensor and PIR
sensor are connected (Table 2).
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Table 1 Specification of
Arduino UNO

Microcontroller ATmega328

Operating voltage 5 V

Input voltage 7–12 V

Input voltage (limits) 6–20 V

Digital I/O Pins 14(of which 6 provide PWM
output)

Analog Input Pins 6

DC Current per I/O Pin 40 mA

DC Current for 3.3 V Pin 50 mA

Flash Memory 32 KB (ATmega328) of which
0.5 KB used by bootloader

SRAM 2 KB (ATmega328)

EEPROM 1 KB (ATmega328)

Clock speed 16 MHz

Length 6.86 mm

Width 5.34 mm

Weight 25 g

Data Retain 20 year

Fig. 8 PIR sensor

Table 2 Water level sensor Input volt Low output High output

5 V 10% 90%
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The above screenshot is of the message that is obtained after regular interval as
coded in the program. It gives the owner information about the status of the motor
pump, soil moisture value, output of the motion detector sensor and the tank water
level. This allows the user to have the information of all the sensors, motor and tank
water level sitting away from the farm (Table 3).

The above table helps to read the status of the analog soil moisture sensor. The
input voltage applied to the soil moisture sensor is 3.5 V. At this applied voltage,
the sensor starts working. If the resulting output of the sensor, i.e., the conductivity
between its plates is 667, then the motor starts working. If the sensor output is as low
as 210, then the motor turns off (Table 4).

The above readings are of the digital PIR sensor. It is the motion sensor detector.
Any motion within its range results in output as 1. It has potentiometer, with which
we can set the sensitivity of the object to be determined. If no motion is detected,
then the resultant output produced is 0.

The above table gives the reading of the water level sensor that determines the
water level of the tank. Depending on the output of the sensor, the motor turns on and

Table 3 Soil moisture sensor Input volt Low output High output

3.5 V 210 667

Table 4 PIR sensor Input volt Low output High output

5 V 0 1
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off. If the water level is below the 10% of the volume of tank, then the motor does
not turn on irrespective of the status of the soil moisture sensor. If the water level of
the tank is above 10% of the volume of the tank, provided the soil moisture sensor
has low output, the motor turns on. So, this project aims toward water conservation
and energy conservation with automated farming. It makes sure to make effective
use of resources with the help of technology in order to make proper utilization of
water and avoid wastage of electricity, which is a non-renewable source.

5 Future Scope

Automatic agriculture is the most suitable option considering today’s condition as
the decreasing interest of youth in agriculture. Controller-based soil monitoring will
provide data of the soil condition with fertility and moisture levels of the soil for
every month and can be compared to decide the usage of land for farming.

Agricultural drones are used to monitor fields and generate data accordingly. The
farmers will get the bird’s eye view to monitor the field and will be able to make a
survey periodically with a larger view and less hazel. Agricultural drones will allow
the farmer to locate the unhealthy crops and areas that are getting harmed by insects
and causing damage to the crops which will lead to decrease in the production of
crops and will cause loss to the farmer. There is a very large scope in this field, along
with technological growth, there are multiple ways to incorporate technology with
the very importance of our lives that is food.
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A Novel Algorithm for Dynamic Control
and Modeling of Myoelectric Signals
for Prosthetics

Anudruti Singha and R. K. Mugelan

Abstract In present-day scenario, major efforts have been put into the development
of human prosthetic models from electromyographic (EMG) signals to achieve more
natural control for re-habitation of humans. Myoelectric control of prosthetic arms
provides light for providing naturalistic movements. The objective of this article
is to reconstruct the input myoelectric signal by removing the noise, mitigating
the electrical and mechanical disturbances present in the EMG signal. To meet the
above objective, a novel algorithm called Anudruti algorithm is proposed which
makes use of Fourier transform spectral analysis and Kalman filter. The proposed
algorithm smoothens the input signal to the prosthetic model, thereby enhancing
the performance of the system even with worst input conditions. The algorithm is
mathematically modeled, and the simulated results are obtained in support of the
model. The Anudurti algorithm is put under various test conditions from best to
worst, and the results are found to be more promising than the conventional system.
The test results show that the system achieves its maximum efficiency of 94% and
to a minimum of 73%.

Keywords Prosthetic model · EMG ·Myoelectric signal · Kalman filter

1 Introduction

Electromyogram (EMG) signal is an electrical signal that is produced due to muscle
contractions [1]. This EMG signal is having a major field of application such as
identification of patients with motion imbalance, muscle functioning, and a major
part in the development of prosthetic which aids the physically disabled peoples. The
signal always has major noise issues in it which can be resolved in certain ways. The
study proposes a Kalman filter technique to decode joint angles in x- and y-planes
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(θ x and θ y) from surface EMG signal [2]. The Kalman filter is first trained using
training data to set its parameters, which are subsequently used to decode the EMG
signals of the testing dataset to identify the movement direction. The paper helped
us to understand how to model the angles and analyze the stability using the Kalman
filter [3]. The ideology and the parameter selection such as force, voltage, and angle
are taken from the papers.

As with all research reports and surveys on medical prosthetics explains that
the prosthetics are an insignificant role toward human rehabilitation and growth in
everyday life. From the surveys in the near past, it is evident that there are undoubtedly
significant issues yet to be addressed, such as.

• Noise in EMG [4] signals due to different external and internal factors
• Electrical disturbances, i.e- majorly voltage errors due to improper placement of

EMG leads, circuit problems, temperature, etc.
• Mechanical disturbances majorly instability due to high or low resistance,

improper working of sensors which further lead to electrical instability.

These key issues lead to improper functioning of the prosthetic and leading to
high prone damage in shorter periods which impacts the instability or fear of falling.
It also tends to generate fatigue and reduced mobility, such as the complexity of the
nonlinear system, unavailability of an accurate and precise mathematical model.

This article aims to provide a better quality of service to the user with reduced
complexity. The objective is met by conditioning [5, 6] the input signal to the control
system computational algorithmwith an advancedwhite lineKalman filter altogether
leading to a novel algorithm termed as ‘Anudruti’ algorithm. This novel algorithm is
designed to reduce the system complexity and to maintain the stability of the system
as well as to mitigate the imbalance in the system on its own without using any
feedback. Hence, complete integration can be obtained by a joined, coordinated style
of the hand optimization that considers the target not solely the intrinsic performance
of every single scheme. Despite the intensive efforts being created with entirely
different techniques mentioned [7], finding an appropriate algorithm that permits
the decoding of arm movement exploitation surface myogram with high efficiency
was hardly achieved. A recent study [8] that used the Kalman filter with a myogram
signal to rewrite the movement resulted in poor performance.

2 System Modeling

The Anudruti algorithm works with signal conditioning followed by the input to the
system, and the flow is explained as follows. The input EMG signal to the prosthetic
arm fluctuates leading to a time-invariant input to the systemwhich puts the system’s
stability under test. The EMG signal obtained from the prosthetic arm (user) is condi-
tioned as shown in Fig. 1, by sampling according to our requirement followed by
frequency-domain conversion by fast Fourier transform. The inverse Fourier trans-
formed EMG signal is passed through a band-pass filter designed according to our
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Fig.1 Signal conditioning in Anudruti algorithm

Fig. 2 Kalman filtering in Anudruti algorithm

required cut-off frequency. Maximum andminimum contraction voltages (MAV) are
extracted by convolving the filtered signal with the original signal.

The conditioned EMG signals are passed through the Kalman filter as shown in
Fig. 2, for the statistical analysis to find the most optimum averaging factor for each
following voltage levels of the conditioned EMG signal. The processed signal is
passed through motor control and computed through computational algorithm, i.e.,
transfer function of the system. The output of the system is analyzed for the stability
condition in frequency domain for the performance analysis.

3 Mathematical Modeling

Let Va(t) be the input EMG signal, (θm = A) the armature output angle, AR the
armature resistance,AL the armature inductance,Vb(t), the armature (output) voltage
and Ia(t) the output armature current. Equations. (1), (2), (3), (4) and (5) show how
the input EMG signal controls the output armature voltage.

Ia = Ib = dVb

dt
(1)

Vb(t) = Kb
dA

dt
(2)
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Fig. 3 Block diagram of system model Anudruti algorithm

Vb(s) = Kbs A (3)

Va = AR Ia + AL
dia
dt

+ Vb(t) (4)

Va(t) = AR
dVb

dt
+ AL

d2Vb

dt2
+ Vb(t) (5)

The system model of anudruti algorithm is shown in Fig. 3.
The conditioned signal is passed through the Kalman filter to minimize the

fluctuation as shown below.
Kalman filter takes input from a time instant with particular time intervals and

helps us to calculate how much of the prediction and measurement is required to be
imparted in the next set of input in next interval; the Kalman filter minimizes the
error and helps us in predicting the most accurate value as in Eq. (6),

EEST

EEST + EMEA
(6)

The Kalman range always be 0 < KG < 1.
Where KG is Kalman gain, EEST error in the estimate, EMEA error in the

measurement, EST is the estimated value and MEA is the measured value.

ESTt = ESTt−1 + KG
[
MEA− ESTt−1

]
(7)

EEST(t) = [1− KG]
(
EEST(t−1)

)
(8)

If the KG is high then EEST is larger than EMEA, therefore, the difference (MEA—
ESTt–1) is considered to be larger which means, when the next level of voltage is
given, the response time to reach the desired output is reduced. Hence, there are
minimal data variations in voltage.

If KG is low makes the EMEA be larger which makes the difference (MEA—
ESTt–1) to have a minimal adjustment. However, if the EMEA is significant, the EEST
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will consider the actual values of multiple voltage points for better performance. In
all cases, it is evident that the EEST(t–1) is reduced as time tends to infinity.

The initial state consists of a state matrix(X0) and a process covariance matrix
(P0); the state matrix contains the voltage values. The process covariance matrix
(P0) is keeping track of the error; as it goes through the process, the current state is
updated as the previous state. The Xkp and Pkp are the new state predictions where
Vk is the control variable matrix, the predicted state noise matrix isWk and process
noise covariance matrix is Qk .

The measured values are added with Xkp and Pkp which is affected by noise Zk .
The Kalman gain KG decides the percentage of measured value (MEA) and the
percentage of predicted value (EST) which will be used to predict the new state.
The Kalman gain takes the process covariance matrix (P0) and the vector R, which
is sensor noise covariance matrix to predict the new state. The updated covariance
error matrix predicts the new output and new error, and the process is repeated to get
the minimal error.

The signal flow through the Kalman filter is shown below,

Table 1 shows the reduction in the error estimate with increasing time intervals
using the Kalman filter.

Table 1 Theoretical calculation

MEA (mv) EMEA EST (mv) EEST(t–1) KG EEST (t)

t–1 68 2

T 74 4 71.33 0.34 1.33

t + 1 71 4 70.50 0.27 1.00

t + 2 70 4 69.40 0.24 0.8

t + 3 73 4 72 0.17 0.66



388 A. Singha and R. K. Mugelan

4 Result Analysis and Discussion

Seven datasets of information were recorded with time intervals of 2, 5 and 10 min.
The electromyogram activity from the left arm is recorded at the same time intervals.
The initial four datasets recorded had electromyogram signals from striated muscle
alongside the arm during a two-dimensional plane within the x- and y-axis directions
as shown in Fig. 4.

The point of interest of the signal is the amplitude, which has a range between
0 and 24 millivolt (peak to peak), and the frequency of an EMG signal is between
0 and 520 Hz. However, the usable energy of the EMG signal lies in the range of
45–160 Hz. To avoid the distortion of the input EMG signal, a signal conditioning
block is incorporated by using the proposed Anudruti algorithm. The EMG signal is
domain shifted with fast Fourier transform as shown in Fig. 5. The band-pass filter
is designed according to our required cut-off frequency window which ranges in
between 5 and 10 Hz. Test samples are filtered out using the above window range
get the inverse Fourier transform of the required signal as shown in Fig. 6.

The obtained signal is computed for the best-fit value through convolution by using
mean average value (MAV) theorem and grouping together for future inheritance
by K-clustering algorithm of the processed signal as shown in Fig. 7. The final
comparative signal gives us the output with min contractions, max relaxation and

Fig. 4 Raw EMG data

Fig. 5 FFT and shift
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Fig. 6 Band-pass filer design

Fig. 7 EMG filter signal after passing through a band-pass filter

the exact comparative response. The resultant processed signal will be noise-free,
interference-mitigated and distortion-less EMG signal as shown in Fig. 8.

The processed signal from the Kalman filter is given as the input to the system
using the maximum contraction and minimum contraction values of the signal. The
performance of the system is analyzed tomeasure the error and stability of the system.
The data points in Fig. 9 and Table 2 shows the correlation between the actual outputs
with the desired output under various circumstance ranging from the worst to best.

Here, in the dimensional format of cross-correlation coefficient, the system is able
to achieve 70% of the desired output in the worst scenario, 81% in medium and 93%
in the best scenario cases, respectively.

Fig. 8 Steady comparative EMG signal with max and min contractions and most fit region



390 A. Singha and R. K. Mugelan

Fig. 9 Correlation coefficient data points

Table 2 Correlation tests

Worst scenario Medium scenario Best scenario

1.0000 −0.7032 1.0000 −0.8154 1.0000 −0.9356

−0.7032 1.0000 −0.8154 1.0000 −0.9356 1.0000

5 Mathematical Analysis

The transfer function of the prosthetic arm using Anudruti algorithm is given in
Eq. (9)

A(s)

Va(s)
= 1

ALKbs3 + ARKbs2 + Kbs
(9)

Here, gear ratio is not added as there is no load in the entire process, and the
processed EMG signal is used just to control the armature.

Taking ideal case AL = 0

A(s)

Va(s)
= 1

s(ARKbs + Kb)
(10)

For analysis, AR is set to be 2.7 � and Kb as 1.3
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G(s) = A(s)

Va(s)
= 1

s(3.51s + 1.3)
(11)

The stability analysis ofEq. (11) using root locus is shown inFig. 10. The graphical
analysis shows two poles one at 0 and another at −0.412, with two asymptotes as
90° and 270°, respectively. The centroid falls at −0.206, and the breakaway point
exists at −0.185, with an equation of 3.51s2 + 1.3 s + K.KWith K > 0.

The bode plot of the Eq. (11) under frequency-domain analysis is shown in Fig. 11.
The analysis provides the gain margin to be infinite, and the gain crossover frequency
also tends to infinite. Phase margin value is better and found to be 38.0169 and phase
crossover frequency value of 0.4738Hz.Any systemwhose gain crossover frequency
tends to infinity is gaining its maximum stability as time tends to infinity. From the
above results and discussion, it is evident that the proposed Anudruti algorithm

Fig. 10 Root locus

Fig. 11 Bode plot
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improves the stability of the system even when the input signal to the system is
distorted.

6 Conclusion

The mathematical model and the simulated results give an evident proof of the
enhanced performance of the system when subjected to the proposed algorithm. The
Anudruti algorithm is imparted with the existing conventional prosthetic model and
simulated under various scenarios to test the performance. The frequency-domain
analysis of the Anudruti algorithm imparted system shows the enhanced stability of
the system under all scenarios giving an average efficiency of 81%.
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Minimization of Drain-End Leakage
of a U-Shaped Gated Tunnel FET
for Low Standby Power (LSTP)
Application

Suman Das, Avik Chattopadhyay, and Suchismita Tewari

Abstract In this paper, for the first time, the transfer characteristic of a ‘U’-shaped
gated tunnel FET (TFET) has been thoroughly investigated considering the real-
time adverse effects of gate-to-drain direct tunneling current and gate-induced drain
leakage (GIDL) effect using SILVACO ATLAS device simulator. Clearly, these
leakage phenomena degrade the device performance, especially for low standby
power (LSTP) operation. Hence, for the first time, a novel design modification has
been proposed in terms of the optimization of the oxide thickness (TGD) of right
vertical arm of the U-shaped gate, in order to mitigate the aforementioned problem.
It has been found that when the TGD value is increased to 7 nm from the equivalent
oxide thickness (EOT) value of 1.6 nm, the ultimate device becomes optimized in
terms of the performance matrices like, IOFF, SSmin, ION/IOFF, etc. Moreover, 43%
reduction in delay and almost 11 decades of OFF-state power reduction have been
obtained for the optimized device than that of the device having TGD = 1.6 nm, for
gate length of 70 nm.
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1 Introduction

Over the last few decades, a continuous device miniaturization, in search for intro-
ducing more and more functionality in a single chip, while maintaining its compact-
ness and easy portability has pushed the individual devices to work under extremely
low power supply. In this regard, tunnel FETs have long outperformed the conven-
tional MOSFETs, with its sub 60 mV/decade subthreshold swing (SS) leading to
ultimately high ION/IOFF ratio [1–3]. But, beyond the subthreshold region, when it
comes to super-threshold region, the TFET devices have failed to achieve the high
ON-current (ION) value and that limits the application of TFET devices in analog and
mixed signal domain. In order to achieve highON-currentwhilemaintaining its supe-
rior subthreshold performance, a number of schemes have been proposed, starting
from innovative device architectures, viz. elevated drain and elevated source struc-
tures [4, 5],‘U’-shaped gate [6], vertical TFETs [7], etc., to using alternate materials,
like Ge, SiGe [8], etc. Interestingly, in all the proposed schemes [6, 8], the transfer
characteristics for TFET devices have been generated, without considering the two
main real-time leakage current components, i.e., (1) gate-to-drain direct tunneling
or gate-to-drain leakage, and (2) current due to gate-induced drain leakage (GIDL)
effect. Hence, the prediction of the apparent high device performance matrices, in
those published papers [6, 8], is questionable in real-time domain.

In this paper, we have considered a ‘U’-shaped gate-based TFET structure and for
the first time have done a thorough analysis of its transfer characteristic, considering
the two aforementioned real-time adverse effects, i.e., gate-to-drain leakage and
GIDL, and have observed that the unwanted leakage has a serious detrimental effect
on the transfer characteristics of the device, especially in the subthreshold region,
resulting inferior device performance, than that of the case without considering the
leakage components. Based on this, for the first time, we have proposed a design
modification, in terms of the optimization of the thickness (TGD) of right vertical arm
of the ‘U’-shaped gate oxide, to obtain the desired performance in the subthreshold
region, without affecting the super-threshold region performance, resulting the most
high-performance optimized device for low standby power (LSTP) operation. The
projected device is termed as ‘U’-shaped optimized elevated source drain-TFET
(UOESD-TFET). We have restricted the material to Si only, in order to keep the
device cost-effective.

2 Device Structure and Simulation Framework

Figure 1a shows a skeleton of the projected ‘U’-shaped optimized elevated source
drain-TFET (UOESD-TFET) device structure, which is an amalgamation of the
reported devices, elevated drain-TFET (ED-TFET) [4], and elevated source-TFET
(ES-TFET) [5]. The use of ‘L’-shaped gate, used inED-TFEThas achieved the reduc-
tion in ambipolar phenomenon [4] and that in ES-TFEThas achieved an enhancement
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Fig. 1 Skeleton of the
projected U-shaped
optimized elevated source
drain-TFET (UOESD-TFET)
having LG = 70 nm

of the source-to-channel tunneling area and hence an improvement in tunnel current
[5]. In this UOESD-TFET device, both the features have been utilized, in the form of
using a ‘U’-shaped gate, in order to get high channel current with reduced ambipolar
effect. The step-by-step fabrication process flows of the above-mentioned ED-TFET
and ES-TFET on silicon-on-insulator (SOI) substrate are already demonstrated in
[4] and [5], respectively. In the UOESD-TFET device, the gate length is taken as
70 nm, with an EOT of 1.6 nm, following the ITRS roadmap [9], The device consists
of a p+ source (1020 acceptors/cm3), an n+ drain (1020 donors/cm3), and an intrinsic
channel (1017 donors/cm3) regions. The values of different device parameters taken
are consistent with that of the reported ED- and ES-TFET devices [4, 5].

Device simulator SILVACO Atlas [10] has been used for the simulation purpose.
The non-local BTBTmodel [11] has been invoked. This, based on the actual potential
profile of the tunneling barrier instead of assuming a maximum or an average field
throughout the barrier, can provide a more refined form of tunnel probability for
accurate calculation of indirect tunneling current density. CVT Lombardi model
and the position-dependent Bohm quantum potential (BQP) model are employed to
incorporate, respectively, the carrier mobility and the carrier confinement with the
variations of local potential on the scale of the electron wave functions [12]. Also,
the band gap narrowing (BGN) model together with the F-D statistics for carrier
distribution is enabled at 300 K of lattice temperature to account high doping in
source/drain regions [13]. Shockley–Read–Hall (SRH) and Auger models [14] are
triggered on for calculating carrier lifetime.

3 Model Calibration

For model calibration purpose, the gate metal work function is adjusted, and the
diffusion length for carriers in silicon is fine-tuned, as it largely affects the OFF-state
leakage current, besides being impacted by the PAT. The ON-state current is adjusted
primarily by varying tunnel masses for carriers in non-local BTBT process [11] and
byfitting a couple of adjustable quantumparameters ofBQPmodel.A fewparameters
related to CVT Lombardi model have also been used as fitting parameters for slight
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Fig. 2 Validation of simulated characteristics with the experimental data, (a) for ED-TFET [3] and
(b) for ES-TFET [4]

adjustment of carrier mobility in the channel region. A good agreement between
experimental [4, 5] and simulated characteristics can clearly be evidenced from
Fig. 2a, b for ED- and ES-TFET, and this claims the authenticity of our simulation
scheme.

4 Results and Discussion

Figure 3a shows the transfer characteristics of the ideal ESD-TFET device, without
considering any type of leakage current, i.e., only the channel current (Ichannel) is
present. The inset of Fig. 3a is the device schematic, wherein the Ichannel current
path has been indicated by the black arrows. Figure 3b shows the corresponding
band diagram of the ESD-TFET device to demonstrate its ON-state and OFF-state
behavior. It is clearly shown that in the OFF-state, when VGS = 0 V and VDS = 1 V,
the conduction band edge (EC) in the channel region remains well above the valence
band edge (EV) in the source region, and hence, almost no current or negligible
amount of current is passing through the device; but when VGS starts to increase
and ultimately reaches to 1 V, considered as ON-state, the EC in the channel region
starts to bendmore and ultimately goes down below EV in the source region, creating
an efficient electron tunneling from source to channel, which gives rise to sudden
increase in channel current. Figure 4a–g shows the channel current, gate-to-drain
leakage current (Igate-leakage), and the resultant or actual device current, which is
nothing but the sum of the above two components and is termed as the resultant
current (I resultant), as a function of gate-to-source voltage (VGS) with the gate-to-
drain oxide thickness (TGD) as a parameter. Interestingly, it has been observed, from
Fig. 4a, for TGD= 1.6 nm, that although Ichannel maintains a low off-current and a high
ION/IOFF ratio, the plot of I resultant, which is the actual device current, considering the
real-time adverse effect of gate-to-drain leakage component, is telling another story.
When TGD is 1.6 nm, the Igate-leakage remains much higher than Ichannel throughout
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Fig. 3 a Ideal
current–voltage
characteristics for the
ESD-TFET device [inset
shows the path of Ichannel],
b Band diagrams of the
ESD-TFET device showing
the ON-state and OFF-state
behavior of the device

0.0 0.2 0.4 0.6 0.8 1.010-17

10-15

10-13

10-11

10-9

10-7

10-5

D
ra

in
 c

ur
re

nt
(A

/µ
m

)

Gate voltage (V)

VDS=VDD=1V

TGD=1.6nm

0 5 10 15 20

-1.5

-1.0

-0.5

0.0

0.5

1.0

ON state (VGS=1V)
OFF state (VGS=0V)

En
er

gy
 (e

V
)

Position (nm)

Source Channel
VDS=1V

e- tunneling

(a)

(b)

the lower VGS range up to VGS = 1 V, then drops suddenly and ultimately increases
again to a value, which is much lower than the Ichannel. This may be explained by
the fact, that when VDS = 1 V and VGS = 0 V, a potential difference and hence
an electric field have been created from drain to gate, which is strong enough to
make the electrons to tunnel through the oxide (TGD) from the gate metal to drain.
The strength of this field starts to decrease as VGS starts to increase, and as soon as
VGS becomes equal to VDS, i.e., 1 V, the potential difference becomes zero, and a
sudden drop of Igate-leakage takes place at VGS = VDS = 1 V. Further increase in VGS,
changes the direction of electric field and electrons starts to tunnel from drain to gate
metal through the same oxide. But, as this tunneling is from semiconductor to metal,
the magnitude of the current in opposite direction is significantly lower than that of
Ichannel, and thus, beyond VGS = 1 V, Ichannel dominates. As a result, below VGS =
1V, I resultant (comprising Igate-leakage, and Ichannel) coincides with Igate-leakage, and above
VGS = 1 V, it coincides with Ichannel, respectively. This leads to higher IOFF-value
than the ION-value for the same device, and that is highly undesirable. Here comes
the motivation of altering the device design to minimize this Igate-leakage, and this is
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Fig. 4 a–g Plot of the channel current (Ichannel), gate-to-drain leakage current (Igate-leakage), and the
resultant or actual device current [comprising Ichannel and Igate-leakage] with respect to gate-to-source
voltage (VGS) with the gate-to-drain oxide thickness (TGD) as the parameter
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done in terms of increasing the value of TGD. From Fig. 4a–g, it is clearly seen that as
TGD is increasing from 1.6 nm, the Igate-leakage components become lower and lower
than that of the immediate previous device having thinner TGD-value and goes down
below 1 pA/µm, which (for all practical purposes) may be considered as the lower
limit of the measurable value for current [15], when TGD = 6 nm. Figure 5a, b) shows
the band diagrams for the device having TGD = 1.6 nm and 7 nm, respectively. It
is clearly witnessed that the increased value of TGD has prevented the penetration
of electrons from metal gate to drain through tunneling. Moreover, no band bending
in the channel region ensures the fact that no gate-induced drain leakage (GIDL)
effect is taking place either, irrespective of the value of TGD. This gives a clear
indication about the choice of drain doping while doing the innovative design, and
that is for our case is 1020 donors/cm3, as stated earlier. So, to calculate I resultant,
only channel current and gate-to-drain leakage component have been considered, as
current due to GIDL (IGIDL) has been found to be zero over here. Figure 6 shows the
actual device transfer characteristics, i.e., the plot of I resultant which is now termed as
drain current, as a function of VGS with TGD as a parameter. Figure 6 clearly shows

Fig. 5 Band diagrams
indicating the presence and
absence of different leakage
components for the TGD of
a 1.6 nm and b 7 nm,
respectively
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Fig. 6 Actual device
transfer characteristics for
different values of TGD
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that the subthreshold region of the actual device characteristics is getting enhanced
with the gradual increase in TGD value. Figure 7 shows the minimum subthreshold
swing SSmin as a function of drain current for the UOESD-TFETs for three different
TGD-values (viz. 5-, 6-, and 7-nm, respectively).

After critically scrutinizing the plot, it is clear that sub-60 mV/decade value of
SSmin ismaintained for above 5 decades of drain current, only in the case of the device
havingTGD = 7 nm. Thus, although theOFF-current drops down below theminimum
measurable value, i.e., 1 pA/µm, for the device having TGD = 6 nm, but the SSmin

has failed to maintain its sub-60 mV/decade for 5 decades of drain current, which is
one of the key requirements for utilizing any TFET structure in LSTP applications
[15]. Different performance parameters have also been tabulated in Table 1 for the
UOESD-TFETs for seven different TGD values. It is clearly observed that with the
increase in TGD-value, IOFF and hence, the OFF-state leakage power is decreasing
by substantial amount. Moreover, a significant improvement in ION/IOFF ratio is

Fig. 7 Plot of minimum
subthreshold swing SSmin as
a function of drain current
for the UOESD-TFETs for
TGD = 5, 6, and 7 nm
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Table 1 Comparison of different performance parameters for devices with seven different TGD
values

TGD(nm)
SiO2

ION (A/µm) IOFF (A/µm) ION/IOFF SSmin (mV/decade) Pleakage (W/µm) Delay
(ns)

1.6 2.74 × 10–6 7.7 × 10–4 3.5 ×
10–3

132 7.7 × 10–4 0.93

2 2.74 × 10–6 1.1 × 10–4 0.025 130 1.1 × 10–4 0.83

3 2.74 × 10–6 6.7 × 10–7 4.1 103 6.7 × 10–7 0.69

4 2.74 × 10–6 3.7 × 10–9 7.4 ×
102

62 3.7 × 10–9 0.62

5 2.74 × 10–6 2.1 × 10–11 1.3 ×
105

32 2.1 × 10–11 0.58

6 2.74 × 10–6 1.1 × 10–13 2.5 ×
107

18 1.1 × 10–13 0.55

7 2.74 × 10–6 1.2 × 10–15 2.3 ×
109

10 1.2 × 10–15 0.53

Table 2 Comparison of our work with Wang et al

ION(A/µm) IOFF(A/µm) ION/IOFF SSmin(mV/decade)

Wang et al 3.9 × 10–7 5.33 × 10–16 7.3 × 108 58

Our work 2.74 × 10–6 1.2 × 10–15 2.3 × 109 28

observed, which crosses the value of 105, which is another benchmark for a high-
performance TFET device for LSTP operation [15], at TGD = 5 nm. This ION/IOFF
has attained a value of 2.3 × 109 in case of the device with TGD = 7 nm, claiming
the superiority of the aforementioned device. In addition, SSmin and delay are also
decreasing by considerable amount. In fact, 92.47% reduction in SSmin and 43%
reduction in delay could be achieved, for the device with TGD= 7 nm with respect
to that of the device having TGD = 1.6 nm (EOT value), as is witnessed from Table
2. Hence, from the point of view of LSTP applications, the device with TGD = 7 nm
is observed to satisfy the three most important criteria, viz. IOFF < 1 pA/µm, sub-
60 mV/decade SSmin for 5 decades of drain current, and ION/IOFF > 105, together.
Hence, UOESD-TFET with TGD = 7 nm is considered as the ultimate optimized
device. A comparison of our work with ref [6] is shown in Table 2.

5 Conclusion

In this paper, for the first time, a detailed investigation has performed on a UOESD-
TFET device, considering the real-time adverse leakage phenomena, followed by
proposing a novel design modification in terms of the optimization in the value of
TGD. It has been observed that for TGD = 7 nm, our projected UOESD-TFET device
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has produced a remarkably enhanced subthreshold characteristics, without affecting
the super-threshold region performance, and thus becomes the optimized for LSTP
operation.
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Optimization, Design and Analysis
of a MEMS Microphone with PVDF
as a Structural Layer for Cochlear
Implant Applications

Sudha R. Karbari, Shashank Jain, Shivam Gaur, M. Uttara Kumari,
and G. Shireesha

Abstract The cochlear implants are the most advanced technology for hearing aid
impairments. It consists of a microphone or sensor, speech processor, stimulator, and
the electrodes. The speech processor in the implant uses the MEMS microphones to
pick the signals and process. Here we have proposed a model of MEMSmicrophone
with PVDF as a structural layer and aids in converting the received sound signal into
electrical impulses. The proposed device modeling overcomes the main bottlenecks
ofCIs in terms of footprint, volume,mass, and stimulation signal.A simplified analyt-
ical model of PVDFmembrane for a microphone application is optimized and devel-
oped. The PVDF membrane with its piezoelectric phenomenon acts as a frequency
separator for a given acoustic pressure, and it undergoes vibration and accumulation
of static charges on the surface of the material that is captured using appropriate
signal conditioning circuits with charge amplifiers and filters. First, the geometry
with optimized parameters using mathematical modeling was built using COMSOL
Multiphysics. The optimization was carried out using predetermined values of thick-
ness and width as the design parameters to form a structure for the dominant resonant
frequency. The optimized model built-in geometry of COMSOL is analyzed to the
next process that included meshing, setting the environment for the membrane to act
as an acoustic model using appropriate multiphysics and perform the study using
time-dependent variables and frequency domain. The membrane is analyzed for
stress distribution along the walls and the center. Similar studies are carried out for
PVDF membrane with a patch of PZT with optimized dimensions. A comparative
analysis of the membrane for its acoustic property is to serve as a membrane in a
MEMS microphone. A detailed analysis for a PVDF membrane is in terms of reso-
nant frequency, stress, maximum displacement for the input acoustic pressure. This
approach of simulating the optimized design for a structure to be a membrane in a
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MEMS acoustic sensor is validated, and thus, demonstrating it can be reliably used
as a piezoelectric membrane in a MEMS process of a product.

Keywords Analytical Model · COMSOL Multiphysics · MEMS microphone ·
Cochlear Implants

1 Introduction

Microphones are mechanical, acoustic, electrical sensors, and transducers which
convert the signals from acoustic form into electrical form. These types of sensors
are utilized in various numbers of electronic applications.MEMS-basedmicrophones
are dominant in the market due to the reasons such as their compact dimensions and
size, a very good SNR ratio, faster response, very good sensitivity, and their stability
for longer durations. In the past decade, the MEMS microphones have acquired
a significant market share in various consumer applications like hearing aids and
mobile handsets. With the advent of newer technologies and consumer demand,
the quality of audio recording is expected to be high along with microphones that
have the ability to suppress maximum amount of noise. Hence, for this reason,
MEMS microphones are extensively used. The microphone picks up the acoustic
waves and forwards to the speech processor where the processor decomposes to eight
overlapping sub-bands and transmitted to an electrode that is surgically implanted
into the cochlea of a deaf person in such a way that they can stimulate the appropriate
region in the cochlea for the frequency they are transmitting.Here the proposedmodel
with piezoelectric layer of PVDF and PVDF + PZT increases the spatial frequency
band with reduced footprint and mass less than 20 mg.

Themicrophone picks up the acoustic waves and forwards to the speech processor
where the processor decomposes to eight overlapping sub-bands and transmitted to an
electrode that is surgically implanted into the cochlea of a deaf person in such a way
that they can stimulate the appropriate region in the cochlea for the frequency they are
transmitting. Here the proposed model with piezoelectric layer of PVDF and PVDF
+ PZT increases the spatial frequency bandwith reduced footprint andmass less than
20 mg. The detection method for the commercially available MEMS microphone is
by varying the capacitance and measuring it for the input acoustic vibrations. The
electrodes micromachined using silicon technology for a capacitive-based includes
the design that facilitates the changes in acoustic vibration to specific variations in
capacitance. Along with the packaging, the dedicated read-out with analog or digital
output has dimensions of few millimeters. The typical specifications of a MEMS
microphone used in cochlear implants are as in Table 1.

Weigold et al. analog devices fabricated successfully a spherical moving
membrane of polysilicon and SCS with perforations on the back plate to reduce
the stress of an SOI wafers. A spring suspension diaphragm with suspensions at the
corners proposed by analog devices leads to increase in the sensitivity of the device
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Table 1 Specifications of MEMS microphones available in market [2]

Manufacturer              
Model Band

width
[kHz]

SNR [dBA] MAX 
SPL [dB]

Current 
Supply [µA] 3

Knowels SPK0833LM4
HB

−26 63 4 –6 122 500 4×3×1

AAC SDM0401B-
263-M02

60.5 18 24 No data 550 4×3×1

Analog devices ADMP521 65 2.5 3 120 900 4×3×1
Goer Tek SD040T263-

01/02
58 −33 No data 600 4.7×3.8×1.3

STMicroelectronics MP34DB01 62.8
0.106 120 650 4×3×1

Sensitivity
[dBFS/1Pa] Size [mm  ]

−26

−26

−26

−26

–

–

by 4% from the existing MEMS microphones that are a part of cochlear implants.
[1].

Leoppert and drive [1] proposed a polysilicon membrane with 0.6 mm diameter
and 4µm thickness contributing to a chip size of 1 mm2 with a frequency response of
12 kHz and SNR of 58 dB with improved sensitivity. The device tested successfully
with a peak resonance frequency of around 14 kHz and bias voltage of 12 V. Designs
from Infineon technologies improved theSNR to 66dBand a sensitivity of 38 dBV/Pa
at 1 kHz for a 1.1 mmmembrane diameter. Dehe reported the employment of springs
as corrugation rings leading to improving the sensitivity compared to the standard
clamped membrane.

A combination of surface and bulk micromachining technologies to minimize the
residual stress which preloads the membrane and affects the sensitivity of theMEMS
microphone during etching process for both the technologies employed. The release
of structure through sacrificial etching plays a major role in controlling the process
parameters and affects the crystal lattice structure. These stresses can be reduced by
the use of interlayers and annealing steps [2].

STMicroelectronics microphone design found in iPhones is fabricated with a
polysilicon membrane with four corners anchored provided SNR values ranging
from 61 to 65 dB. MEMS microphones with rigid backplate and flexible membrane
that deflects out of plane to reduce the induced stress. Metalized silicon nitride [1–3],
the combination of silicon nitride and polysilicon [3–7] as membrane is reported.
The membrane surface area ranges from 0.38 to 4.41 mm2 to a maximum value [7].
In the present work, the various materials for a MEMS microphone with flexible
membrane and an appropriate readout to reduce the area of the chip fabrication is
explored.

The most commonly used materials for piezoelectricity include zinc oxide,
aluminum nitrite, and lead zirconium titanate. Both ZnO and ALN are non-
ferroelectric, whereas PZT is ferroelectric with its direction of polarization reversed
by applying appropriate electric field. As the flexibility of the materials is concerned
PVDF is an apt choice. The materials for the study are piezoelectric as the output
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does not require dedicated electronics. The change in input acoustic vibration leads
to changes in voltage for that specific frequencies along with stability.

The polyvinylidene fluoride (PVDF) material is a homopolymer of the compound
1,1-difluoroethane. The material shows a high insolubility property along with good
electrical characteristics.

Early research on piezoelectric microphones exclusively with a plastic form based
on bimorph diaphragm has been done in 1981. A microphone design for telephone
handsetwhich is operated bypressure is put forthwhich uses designs that are symmet-
rical. The noise-canceling units for pressure gradient are realized for first as well as
second order, and they are compared with the then available microphones. Piezoelec-
tric behavior is exhibited by certain plastics although it is observed that the PVDF
material shows the highest activity to date as reported in the year 1969 by Kawai [8].

A piezoelectric microphone is realized and simulated in [9] by making use of SU-
8 membranes and silicon as the materials separately. The PZT-5H or lead zirconium
titanate is applied as the sensor material. The properties of standalone silicon and the
SU-8 polymer membrane have been determined by subjecting them to piezoelectric
analysis with PZT patches.

A demonstration of MEMS microphone is with piezoelectric Parylene-C [10]. It
has been designed using a diaphragm of 6 mm across its diameter and 30 µm in
its thickness. The Parylene-C material is considered due to its chemical inertness,
mechanical characteristics and stability in high temperatures. It also has an added
advantage of biocompatibility.

A multi-band directional MEMSmicrophone which is bio-inspired relying on the
properties of hearing of the flyOrmia ochracea is put forth in [11]. Themicrophone is
multi-user and is foundry fabricated works in the four bands of frequencies which are
all within 10 kHz. It operates like a directional microphone with pressure gradient
which yields a polar pattern of eight. It can also behave as a microphone that is
omnidirectional based on the housing involved [12]. The simulations are carried out
in order to determine the deflection of themembrane, the pull-in voltage, capacitance,
and sensitivity of the microphone.

A piezoelectric transduction including a thin film of aluminum nitride composite
as diaphragm in an array form is developed for aircraft noise source identification.
This array aids in aircraft manufacturing needs of full-scale flight tests [13]. Para-
metric studies are carried out in terms of sensitivity and frequency response on
the overall microphone. Thus, improving the sensitivity is 8 times greater than the
conventional with lower output voltage [14]. The circular diaphragm optimization is
for a point inflection in the sensitivity function with respect to radius [15]. An inex-
pensive high-sensitivity microphone with cross-hair-shaped PVDF film obtained by
simple chemical etching is fabricated, and pressure amplification for area ratio along
with a mix of the reduced capacitance of the top electrode that is shaped in a similar
way is analyzed. The sensitivity gain thus obtained is near to the area ratio of 3.2
[16–19]. There are currently many ways to realize this process optimization for
polymer-based piezoelectric sensors, but the optimization arrangements and design
of experiments play a major role on its influence in piezoproperty of the material
and the process for the fabrication of MEMS device with polymer as a structural
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layer. Once the parameters are evaluated using FEA tool for its displacement based
on the piezoproperty, conclusions are drawn on the final part geometric designs. This
approach yields satisfying results when fabricated as devices. This study and analysis
are conducted in 5 phases and analyze the properties of the PVDF membrane when
a pressure of 1 Pa is applied at the center of the membrane alone and also with a
PZT-5H patch placed in the middle. Phase 2 describes the structure of the micro-
phone. Phase 3 concentrates on the simulation of the membranes involved. Phase 4
concludes the paper, and phase 5 gives an insight into the future work that can be
carried out.

2 Materials and Methods of Fabrication

Polymer, polyvinylidene fluoride (PVDF), of long chains of the repeating monomer
(—CH2—CF2—) ith hydrogen atoms positively charged and the fluorine atoms
negatively charged. The flexible polymer PVDF piezoelectric layer is used as a
structural layerwith the processwhich is discussed in the earlier section. The previous
studies concluded on the traditional structure and the process that is followed for
the fabrication of the device. There are piezomaterials that serve as a membrane
in the design, and our approach is to analyze the feasibility of PVDF, a flexible
polymer as a structural layer the fabrication. Polyvinylidene fluoride (PVDF) has
strong piezoelectric and ferroelectric properties. But the processing of piezoelectric
material requires poling and stretching. The piezoelectric coefficient of poled and
stretched thin films ranges around 6–7 pC/N [18]. To imprint the appropriate design
onto PVDF flexible polymer layer, a photomask design with appropriate processing
parameters can be fabricated [19].

Techniques to fabricate the nano-composites include solvent-casting, spin-
coating, and hot-embossing [19]. Polyvinylidene fluoride exists in different phases
of α, β, γ , and δ phases; among them, β phase is of greater importance because
of polar crystalline electroactive nature. Thus, the nucleation of polar β phase in
PVDF is an essential parameter for its application as structural layer in MEMS
microphone for cochlear implant applications. In this context, complex membrane
fabrication process is tailored to adhere thermal, mechanical, and electrical proper-
ties [20]. Piezoelectric sensors canmeasure vibrations on the basis of the direct effect
and conversion of energy to electrical output for a function of resonant frequency.
PVDF as piezoelectric sensors for vibration measurements owing to its advantages
includes outstanding chemical resistance, high thermal stability, low permittivity,
low acoustic impedances [21–24]. So, PVDF sensors have been applied to vibration
measurements in a greater extent, which is the focus of this paper. In the present
work, the feasibility of the prototype devices as implantable microphones as totally
implantable cochlear implants is investigated [25].
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Table 2 Material properties of PVDF and PZT

Material PZT-5H PVDF

Youngs modulus(GPa) 71 4–6

d31(pC/N) −274 18 –24
d32(pC/N) −274 2.5–3

d33(pC/N) 593 −33

e33(pC/N) 30.1 0.106

Fig. 1 Schematic
representation of the melt
pool and the corresponding
geometric characteristics
[16]

2.1 Microphone Structure

The designed sensor uses MEMS bulk micromachining technology with sacrificial
etching and consists of a silicon capacitor with a merged two plates: one of the plates
fixed and the other movable. The fixed surface of the designed sensor is conductive
and is covered by electrode with perforated holes that allow the acoustic input to
pass. Pressure is enforced on to the membrane, the vibration results in accumulation
of charges on the PVDF membrane and captured along the patch of PZT-5H. The
microphone developed using MEMS technology is an apt device to fit in a cochlea
where the transduction principle is a coupled capacitance change between a fixed
and a movable piezoelectric plate for the given input frequency. The microphone
consists of a pair of gold electrodes which are used in order to sense the amount of
voltage produced. An adhesive material such as chromium is used between the gold
electrode and PZT-5H material. Here, the microphone membrane is simulated with
PVDF as structural layer, and its feasibility for the application is validated using
simulations from COMSOL Multiphysics (Table 2; Fig. 1).

2.2 Analysis and Simulation Results

The analytical part of the study is conducted using FEA tool COMSOLMultiphysics
with structural mechanics as physics chosen and eigenfrequency as study. The results
are interpreted using appropriate plots from the tool, and the conclusions are drawn.
The parameters required for the simulation and the boundary conditions for the
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material property of piezoelectricity, constitutive equations are

Di = eσ ij Ej + ddim σm (1)

∈ k = dc jk Ej + SEkm σm (2)

The piezoelectric materials used as a sensor from its direct effect are focused
toward combining the two types of piezoelectric materials, PZT and PVDF. The
ceramics are fabricated by mixing together proportional amounts of lead, zirconium
and titanium oxide powders and heating the mixture at around 800–1000 °C. The
materials isotropic in nature and by poling process become transversely isotropic
in the plane normal to the poling direction, henceforth tailoring the piezoelectric
properties of the layers in the device fabrication for it to be used as a membrane in
cochlear implants. The characteristics of PZT and PVDF for setting the environment
in COMSOL are in Table 1. Young’s modulus of the PZTmembrane is comparable to
aluminum; whereas for PVDF, it is 1/12th of aluminum. The analysis of sandwitched
two piezoelectric materials PVDF and PZT as a piezoelectric structural membrane is
sandwiched, and its effect on the sensor design is simulated in accordance with the.
Here in the present work, a combination of PVDF and PZT as a piezoelectric layer
for acoustic device is proposed. The different results with the comparison of PVDF
piezomembrane with PZT behaving as a patch and without the patch of PVDF-5H
are compared (Fig. 2).

Various analyses in terms of stress, displacement, and polarization fromCOMSOL
are interpreted. The dimensions and structure for the device with PVDF as a
membrane that is used for both the studies are shown below. The dimensions of
PVDF chosen are 1 mm × 1 mm device for it to perform its functionality of an
acoustic membrane. A free tetrahedral mesh is constructed on the membrane, and
the stress analysis is carried out (Table 3).

The four edges of themembrane are given as the fixed constraints for the structure.
The frequencies with different modes of vibration along the materials are considered
in working of the microphone as a sensor. The pressure from the sound signal is
converted into the change in voltage which occurring at resonant frequencies with

Fig. 2 Schematic geometry
of MEMS microphone [16]
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Table 3 Dimensions of the PVDF as a MEMS acoustic sensor
Material Thickness Area in μm2

Au 0.5 1000 x 1000

Cr 0.01 1000 x 1000
Si 10 1000 x 1000

PVDF 4 1000 x 1000

SiO2 1 400 x 400

Si Substrate 1 1200 x 1200

the maximum output voltage provided. As there are 6 modes of operation for the
resonant frequencies, six plots and the maximum displacement occur at the first
resonant mode. The eigenfrequencies range from 6955.1 to 26,766 Hz. The variation
of the displacement of the membrane is observed along the length with a value of
19 µm at the center of the membrane.

The electric potential conveys the charge conversion for the piezoelectric material
including thevarious changes in the frequencies. Theoptimized structural dimensions
providedwith the conversion efficiency are a validation for the piezoelectricmaterials
generating charge and the values ranging from 2.4 to 5 V.

The von Misses stress for the membrane for all the 6 resonant frequencies along
with the arc length from 0 along the vertex to 1000 micron is displayed. Maximum
stress of 8.5 × 106 N/m2 is for the frequency of 26.766 kHz.

The kinetic energy density in the given membrane is about 4100 J/m3 at 500 µm.
The acceleration along with the Z-component in Fig. 4 is found to be 5 × 105 m/s2

at 500 µm. The change is experienced in electric polarization which is observed in
some materials when mechanical stresses are applied on them. The material PVDF
is a piezoelectric material and experiences piezoelectric effect only in the beta phase
of crystallinity of the material. The piezoelectric polarization as obtained along the
Y-direction is 7 × 10−5 C/m2. The other modes obtain a very drastic and slow
acceleration along the Z-component with the values ranging from 0 to 0.5 m/s2.

The arc length is chosen across the cross-sectional area along the X-axis. The
strain energy stored in an elastic material upon deformation is elastic strain energy. It
is found to have a maximum value of 11 kJ/m3 at 500 µm. Maximum displacement
of about 19 µm is observed in the central area. The first modal frequency designates

Fig. 3 Total displacement and resonant frequency
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Fig. 4 Von Mises stress with PVDF as membrane

the dominant frequency for PVDF in beta phase which gives the d33 coefficients and
the polarization direction is along with the Z-axis occurring at 6.9551 kHz.

3 Simulations with PZT Patch

3.1 Analysis and Simulation Result

To establish the relationship between the previously defined structural analysis for
a PVDF membrane with input as pressure acoustic, the comparative study of PVDF
with a patch is provided.

A patch PZT-5H is placed at the center of the membrane. The mesh is dense at
the patch and gradually becomes less dense toward the membrane boundaries. The
mesh statistics include average element quality of 0.2839, and the number of tetrahe-
dral elements includes 3896. With PZT patch, there is a variation in the frequencies,
with the first modal frequencies increasing from 6951 to 8445 Hz and the last modal
frequency varying from 26,766 to 47,591 Hz. The increase in the frequency ranges
from a PVDF membrane to a PVDF +PZT patch and concludes that the response
of the system increases drastically. The experimental and analytical data confirm
the piezoelectric property by the capacity of the material to convert the vibrations
into voltage through surface charge density. This is facilitated by the polarization
of the dipoles formed during the crystalline nature, processing of the material. The
computational analysis considering the compliance and permittivity equations fed
to FEA tool COMSOL Multiphysics for setting the parameters is to behave as a
piezoelectric layer. For given resonant frequencies, variations in the output voltages
are observed with 2 V to be maximum. For a material irrespective of its property
of piezoelectricity, stress and strain analysis is a very crucial parameter that helps
in tailoring the device parameters at fabrication level. von Mises stress for eigen-
frequencies is plotted. The values of displacement for the diaphragm with PZT-5H
at the center result in reduction of the displacement from micron to 1.2 nm. It is
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Fig. 5 Von Mises stress
along the arc length

Fig. 6 Total displacement and von Mises stress with PZT as patch

found to be maximum at the center of the membrane. The displacement is found to
be 1.3 nm near 500 µm range of the membrane.

vonMises stress variation along with the arc length of 1000µm for the twomodal
frequencies is plotted, and they are maximum at 500 and 700 µm contributing to a
value of 600 N/m2 and 700 N/m2, respectively. For the first modal frequency, the
acceleration along Z-direction is maximum at 200µm and attains its minimum value
at 750 µm. Polarization is maximum at the center giving values of 4.5× 10−8 C/m2,
1.6× 10−7 C/m2, and 0.9× 10−7 C/m2 for X-, Y-, and Z-directions, respectively, that
indicate the membrane exhibits significant amount of piezoelectricity between 400
and 500 µm. The beta coefficients can be improved by incorporating the dopants of
appropriate material properties for a PVDF membrane.

Similarly, the beta coefficients along the Y-component are 1.6 × 10−7 C/m2.
This is for a dominant resonant as discussed in previous results. Similarly, the beta
coefficients along the Z-component are 0.8 × 10−7 C/m2. This is for a dominant
resonant as discussed in the previous results. The refining and calibration using
appropriate equations and the described approach can be used to build more detailed
processing parameters during fabrication.
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Fig. 7 Plot of polarization, acceleration, and displacement

3.2 Validation Strategy for the Proposed Methodology
for Device Fabrication as MEMS Acoustic Sensor
or Microphone

The results of the optimization process using COMSOLMultiphysics with the math-
ematical and analysis data in terms of resonant frequency, stress, displacement for the
resonant frequency and electric potential indicate that the charge conversion capacity
is increased and concentrated toward the center for the previous studies.

The behavior of the microphone with PVDF membrane and also with a PZT
patch in the middle is simulated and analyzed. The results are observed for stress,
displacement, and piezoelectric polarization. The feasibility of choosing polymers as
the membrane materials for the fabrication of the MEMS microphones is analyzed.
Optimization of thePVDFpiezoelectricmaterial as amembrane is performed, and the
results are significantly promising in terms of the displacement, stress, and piezo-
electric polarization. Hence, we can conclude that PVDF is a good material for a
MEMS microphone.
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Magnetic Resonance Imaging
Classification Methods: A Review

Nikhil Pateria, Dilip Kumar, and Sunil Kumar

Abstract Magnetic resonance imaging (MRI) is one of the most important medical
diagnosis methods in the field of computer-aided detection of medical images. The
MRI images help to find the presence of abnormal cells or tissues, referred as
tumors. Prior to classification, preprocessing of MRI images is performed. These
preprocessing operations help to reduce undesired distortions and select only rele-
vant features for further analysis, making the classification technique more accurate
and efficient. In this paper, we present various image classification techniques used
over MRI images and their performance.

Keywords Magnetic resonance imaging (MRI) · Image processing · Supervised
image classification · Unsupervised image classification · Artificial neural
networks (ANN)

1 1. Introduction

A. Medical Resonance Imaging

MRI is a diagnosis tool for capturing images of internal body parts and tissues in
detail [1]. These images are used for the diagnosis of various diseases. MRI image
processing is the most challenging and innovative field. There are other techniques
available for medical imaging, namely mammography, CT scan, and x-ray, but the
MRI imaging outperforms these techniques in quality and detailing. It is best suited
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for soft tissue abnormality detection. MRI scan is useful in diagnosing brain tumors,
brain injuries, diseases like Alzheimer’s, epilepsy, arthritis, bone infection, breast
cancer, prostate, etc. [2]. Traditionally, human inspection was the only method used
for the classification of MRI images. This method was impractical as MRI images
contain noise due to improper operator assistance, and this noise leads to inaccuracies
in classification of images. The MRI image data is large and complex. For appro-
priate diagnosis of MRI images, we have to preprocess these images and extract only
relevant features by applying various feature reduction and feature selection tech-
niques. In some emergency cases, diagnosis with wrong result or delay in accurate
diagnosis may be fatal. MR images play an important role in human brain research
[3]. MR imaging comes under clinical radiology and is one of the most effective
medical imaging techniques. The classification of MR images can be done by using
supervised techniques as well as unsupervised techniques.

B. MRI Image Processing

In MRI image processing, mainly the following steps are essential:

• Image acquisition
• Image preprocessing
• Image feature extraction
• Image feature reduction
• Image classification

Image acquisition [4, 5] is the first step; the MRI image will be obtained through
MRI scanner, and researchers may acquire MRI images from publically available
databases or from the radiologists.

Image preprocessing involves two steps; the first is noise removal and the second
is image enhancement [6]. The process of noise removal is carried out by applying
filters such as Laplacian filter [4] and median filter. This process is also known as
image smoothing, as it removes unwanted distortions and irrelevant features. Image
enhancement improves the relevant characteristics of image by modifying the image
attributes making it more suitable for further analysis.

Image feature extraction is amajor step involved inMRI imageprocessing. Feature
extraction helps to find relevant information contained in image so that process of
classification becomes easier.

In most of the cases, the image input data becomes very large to process, and
there is always large amount of redundant data [7], so before processing, this data
is converted into a reduced form of image features. These image features are known
as feature vectors [8]. An image feature defines a function to specify various prop-
erties of an object. The features may be general or domain specific features [9].
So, by feature extraction, input data is converted to set of feature vectors. Some
widely used methods for feature extraction are discrete wavelet transforms (DWT),
zoning, Fourier descriptors, gradient feature, spline curve approximation, etc. For
MR images, DWT is preferred as it is a powerful tool for feature extraction, and it
obtains wavelet coefficients fromMR images to form feature vectors. DWT provides
localized frequency [10] information, hence making classification efficient.
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Image feature reduction is done after feature extraction; the feature vector dataset
has to be minimized from large to most relevant features [11]. Feature reduction
is applied to reduce overall processing time as well as cost of the whole system,
because only reduced and relevant data will be processed. The most widely used
feature reduction method is principal component analysis (PCA). PCA obtains the
linear lower dimensional representation of data such that the reconstructed data has its
variance preserved. PCA transforms the input feature data into a lower dimensional
feature data using large eigenvectors of correlation matrix. So, PCA makes it easy
for classification algorithm to perform efficiently.

The process of grouping images, regions or pixels composing the images into
multiple classes on the basis of some similarities in characteristics is known as image
classification [1]. It is the final step of MRI image processing. Image classification
can be broadly done in two ways:

• Supervised Classification
• Unsupervised Classification

The supervised classification of images can be done at image level, region or object
level and at pixel level. When supervised classification is done at image level, the
classifier is trained with various image categories, and then, it is able to classify the
images which were not present in the training data. Figure 1 illustrates the supervised
classification at image level. The training set is divided into five categories. The
classifier goes in training using the dataset and becomes ready to classify the unseen
images. At pixel level, the classifier categorizes the pixels of unknown category into
some known category. Here, the classifier is trained on training sets consisting of
pixel categories. Figure 2 illustrates the supervised classification at pixel level. Here,

Fig. 1 Supervised classification at image level [1]
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Fig. 2 Supervised
classification at pixel level
[1]

the pixels are categorized in seven classes of land cover areas. At object level, it finds
out the regions inside the image differentiated by some characteristics and hence
represents various objects in the image defined by regions. On the basis of these
regions, supervised classification is then performed.

The unsupervised classification is also known as clustering [1]. At image level,
the classification is done on the images of unknown categories, the set of images with
common characteristics defines a class or cluster. Figure 3 illustrates unsupervised
image-level classification where the group of twenty images forms five different
clusters. The images of same semantics belong to same cluster. The unsupervised
pixel-level classification groups the image pixels on the basis of some common
characteristics, forming uniform regions of images. Figure 4 illustrates unsupervised
classification at pixel level, known as segmentation. Pixels of same color and texture
are categorized in same cluster.

Fig. 3 Unsupervised
classification at image level
[1]
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Fig. 4 Unsupervised
classification at pixel level
[1]

2 MRI Image Classification Methods

The MRI image classification can be done in supervised manner as well as in unsu-
pervised manner [12]. The process of classification of MR images is challenging
and can be achieved various ways. The supervised techniques mainly used are arti-
ficial neural network (ANN) based on back-propagation neural network (BPNN),
convolutional neural network (CNN), probabilistic neural network (PNN), and apart
from ANN, there are support vector machine (SVM) and k-nearest neighbor (KNN)
which are most preferred. Figure 5 illustrates the comparison of normal brain image
and abnormal brain image. The second image clearly depicts brain tumor [13]. MRI
image classification can be used in detection of large variety of diseases; Figure 6
illustrates variousMRI patterns to identify diseases on the basis ofwhite spot patterns
seen in MRI images, like small strokes, multiple sclerosis, brain tumor, infection,
and migraine, lupus, and B12 deficiency.

Fig. 5 a Normal brain MRI image, b Abnormal brain MRI image [13]
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Fig. 6 Various disease diagnosis with the help of MRI image analysis

A. Supervised Classification Methods
1. Back-Propagation Neural Network

ANN-based classifiers are the most preferred for the classification of MR images.
The ANN classifier consists of massively interconnected processing elements. The
elements and layers are organized such that the whole architecture resembles the
human brain. An ANN seems to be massively parallel distributed processor. Figure 7
illustrates a simple ANN having three layers with feed-forward connections. The
most frequently used training algorithm is BPNN [10, 14, 12]. The signals are sent
forward by the neurons, while the errors are sent backwards. The process continues
until the ANN learns the training data. The BPNN is supervised learning, and its
main aim is to reduce the error. The BPNNs are useful for brain tumor detection
from MRI brain images.

Fig. 7 Simple ANN
architecture
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Fig. 8 Simple CNN architecture

2. Convolutional Neural Network

CNNs [15, 16] are regularized multilayer perceptron; these are fully connected
neurons where neurons of two consecutive layers are completely interconnected.
CNN performs regularization with the help of hierarchical data pattern and assem-
bling complex patterns using smaller and simpler patterns. Figure 8 illustrates a
simple CNN architecture consisting of input layer, a series of three combination of
convolution and pooling layers, a fully connected layer and the output layer. A series
of convolution layer and pooling layer can be used as per the requirement.

The input to CNN is informed of one-dimensional or two-dimensional matrixes
of data. A fully connected layer acts as multilayer perceptron (MLP). CNN is
mostly preferred for supervised classification of MRI images, as it comes under
deep learning. CNN learnt architecture gives more meaningful and deep features
using which more accurate results are possible. The CNN is further classified into
some modified architectures as per the requirement [1] which are very useful for
MRI image classification.

3. K-Nearest Neighbor Classification Method (KNN)

K-nearest neighbor is the simplest classification method for MR images. In this
method, the K closest training vectors of feature vector X are determined to suitable
distance metric. The metric use is Euclidian distance. KNN [2, 10] is a conventional
classifier for supervised learning. Themethod consists of two phases, a training phase
where the data points are scattered in n-dimensional space; the data points are labeled
and designates their class. In testing phase, the unlabeled data is fed to algorithm,
to generate the list of K-nearest data points to the unlabeled data. Hence, the class
of data points which turns out to be nearest to the labeled data points designates
the class of unlabeled data. KNN is simple but powerful classifier; the performance
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of KNN depends upon the selection of K value and the distance metric used. The
value of K should not be so small that the data points remain unlabeled and it may
not be so big that may result in overlapping of various classes. KNN is beneficial in
diagnosing brain tumors and other abnormalities in brain causing various diseases.

4. Probabilistic Neural Network (PNN)

Probabilistic Neural Network is a machine learning algorithm for the classification
of MRI images into different classes of brain images. PNN is mainly used for brain
tumor image classification. The PNN [4, 17] consists of three layers, namely input
layer, pattern layer and competitive layer. The input vector pairs as well as target
vector pairs are divided into a number of classes. After training, the network is
able to classify the input vector into a specific class due to maximum probability of
correctness of this class. PNN is mostly used in pattern recognition problems. PNN
uses probability distribution function for the approximation of classes. It is much
faster and accurate than multilayer perceptron networks.

5. Support Vector Machine (SVM)

SVM uses a nonlinear mapping function for converting input space into higher
dimensions [14, 18]. After this, it separates the hyperplane on the basis of the distance
from the closest point in training set. SVM is preferred for supervised classification
of brain images. SVM can perform linear as well as nonlinear classification; it is
widely used in biological sciences due its classification accuracy. SVM is preferred
for pattern recognition of in MRI images, because of its computational efficiency
and its ability to generalize the performance [3].

B. Unsupervised Classification Methods
1. Self-organizing Map (SOM)

SOM is an unsupervised method for classification of images [14]. In this method, the
series of input is supplied and SOM learns itself to group the similar patterns together
and hence produce similar outputs. The input data is mapped onto SOM module
having two-dimensional grids. The mapping is done from the training data where
the SOMmodules are adjusted with respect to feature vectors. In the first step, SOM
initializes the weight vectors; from that point, a sample vector is randomly selected.
Now, the weight vectors of similar match are searched and mapped with the sample
weight vector. As each weight vector has some location, its neighboring weights
having similar characteristicswill also bemapped. SOMapplies competitive learning
instead of error-correction learning. SOM is preferred for MRI image segmentation
because of its unsupervised nature, as there are always new and critical patterns with
variety of abnormalities in brain tissues. The self-organizing nature of this method
improves the quality of diagnosis to a greater extent.

2. K-Means Clustering Method

K-means clustering method classifies the data points into multiple classes on the
basis of the inherent distance between these points. For each cluster, the algorithm
specifies K centroids [19]. These K centroids are then placed in different locations
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and distant locations. In the next step, each point from a given set is associated with
the nearest K centroid. The above step is repeated until no point is pending and the
grouping is done. After this step, we get K new centroids of clusters, on the basis of
these new centroids newmapping starts between the same data points and closest new
centroid. This process continues and K centroids change their location step by step
until no changes are seen or the centroids stopsmoving. The outcome is the formation
of clusters around the centroids. The MRI data is too large to process, the K-means
clusteringmethod is beneficial, and it converges faster and forms appropriate clusters
easily, defining various abnormalities in brain.

3 Literature Survey

Medhani Menikdiwela, Chuong Nguyen and Marnie Shaw (2018 IEEE) proposed
a methodology for the detection of Alzheimer’s disease using deep learning for the
classification ofMRI scans. TheMRI scan datasetwas applied toCNN, Inception and
ResNet. The Inception network achieved the highest accuracy followed by ResNet
and CNN.

ReemaMathewAandDr. BabuAnto P (2017) proposed amethod for tumor detec-
tion and classification. In this work, the MRI brain images were preprocessed using
anisotropic diffusion filters, followed by discrete wavelet transform-based feature
extraction. After feature extraction, SVM was used for classification and hence,
detection of tumor. The classification accuracy for the proposed methodology was
86%.

Sathya Subramanian and Manvalan Radhakrishnan (2015) proposed a partial
differential equation method for improving the quality of image before classifica-
tion. For classification, neural network (NN) classifier was used with bee colony
optimization (BCO). The experiment was conducted over 100 MRI brain images,
consisting of normal and abnormal brain image samples. The classification accuracy
in case of NN with BCO was 76% while in case of NN without BCO was up to 74%.

Waala Hussein Ibrahim, Ahmed Abdel Rhman Ahmad Osman and Yusra Ibrahim
Mohamad (2013) proposed an approach for MRI brain image classification. The
authors used BPNN as a classifier, and the experiment was conducted over 3 × 58
datasets of MRI images. The classification accuracy of 96.33% was achieved for the
proposed method.

Dina Abdul Dahab, Sunny S.A. Ghoniemy and Gamal M. Selim (2012) proposed
a modified PNN based on linear vector quantization (LVQ). The experiment was
carried out on MRI brain tumor image dataset. The LVQ-based PNN achieved
100% classification accuracy. Also, the proposed method achieved 79% decrease
in processing time as compared to conventional PNN classifier.

Shahla Najafi, Mehdi Chehel Amirani, and Zahira Sedhgi (2011), proposed
a methodology with three classifiers: KNN, Parzen window and artificial neural
network (ANN). The classification accuracy for ANN was 98.4%; for Parzen and
KNN, it was 99.2%.
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Mohd Fauzi Othman and Mohd Ariffanan Mohd Barsi (2011) used PNN classifi-
cation technique for brain tumor detection. The proposed method used twenty MRI
brain images for the training of PNN classifier and achieved accuracy ranging from
73 to 100% according to spread values smoothing factor.

El-SayedAhmedEl-Dahshan, TamerHosny,Abdel-BadeehM-Salem (2009) have
developed a methodology for classification of MRI brain images. The brain image
data was preprocessed with wavelet transforms and principal component analysis
before classification. The proposal produced 90%classification accuracy rate for both
k-nearest neighbor (KNN) and feed-forward back-propagation network (FPNN).

4 Conclusion

This paper studied the current trends in the classification of MRI images. A
general overview of various supervised and unsupervised classification methods
was discussed. The analysis was mainly focused on MRI brain images classifica-
tion methods. The classification accuracy of MRI brain images played important
role for the diagnosis of various diseases with accuracy. The field of medical image
diagnosis is full of challenges as the techniques available lags in various aspects,
so there is always a scope for the further enhancements in the performance of the
existing methods. The survey will be useful for researchers and new learners who
aim for the advancement in MRI image classification methods.
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Analysis of Electroencephalogram (EEG)
Signals for Detection of Major Depressive
Disorder (MDD) Using Feature Selection
and Reduction Techniques

Shalini Mahato, Abhishek Roy, Akshay Verma, and Sanchita Paul

Abstract Extensive research has been done in identification of major depressive
disorder (MDD) or depression using various classifiers and features. Many features
are extracted from each channel. Hence, the accuracy of a model can be substan-
tially improvedwith feature selection and reduction technique. In this paper, different
selection technique, i.e., variance inflation factor (VIF) and min-redundancy-max-
relevance (mRMR) and reduction technique principal component analysis (PCA)
have been analyzed. Publically available dataset contributed by Wajid et al. (“A
wavelet-based technique to predict treatment outcome for major depressive disor-
der”) is used in the study. The dataset comprised of thirty-four MDD patients and
thirty healthy subjects. Band power and alpha asymmetry are the features used in
the study. The classifier used is logistic regression (LR). From the results, it can be
concluded that the selection technique (VIF and mRMR) is more efficient than the
reduction technique (PCA) for the given dataset. It can also be concluded that mRMR
is more efficient than VIF for the given dataset.
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1 Introduction

MDD or depression is a mental illness which negatively influences the feeling,
thinking and activity of a person. More than 0.3 billion people suffer with MDD
worldwide. WHO envisages that by 2030 one of the major causes of disease burden
will be of MDD patients [1, 2].

Person suffering from depression shows some special characteristics which
unravel early recognition of people suffering from depression. Depression patients
lack of interest in day to day chores of life and delightful activities. Additionally, four
more symptoms like feeling unenergetic, worthless, guilty, restless, nervous, weight
loss/weight gain, having suicidal thoughts, problem in concentrating, unable to take
decision, etc., for a minimum period of two weeks serve as a basis for identification
of MDD patient [3].

Presently, diagnosis of depression is mainly based on internationally recog-
nized questionnaires like diagnostic and statistical manual of mental disorders-fifth
edition (DSM-V), Hamilton depression rating scale (HAM-D) and Beck depression
inventory (BDI) [4].

A set of standardized questionnaires as per DSM-V criteria forms the basis for
detection of MDD. The method is of subjective nature and may lead to incorrect
diagnosis. Presently, there is no scientific system for the explanation of depression.

Depression exhibits degradation in brain functioning. The change in brain activity
is expected to be reflected in EEG. EEG being a safe, cost efficient and non-invasive
technique, it can be used to detect brain functioning during depression and can be
helpful in creating a bio-marker for depression. Considerable amount of research has
been carried out utilizing various distinct EEG features and classifiers to enhance
the classification accuracy for detection of MDD patients. Feature selection and
reduction plays significant role as huge amount of features are being extracted from
each of the channel.

Considerable research has been conducted to enhance the classification accu-
racy for detection of MDD patients. For detection of MDD, four nonlinear features
(Lyapunov exponent (LE), Higuchi’s fractal dimension (HFD), detrended fluctuation
analysis (DFA), correlation dimension (CD)) and band power were extracted from
each of the nineteen channels. This led to large feature set so selection was done
using genetic algorithm (GA) along with LR classifier which gave an accuracy of
90%, GA along with K-nearest neighbor (KNN) classifier gave an accuracy of 80%
and GA along with linear discriminant analysis (LDA) classifier provided an accu-
racy of 86.6% [5]. Accuracy of 80% was obtained using decision tree (DT) in which
LDAwas used for feature reduction, and GAwas used for feature selection and band
power as feature [6]. Feature selection for selecting wavelet features was done using
receiver operating characteristic (ROC) along with LR to provide an accuracy of
87.5% [7].

The purpose of this paper is to compare the effectiveness of different feature
selection techniques (VIF and mRMR) and feature reduction technique (PCA) using
alpha, beta, delta, theta power and alpha asymmetry as feature and LR as classifier.
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2 Materials and Methods

Subjects
The dataset of EEG signals for MDD and healthy subjects used in the paper is the
dataset contributed by Wajid et al. [7]. It consisted of EEG signal of 30 healthy
subjects (9 females and 21 males) and 34 MDD patients (age matched 17 females
and 17males). The average age ofMDD patients is 40.3 years and standard deviation
of 12.9 years. The average age of healthy subjects is 38.3 years and standard deviation
of 15.6 years.

The inclusion criteria for MDD patient was based on DSM IV. Approval to
above study [7] was given by Human Ethics committee of Hospital Universitii Sains
Malaysia (HUSM), Malaysia.

Data Acquisition
Five minute eyes closed, EEG data was recorded using 19 electrodes as per the
international 10–20 electrode system. According to the electrode position in 10–20
system, electrodes can be divided into different regions: central (C3, C4, Cz), frontal
(Fp1, Fp2, F3, F4, F7, F8, Fz), parietal (P3, P4, Pz), occipital (O1, O2) and temporal
(T 3, T 4, T 5, T 6). EEG signal was recorded with linked ear (LE) reference with
frequency band 0.1–70 Hz at sampling frequency of 256 Hertz. Notch frequency of
50 Hz was used for line noise removal.

Preprocessing Degradation of EEG signal is caused by many artifacts like muscle
activity, eye blink, movements, noise from electrical power line, etc. To prevent
wrong EEG signal analysis, it is necessary to remove these unwanted signals arising
due to these artifacts.

In order to clean the EEG data, a number of techniques have been applied. EEG
signal was filtered at a cut off frequency of 0.5–32 Hz. Power line noise as well
as muscle artifact signals are removed automatically by this process as they lie
above 32 Hz. Eye blink and eye movement (vertical and horizontal) artifacts were
removed by applying independent component analysis (ICA) [8]. Background noise
was removed by re-referencing to common average reference (CAR) [9, 10].

3 Methodology

Feature Extraction
Band Power. Band power for alpha (8–13 Hertz), beta (13–30 Hertz), delta (0.5–4
Hertz) and theta (4–8 Hertz) was extracted from EEG signals. Power spectrum was
computed using Welch periodogram.

Alpha Inter-hemispheric Asymmetry. Alpha inter-hemispheric asymmetry is
computed as alpha power of left half of the brain minus the right half of the brain
is termed as alpha inter-hemispheric asymmetry [11]. It is calculated as difference
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between channels C4–C3, P4–P3, T 6–T 5, T 4–T 3, Fp2–Fp1, F4–F3, F8–F7 and O2–
O1. Mathematically, it is represented as

Alphasym = mean(log(PWr ) − log(PWl)) (1)

where PWr is the sum of alpha power of right channels and PWl is the sum of power
alpha power of left channel.

Feature Selection and Reduction
Large number of features are extracted from each of the channel. Inclusion of all the
features in the classifier would lead to very high cost but if only important features
are selected, there would be a significant reduction in cost as well as the efficiency
may also increase. So, feature selection and reduction is used [12, 13].mRMR, PCA,
LDA, GA and VIF are few of the feature selection and reduction techniques.

The block diagram representation of the study is shown below in Fig. 1.
Min-Redundancy-Max-Relevance (mRMR): It is a selection techniquewhich is

very often used inmethods to accurately identify genes and phenotypes by narrowing
down in the order of their relevance. It distinguishes the subsets of data that are
important to the parameters used and is normally called maximum relevance. The

Fig. 1 Block diagram
representation of the study
where feature selection was
done using min-redundancy-
max-relevance (mRMR) and
variance inflation factor
(VIF) and feature reduction
was done using principal
component analysis (PCA)
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other redundant subsets are removed. It is an attribute selection approach that selects
features which are in high correlation with the class or predictor (output) and low
correlation among themselves [1, 14, 15].

Mutual informationM(R, S) calculates the degree of likeness between two discrete
random variables R and S:

M(R, S) =
∑

r ∫ R

∑

s ∫ S

p(r, s) log

(
p(r, s)

p1(r)p2(s)

)
(2)

Here, p(r, s) represents the joint probability distribution function of R and
S, and p1(r) and p2(s) represent the marginal probability distribution functions
corresponding to R and S accordingly.

The mRMR algorithm next uses the mutual information formula above between
target variable label t = t1 + t2 + t3. + · · · + tn and the attribute i which will be
designated as M(T, Fi).

Let U be the attribute set we wish to choose, and |U| be the cardinality of set U.
Therefore, the necessary constrains for the feature subset to be best are:

(i) The minimum redundancy condition:

A = 1

|U |2
∑

Fi ,Fj∈U
M(Fi,Fj ) (3)

(ii) The maximum relevance condition:

B = 1

|U |
∑

Fi∈U
M(Fi , T ) (4)

The simplest way for the above combinations can be:

Max(B − A) (5)

Max(B/A) (6)

The mRMR uses the algorithm where it selects the first feature. Then, the char-
acteristic i which satisfies the constraints selected at every step with the remaining
selected attributes in the set U.

Let � be the feature subset of all data. So, let �U = � −U be the feature subset
of every feature excluding those selected already. Then,

min
Fi∈ΩU

1

|U |
∑

Fj∈U
M(Fi , Fj ) (7)
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max
Fi∈ΩU

M(Fi , T ) (8)

Using Eqs. (7) and (8) in Eqs. (5), it will result into the equation:

max
Fi∈ΩU

⎡

⎣M(Fi , T ) − 1

|U |
∑

Fj∈ΩU

M
(
Fi,Fj

)
⎤

⎦ (9)

is called mutual information difference (MID). MID has been used in this study.
Variance Inflation Factor (VIF): VIF is broadly used to measure of the degree

of multi-collinearity of the kth independent variable with other variables in a simple
regression model [16]. It is the ratio of the variance with numerous terms divided
by the variance of the model with a single term. It scales the strictness of multi-
collinearity in an ordinary least squares regression analysis. After applying it success-
fully, it gives an index that measures the increase of the variance of a regression
coefficient that would have occurred because of collinearity.

Collinearity in a dataset occurs when two variables are highly correlated and
it occurs that they contain similar information about the variance of the dataset.
It increases the variance of regression parameters which could lead to the wrong
prediction values [17].

Multi-collinearity emerges when more than two features of a dataset are highly
correlated. Multi-collinearity can emerge even when isolated pairs of variables are
not collinear. Multi-collinearity can inflate the variance among the features in a
model. These inflated features create problems in regression because few variables
contribute to little or no new information to the model [18].

VIF factor gives an index that could measure how much the variance of an
estimated regression coefficient is changed because of collinearity.

VIF for the estimated coefficient cn denotedbyVIFn is the factor bywhichvariance
is inflated.

Let xn be the only feature used

−yi = βQ + βnxin + ε (10)

where

ßn is coefficient of feature xin
ßQ is bias of the model
ε is error
yi is response.

The variance of bn can be shown as

−Var
(
bμ

)
min = σ 2

∑m
i=1(xin − x̄n)

2 (11)
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whereσ 2 is variance of the entire datasetx̄n is mean of features xinAnd “min”
represents the smallest variance.

Let there be a model with correlated features,

yi = β0 + β1xi1 + · · · + βxiu + βp − 1x jp − 1 + ε (12)

where

yi is response
ßn is coefficient of feature xin
ß0 is bias of the model
ε is error.

Now, if some features are correlated with features xn, then the variance of bn is
inflated.

Var(bn) = σ 2

∑m
i=1(xin − x̄n)

2 × 1

1 − R2
n

(13)

where R2
n is the R2-value obtained by regressing the nth feature on the remaining

features. The greater the linear dependence the larger the R2
n value and from earlier

equation larger value of R2
n means larger variance of bn.

Now, to find exactly how large it is, the ratio of the two variances is calculated.
Now, dividing Eq. (13) by Eq. (11), we get

Var(bn)

Var(bn)min
=

σ 2
∑m

i=1(xin−x̄n)
2 x

1
1−R2

n

σ 2
∑m

i=1(xin−x̄n)
2

= 1

1 − R2
n

(14)

The above factor is called variance inflation factor for the nth feature.

VIFn = 1

1 − R2
n

(15)

The variance inflation factor exists for each of the n features in a multiple regression
model.VIF factors are always greater than 1. The VIF factor tells us what percentage
of the variance is inflated for each coefficients present.

Principal Component Analysis (PCA): PCA is used for data reduction [19]. It
is done by decreasing the number of dimensions which is having less information.
Basically, this technique consists of twomajor steps (i) computation of covariance for
the data matrix is done, (ii) eigenvectors and eigenvalue for the computed covariance
matrix are calculated.

The computation for the eigenvector and eigenvalues is done using the following
equation.

EgV
∑

= λEgV (16)



436 S. Mahato et al.

where EgV , λ and
∑

correspond to eigenvectors, eigenvalues and covariance matrix,
respectively.

Eigenvalues are scalar values which represent magnitude or scaling factor. Eigen-
vectors represent the principal component. First, the principal component is the prin-
cipal component with highest eigenvalue and has largest variance. Eigenvectors are
arranged on the basis of decreasing value of eigenvalues. Eigenvectors with largest
eigenvalues are selected.

ClassifierModel Logistic Regression: Logistic regression is a categorization algo-
rithm usually applied to binary dependent variables [20]. Binary outcomes like
Yes/No, 1/0, True/False are forecasted given a set of attributes. For the represen-
tation of binary or categorical output, dummy variables are used. Logistic regression
is also the significant case of linear regression when the output variable is discrete,
where we use log of odds as dependent variable [21, 22]. Basically, the function
foretells the probability of occurrence of an event by fitting data to the logit function
described below. It is also called sigmoid function that is rising quickly and maxing
out at certain level [23]. The equation is given by:

log(p) = b0 + b1X1 + b2X2 + · · · + bn XN . (17)

where p is the probability of the characteristic of interest or dependent variable.
The logit transformation is defined as the logged odds:

ODDS = p

1 − p
= probability of presesnce of characteristic

probability of absence of characteristic
(18)

and

log it(p) = log

(
p

1 − p

)
(19)

So, the logistic function can now be written as:

p(x) = 1/
(
1 + e−(β0+β1)

)
(20)

Validation Cross validation is used to verify the models, prediction accuracy in new
dataset. In this paper, we have used 100 iterations of 10 fold CV. Dataset is divided
into 10 parts, of which nine parts are selected randomly as training data and one part
as testing data. This process is repeated for fixed number of iterations.

The accuracy of classifier is defined as

Accuracy =
No. of testing data correctly classified

Total no. of testing data
(21)
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4 Results

The results based on the different selection and reduction technique for the features
alpha, beta, delta, theta power and alpha asymmetry and combination of alpha power
and alpha asymmetry when applied on LR classifier are shown below in Table 1 and
Fig. 2 [24].

From the results in Table 1, it can be observed that there is always an improvement
in accuracy by applying either selection techniques (VIF and mRMR) or reduction
technique (PCA) as compared to when none of these methods are being applied.

From Fig. 2, it can also be found that selection techniques (VIF and mRMR)
always outperform reduction technique (PCA) for the given dataset. From Fig. 2, it
can also be found that mRMR works better than VIF.

From Table 1, it can be found that 88% of accuracy is the maximum accuracy
achieved when alpha power was used as a feature, mRMR as feature selection
technique and logistic regression as a classifier.

The result from Table 1 also shows the higher potential power of alpha band in
detection of depression patients as compared to other bands, i.e., delta, theta, beta,
alpha asymmetry considered in this study.

The comparison in Table 2 shows that the proposed work’s accuracy is quite high
as compared other works done in depression.

Table 1 Performance comparison of selection (VIF and mRMR) and reduction techniques (PCA)

Alpha
power
(%)

Beta
power
(%)

Delta
power
(%)

Theta
power
(%)

Alpha
asymm
(%)

Alpha power +
Alpha
asymmetry (%)

Without
selection/reduction
techniques

85 76 70 83 58 60

With VIF 87 82 82 83 63 87

With MRMR 88 85 86 87 63 75

With VCF 83 78 79 86 62 92

Fig. 2 Classification
accuracy using selection
(VIF and mRMR) and
reduction techniques (PCA)
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Table 2 Comparison of the proposed method with previous work in depression

Sl. No. Ref. Methodology Analysis method Features Accuracy (%)

1 Proosed LR as classifier and
PCA, mRMR and
VIF as feature
reduction and
selection technique

LR Band power 88

2 [25] Artificial neural
network (ANN) was
used as a classifier
and band power as
the feature

ANN Band power 84

3 [26] Features used were
Higuchi’s fractal
dimension (HFD)
and linear spectral
asymmetry index
(SASI) and analysis
was done using t-test

t-test HFD, SASI 85

4 [6] DT was used as
classifier along with
LDA and GA with
band power as
feature

DT Band power 80

5 [27] Classification of
normal, depression
and schizophrenic
individual was done
using Lep-Ziv
complexity as a
feature and
backpropagation
artificial neural
network as classifier

BP-ANN Lep-Ziv
complexity

60–80

5 Discussion

Thus, from the results, whenever selection technique, i.e., VIF or mRMR is applied
or reduction technique PCA is applied there is always an improvement in accuracy
as compared to when none of the selection or reduction technique is applied.

From among the selection technique, mRMR and VIF (except in case of combi-
nation of alpha power + alpha asymmetry), mRMR performs better than VIF for the
given dataset. It can be also seen that selection techniques (VIF and mRMR) always
outperform PCA for the given dataset.
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6 Conclusion

The study reveals that selection techniques (VIF and mRMR) are better than PCA
for the given dataset and when VIF and mRMR are used, accuracy mRMR works
better than VIF for the given dataset. Thus, it can be concluded that it is better to
use selection technique as compared to reduction technique when classification of
depression patient is done using LR for the given dataset. The study also reveals the
higher potential power of alpha band in detection of depression patients as compared
to other bands, i.e., alpha, delta, theta, beta, alpha asymmetry considered in this study.

Thus, the paper finds important results which could be an essential part in
improving the classification accuracy of depression patients.
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Calculation of Torque Ripple
and Derating Factor of a Symmetrical
Six-Phase Induction Motor (SSPIM)
Under the Loss of Phase Conditions

Purushottam Kumar, Vishal Rathore, and K. B. Yadav

Abstract The objective of this paper is to analyze the behavior of symmetrical
six-phase induction motor (SSPIM) under the loss of phase conditions. Various
phase loss configurations are considered to analyze the torque profile and derating
factor of the SSPIM and compare them with the healthy machine. To analyze the
loss of phase condition, a mathematical model of SSPIM has been developed in
MATLAB/Simulink environment; it has been seen that under loss of phase’s condi-
tion themachinewill continue to runwith almost similar ripple content but at reduced
derating factor (DF) as consequences of which the life of motor gets degrades.

Keywords Loss of phase · Six-phase induction motor ·Modeling · Torque ripple ·
Derating factor

1 Introduction

The various benefits of six-phasemachine drives over its three-phase counterparts are
high-power handling capability which can be achieved by distributing the required
power among the six phases, reduction in the pulsation of torque and is highly reliable.
Other benefits of the six-phase system are increased of volt/ampere and torque and
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Fig. 1 Winding
arrangement of SSPIM

for the same dimension of the motor. Also, rotor current harmonics and stator copper
loses get degraded [1, 2].

The application of multiphase machines allows us to gain the advantages of the
extra degree of freedom as compared to three-phase machines but the freedom is
limited to certain applications such as hybrid electric vehicles, airspace applications,
high-power drives, and navel propulsion [3, 4]. If the three-phase motor is working
under the open phase required a divided neutral connection and a DC bus. Moreover,
we can say, a zero-sequence current is a must to introduce an unbalanced MMF on
being of a phase loss condition [5]. On the other hand, the multiphase motor has a
better capability of fault tolerance because of the fact that it eliminates the need fora
neutral connection required for balancing the rotating MMF [6]. If one phase of an
SSPIM is a loss, the phase currents combination to produce an unbalanced rotating
forward MMF is not unique. For a healthy operation, it is necessary to generate an
optimal value of currents which is required to produce the same MMF [7, 8].

Multiphase induction is capable of self-start and is able to operate under unbalance
conditions or when one, two, or three of its stator phases are open. The advantage of
symmetrical six-phase induction motor is that the pair of stator three-phase winding
is phase displaced 60 °E as shown in Fig. 1 leads to removal of all (6n ± 1)order
torque and air gap flux harmonics where n = 1, 3, 5, 7 … [9].

The paper comprises four sections: Mathematical modeling is performed in
Sect. 1, and in Sect. 2, loss of phase analysis is presented; Sect. 3 comprises of
results and analysis of a study performed, and finally, the conclusion is presented in
the last section.

2 Mathematical Modeling of Six-Phase Induction Motor

A vector space decomposition (VSD) model is used to represent a healthy symmet-
rical six-phase induction motor. Machine variables [Fk] which are based on VSD
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model are transformed to a stationary frame of variables [Fαβxy] via [D6] [10–13].

[
Fαβxy = D6 · Fk

]

where

[Fk = Fs1Fs2Fs3Fs4Fs5Fs6]
T

[
Fαβxy = FαFβFx Fy F0+F0−

]T

D6 = 1√
3
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⎥⎥⎥
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The voltage equations which represent a symmetrical six-phase induction motor
in stationary reference frame are as follow,

vq1 = r1iq1 + ωkλd1 + pλq1 (1)

vd1 = r1id1 − ωkλq1 + pλd1 (2)

vq2 = r2iq2 + ωkλd2 + pλq2 (3)

vd2 = r2id2 − ωkλq2 + pλd2 (4)

vqr = rr iqr + ωkλdr − ωrλdr + pλqr = 0 (5)

vdr = rr idr − ωkλqr + ωrλqr + pλdr = 0 (6)

The equation of flux linkage of six-phase induction motor is given as:

λq1 = Ll1iq1 + Lmqiq1 + Lmqiq2 + Lmqiqr + Llmiq1 + Llmiq2 + Ldqid2 (7)

λd1 = Ll1id1 + Lmdid1 + Lmdid2 + Lmdidr + Llmid1 + Llmid2 + Ldqiq1 (8)

λq2 = Ll2iq2 + Lmqiq1 + Lmqiq2 + Lmqiqr + Llmiq1 + Llmiq2 + Ldqid1 (9)
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λd2 = Ll2id1 + Lmdid1 + Lmdid2 + Lmdidr + Llmid1 + Llmid2 + Ldqiq1 (10)

λqr = Llr iqr + Lmqiq1 + Lmqiq2 + Lmqiqr (11)

λdr = Llr idr + Lmdiq1 + Lmdiq2 + Lmdiqr (12)

Assuming, Ldq = 0 and Lm = Lmq = Lmd (13)

Also,

L1 = Ll1 + Llm + Lm (14)

L2 = Ll2 + Llm + Lm (15)

L3 = Llm + Lm (16)

Lr = Llr + Lm (17)

On substituting the above value in Eq. (7–13), the resultant flux linkage is
represented as

λq1 = L1iq1 + L3iq2 + Lmiqr (18)

λd1 = L1id1 + L3id2 + Lmidr (19)

λq2 = L2iq1 + L3iq2 + Lmiqr (20)

λd2 = L2id1 + L3id2 + Lmidr (21)

λqr = Lr iqr + Lmiq1 + Lmdiq2 (22)

λdr = Lr idr + Lmid1 + Lmid2 (23)

And the resultant electromagnetic torque (Te) is given by the expression,

Te =
(
3

2

)(
P

2

)[
λmdiq1 + λmdiq2 − λmqid1 + λmqid2

]
(24)
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Derating factor (DF): It is themeasure of the ratio ofmodulus of per unit postfault
current Iαβ to the rated current provided that themaximum value of

∣∣Iαβ

∣∣
post−fault does

not more than the
∣∣Iαβ

∣∣
rated. This keeps the machine drive to guard against hot spots

and thermal heating at the expense of
∣
∣Iαβ

∣
∣
post−fault below

∣
∣Iαβ

∣
∣
rated values [14, 15].

For example, in six-phase induction machines for one phase open
∣∣Iαβ

∣∣
post−fault is

0.762while the
∣∣Iαβ

∣∣
rated is 0.8186. Therefore, the derating factor (DF) of themachine

is 0.9883.

DF =
∣∣Iαβ

∣∣
post−fault∣∣Iαβ

∣∣
rated

3 Loss of Phase Analysis of Six-Phase Induction Machine

When loss of phase occurs in the one phase, two phases and three phases of a six-
phase induction machine, under these conditions analysis of dynamic behavior, are
performed and compared with a healthy machine, and the ripple content in torque
under various conditions for first five cycles is analyzed [16–18]. The current of the
stationary frame Iαβ and the derating factor are also calculated. Flowchart of various
losses of phase conditions is shown in Figs. 2 and 3 represents voltage phasor of
SSPIM.

A. Under healthy phase condition

Under healthy phase condition, the percentage of ripple content in torque and Iαβ for
the first five cycles is 6.34% and 10.65%, respectively, and the RMS value of Iαβ is
0.8186. Figure 4 shows the waveform of torque, and Iαβ is shown in Fig. 5 (Table 1).

Fig. 2 Flowchart of loss of
phase condition

Loss of phase 
condition

Loss of one phase
condition

Loss of two phase 
condition

Loss of three 
phase condition

Loss of non-
adjoining phase

Loss of 
adjoining phase

Loss of non-
adjoining phase 

Loss of 
adjoining phase
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Fig. 3 Voltage phasor of
SSPIM Vb

Vc

Ve Vf

Va

Vd

Fig. 4 Torque profile
subjected to 6-healthy phase

Fig. 5 Iαβ profile subjected
to 6-healthy phase

Table 1 Parameters of
SSPIM

Parameter Symbol Value

Motor rated power P 1 hp

Leakage inductance of stator Ls 0.789[H]

Leakage inductance of rotor Lr 0.789[H]

Magnetizing inductance Lm 0.728[H]

Stator resistance Rs 10.5[�]

Resistance of the rotor Rr 9.3[�]

Inertia of the rotor J 0.084[kg*m2]

Pole pairs p 2

voltage V 230(v)
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B. Loss of one phase and five healthy phrases condition

Under the loss of one phase condition means from healthy phases (a, b, c, d, e, and
f ), one phase is opened and other phases are closed as shown in Fig. 6. During these
conditions, the ripple content in torque and Iαβ is calculated and also derating factor
is obtained. Figures 7 and 8 show the waveform of torque and Iαβ for loss of phase
(a), respectively, and for other phases are given in Table 2.

C. Loss of two phases and four healthy phases condition

Here two possible cases are visualized, first case is the loss of two adjoining phases
and the second is loss of two non-adjoining phases. The flowchart of the two cases
mentioned above is shown in Fig. 9, and the phasor representation of voltages for 4
healthy phases are shown in Figs. 10 and 11.

During the loss of two nearby phases (a, b) and non-adjoining phase (a, c), the
waveform of torque and Iαβ of loss of adjoining phase (a, b) is presented in Figs. 12

Fig. 6 Voltage phasor of SSPIM with one phase loss condition

Fig. 7 Torque profile
subjected to loss of phase (a)

Fig. 8 Iαβ profile subjected
to loss of phase (a)
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Table 2 Ripple content of torque and Iαβ , derating factor for loss of one phase

Fig. 9 Flowchart of loss of
two-phase condition

Loss of two
phase

Loss of two 
adjoining  phase

Angle formed by 
two loss phase is 

600 e.

Loss of two non-
adjoining phase

Angle formed by 
two loss phase is 

1200 e.

Angle formed by 
two loss phase is 

1800 e.

Fig. 10 Voltage phasor of SSPIM with loss of two adjoining phase condition

Fig. 11 Voltage phasor of SSPIM with loss of two non-adjoining phase condition
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Fig. 12 Torque profile
subjected to loss of adjoining
phase (a, b)

Fig. 13 Iαβ profile
subjected to loss of adjoining
phase (a, b)

Fig. 14 Torque profile
subjected to loss of
non-adjoining phase (a, c)

Fig. 15 Iαβ profile
subjected to loss of
non-adjoining phase (a, c)

and 13 and waveform for loss of non-adjoining phase (a, c) is presented in Figs. 14
and 15, respectively.
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Table 3 Ripple content of torque and Iαβ , derating factor for loss of two adjoining phases

Table 4 Ripple content of torque and Iαβ , derating factor for loss of two non-adjoining phases

The combination of loss of remaining two non-adjoining and adjoining phases condi-
tion with their respective value of torque ripple, Iαβ and the derating factor, is given
in Table 3 (adjoining phases) and Table 4 (non-adjoining phases), respectively.

D. Loss of three phases condition and three healthy phases

All possible combinations of loss of three phases which are separated by 60 °E and
loss of each three phases which are separated by 120 °E are shown in Fig. 16 and
their phasor voltages in Fig. 17.

Figures 18 and 19 show the waveform of torque and Iαβ under the loss of three
adjoining phases (a, b, c) and non-adjoining phase (a, c, e), whereas the waveform
of torque and Iαβ for phases (a, b, d) is shown in Figs. 20 and 21, respectively. The
ripple content of torque and Iαβ for all combinations mentioned above with their
derating factor is given in Table 5.

4 Simulation Result

Theobjective of this section is to examine the benefits of the proposedmethod through
simulation results. For this, the various topologies of the developed SSPIMmodel are
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Loss of three  phases

Loss of three adjoining 
phases

Angle formed by 
three phases is 600 e.

Loss of three non-adjoining 
phases

Angle formed by three 
phases is 1200 e.

Angle formed by three 
phases is 1200 e and 600 e .

Loss of phase a,b and c Loss of phase a,c and e Loss of phase a,b and d

Fig. 16 Flowchart of loss of three-phase condition

Fig. 17 Voltage phasor of SSPIM with loss of three-phase condition

Fig. 18 Torque subjected to
loss of phases (a, b, c) and
phases (a, c, e)

Fig. 19 Iαβ subjected to
loss of phases (a, b, c) and
phases (a, c, e)



452 P. Kumar et al.

Fig. 20 Torque subjected to
loss of phases (a, b, d)

Fig. 21 Iαβ subjected to
loss of phases (a, b, d)

Table 5 Ripple content of torque and Iαβ , derating factor for loss of three phases

simulated in MATLAB/Simulink environment. The proposed model is tested under
the different loss of phase conditions, and results obtain from different combinations
are tabulated with their derating factor. Parameters of simulated SSPIM are shown
in Table 1.

5 Conclusion

A comparative analysis is done under the various loss of phase condition with respect
to the healthy phase. Also, ripple content in the torque and current of subspace Iαβ
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is calculated. The effective value of the derating factor for the different cases is
analyzed with respect to a pre-fault condition. It has been concluded that under the
loss of phase condition, percentage of ripple content increases due to which losses
in the motor are increasing as a result of which motor gets imbalance but continues
to run. Also, the derating factor of the machine gets reduces which prone to degrade
the life of the motor.
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Verilog Implementation
of Biometric-Based Transmission
of Fused Images Using Data Encryption
Standards Algorithm

Ghanshyam Gaur, Janki Ballabh Sharma, and Lokesh Tharani

Abstract Biometric scan images are used for authentication purposes widely.
Because they are unique in nature, the use of biometric scan images is increasing
day-by-day in authentication and security. Due to the economic-based systems such
as banking and financial sectors are using biometric-based security and authentica-
tion, the use of biometric images is increasing every day. In this paper, the fingerprint
of the user is taken as key image for DES algorithm and it is used for the encryption
of fused image. Hardware implementation of data encryption standards algorithm is
designed. For enhancing the target information content in image, using MATLAB
software, two multi-focus images are fused. The dual-tree-complex wavelet trans-
form is used for the fusion of images. The comparison is done with other hardware
designs in terms of number of LUTs and power and complexity of implementation
with other encryption techniques. This paper gives the secure transmission of fused
images using DES encryption, with the use of biometric image as a key image, which
is strong and unique method for security and authentication in nowadays.

Keywords Image fusion ·Wavelet transform · Data encryption standards ·
Encryption · Decryption · S-box · Verilog hardware description language

1 Introduction

Biometric scan images such as fingerprint, face, iris, thumb, and hand impression are
used for authentication and security purposes widely. Because they are distinctive
in nature, its use is increasing day-by-day in authentication and security. Due to the
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economic-based systems such as banking and financial sectors are using biometric-
based security and authentication of the use of biometric images is increasing every
day. We use dual-tree complex wavelet transform (DT-CWT) here to fuse two multi-
focus images.

There are various fusion techniques available today, and their utilization based
on requirement is chosen by user. Here in this paper, DT-CWT is used because of
its quality as compared to other fusion techniques like averaging method, Pyramid
method, curvelet, DWT, and SWT. After the DT-CWT-based fusion operation, DES
encryption is applied to this fused image, using the biometric scan image of user such
as fingerprint as a key image. Recovery of securely transmitted image is possible by
using the same authorized key image [1, 2]. Otherwise, the original fused image
is not obtained and this is the main aim of this work done in this paper. Verilog
implementation of DES using Xilinx ISE tool is done; design of the hardware and
other parameters, like timing, power, and number of LUTs, slices, are obtained. The
comparison is done with other hardware designs in terms of number of LUTs and
power and complexity of implementation with other encryption techniques like triple
DES, AES, and Blowfish [3]. Here the goal of this paper is to provide biometric-
based secure transmission of images using encryption technique, as well as to reduce
complexity of algorithm used in encryption in terms of key size and block size [4],
which are the parameters affecting the area and power distribution and the ease of
implementation. Biometric-based secure transmission is strong and unique method
for security and authentication in nowadays.

1.1 Related Work

The various fusion techniques have been used by other authors such as averaging
pixels, maximum, PCA, and pyramid decompositions and transform-based tech-
niques. Elbirt (et al.) gives the complete details about image fusion and its prin-
ciples, methods, and applications, and has evaluated FPGA implementation and
performance [2].

The details of image fusion techniques based on wavelets are provided by Krista
Amolims (et al.). For the segmentation of input image features, a dual-tree complex
wavelet transform is used, either jointly or separately to create a map of region [4].

New updated version of the AES-based image encryption algorithm is proposed
by Kamali (et al.) [6].

The image encryption algorithm was proposed using the chaotic map and S-DES
byBin andLiu (et al.) [7].Agarwal andBedi suggested the use of hybrid image fusion
technique to enhance the function of clinical diagnosis [11].
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2 Preliminaries

DWT-based approaches have now largely replaced previous fusion methods based
on decompositions of pyramid [4]. It is possible to explain the fusion of two test
images using the discrete wavelet transform in terms of the 2 recorded input test
images S0 and S1, the WT is ω, and the fusion rule is ϕ, which is taken as symbol to
combine colocated coefficients within the domain of transform. And coefficients of
the fused wavelet are inversed to generate the resulting fused image IF using inverse
wavelet transform ω − 1 hence [4]

IF = ω − 1(ϕ(ω(S0),ω(S1))).

2.1 Image Fusion Based on Dual-Tree Complex Wavelet
Transform (DT-CWT)

While image fusion based on DWT offers nice results, the associated shift variance
has been recognized to produce sub-optimal performance, which is because of the
magnitude of a coefficient does not adequately reflect the actual energy due to posi-
tion of spatial frequency. Hence, it is not a reliable base for comparing perceptive
significance inside the domain of transform [3, 4]. Using transforms such as shift-
invariant discrete wavelet transform (SI-DWT) has addressed the problem [12]. The
transformation is similar to the DWT, but at each point of the decomposition, it
eliminates down-sampling. Since down-sampling allows the variance of the shift,
the SI-DWT is shift-invariant.

This differentiation (of + and − frequencies) leads to splitting the original three
DWT sub-bands into 6 DT-CWT sub-bands based on the orientations of +15/−15,
+45/− 45, and +75/− 75, respectively.

Fig. 1 Image fusion of test images using DT-CWT [15]



458 G. Gaur et al.

The sub-band coefficients resulting are complex, and the magnitude of each
coefficient is about the invariant of changes. Figure 1 displays a typical fusion
scenario.

Figure 1 shows that it is possible to create and transform coefficients from test
images. The fused transformed is achieved. The most popular fusion rule is for the
coefficient of wavelets which is max rule of fusion [13].

Input : Multi-focus Images: I1, I2

W0 DT-CWT(I1) 
W1 DT-CWT(I2) 
W2 Max-Coefficient Fusion(W0,W1) 
Initial fused DT-CWT transform 
F=DT-CWT-1(W2) 
Output: Fused image IF 

The selection of max rule of fusion or its variants presupposes that a coefficient’s
perceptual value is directly related to its magnitude [14, 15].

Test images were first processed using DT-CWT for getting transformed coeffi-
cients. Theses coefficients are further fused using fusion rule. The inverse DT-CWT
is then applied over fused coefficients to get fused image F.

2.2 Data Encryption Standards

This is a block cipher of archetypal-type. This algorithm accepts the input of 64-bit
block size and converts it into ciphertext of same length.

DES also uses a key to customize the encryption in such a way that only those who
know the particular key used to encrypt are able to decrypt. The secret key consists
theoretically of 64 bits; however, the algorithm actually only uses 56 of those bits.
Figure 2 displays the entire DES algorithm [1, 3, 5].

A. S-box

DES S-boxes differ for all other permutations. [9] The structure of S-box design
is shown at the end of Fig. 3.

B. Verilog implementation for S-box
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Fig. 2 DES algorithm [1]

Fig. 3 Eight DES S-boxes [7]
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B. Verilog implementation for S-box
module Sbox1(in, out); 
input [1:6] in; 
output [1:4] out; 
reg [1:4] out; 
always @(in) begin 

case ({in[1], in[6], in[2:5]}) //synopsys full_case 
parallel_case 
0:  out =  14; 
1:  out =   4; 
2:  out =  13; 
3:  out =   1; 
4:  out =   2; 
5:  out =  15; 
6:  out =  11; 
7:  out =   8; 
. 
63: 0ut= 13; 

end case 
end  

module  

Similarly we apply it for the other 7 s-boxes. 

3 Proposed Architecture

The whole sequence of this work is organized into three parts. The first part is
presented using the block diagram shown in Fig. 4. In this part, we performed DT-
CWT on two test images, which results in fused image IF [16, 17]. DT-CWT-based
fused image IF is encrypted using DES algorithm. The unique biometric scan image
like fingerprint, iris, or hand impression is used as a key image IK in order to secure
transmission of fused image and also in storage which is shown in Fig. 5. The same
key image (fingerprint) is used for DES decryption process, when the user needs
his original fused image. After DES decryption process, the original fused image is
recovered as shown in Fig. 6. If the key image used is not authorized, then the original
fused image is not recovered after decryption. This ensures the secure transmission.
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Fig. 4 DT-CWT-based
image fusion

Fig. 5 DES algorithm



462 G. Gaur et al.

Fig. 6 DES decryption

Biometric images Iris

Fingerprint
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Hand impression [11]

4 Assessment Environment

In this paper, we use MATLAB and Xilinx programming. We now use the VLSI
format here. Hence, hardware specification language is used to create this design is
Verilog HDL. Similarly, requirements and specialties of Verilog make popular for
different performance and speed of design implementation. Xilinx ISE 14.2 Design
Suit is used as simulation software as well as for synthesis layout [8, 12]. Likewise,
software and hardware are used and it is simple to implement on them.

5 Implementation Results

The first result is found using DT-CWT of two multi-focus test images as shown
in Fig. 7 using MATLAB, and hence, fused image is found as indicated in Fig. 8.
After this, fused image as proposed is encrypted using fingerprint of user with DES
method in Xilinx ISE 14.2 Verilog implementation.

These two test images are taken, and they are fused with DT-CWT method in
MATLAB of the fused image is stored, and in the proposed scheme, it is encrypted
with other key image which is the biometric data of the user and it may be his
fingerprint, iris, thumb impression, or hand impression. Both fused image and key
image are encrypted using DES method. DES is implemented on Xilinx ISE 14.2.
The proposed results are shown in Fig. 9.

After DES, we get encryption result of fusion image and biometric image and
then it is used for secure transmission and storage. After decryption using the same
unique fingerprint image as a key, we get fused image again. Figure 10 shows the
implementation on Xilinx ISE 14.2. The proposed scheme is tested for single block
using DES. The input data stream is 64-bit single block, and the key is 56-bit single
block as per DES operation. Using this entire programming environment, we get
fused image with more information from test images. Further, we get chip-level
solution using Verilog HDL implementation for security with DES algorithm.
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Fig. 7 Two multi-focus test
images [13]

Image1 Image2

Fig. 8 Fused image IF

Figure 9 shows the proposed results for Verilog implementation of biometric-
based transmission of fused images using DES.

Analysis of Power Distribution in Chip:
The power distribution analysis is essential in the design because the leakage

power and dynamic power of the designed chip are also accountable in optimum
design that is shown in Table 1. It gives the distribution of power consumed in
clocks, logics, signals, and inputs/outputs (IOs).
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a) Fused Image IF                    b) Fingerprint c) DES Encrypted 
image   

 d) Decrypted image

Fig. 9 Proposed scheme

Fig. 10 Xilinx ISE 14.2 implementation

Table 1 Power distribution
in chip

On chip Power(W) Used

Clocks 0.002 1

Logic 0.003 437

Signals 0.008 673

IOs 0.131 190

Leakage 0.041 –

Total 0.184 –
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Table 2 Comparison table
for power distribution

Design Power (W)

Sumanth Kumar Reddy S et al. 0.655

Ours 0.184

Table 3 Encryption
algorithms

Algorithm Key Size (Bits) Block Size (Bits)

DES 64 64

3DES 192 64

AES (Rijndael) 256 128

Blowfish 448 64

The power distribution window is generated by clicking appropriate option of
analyze power distribution in the Xilinx ISE 14.2

6 Comparisons

Here the comparison is made with the other author’s results such as Sumanth Kumar
Reddy et al. [10]. Table 2 shows the power distribution comparison.

Further Table 3 shows the generally used other algorithm such as triple-Data
Encryption Standards (DES), Advanced Encryption Standards (AES) (Rijndael),
and Blowfish. Also we see in this DES algorithm with respect to number of bits
used, the key size and block size are minimum as used in other algorithms.

Therefore, it is obvious from the above comparison that this design comparison
in proposed scheme in terms of power distribution gives better results as compared
to other work done. Also, it utilizes a fix 64-bit key and allows 64-bit block size, and
therefore, making it easier to implement on Verilog HDL in Xilinx ISE14.2 tools.

7 Conclusions

Each person has a unique identity, and their biometric image is stored with their
records in a database. The DES key which is a biometric data is not accessible to
unauthorized user. So it becomes more secure. Same key is used for decryption of
transmitted fused images. Only authenticated users can access their data after giving
their fingerprint or iris scan genuine information, etc. Hence, we conclude that image
fusion is very useful in increasing the information content of target image and DES
algorithm performed secure transmission of fused image.
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Study and Analysis of Test Case
Prioritization Technique

Dharmveer Kumar Yadav, Sandip Dutta, and Chandrashekhar Azad

Abstract Context: The purpose of regression testing is to validate the altered
program and identify the adverse affect in program due to modification. The tech-
nique of test case prioritization is used to plan test instances to maximize certain
objectives. Regression testing is mainly a maintenance activity. The primary goal
behind this study and analysis is to provide a basis for conducting research in the
area of prioritization of regression testing. Objective: This paper examines each
technique of the prioritization process and addresses the open problem and possible
directions for future study. A number of academic papers from 2000 to 2018 were
evaluated in this study. We explored the database of Google Scholar, IEEE explores,
Springer, ACM, Science Direct, and Inspec.

Keywords Test case prioritization · Regression testing · Software testing

1 Introduction

In the regression testing, test cases are re-executed. In that order, run the test cases in
order to identify the faults in the program as soon as possible within a period of time.
During the maintenance stage, this is a significant activity as it builds confidence
that the modified code is correct. This article provides a study on prioritization of
the regression testing. Regression testing is done when the software is modified. The
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purpose of regression test is to make sure that any introduced modifications do not
interfere with the behaviors of the original unchanged software program.

The prioritization of test case methods enhance testing cost-effectiveness and
make a number of benefits, like early identification of faults and early feedback
system that helps to testers. Various research provides proof that regression testing
may benefit from the prioritization method [1–3]. Many methods are code-based
coverage, and there is very few techniques for design-basedmethods [4]. It is possible
to distinguish test case prioritization methods using the following information [5]:

The code coverage: Prioritization is basedon reference to the number of statements
and fundamental blocks. Total method coverage: This method schedules the test
cases if the test case covers the methods of the program [5]. Use feedback: The use
of code modifications information. Other information: Many researchers presented
prioritization using other information like estimating the test costs, fault severity,
data on test history [5].

Although the literature contains many prioritization techniques, very few system-
atic studies on the present research prioritization technique are presented. This area’s
research is timely owing to the increasing knowledge base on TCP issues. Academics
and practitioners can use the findings of this paper. Researchers can identify tech-
niques to prioritize and implement test cases in their tools. The purpose of this study
is to examine the prioritization method of the test case. We conducted a systematic
survey for this purpose and summarized related to a prioritization technique.

Given the fact that the literature contains various TCPmethods, there are no recent
progressive literature reviews that illustrate the current significance of prioritization
in research software testing. This study, therefore, tries to conduct a systematic review
of the literature on the recent prioritization technique [6].

The literature review is an expert, uncompromising research study [7]. The
purpose of a review paper is not to merely summarize all present evidence based
on study issues, and it is also anticipated to enhance the researcher’s advice on
evidence-based studies. This review paper of the literature is organized as follows. A
systematic study of the prioritization is proposed from 1997 to 2011 in the regression
test case prioritization research [8]. From 65 research, 49 have been recognized in
their job to initiate a distinct strategy, two to increase previous research, and 14 to
re-analyze previously tested results.

Around eight different prioritization methods were also evaluated and recognized
by the review paper. These consist: genetic-based, requirement, coverage history,
fault, composite, and other techniques.

The author focuses on the area of regression testing that involves test suite
minimization, selection of test case, and prioritization technique [9].

The present state-of-the-art methods were categorized into several classifications
for prioritization. These methods were classified based on requirements, model, code
coverage, historical information, probabilistic, and other approaches. The authors
survey 159 studies from 1977 to 2007 period.

Section 2 describes related work of prioritization technique. Section 3 presents
the research method which consists of research questions, motivation, source of
information, the process of study selection, and data extraction. Next, Sect. 4 is
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about the prioritization technique. Section 5 describes the result and analysis section
based on various research questions (RQ). Section 6 describes the research findings.
In Sect. 7, presents the conclusion part of the survey paper.

1.1 Test Case Prioritization

The prioritization of test cases performs running the test case in order to achieve
some goals. Prioritization of test cases addresses a severals goals, including:

1. Testers may want to improve the faults detection rate, which is the probability of
exposing faults in regression testing.

2. Testers may improve the capability to detect the high-risk faults.
3. Testers may increase the chance of discovering errors in the regression testing

method related to specific code changes.
4. Testers may improve their coverage of easily covered code at a faster pace in the

scheme being tested.
5. Testers may improve their confidence at a faster speed in the reliability of the

system being tested.

2 Related Work

Researchers presented a survey on minimizing, selecting, and prioritizing regression
testing [10]. They explored many papers from year 1999 to 2009. Prioritization is
performed using the following categories:

Coverage based: This approach enhances structural coverage. This method helps
to increase the detection of faults. This method allows to execute maximum number
of statements in the program, blocks, and method. Hence, maximum fault can be
detected by this approach.

Human based: This type of approach uses a human tester. Prioritization is based
on human tester’s comparisons.

Requirements based: Requirements are used in this method like a customer who
may assign priorities for the requirements, and developer requirement complexity
can be used [11].

Model based: Different models are used instead of code blocks, such as UML
sequence or activity diagrams. The UML is the standard modeling software.

Catal proposed systematic survey paper for prioritization [12]. They searched
paper fron online repositories papers: IEEE Explorer, Science Direct, ACM Digital
Library, Springer, andWiley. They first searched for string extracted 202 research, but
120 papers were identified for prioritizing test cases after further evaluation of titles
and abstracts of papers. The literature consists several techniques, with coverage-
based method using statements and basic blocks. Model-based method is also used
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by many researchers. The finding of [12] is recommendations for researchers that
are provided:

(1) Give preference instead of proprietary datasets to public datasets.
(2) Introduce many model-based techniques for prioritization
(3) Further research on trying to compare prioritization methods
(4) Assess the performance of proposed approach with metrics and compare their

results.
(5) Use industrial project datasets.

Author [13] proposed both a survey and analysis of selection, minimization, and
prioritization technique.

In paper [14] proposed a systematic review of prioritization of test case research.
Sixty-five papers and fifteen case studies have been found. Approx 106 different
approach has been analyzed. The proposed method was also analyzed and compared
with different measures such as type of study, technique, input, and metrics. Their
researchfinding shows that fifty percent of prioritization techniques are not dependent
on language implementation. Future research should focus on filling the gap found
in the existing technique. A survey on test case prioritization is presented [15]. The
finding of this paper is that a total of 90 scholarly articles in this paper from the year
2001 to 2018 have been analyzed. They explored various databases. They found each
method of prioritization with findings and subject programs. Their finding research
was based on three types of research questions.

Researchers used repositories to extract various proposed techniques [16]. They
searched according to criteria defined and classified in the categories of journals,
conference papers, symposiums, and workshops. The review strategy nominated 69
primary studies. They used 40 journals, 21 conference papers, that is used for the
result. Each prioritization strategy has prospective values, benefits, and limitations
indicated.They explored the systematic literature reviewon the test case prioritization
method.

3 Research Method

A structuredmethod for performing this review paper with a particular end objective.
The study was conducted to examine TCP-related research [6, 7, 17] influenced the
systematic and organized technique. There are four main methods involved in this
review paper, which consists of research question, research motivation, source of
information, and process of study selection. The main study issues were presented
in the first phase to answer to the primary objective of this paper review. Next,
the choice was made of the corresponding repositories. This is reduced by using a
search approach that includes specifying search strings and searchmethods that were
scheduled on the basis of the study issues articulated. The search phase output was
then transferred to the research studies.
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3.1 Research Questions

We will discuss answer of the following research questions.
RQ1-The most researched methods for prioritization: RQ2-The most frequently

used methods for research:
RQ3-The evaluation metrics most frequently used for TCP: RQ4- What are the

programs frequently used in prioritization research?:
RQ5-What are the processes involved in TCP?:

(1) Research Motivation: Identify TCP prioritization techniques developments and
opportunities.

Identify widely used study subjects in TCP articles. Identify new deficiencies in the
research methods used in TCP articles.

Identify the most considerable journal for the priority test case.
Identify the most used evaluation metrics for prioritization.

3.2 Source of Information

AsKitchenham proposed in [18], searching provides more searching space. In accor-
dance with the guidelines, to cover the maximum possible information, the following
databases were explored for journals and conference proceedings.

• Google Scholar
• Springer LNCS
• IEEE eXplore
• ACM digital library
• Science Direct
• Inspec.

3.3 Process of Study Selection

Initially, all sources researched possibly relevant articles. Because of the use of string-
like regression and testing, the elementary search produced an enormous quantity of
literature.

When the systematic review was selection techniques for regression testing, in
the next phase, software or regression testing title-based exclusions were made for
articles that were meaningless. The author suggested consideration of papers irre-
spective of their language, but in any language other than English, we excluded
papers [19]. Then, rejections involve based on the abstract of the research paper.
software testing, selection technique, reduction technique, and hybrid method were
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not selected for the study. Only prioritization technique related papers in included
for study purposes.

3.4 Data Extraction

Data were extracted to answer the research questions from the primary research
studies. The data was collected and stored in MS Excel to find related information
for study and analysis purposes.The following information was collected from the
paper.

• Research Paper Title
• Publication year
• Testing method
• Research questions
• Different prioritization method
• Limitations in this field
• Various metrics used for evaluation
• Result obtained
• Answers to research question
• Future Work
• Findings
• Conclusions.

4 Prioritization Technique

Prioritization of test case includes running the test cases in some order to meet the
particular objective, such as, fault detection rate, code coverage, etc. The key goal
of this approach is priority setting is to minimize the cost of regression testing. Use
the prioritization technique for test case, the efficiency of testing procedure can be
improved.

The current discussion described in the sections below also provides a answer to
research question by specifying the comparative methods.

4.1 Background: Test Case Prioritization

The test case prioritization approach schedules the test case so that greatest advan-
tage can be achieved by the tester using prioritization. The methodology was first
presented by [20]. proposed the methodology in a progressively broad area in prior-
itization [21], which was experimentally evaluated by the author [22]. Consider, an
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Table 1 Test case detects
faults

Test case Fault detected by test case

T1 T2 T3

A ∗
B ∗
C ∗ ∗ ∗
D ∗ ∗
E ∗

Fig. 1 Test case
prioritization technique

example illustrated in Table 1. In this case, fault detection is known before. Priori-
tization is aimed at maximizing the early detection of faults. The test case ordering
A-B-C-D-E shows fault detected by the test cases. The effectiveness of this algorithm
is calculated through metrics. Many researchers used the APFD metric (Fig. 1).

(A) Positioning Figures and Tables

4.2 Prioritization Technique

• Search based: Prioritizationwas proposed using a search-based approach likeGA-
based [23–30], greedy algorithm [31, 32], ant colony [33–35], and string distance
[36]. The genetic algorithm (GA) technique [37] does not produce good result than
a greedy algorithm. The search-based approach is therefore dependent on several
such as test suite and fitness function. Using the GA approach, several researchers
obtained the best result. The GA method functions slowly [26]. Swarm-based
prioritization method is proposed [38].

• Requirement based: A framework is constructed dependent on its necessities, in
thismanner, by utilizing the prerequisites data itmight conceivably help to arrange
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a few essential experiments something beyond by utilizing data of code. The work
in [39] accepts that prioritization of necessities for the test is a procedure of setting
up the estimation of the significance of a product prerequisite. Assessment of port
depends on some basic components like customer need, mistake, and execution
challenges. Late examination announced that a mix of at least two variables may
deliver a superior outcome than a solitary consider prioritization terms of testing
viability. Prioritization calculation is based on traceability, changes in require-
ments, client need. The methodology outcome was in terms of fault detection
rate.

• A Risk-based
• Prioritization of the risk-based approach was primarily employed with the

software to be built in a project usually associated with risk-related values [40].
• Requirements risk information is used for prioritization and to identify the test

cases that were expected to determine the system’s risk-related errors [41, 42].
Proposed prioritization of test cases through requirement risk values [43]. Risk
value is determined first, then prioritization starts for the test case. During the
early stage, it has ability to detects more faults.

• Fault based: Initial method for prioritization using fault is suggested by [44, 45].
According to authors, the fault would be revealed by a test case, depends not only
on whether some particular statement is executed but also on the chance that the
statement fault cause failure. They suggested two methods total fault exposing
potential and additional fault observed by the test case. The author proposed
fault-based prioritization approach which detects more fault [46, 47].

• Elbaum et al. [24] proposed six different types of function-level methods for
prioritization using faults. Some of the methods are based on function-level fault
prioritization, the other two methods used the concept of fault index for the func-
tion, and the remaining two methods use a combination of both fault index and
FEP. Prioritization using the functional-level method was also proposed [27]. The
syntactic differences technique was used between two versions of the code in this
approach. They used Unix diiff command to measure the degree of change for the
function available in both the version.

• History based: History-based prioritization is performed using historical data.
The author [48] claimed that their proposed method helps to increase fault
detection capability using historical data. Their approach was an extension of
Kim and Porter [49] existing history-based prioritization method. They used
eight C programs in their experiments. The new method is proposed in which
they observed improvements in fault detection using a modified cost cognizant
technique for prioritization [49]. They used Unix utilities sed and flex in their
experiments.

• Bayesian Network (BN)
Bayesian network (BN) method for prioritization of test cases has been proposed
[50]. BN model discovers a certain error based on the data available. Their target
strategy collects different information from the source code, integrating all data for
a single BNmodel using probabilistic approach. BNmodel performs better result
compared to random method. Test case prioritization proposed using Bayesian
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networks [50]. They demonstrated using a combination of three methods called
modification, coverage, and fault. The proposed result is compared with the other
ten prioritized techniques which consist original, random, and optimal (three tech-
niques) and six other methods using coverage-based technique. From the result, it
is observed that the proposedmethod performs better result in the other technique.

• Cost-aware based
Prioritization of the test case method is proposed based on the cost of the test case
and fault present in the system [51]. The proposed approach produces better results
in some of the cases. A cost-aware approach is suggested by Huang [52]. They
proposed modified cost-cognizant prioritization technique to find units of faults
discovered by the test cases. They used flex and sed of UNIX in their experiments.
They compare their results with optimal, random historical fault. Reduce testing
costs in their proposed approach.

• Model-based TCP: UML-based technique is presented for prioritization. They
used activity diagram(AD), sequence diagram(SD)with rulemining. Test case ere
generated through activity sequence graph constructed fromAD and SD diagram.
They trace affected nodes by forward slicing technique. This work detects faults at
an early stagewhich improves the prioritizationmethod [53]. Static- and dynamic-
based techniques are proposed for Java programs. They perform experiments on
method- and class-level tests. They used static and dynamic approaches for class-
and method-level tests with the APFD metric to calculate the effectiveness of an
algorithm [54]. Hybrid technique is proposed for object-oriented program [55].
The proposedwork consist source code andUMLmodels to represent themodified
classes. Dependency graphs of the program is used in their work [56].

5 Result and Analysis

This section tries to answer the following research questions.

• RQ1-The most researched approach for prioritization: Methods of prioritiza-
tion based on coverage dominate. Most papers introduced techniques based on
coverage. A comparison is performed for the proposed approach with methods
based on coverage.

• RQ2-Themost frequently usedmethods for research: The paperswere categorized
as per themethodof applied research,which includes prioritizationmethod survey,
experiment, review, and development. Most papers presented a new technique of
prioritization. This shows that researchers try to focus primarily on developing
new methods of prioritization.

• RQ3-The evaluation metrics most frequently used for TCP:

Many researchers presented new evaluation metrics, called average percentage
of detected faults (APFD), relative position (RP), coverage effectiveness (CE),
APFD per cost, normalized APFD used to measure the performance of the proposed
technique.
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• RQ4-What are the programs frequently used in prioritization research?:
• This question is about which programs are used for experimentation with

prioritization techniques. Many researchers used C/C+ +/JAVA programs, and
Web-based applications have been found that are used for TCP studies.

• RQ5-Processes involved in prioritization: Software engineering is very concerned
about how the processes of engineering are applied systematically to software
development. It is, therefore, necessary to investigate these questions. Each exper-
iment should have its own process. The prioritization process begins with targeted
data.

6 Research Findings

This is our research finding in this study for the test case prioritization technique.
Prioritizing test cases in software development is an essential part in the testing
process [57, 58]. Developed software must meet the user requirements without any
faults. The prioritization technique helps to reduce costs, time, and software faults.
The various evaluation metrics are used in these primary studies. APFD metric is
used in all approaches for evaluation purposes. Many new metrics were proposed in
various proposed works. The percentage of a different approach is shown in Fig. 2.

Coverage based: This technique arrange test based on code coverage.

Various prioritization techniques are classified in this paper.

Human based: This is based on the human tester.

Fig. 2 Studies technique percentage
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Probabilistic approach: In this technique, the probabilistic theory method is
proposed.
History based: In thismethod, fault or history information is used for prioritization
techniques.
Requirements based: Requirements are considered for prioritization technique.
Model based: Model-based prioritization method is also proposed using the UML
diagram.

7 Conclusion

Prioritization of test cases is one of the important activities in regression testing.
Numerous researchers have recommended various TCP techniques. This study has
been working on analyzing various techniques based on research questions. Study
and analysis is done from selected studies, classifying, analyzing, and deducting
them. The main reason for this study is to find out which technique can be enhanced
in future work. By exposing the latest trends, this study provides a basis for future
work for testing community with a deep insight. Researchers may also benefit from
this study because it illustrates the limitations and gaps in the current research.

References

1. Do H, Mirarab S, Tahvildari L, Rothermel G (2010) The effects of time constraints on test case
prioritization: a series of controlled experiments. IEEE Trans Softw Eng 36(5):593617

2. Elbaum SG,MalishevskyAG, Rothermel G (2000) Prioritizing test cases for regression testing.
In: Proceedings of the 2000 ACM SIGSOFT international symposium on software testing and
analysis (ISSTA 2000). ACM, New York, NY, pp 102112

3. Elbaum S, Gable D, Rothermel G (2001) Understanding andmeasuring the sources of variation
in the prioritization of regression test suites. In: Proceedings of the 7th international symposium
on software metrics (METRICS 01). IEEE Computer Society, Washington, DC, USA

4. Korel B, Koutsogiannakis G (2009) Experimental comparison of code-based and model-based
test prioritization. In: Proceedings of the IEEE international conference on software testing,
verification, and validation workshops (ICSTW 09), pp 7784

5. Do H, Rothermel G, Kinneer A (2006) Prioritizing JUnit test cases: an empirical assessment
and cost-benefits analysis. Empirical Softw Eng 11(1):3370

6. Kitchenham B (2004) Procedures for performing systematic reviews, vol 33, no. TR/SE-0401.
Keele University, Keele, UK, p 28

7. Kitchenham B, Brereton OP, Budgen D et al (2009) Systematic literature reviews in soft- ware
engineering a systematic literature review. Inf Softw Technol 51(1):715

8. Singh Y (2012) Systematic literature review on regression test prioritization tech- niques
difference between literature review and systematic literature. Informatica 36:379408

9. Yoo S, Harman M (2007) Regression testing minimisation, selection and prioritisa- tion : a
survey. Test Verification Reliab: 17

10. Yoo S, Harman M (2012) Regression testing minimization, selection and prioritiza- tion: a
survey. Softw Test Verification Reliab 22(2):67120

11. Srikanth H, Hettiarachchi C, Do H (2016) Requirements based test prioritization using risk
factors: an industrial study. Inf Softw Technol 69:7183

12. Catal C, Mishra D (2012) Test case prioritization: a systematic mapping study. Softw Qual J
21 (3): 445478; Kumar A, Singh K A literature survey



480 D. K. Yadav et al.

13. Yoo S, Harman M (2007) Regression testing minimisation, selection and prioritisation : a
survey. Softw Test Verif Reliab 17. https://doi.org/10.1002/000

14. Singh Y, Kaur A, Suri B, Singhal S (2012) Systematic literature review on regression test
prioritization techniques. Informatica 36:379408

15. Mukherjee R, Patnaik KSA survey on different approaches for software test case prioritization.
J King Saud Univ Comput Inf Sci

16. KhatibsyarbiniM, IsaMA, Jawawi DNA, Tumeng R (2018) Test case prioritization approaches
in regression testing: a systematic literature review. Inf Softw Technol 93: 7493

17. Achimugu P, Selamat A, Ibrahim R, Naz M (2014) A systematic literature review of software
requirements prioritization research. Inf Softw 56:568585

18. Kitchenham BA (2007) Guidelines for performing systematic literature re- views in software
engineering version 2.3. Technical Report S.o.C.S.a.M. Software Engineering Group, Keele
University and Department of Com- puter Science University of Durham

19. Dyba T, Dingso yr T, Hanssen GK (2007) Applying systematic reviews to diverse study types:
an experience report. In: First international symposium on empirical software engineering and
measurement, ESEM 2007, pp 225–234

20. Eric Wong W, Horgan JR, London S, Mathur AP (1998) Eect of test set minimization on fault
detection eectiveness. Softw Pract Exper 28(4): 347369

21. Harrold MJ (1999) Testing evolving software. J Syst Softw 47(23):173181
22. Rothermel G, Untch RH, Chu C, Harrold MJ (1999) Test case prioritization: an empirical

study. In: Proceedings of international conference on software maintenance, ICSM 1999. IEEE
Computer Society Press, , p 179188, Aug 1999

23. Maheswari R, Mala D (2015) Combined genetic and simulated annealing approach for test
case prioritization. Ind J Sci Technol

24. Lou Y, Hao D, Zhang L (2016) Mutation-based test-case prioritization in software evolution.
In: IEEE 26th symposium on software reliability engineering, pp 4657

25. Yuan F, Bian Y, Li Z, Zhao R (2015) Epistatic genetic algorithm for test case prioritization. In:
International symposium on search based software engineering. Springer, pp 109–124

26. Catal C (2012) On the application of genetic algorithms for test case prioritization: a systematic
literature review. In: Proceedings of the 2nd international workshop

27. Kaur A, Goyal S (2011) A genetic algorithm for fault-based regression test case prioritization.
Int J Comput Appl 32(8):975–8887

28. Jun W, Yan Z, Chen J (2011) Test case prioritization technique based on genetic algorithm. In:
International conference on internet computing and information services, pp 173–175

29. YadavDK,Dutta S (2017)Regression test case prioritization technique using genetic algorithm.
In: Advances in computational intelligence. Springer, Singapore, pp 133–140

30. Deb K, Pratab A, Agarwal S, Meyarivan T (2002) A fast and elitist multiobjective genetic
algorithm. IEEE Trans Evol Comput 6(2):182197

31. Li Z, Harman M, Hierons RM (2007) Search algorithms for regression test case prioritization.
IEEE Trans Softw Eng 33(4):225237

32. YadavDK,Dutta S (2016) Test case prioritization technique based on early fault detection using
fuzzy logic. In: 3rd international conference on computing. for sustainable global development
(INDIACom), pp 1033–1036

33. Solanki K, Singh Y, Dalal S, Srivastava PR (2016) Test case prioritization: an approach based
onmodified ant colony optimization. In: International conference on computer, communication
and control. IEEE, pp 1–6

34. Gao D, GuoX, Zhao L (2015) Test case prioritization for regression testing based on ant colony
optimization. In: Software engineering and service

35. Noguchi T, Washizaki H, Fukazawa Y (2015) History-based test case prioritization for black
box testing using ant colony optimization. In: Proceedings of the 8th IEEE international
conference on software testing, verification, and validation, testing in practice track, pp 13–17

36. LedruY, PetrenkoA, Boroday S,MandranN (2012) Prioritizing test caseswith string distances.
Autom Softw Eng 19(1):65–95

https://doi.org/10.1002/000


Study and Analysis of Test Case Prioritization Technique 481

37. Jiang B, Chan WK (2015) Input-based adaptive randomized test case prioritization. J Syst
Softw: 91–106

38. Yadav DK, Dutta S (2018) A new cluster-based test case prioritization using cat swarm opti-
mization technique. In: Proceedings of the third international conference on microelectronics,
computing and communication systems MCCS 2018

39. Srikanth H,Williams L, Osborne J (2005) System test case prioritization of new and regression
test cases. In: International symposium on empirical software engineering: 6271

40. Srikanth H, Hettiarachchi C, Do H (2016) Requirements based test prioritization using risk
factors. Inf Softw Technol 69(C): 7183

41. Yoon M (2012) A test case prioritization through correlation of requirement and risk. J Softw
Eng Appl 5(10):823836

42. Yoon H, Choi B (2011) A test case prioritization based on degree of risk exposure and its
empirical study. Int J Softw Eng Knowl Eng 21(2):191209

43. Hettiarachchi C, Do H, Choi B (2014) Effective regression testing using require- ments and
risks. In: Proceedings 8th international conference on software security and reliability, SERE
2014, p 157166

44. Rothermel G, Untch R, Chu C, Harrold MJ (1999) Test case prioritization: an empirical study.
In: Proceedings of international conference software maintenance, pp 179–188, Aug 1999

45. Elbaum S, Malishevsky A, Rothermel G (2000) Prioritizing test cases for regression testing.
In: Proceedings of the international symposium on software testing and analysis, pp 102–112,
Aug 2000

46. Yadav DK, Dutta S (2019) Test case prioritization based on early fault detection technique.
Recent Patents Comput Sci 12(4). ISSN: 1874-4796 (Online), ISSN: 2213-2759 (Print). https://
doi.org/10.2174/2213275912666190404152603

47. Yadav DK, Dutta S (2016) Test case prioritization technique based on early fault detection
using fuzzy logic. In: 2016 3rd international conference on computing for sustainable global
development (INDIACom). IEEE, pp 1033–1036

48. Kim JMKJM, Porter A (2002) A history-based test prioritization technique for regres-
sion testing in resource constrained environments. In: Proceedings of the 24th international
conference on software engineering ICSE 2002, pp 119129

49. Huang YC, Peng KL, Huang CY (2012) A history-based cost-cognizant test case prioritization
technique in regression testing. J Syst Softw 85(3):626637

50. Mirarab S, Tahvildari L (2007) A prioritization approach for software test cases based on
Bayesian networks. In: International conference on fundamental approaches to software
engineering. Springer, Berlin, Heidelberg, p 276290

51. Malishevsky AG, Ruthruff J, Rothermel G, Elbaum S (2006) Cost-cognizant test case
prioritization. In: TechnicalReport TR-UNL-CSE-2006- 0004,University ofNebraska-Lincoln

52. SimonsC, Paraiso EC (2010)Regression test cases prioritization using failure pursuit sampling.
In: Proceedings of tenth international conference on intelligent systems design and applications,
pp 923–928

53. Mahali P, Mohapatra DP (2018) Model based test case prioritization using UML behavioural
diagrams and association rule mining. Int J Syst Assur Eng Manage: 1063–1079

54. LuoQ,MoranK,ZhangL, PoshyvanykD (2018)Howdo static and dynamic test case prioritiza-
tion techniques perform on modern software systems? An extensive study on GitHub projects.
IEEE Trans Softw Eng

55. Panigrahi CR, Mall R (2012) A hybrid regression test selection technique for object-oriented
programs. Int J Softw Eng Appl 6(4):1734

56. Panigrahi CR, Mall R (2010) Model-based regression test case prioritization. ACM SIGSOFT
Software Eng Notes 35

57. Rothermel G, Untch RH, Chu CC, Harrold MJ (1999) Test case prioritization: an empirical
study. In: Software maintenance, ICSM

58. Schwartz A, Do H (2016) Cost-effective regression testing through adaptive test pri- oritization
strategies. J Syst Softw 115:6181

https://doi.org/10.2174/2213275912666190404152603


Effect of Ultrasonication
and Centrifugation on the Pore Size
of PVDF/CNT Nanocomposites

Sudha R. Karbari, Raghav Singhal, M. Uttara Kumari, and G. Shireesha

Abstract The paper conducts an initial study of the effect of ultrasonication and
centrifugation along with the annealing temperature on the crystalline phase and
porosity of PVDF/CNT films. The precursor solution was made using PVDF pellets
and CNT with N, N-dimethylformamide acting as a solvent. The dispersion of CNT
into the precursor solution of PVDFwas aided by ultrasonication and centrifugation.
The films were fabricated using a spin coating on a glass substrate. The films were
annealed at a relatively high temperature and the resultant crystalline phases, and
pore structure was studied using SEM and XRD analysis. The process described
confirms the formation of β phase without the need for poling and stretching.

Keywords PVDF/CNT nanocomposites · Crystalline phases · Annealing ·
Centrifuge · Ultrasonicate probe

1 Introduction

The crystalline properties along with morphology of polyvinylidene fluoride for
ultrafiltration membranes synthesized using the phase inversion method were inves-
tigated under ultrasound-assisted conditions in a bath. An increase in the intensity
of ultrasonication increases the flux of membranes. The process of phase separation
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was accelerated andmacrovoids were developed by increasing the intensity resulting
in an improvement in membrane porosity. The β crystalline phase in the ultrasound-
assisted process using phase inversion method results in an elongation that is greater
than the pristine membrane [1].

The effects of temperature and ultrasonication on the morphology and crystal
structure of PVDF membranes were studied. As the temperature increased, the
crystalline-induced gelatin line approached toward binodal, which is a dominant
initial stage of precipitation. The top surface of the membrane observed using SEM
and AFM was found to be composed of large stacks of crystalline lamella with the
interlamellar distance of 13–20 nm [2].

Monir Noroozi et al. studiedNanofluids containing aluminumoxide nanoparticles
of 11 nm dispersed in a distilled water at low temperature and various concentra-
tions using two different ultrasonic devices, a probe and bath sonicator for disper-
sion. The overall process effect of ultrasonic system on the stability and the thermal
diffusivity was investigated using the photopyroelectric technique. The observed
thermal diffusivity of nanofluids resulting from sonication improved the stability
and dispersion. Greater influence of sonication type, NP size and concentration on
the thermal diffusivity enhancement of nanofluids was analyzed using PPE tech-
nique. The thermal diffusivity is completely dependent on the power of the sonica-
tion device. The thermal diffusivity improved with the smaller size of nanoparticles.
There is a prominent improvement in the thermal diffusivity using probe sonicator
compared to the bath sonicator at higher particle concentration with smaller particle
size [3].

Graphene, as a reinforcement material, possess some problems while dispersion
as it takes a long time that makes it difficult to produce applications at a larger scale.
Mechanisms to improve the dispersion are developed and reported with various
advantages and disadvantages compared and analyzed. Three methods of disper-
sion include physical, non-covalent bonding, and covalent bonding. The physical
method damages the graphene structure which is irreversible and complicated to
repair. Henceforth, these methods are used as additive methods and assisting in the
synthesis process. Covalent bonding includes organic and inorganic bond formation.
But this still affects the combining of nano-dopants with the matrix material. Non-
covalent bonding classified as π–π bonding, ionic bonding, and hydrogen bond is
simple to use for synthesis but need surfactants to disperse graphene [4].

Various studies investigate Solutions prepared by dissolving PVDF into DMF and
a mixture of acetone and DMF. The casting of solutions in the film forms by using a
spin coater and annealed. The parameters for processing include spin speed, baking
temperature, solution viscosity, poling voltage, and the ratio of solutions is optimized
to achieve the required characteristics. To improve the surfacemorphology for surface
charge density of the filmswithmechanical characteristics, different solvents are used
along with acetone. PVDF films prepared by spin coating require a spin speed of
2000 rpm and baked at 50–90 °C [5–8]. As the content of the solvent increases, the
thickness of the film also increases. The acetone content increased the formation of α
phase at and above 60 °C is decreased, whereas the rate of decrement in the β phase
is decreased. It is aiding the increased evaporation rate of the solvent facilitating
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the curing of molecular chains in stretching states resulting in the formation of
piezoelectric β phase [9–11].

PVDF with mixed matrix membranes that are applicable for hydrophilic applica-
tions show improvement in the durability and properties with the use of hydrophilic
dopants. This is facilitated by using two concepts of dope sonication and the intro-
duction of PVP layer by layer. The sonication of the dopants is carried out for a
longer time than compared to the older techniques, and this resulted in the pore
formation and also functioned pore connector with particle dispersion. This hence-
forth improved the particle dispersion capability of nano-dopants into the matrix
for surface wettability. The addition of PVP in a quantified manner resulted in the
thermal stability of the nanocomposite and themass fraction of the beta phase content
[12–14].

Two different approaches of PVDF with CNT as nano-dopants are prepared
by sonication of the solution and mechanical mixing in an appropriate ratio. The
piezophase exists with the β-phase in the composite of CNT prepared by sonication,
whereas no β-phase is observed in composite prepared by the mechanical mixture.
With reference to the density functional theory, large amounts of energies required
for transforming trans-gauche-trans-gauche0 (TGTG0) into a configuration of trans–
trans and themolecular chain ofTTwith the absorption ofCNTsurface tight. The beta
phase formation is independent of zigzag carbon atoms on the CNT surface. Because
of sonication, dope diffusivity is improved and some TT chains are adsorbed on the
CNT surface as nucleating agents for strong confirmation of crystalline morpholog-
ical CNT nanocomposites with PVDF as the matrix [15]. Dope sonication as seen
from the previous reports by the researchers resulted in efficient particle dispersion,
with a very few improvements of the membrane surface wettability [14].

PVDF as a membrane is an important material for water treatment. The morpho-
logical changes are achieved under various conditions with different practical usage
in distillation and ultrapure cleaning of water and protein attachment. The numerous
effects of conditions of the dissolution of solvents on the performance of PVDF
are observed. Four different PVDF ultrafiltration membranes are synthesized from
dopants by dissolving and stirring at 24, 90, 120 °C and sonicated. The dope sonica-
tion resulted in improved mechanical and thermal stability, with high flux recovery
of 26% at 24 °C. This linked to the slightly lower porosity, narrow distribution of
small pore sizes and smooth surface morphology [17].

2 Materials and Methods

2.1 Materials Processing

PVDF pellets is a product of sigmaAldrich, the multiwalled CNTs having a diameter
from 10 to 50 nm and length varying from 10 to 50 nmwere bought. PVDF dissolved
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in DMF using magnetic stirring. Figure 1 shows the solution prepared using the
standard process.

One of the parameters for magnetic stirring is the temperature for the set up that
leads to the conversion of pellets to a viscous liquid. Samples were all synthesized
using 1% by weight DMF solution of PVDF copolymer.

Spin coating is a process by which thin uniform films of a polymer are fabricated.
A prepared and clean substrate is placed on the chunk of a spin coater with the
parameters set as shown in Fig. 2. The substrate is cleaned using piranha cleaning
standard process. Spin coater parameter for the operation depends onviscosity, drying
rate, surface tension, and solvent used. Samples were made on glass slides. The
parameters for spin coating include spin speed, acceleration, and the duration with

Fig. 1 A solution of
PVDF/CNT nanocomposites
after magnetic stirring

Fig. 2 Parameters setup for
spin coater (fabrication of
nanocomposites)
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values of 200 rpm, 25 rpm/s, and 80 s, respectively, obtaining a uniform thickness
of the films of 15um.

2.2 Process of Ultrasonication and Centrifuge

Procedure 25ml ofDMFwas taken in a beaker 0.025 g ofMWCNTwasmeasured out
and placed on a watch glass. The nano-dopant (CNT) added to the DMF and stirred
for 4 continuous hours on a magnetic stirrer. The beaker containing the sample was
then placed in an ultrasound water bath for an hour. The spin-coated sample prepared
from this method leads to clump formation and uneven distribution across thematrix.
In the second approach, a probe-type ultrasonicator was used and the CNT was dried
(as these were the suspected causes of uneven mixing). The CNT was then placed in
a vacuum drier and heated to remove any present moisture. The precaution was taken
to wear a mask so as to not accidentally inhale any CNT while handling the sample.
The mixed sample was kept under a probe-type ultrasonicator as shown in Fig. 3.
Care was taken to keep the beaker in cold water/ice bath as the process generates
a lot of heat and can lead to the evaporation of DMF. This improved the results as
compared to the first approach as the supernatant fluid was visibly darker indicating
a more even and dense dispersion.

There were still a small number of clumps of CNT observed. To separate them
from the supernatant, decantation was ineffective, so the sample was separated in a

Fig. 3 Ultrasonicator Probe
station for sample
preparation
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centrifuge. The sample was placed in 2 ml centrifuge tubes and spun at 5000 rpm for
10 min. The supernatant was then collected from the tubes, and the obtained disper-
sion was added to a recently mixed solution of PVDF pellets in DMF. The resultant
mixture was spun using a magnetic stirrer. This sample was then used to create films
using a spin coater. Films from the second procedure were of a darker appearance
indicating a good dispersion of CNT.While drying, it was noticed that the films of the
second sample started separating from the glass substrate before drying and minor
shrinkage occurred. This was not observed in pristine PVDF samples. Double-coated
samples and thick samples (slow spin rate) were observed to have higher opacity and
porosity as compared to pristine PVDF samples which are prescribed.

The samples are annealed at a higher temperature to increase the porosity and the
transition of nonpolar to polar phases. Figure 4 shows the opacity and transparency
of the films prepared after spin coating and left for annealing.

Fig. 4 Samples of
spin-coated PVDF/CNT
nanocomposites
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Fig. 5 a SEM images showing pore structure (at 200 μm magnification) b SEM images showing
pore structure (at 100 μm and 500 μm magnification)

3 Results and Discussion

3.1 SEM Analysis

The SEM images show the existence of different components such as nanoparticles,
amorphous and crystalline phases in a nanocomposite PVDF/CNT. SEM micro-
graphs of pure PVDF dispersed with CNT nanoparticles are shown in Fig. 5. The
image shows all the cases of sizes of pores for concentrations.

The size of pores increased due to the process followed. There is uniformity in the
pores of thematrix with CNT as nano-dopants henceforth confirming and dispersion.
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It is also found that fine spherulites were arranged in a well-defined manner in all
cases. One of the most important tests that help to verify the particle dispersion.
Small amounts of CNT are dispersed, and the particle agglomeration can be seen
from the above image. Surface analysis of deposited nanoparticle thin films by spin
coating is investigated by scanning electron microscopy. This indicates that the long-
term sonication with centrifuge proved useful in mechanical unbundling and uniform
distribution of pores at the nanolevel.

3.2 Crystal Phase Characterization

The samples were scanned in the 2θ range of 10–45 with a step of 0.0167. The
crystalline phase with the porosity increase due to ultrasonication using a probe
method prepared by solution casting without experiencing anymechanical stretching
related to the crystalline rate of the solution as shown in Fig. 6 [18–20].

The X-ray diffraction (XRD) measurement is performed to investigate the crys-
talline nature of the samples of PVDF/CNT nanocomposites. The XRD pattern of the
PVDFCNT nanocomposite obtained by the procedure asmentioned above shows the
following characteristics at various peak points. The peaks of 2θ that correspond to
19.30 (110), 22.40 (100), 38.30 (111), 45.50 (200) are indicating the various phases
of the PVDF polymers processed [21–23]. The intensity of (200) peak is significantly
larger compared to the other peaks. The peaks at 2θ = 19.30 (110) and 22.40 (100)
are related to the crystalline peaks of β and γ -phase of crystalline PVDF. The peaks
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Fig. 6 XRD plots of PVDF/CNT nanocomposites
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at 38.80 and 45.50 corresponding to (200) and (111) of the monoclinic α-phase,
respectively.

4 Conclusion

In the study, the process parameter effect of ultrasonication and centrifugation on
the crystalline phase of PVDF is observed. XRD analysis confirms the formation of
β phase for PVDF /CNT nanocomposite along with α and γ phases. The process
of annealing and effective incorporation of CNT dopant changed the phase of the
material fromα toβ. The conventionalmethodofCNTaddition leads to the formation
of clumps, indicating agglomeration. In an effort to overcome this, experiments were
carried out leading to the development of a novel process which includes the usage
of ultrasonication probe station with a centrifuge, and the annealing temperature
variation. This results in an increase in the pore size with uniformity throughout the
matrix of PVDF nanocomposite film.

Acknowledgements The experimentation was carried out at Interdisciplinary Research Center
(IDRC) RV College of Engineering.

References

1. Qu T, Pan K, Li Li, Liang B, Wang L, Cao B (2014) Influence of ultrasonication conditions on
the structure and performance of poly(vinylidene fluoride) membranes prepared by the phase
inversion method. Ind Eng Chem Res 53:8228–8234. https://doi.org/10.1021/ie5012905

2. Cheng L-P (1999) Effect of temperature on the formation of microporous PVDF membranes
by precipitation from1-Octanol/DMF/PVDFandwater/DMF/PVDFsystems.Macromolecules
32:6668–6674. https://doi.org/10.1021/ma990418l

3. Noroozi M, Radiman S, Zakaria A (2014) Influence of sonication on the stability and thermal
properties of Al2O3 nanofluids. J Nanomater https://doi.org/10.1155/2014/612417

4. Liang A, Jiang X, Hong X, Jiang Y, Shao Z, Zhu D (2018) Recent developments concerning
the dispersion methods and mechanisms of graphene. Coatings 8:33. https://doi.org/10.3390/
coatings8010033

5. Zeng C, Hossieny N, Zhang C, Wang B (2010) Synthesis and processing of PMMA carbon
nanotube nanocomposite foams. Polymer 51:655–664. https://doi.org/10.1016/j.polymer.2009.
12.032

6. Rezvantalab H, Ghazi N, Ambrusch M, Infante J, Shojaei-Zadeh S (2017) An aqueous-based
approach for fabrication of PVDF/MWCNT porous composites. Sci Rep 7. https://doi.org/10.
1038/s41598-017-01770-9

7. DhandV, Hong S, Li L, Kim JM,KimS, RheeKY, LeeH (2019) Fabrication of robust, ultrathin
and light weight, hydrophilic, PVDF-CNT membrane composite for salt rejection. Compos B
Eng 160:632–643. https://doi.org/10.1016/j.compositesb.2018.12.106

8. Mishra S, Kumaran KT, Sivakumaran R, Pandian S, Kundu S (2016) Synthesis of PVDF/CNT
and their functionalized composites for studying their electrical properties to analyze their
applicability in actuation and sensing. Coll Surf A Physicochem Eng Aspects 509. https://doi.
org/10.1016/j.colsurfa.2016.09.007

https://doi.org/10.1021/ie5012905
https://doi.org/10.1021/ma990418l
https://doi.org/10.1155/2014/612417
https://doi.org/10.3390/coatings8010033
https://doi.org/10.1016/j.polymer.2009.12.032
https://doi.org/10.1038/s41598-017-01770-9
https://doi.org/10.1016/j.compositesb.2018.12.106
https://doi.org/10.1016/j.colsurfa.2016.09.007


492 S. R. Karbari et al.

9. Martins P, Lopes A, Lanceros-Méndez S (2014) Electroactive phases of poly(vinylidene fluo-
ride): determination, processing and applications. Prog Polym Sci 39:683–706. https://doi.org/
10.1016/j.progpolymsci.2013.07.006

10. Cardoso V, Minas G, Costa C, Tavares C, Lanceros-Méndez S (2011) Micro and nanofilms of
poly(vinylidene fluoride) with controlled thickness, morphology and electroactive crystalline
phase for sensor and actuator applications. Smart Mater Struct 20:087002. https://doi.org/10.
1088/0964-1726/20/8/087002

11. Jee T, Lee H, Mika B, Liang H (2007) Effects of microstructures of PVDF on surface adhesive
forces. Tribol Lett 26:125–130. https://doi.org/10.1007/s11249-006-9163-z

12. Gregorio Jr R (2006) Determination of the α, β, and γ crystalline phases of poly(vinylidene
fluoride) films prepared at different conditions. J Appl Polym Sci 100:3272–3279. https://doi.
org/10.1002/app.23137

13. Gregorio Jr R, BorgesD (2008) Effect of crystallization rate on the formation of the polymorphs
of solution cast poly(vinylidenefluoride). Polymer 49:4009–4016. https://doi.org/10.1016/j.pol
ymer.2008.07.010

14. Ike I, Ludovic D, Groth A, Orbell J, DukeM (2017) Effects of dope sonication and hydrophilic
polymer addition on the properties of low pressure PVDF mixed matrix membranes. J
Membrane Sci 540. https://doi.org/10.1016/j.memsci.2017.06.056

15. Yu S, Zheng W, Yu W, Zhang Y, Jiang Q, Zhao Z (2009) Formation Mechanism of beta-Phase
in PVDF/CNT composite prepared by the sonication method. Macromolecules 42. https://doi.
org/10.1021/ma901765j

16. Anjalin M (2014) Synthesis and characterization of MWCNTs/PVDF nanocomposite and its
electrical studies. Der Pharma Chemica 6:354–359

17. Ike I, Zhang J, Groth A, Orbell J, Duke M (2017) Effects of dissolution conditions on the
properties of PVDF ultrafiltration membranes. Ultrasonics Sonochem 39. https://doi.org/10.
1016/j.ultsonch.2017.05.041

18. Khan W, Sharma R, Saini P (2016) Carbon nanotube-based polymer composites: synthesis,
properties and applications. https://doi.org/10.5772/62497

19. Hudaib B, Gomes V, Shi J, Liu Z (2017) Poly (vinylidene fluoride)/ Polyaniline/MWCNT
nanocomposite ultrafiltration membrane for natural organic matter removal. Sep Purif Technol
190. https://doi.org/10.1016/j.seppur.2017.08.026

20. Xia W, Zhang Z (2018) PVDF-based dielectric polymers and their applications in electronic
materials. IET Nanodielectrics 1. https://doi.org/10.1049/iet-nde.2018.0001

21. TsonosC, Pandis C, SoinN, Sakellari D,Myrovali E,Kripotou S,KanapitsasA, Siores E (2015)
Multifunctional nanocomposites of poly(vinylidene fluoride) reinforced by carbon nanotubes
and magnetite nanoparticles. eXPRESS Polymer Lett 9: 1104–1118. https://doi.org/10.3144/
expresspolymlett.2015.99

22. Mago G, Kalyon D, Fisher F (2008) Membranes of polyvinylidene fluoride and PVDF
Nanocomposites with carbon nanotubes via immersion precipitation. J Nanomater https://doi.
org/10.1155/2008/759825

23. Aqeel S, Huang Z, Walton J, Baker C, Falkner D, Liu Z, Wang Z (2017) Polyvinylidene
fluoride (PVDF)/polyacrylonitrile (PAN)/carbon nanotube nanocomposites for energy storage
and conversion. Adv Compos Hybrid Mater 1. https://doi.org/10.1007/s42114-017-0002-5

https://doi.org/10.1016/j.progpolymsci.2013.07.006
https://doi.org/10.1088/0964-1726/20/8/087002
https://doi.org/10.1007/s11249-006-9163-z
https://doi.org/10.1002/app.23137
https://doi.org/10.1016/j.polymer.2008.07.010
https://doi.org/10.1016/j.memsci.2017.06.056
https://doi.org/10.1021/ma901765j
https://doi.org/10.1016/j.ultsonch.2017.05.041
https://doi.org/10.5772/62497
https://doi.org/10.1016/j.seppur.2017.08.026
https://doi.org/10.1049/iet-nde.2018.0001
https://doi.org/10.3144/expresspolymlett.2015.99
https://doi.org/10.1155/2008/759825
https://doi.org/10.1007/s42114-017-0002-5


Controlling of Twin Rotor MIMO System
(TRMS) based on Multivariable Model
Predictive Control

Ujjwal Manikya Nath, Chanchal Dey, and Rajani K. Mudi

Abstract Objective of this study is to design a model predictive control (MPC)
for twin rotor multi-input multi-output (MIMO) system (TRMS). Major challenges
for controlling of TRMS are that it involves bi-directional motions in relation with
yaw and pitch movements. Moreover, there is a strong interaction in between them
resulting nonlinear behaviour. Therefore, conventional proportional integral deriva-
tive (PID) controller fails to provide satisfactory performance for such nonlinear
multi-input multi-output (MIMO) system. However, multivariable MPC may be
considered to be a useful control methodology in such cases. Efficacy of the designed
multivariableMPC is estimated by computing integral absolute error (IAE) in control
action during closed-loop operation realizedwith the help ofMATLAB environment.

Keywords Model predictive control · Multivariable MPC · Twin rotor MIMO
system · TRMS process

1 Introduction

For controlling linear systems, substantial amount of developments have already
been reported in literature to ascertain online optimization, stability, and closed-loop
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Fig. 1 Block diagram of model predictive control technique

performance enhancement [1]. But, in comparison with linear systems, relatively
less satisfactory progress has been observed towards controlling nonlinear and/or
multivariable processes. For industrial processes, many practical closed-loop control
applications are still managed bymanual control based on prior acquired knowledge.
Till date, hardly, any mathematical relation has been found for online computation
towards deciding appropriate control methodology for such systems [2].

In general, controlling task becomes substantially difficult for processeswithmore
than one interacting loop, i.e. for MIMO systems. Stronger the interaction between
different channels, selection of suitable control policy for such cases becomes more
difficult. Extensive interaction among the input and output variables [3] leads to
nonlinear process characteristics. Hence, conventional PID controller is not capable
enough to provide satisfactory control performance for such MIMO processes. Twin
rotor MIMO system (TRMS) [4–7] is well-known example for such multivariable
process with significant nonlinearity due to considerable interaction between yaw
and pitch motions.

Model predictive control (MPC) [8, 9] appeared in industry [10, 11] as an effec-
tive solution to deal with multivariable constrained control problems. MPC contains
some unique features [12–16] over the conventional PID controllers – employs an
explicit model of the concerned process, utilizes moving horizon control policy and
exploits online optimization technique to calculate future control moves. Here, in the
reported work, a multivariable MPC is designed for TRMS process and its quantita-
tive assessment is made through computation of performance index—IAE (integral
absolute error) and total variation (TV) in control action during closed-loop set point
tracking and load recovery responses.



Controlling of Twin Rotor MIMO System (TRMS) … 495

2 Model Predictive Control

Basic block diagram of MPC [8]-based control technique is shown in Fig. 1.
Designing of MPC can be formulated by the following steps:

Step I Control horizonM and prediction horizon P are chosen such thatM < P .
Step II Present time instant is considered as t = k.
Step III Output for all time samples y(k + 1) . . . y(k + P) are searched to select

the closest output to the set point R (optimization problem).
Step IV Corresponding objective function is framed

O =
P∑

i=1

[y(k + i) − R]2 +
M∑

i=1

[u(k + i − 1)]2

where u(k) is manipulated variable.
Step V Minimization of the objective function (Step IV) is done by manipu-

lating u(k) . . . u(k + M − 1)withu(k + m) = u(k + m − 1) where m is
M, M + 1 . . . P .

Step VI Optimized control moves u∗(k) . . . u∗(k + M − 1) at time k are calcu-
lated.

Step VII Implementation is made related to control move u∗(k).
Step VIII For time k + 1, same steps are repeated from Step III.

Figure 2 shows the timing diagram of MPC, where future control moves (M) are
calculated based on past and present control position. In case of MIMO process,
outputs of the process are considered to be y1 and y2 and they can be represented by
the following relations

y1(k) =
y11∑

i=1

u1(k + j − i) +
y12∑

i=1

u2(k + j − i),

y2(k) =
y21∑

i=1

u1(k + j − i) +
y22∑

i=1

u2(k + j − i).

Figure 3 shows the blockdiagramofmultivariableMPCwhere the set points are R1

and R2, corresponding control actions are u1, u2 and outputs are y1, y2 respectively.

3 Twin Rotor MIMO System

Typical schematic of TRMS [4–7] is shown in Fig. 4 where the yaw and pitch
motors are driven by two DCmotors connected on a common shaft. TRMS structure
resembles the dynamics of a helicopter with two propellers which are perpendicular
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Fig. 2 Timing diagram of
MPC
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Fig. 3 Multivariable MPC for controlling of TITO process

to each other. Connection between the two rotors is built by a beam pivoted on its
base that can move freely in both horizontal and vertical planes. Moreover, there is
a counterweight mounted by another beam fixed perpendicular to the main one. The
beam can move in vertical as well as in horizontal planes by changing the supply
voltages of the motors to affect the rotational speed and directions of the rotors . Due
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Fig. 4 Typical diagram of TRMS

to simultaneous motion of the yaw and pitch rotors, there is a strong cross-coupling
between the main rotor (yaw) and the tail rotor (pitch).

4 Simulation Study

For simulation study TRMS process model is chosen from literature [4] as given by
the following state space model:

A =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0
−4.738 −0.032 5.660 0 0 0
0 0 −0.752 0 0 0
0 0 0 0 1 0
0 0 0 −0.123 −0.186 1
0 0 0 0 0 −2.326

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

,

B =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

0 1
0 0.239
0.752 0
0 0
0 0
0 2.326

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

,

C =
[
1 0 0 0 0 0
0 0 0 1 0 0

]
.
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Fig. 5 Yaw and pitch
response of TRMS
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Table 1 Performance indices IAE TV

Pitch 18.059 5.64

Yaw 17.283 3.69

Here, A is the system matrix, B is the input matrix and C is the output matrix
of the chosen TRMS model. During closed-loop simulation, two-step input changes
are provided to pitch at 1 s and 8 s, respectively, and load disturbance is introduced
at 5 s. In addition, step input change and load disturbance are provided to yaw at
3 s and 10 s, respectively. Corresponding yaw and pitch response of the TRMS are
shown in Fig. 5. For quantitative estimation of closed-loop responses performance
indices, integral absolute error (IAE) and total variation (TV) in control action are
calculated for both yaw and pitch motions as listed in Table 1.

5 Conclusion

In this work, performance evolution of multivariable MPC is made on TRMS. The
main constraint of such multivariable process is that it has more than one input and
output variables. In future scope, the objective function of MPCmay be enhanced by
incorporating change in control action (�u) and in such case, the resulting objective
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function will be O = ∑P
i=1 [y(k + i) − R]2 + ∑M

i=1 [u(k + i − 1)]2 + �u and
performance comparison will be made with existing MPC algorithm.
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Implementation of a Multi-level Inverter
(MLI) with a New Structure
with Different Values of DC Sources

Bidyut Mahato, Saikat Majumdar, Sambit Vatsyayan, and K. C. Jana

Abstract Recent advances in the domain of medium-voltage, high-power, and
multilevel inverter have risen to such a level due to their amazing facts such as
acceptable harmonic spectrum, ease in control, reduced EMI, filter-free circuit,
reduced stress on switches, and reduced common-mode voltage. This paper describes
a new single-phase structure of multilevel inverter, generalized in nature employing a
smaller number of overall power components, especially the power switches. 9-level
structure is thoroughly explained and discussed with necessary details. In addition,
13-level inverter is also designed and tested with the RL-Load. Extensive simulations
are carried out in MATLAB and the corresponding experimental results verifies the
performance of the proposed MLI. Nonetheless, the MLI topology is compared with
some of the recent reported literatures and in every way considered better.

Keywords Power components · DC/AC power conversion · 7-level inverter ·
13-level inverter · SPWM

1 Introduction

Abundant inadequacies such as larger voltage stress on power switches and the higher
harmonics in the output voltage are observed in the classical inverters (two-level)
[1]. Nonetheless, the introduction of multilevel inverter (MLI) provides numerous
advantages, some of which are lower harmonic content [2, 3], reduced voltage stress
as well as reduced switching losses. In addition, some of the important features such
as higher efficiency, electromagnetic compatibility, high voltage, and high power
applications [4] make MLI suitable for the different industries. The first topology
to obtain a higher voltage levels was, the “neutral point clamped”, [5]. The other
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renowned topology called “Flying Capacitor” structure being implemented to over-
come the problems caused by the increasing amount of clamping diodes (in NPC-
MLI). Nonetheless, the main weakness lies with the FC-MLI is the voltage balancing
techniques for the large amount of available capacitors [6]. Nevertheless, the short-
comings of the two classical MLIs mentioned above are overshadowed by the advent
of H-bridge configuration due to the fact that it does not need any surplus components
in the circuit such as diodes and capacitors. The design of the H-bridge [7] can be
cascaded with the same or different magnitudes of DC sources and generally referred
to as symmetric CHB-MLI and asymmetric CHB-MLI, respectively, with using same
number of power electronic switches. It, therefore, involves the development of such
MLIs that can operate with the significant amount of component reduction.

The researchers working in the field of MLI, targets to introduce a new design
and establish various different reduced MLI switch topologies which should have
fewer power switches, input DC voltages, gate drivers, and losses. In this work, a
9-level inverter as well as 13-level inverter are built, and the experimental results
verifies the simulation outcomes. MLI topologies recently proposed in [8–13] are
being investigated and compared with the topology suggested in this paper.

This paper is distributed in various sections where Section-II illustrates the oper-
ating principle of the suggestedMLI topology, Section-III dealswith the control algo-
rithm, Section-IV shows the comparison with the newly proposed MLI topologies,
Section-V includes extensive simulation and experimental results, and Section-VI
concludes the work.

2 Proposed Topology

Unlike otherMLI structures, the proposed topology only uses two power switches, Sx
and S′

x insteadofH-bridge and the generalized structure of the proposedMLI is shown
in Fig. 1a. The magnitude of DC source, Vx is the summation of the rest of the DC
sources in the MLI topology. Each unit comprises of two power switches along with
a DC source. Arrangement of the MLI topology proposed with two units is depicted
in Fig. 1b which can be easily extended to nth unit. The employed power devices
(switches) in each of the units are two in number. First unit consists of switches,
S11 and S12, second unit consists of switches, S21 and S22, and similarly, the nth
unit comprises of switches, Sn1, Sn2, respectively. The voltage steps specification is
determined by themagnitude of theDC sources. TheMLI topology can be performed
for both the symmetric and asymmetric values of DC sources. To avail the maximum
number of voltage levels, values of DC sources are to be taken as 1:2:2 for three DC
sources (Vcd , V 1 and Vab) or one unit i.e. Vcd = Vdc, V 1 = 2Vdc, Vab = 2Vdc, Vx =
5Vdc, 1:2:2:2 for four DC sources (Vcd , V 1, V 2 and Vab) or two units i.e. Vcd = Vdc,
V 1 = 2Vdc, V 2 = 2Vdc, Vab = 2Vdc, Vx = 7Vdc, 1:2:2:2:2 for five DC sources (Vcd ,
V 1, V 2, V 3 and Vab) or three units Vcd = Vdc, V 1 = 2Vdc, V 2 = 2Vdc, V 2 = 2Vdc,
Vab = 2Vdc, Vx = 9Vdc and so on. Uni-directional switches are all the only control
switches used in this topology. Four power switches are fixed in this topology, Sa,
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a)

b)

Fig. 1 a Proposed topology structure (generalized), b proposed topology with two units

Sb, Sc, Sd and two DC sources Vab, Vcd which does not depend on the increasing
number of units.

The proposed topology has a basic structure that produces 9-level voltage output
for the equal values of input DC supplies as well as 13-level voltage output for all
different DC magnitudes values.

3 Modes of Operation

The controller method suggested in this paper for the MLI is the technique of pulse
width modulation (PWM). In this simple and well-defined technique, triangular
carriers are chosen and a reference sine signal is compared to generate the corre-
sponding pulse patterns.Level-shifted PWM ( LS-PWM) is chosen among some of
the well-known control strategies, i.e. selective harmonic elimination (SHE) [14],
nearest-level control (NLC) [15, 16], phase-shifted PWM [17], sine-based carrier
PWM [18, 19], to cultivate the pulses in MATLAB because it is simple and easy to
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control. The control switches are provided with the switching frequency to be 3 kHz.
DSPACE-1103 controller is used in the prototype model to generate experimental
pulses. For this topology, eight triangular carriers are kept upon each other in the
fashion of different upper and lower levels. The switching patterns obtained from
the simulation and the controller are shown in Figs. 2a–c and 3a–c for one reference
signal loop, respectively. Figure 4 illustrates the various modes that generate the
different steps of voltage have been well presented, the dark path shows the current
path as well as the corresponding voltage generation of the proposed 9-level inverter
(symmetrical) topology. The voltage steps are well discussed in the theoretical and
pictorial explanations, and the switching pattern of the ON switches are explained
too in Table 1.

The generation of the various voltage steps for the 7-level inverter in different
modes is discussed beneath.

Mode-1 (+4Vdc): Together with the only one DC source Vx = +114 V, power
switches Sb, Sc, S12, S22 and Sx are turned ON to generate the peak voltage of
magnitude +112 V.

Fig. 2 Simulation results of gate pulses of the power switches. a Sa, Sb, S11, S12, b S21, S22 Sc,
Sd , c Sx and S′

x
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Fig. 3 Experimental results of gate pulses of the power switches. a Sa, Sb, S11 and S12, b S21, S22
Sc and Sd , c Sx and S

′
x

Fig. 4 Modes of operation
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Table 1 Switching table for proposed 9-Level MLI (V1 = V2 = V ab = V cd = Vdc) symmetrical.

On = 1; Off = 0 Voltage
levelsSa Sb Sc Sd S11 S12 S21 S22 Sx Sx ′

0 1 1 0 0 1 0 1 1 0 +4Vdc

0 1 0 1 0 1 0 1 1 0 +3Vdc

0 1 0 1 0 1 1 0 1 0 +2Vdc

0 1 0 1 1 0 0 0 1 0 +Vdc

0 1 1 0 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1 0 1 −Vdc

0 1 0 1 0 1 1 0 0 1 −2Vdc

0 1 0 1 1 0 0 0 0 1 −3Vdc

1 0 0 1 0 0 0 0 0 1 −4Vdc

Mode-2 (+Vdc): The power switches Sb, Sd, S12, S22 and Sx are turned ON to
generate the peak voltage of magnitude +84 V.
Mode-3 (+2Vdc): The power switches Sb, Sd, S12, S21 and Sx are turned ON to
generate the peak voltage of magnitude +56 V.
Mode-4: generates +Vdc, when the power switches Sb, Sd, S11 and Sx are kept
ON, rest of the power switches being kept OFF and thus +28 V is generated
across the output.
Mode 5 (0): Power switches Sb, Sc, S12, S22 and S′

x are switched ON to generate
zero voltage.
Mode-6 (−Vdc): The power switches Sb, Sd , S12, S22 and S′

x are turned ON to
generate the peak voltage of magnitude −28 V.
To achieve −2Vdc (Mode-7), the power switches Sb, Sd, S12, S21 and S′

x are kept
ON, rest of the power switches being kept OFF. and thus −56 V is generated
across the output.
To get −3Vdc (Mode-8), the power switches Sb, Sd, S11 and S′

x are kept ON,
rest of the power switches being kept OFF are switched OFF. and thus −84 V is
generated across the output.
To get−4Vdc (Mode-9), the power switches Sa, Sd and S′

x are kept ON, rest of the
power switches being kept OFF are switched OFF, and thus−112 V is generated
across the output.

4 Comparison with New Topologies

The power components required for the proposed inverter are compared with few of
recentwell-knownMLIs reported in [8–13]. The generalized formulae of the different
power components (total employed input DC supplies, Ndc, control switches, N sw,
uni-directional switches, NU, bi-directional switches, NB) of MLIs reported in [8–
13] are illustrated in Table 2. In addition to the three conventional MLI topologies,
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Table 2 Comparison of generalized formulae for the various power components

Types of MLI Components count

(NL) (NB) (NU) (NDC)

[8] (N sw− 1) NA N sw (N sw− 2)/2

[9] (2N sw−9) NA N sw (N sw− 4)/2

[10] (N sw− 1) NA N sw (N sw− 2)/2

[11] (2N sw + 3)/3 NA N sw (N sw/4)

[12] (N sw− 1) NA Nsw (Nsw− 2)/2

[13] (8N sw/7) + 1 (N sw/7) (6N sw/7) (3N sw/7)

Proposed topology (2N sw − 5) NA N sw (N sw/2)

MLIs developed in recent years are drawing attention for their important features
such as simple configuration of the suggested circuit, ease in maintainenece, and the
economic cost. Few newly inverter topologies as reported in [8–13] are compared
with the proposed topology.

In addition, the graph is incorporated between the voltage levels (NL) versus
power switches (N sw) and voltage levels (NL) versus driver circuits (Ndr) as depicted
in Fig. 5a–b, respectively.

It can be found that power switch reduction reduces the number of driver circuits
and makes the circuit less complicated, easier to implement and thereby making the
overall inverter economical lower cost.

5 Simulation and Experimental Verification

It is chosen to design and test a 9-level inverter with the same values of the DC
sources (Vab = Vcd = V 1 = V 2 = Vdc = 28 V, Vx = 112 V) in MATLAB and being
further implemented in laboratory prototype where the peak voltage of the output
(maximum and minimum) is +112 V and −112 V, respectively. The simulations
are performed employing the RL-Load considering R = 90 �, L = 100 mH. The
corresponding results of the load voltage and the load current are presented for t =
100 ms and t = 70 ms as represented in Fig. 6a, b, respectively.

An experimental set-up for a 9-level symmetrical inverter is being developed in the
laboratory. The simulation together with the experiment is carried out for the same
load parameters as well as the same input DC supply magnitude for the performance
verification of the proposed MLI as shown in Fig. 7a, b respectively. It can be noted
that the findings of the experiment confirm the results of the simulation.

Moreover, a 13-level proposed inverter is also made having the magnitude of the
input DC supplies in the fashion of 1:2:2, i.e.V 2 =Vcd =Vdc = 21V,V 1 =Vcd =Vdc

= 42VVx = 126V, generating the peak voltage (maximum) of+126V, and−126V,
the peak voltage (minimum) for the load value of R = 95 �, L = 100 mH. Figure 8a,
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Fig. 5 Comparison graph plotted between proposed inverter and few suggested recent MLIs for,
a NL and Ndr, b NL and N sw
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Fig. 6 Simulated results
(load voltage and load
current) for the proposed
9-level inverter for, a t =
100 ms, b t = 70 ms
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b indicates the output voltage with the load current for t = 100 ms and t = 50 ms,
respectively. The experimental results (for both the symmetrical and asymmetrical)
are incorporated to proof the effectiveness of the proposed MLI topology.

6 Conclusion

The topology suggested in this paper presents a new and generalized structure
which is easily expanded by addition of the aforesaid explained units. The 9-level
(symmetrical) and 13-level (asymmetrical) inverter based on proposed MLI struc-
ture is replicated in the simulation and the matching experimental outcomes for the
same easily verifies the effective working of the inverter. This MLI structure shows
better outcomes in terms of overall components required. In addition, the general-
ized equations for each required components are calculated for the proposed inverter
as well as for the few recent inverter topologies as reported in [8–13]. Therefore,
the comprehensive studies shows that the proposed inverter with reduced power
electronic devices is comparatively better than few newly suggested similar type of
multilevel inverters.
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Fig. 7 Hardware results
(load voltage and load
current) for the proposed
9-level inverter for, a t =
100 ms, b t = 50 ms
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Fig. 8 Hardware results
(load voltage and load
current) for the proposed
13-level inverter for, a t =
100 ms, b t = 50 ms
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Design of Superlens Using 2D Triangular
Photonic Crystal Under Both TE and TM
Mode of Propagations

Moumita Banerjee, Pampa Debnath, and Arpan Deyasi

Abstract Dispersion characteristics have been analytically computed using plane
wave expansionmethod for two-dimensional triangular photonic crystal for superlens
design. Both types of polarizations have been taken into account for realistic calcula-
tion, and correspondingwavelengths for visible range are evaluated.Different combi-
nations semiconductor materials are considered for simulation, for which already
superlattice structures are formed; and it is seen that sub-wavelength resolution can
be achieved for a wider spectrum in visible and UV ranges. More precisely, the
entire superlens is designed using positive index materials, where Si–air combina-
tion outperforms GaAs-air array; and thus it can be revealed that metamaterial is not
the priority for superlens construction.

Keywords Superlens · Dispersion characteristics · TE mode · TM mode · Plane
wave method · Triangular lattice

1 Introduction

Lens is the basic tool used in the field of optics which basically works on the principle
of far-field radiation. But conventional optical material, which is nothing but glass,
cannot work with the near field radiation, though it is unable to propagate and stays
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very near to the conventional lens. Several works are carried to capture the near-
field radiation [1–3] in the last decade for extracting information from the near-
field radiation, and different materials are considered for that purpose. Though it
is well-established, a few years back that metamaterials or LHM are quite capable
to work with the near-field [4, 5], but people are also trying for the other materials
which are compatible with the existing fabrication techniques. This is possible as
the metamaterials can work with the all possible Fourier components of the image,
whereas sharpness of conventional lens is limited by half-wavelength of light. This
basic property drives the researchers to make design of novel superlens.

Photonic crystal is the novel realization of combination of materials in the form of
1D, 2D or 3D stacks [6, 7] which now be considered as the building block of photonic
components,where photons are only responsible for carrier transport, a quite contrary
to the optoelectronic devices. This novel apprehension can now be used as design of
optical transmitter [8], receiver [9], sensor [10], communication channel [11], filter
[12], information processing [13], etc. Recently, people are interested to work with
the visible range using photonic crystal, for which analyzing dispersion properties
becomes essential. This is the unique profile which speaks about its candidature for
the lens design that can be applicable at sub-wavelength. The benefit of superlens
design is that the objects, smaller than the wavelength of emitted/reflected light, can
be visualized, and provided the spectra fall within the category of visible and UV
ranges. In the present paper, this unique property is achieved by using semiconductor
photonic crystal, where triangular lattice structure is chosen. Both TE and TMmode
of propagations are taken into account for simulation, and for each case, several
wavelengths are identified for the visualization purpose and also in ultra-violet range.
Plane wave expansion method is utilized for computation, and results suggest the
suitability of using proper combination of semiconductor materials for the superlens
design purpose.

2 Mathematical Formulation

Plane wave equation for any electromagnetic wave can be written in the following
form:

�∇ × 1

ε(�r) �∇ × �H(�r) = ω2

c2
�H(�r) (1)

where magnetic intensity is defined as.

�H(�r) =
∑

k,λ

p̂(k, λ)h(k, λ) exp
[
i �k.�r

]
(2)

In Eq. (2), p̂(k, λ) denotes the unit polarization vectors. For transverse field, we
can write.
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�k. p̂(k, λ) = 0 (3)

This is the normalization condition. TM and TE waves under the normalization
condition can be formulated as.

�k
TM(V, V ′) = |k + V |∣∣k + V ′∣∣ f

(
V − V ′) (4a)

�k
TE(V, V ′) = |k + V |.∣∣k + V ′∣∣ f

(
V − V ′) (4b)

where �k matrix is defined in the following manner.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

�k (λ1, V1, λ1, V1) �k (λ1, V1, λ2, V1) �k (λ1, V1, λ1, V2) �k (λ1, V1, λ2, V2) ... �k (λ1, V1, λ2, VN )

�k (λ2, V1, λ1, V1) �k (λ2, V1, λ2, V1) �k (λ2, V1, λ1, V2) �k (λ2, V1, λ2, V2) ... �k (λ2, V1, λ2, VN )

�k (λ1, V2, λ1, V1) �k (λ1, V2, λ2, V1) ... ... ... ...

�k (λ2, V1, λ1, V1) �k (λ2, V2, λ2, V1) ... ... ... ...

... ... ... ... ... ...

�k (λ2, VN , λ1, V1) �k (λ2, VN , λ2, V1) ... ... ... �k (λ2, VN , λ2, VN )

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(5)

In the reciprocal space representation, considering the packing fraction, we can
formulate the space function as

ftriangular(V ) =
⎧
⎨

⎩

1
εb

+
(

1
εa

− 1
εb

)
Pf for V = 0(

1
εa

− 1
εb

)
Pf

2J1(VR)

(VR)
for V �= 0

(6)

3 Results and Discussions

Using Eq. (6), dispersion characteristics is computed and plotted for investigation
fo equal frequency contour.We have used MATLAB® software for simualtion. At
first, GaAs–air combination is considerd for basic simualtion, and result is plotted
in Fig. 1.

In the simulation,we have started to calculatewith 0.836 packing fraction and 0.48
as fill factor. Once the material property is modified, it is customary to choose new
packing fraction and fill factor to get the wavelengths in visible spectrum. Similar
works are carried out for other material combinations, and results are displayed in
the following figures. Here, the wavelengths are measured as 361.27 nm (2nd band),
328.51 nm (3rd band), 271.73 nm (4th band), and 211.77 nm (5th band). The first two
wavelengths are near visible ranges while later two are under UV range. Similarly,
plots are made under TE modes (Fig. 1b), and result shows similar behaviour.

But unfortunately, this configuration gives only 133.97 nm (2D band) and
91.97 nm (3rd band) wavelengths, which can safely be disregarded due to very
higher frequency, and far away from desired spectrum.
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Fig. 1 a Dispersion curve with GaAs–air combination under TM mode, b dispersion curve with
GaAs-air combination under TE mode
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Fig. 2 Contour plot for GaAs–air composition for TE mode

The equal frequency contour plot is shown in Fig. 2 for TE mode, which justifies
its working as superlens.

Figure 3a shows the data for TE mode propagation inside Si–air combination,
with 0.34 packing fraction and 0.5 fill factor. From the characteristic profile, we
get visible wavelength at 366.83 nm (2nd band), 318.26 nm (3rd band), 266.66 nm
(4th band), and 195.84 nm (5th band). All the wavelengths are under UV ranges.
For the same material combination, if TM mode is considered, then corresponding
frequencies are 374.81 nm (2nd band), 321.33 nm (3rd band), 288.85 nm (4th band),
and 260.68 nm (5th band), respectively. Figure 3b shows the profile.

The corresponding contour plot for TM mode is shown in Fig. 4. The inner lines
are full circles which depicts the region where superlens can be formed.

From the dispersion curve, we find the intersection point of light-line, in which
the EFC is circular and in this region, the negative R.I. property are seen, and at
frequency range, the photonic crystal can be act as a super lens (Table 1).
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Fig. 3 a Dispersion curve with Si–air combination under TMmode, b dispersion curve with Si–air
combination under TE mode
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Fig. 4 Contour plot for Si–air composition for TM mode

Table 1 Wavelengths for different material combinations for superlends design

Band Wavelength in nm for GaAs–air Wavelength in nm for Si–air

TE mode TM mode TE mode TM mode

2nd band 133.97 361.27 366.83 374.81

3rd band 91.97 328.51 318.26 321.33

4th band … 271.73 266.66 288.85

5th band … 211.77 195.84 260.68

4 Conclusion

Both GaAs–air and Si–air combinations have been tried for design of superlens at
visible and UV ranges. For simulation purpose, both TE and TM modes of propa-
gations are considered which clearly reveals that Si–air combination provides better
output than the GaAs–air combination, and wavelengths are obtained at both the
desirable ranges. This result also helps the designers to construct superlens using
conventionalmaterialswhich are compatiblewith the existing fabrication techniques.
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Smart Intelligent System Design
for Accident Prevention and Theft
Protection of Vehicle

Shalini Sil, Subhomoy Daw, and Arpan Deyasi

Abstract In this paper, an automatic system is designed to prevent car accident in
moving vehicle along with simultaneous protection of the theft of automobile. It is
basically an IoT-based embedded system with built-in application, which works as
assistance of driver to make the journey safer by taking crucial decisions at important
time. The blynk app interface is set-up and registered with user’s number, and it is
real-time connected with the motor; so that any unidentified activity with the motor
can be stopped using the mobile. DHT, smoke, alcohol, pulse, and speed sensors are
connected once the motor is started which together helped to take various decisions
at crucial juncture, and also to communicate the message to the registered android-
enabled device. Therefore, this intelligent embedded system can provide the real
guideline for a protected journey.

Keywords Intelligent system · Accident protection · Internet of things · Blynk
app · Theft protection

1 Introduction

With an exponential increase in number of vehicles in last twenty years [1], while
area for driving increases in a very slow linear manner, probability of car accident
increases enormously in India in that passage of time [2]. Planning commission of
Govt. of India already submitted a report of road safety and awareness programme
along with rules and regulations for driving ten years ago [3], but that is not enough
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with the latest reports published on road accident. Moreover, theft of vehicles is an
increasing crime, and several reputed media have published reports on that [4, 5] in
last few years. Henceforth, it is one of the challenging jobs for the technocrats and
engineers to find suitable remedy for the drivers and car owners; in order to prevent
road accidents as far as practicable, as well as to protect the car owners from theft.
The present paper throws some light in this ever-increasing problem.

In this paper, a novel Internet of things-based embedded system is made which
is a low-cost solution to the above-mentioned ever-increasing problem. The idea of
theft-proof car is not a new one, and several research articles and innovative designs
are already proposed for that purpose. Blynk application is added with a series of
sensors in order to prevent accidents and thefts. DHT sensor is used to avert collisions
under rainy conditions, alcohol sensor checks themaximumpermissible consumption
range, smoke sensor checks the environmental conditions under smog or sandstorms,
pulse sensor checks the health condition which is allowable for driving, and finally,
speed sensor checks for over-speeding. Though a few reports are published earlier
[6–9] for design of smart app which will help the driver, but real-time implemen-
tations of this application are published less, and also the system is not taking care
of environmental conditions. Moreover, individual systems are designed to prevent
either accidents [10, 11] or thefts [12, 13]; but a combination of them is yet to be
reported, as far the knowledge of the authors. In this paper, the combined system
is represented, along with various data under working conditions for prevention of
road accident as well as providing security to the owners. The next section of the
paper deals with the working of various sensors, whereas results with real-circuit are
illustrated in Sect. 3. Paper is summarized in Sect. 4.

2 Working of Various Sensors in Present System

The blynk app interface is setup and registered on a user’s number. Multiple people
can have access to it. Whenever the motor is stated, a notification is sent on the blynk
app, so that the user knows it has been started. On identification of any unidentified
activity, the user has the ability to stop the car at the press of a button in the app.

2.1 DHT Sensor

The moment the module is started, the sensors, namely DHT sensor, smoke sensor,
alcohol sensor, pulse sensor, and speed sensor start taking values.

The DHT sensor shows the temperature and humidity values on Blynk as the car
starts, these are very important parameters in taking better driving decisions. Rains
are among the top five causes of accidents in vehicles.
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2.2 Alcohol Sensor

The alcohol sensor takes the alcohol value in driver’s breath and checks if the value
is above prescribed legal values for driving. If not,

• A notification is sent on blynk, that the driver is drunk, provided multiple access
even his/her family/friends get to know of this.

• An alert mail is sent to a registered mail id about the situation
• The motor is stopped with immediate effect.
• Themodule backlight blinks as a normwhich considers car stopping at the middle

of the road should have its backlight blinking.

2.3 Smoke Sensor

The smoke sensor takes the parts per million values in driver’s breath and checks if
the value is above safe environmental level. Since phenomena like photochemical
smog, sandstorms, and “Dhund (India)” are all pollutant based and reduce visibility
to a great extent, causing frequent accidents. If unsafe values get scanned:

• A notification is sent on blynk, that the visibility is low,
• The buzzer blares alerting the driver.
• If the above condition is scanned along with proximity from any large-sized

obstacle less than safe distances,
• A notification is sent on blynk, that the “visibility is low, driver at risk”.
• An alert mail is sent to a registered mail id about the situation.
• The motor is stopped with immediate effect.
• Themodule backlight blinks as a normwhich considers car stopping at the middle

of the road should have its backlight blinking.

2.4 Pulse Sensor

The pulse sensor fitted to the steering keeps checking the pulse rate of driver. In
case the pulse rate is below the prescribed rate of 50 bpm, a physical condition
called bradycardia prevails. It severely hinders blood flow to brain, hence hampering
decision taking. This can happen due to sleepiness or sickness. In such a case:

• A notification is sent on blynk, that the driver’s “pulse is dropping”.
• An alert mail is sent to a registered mail id about the situation.
• The buzzer and a bright-coloured led tries to bring the driver back to alertness.
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2.5 Speed Sensor

The speed sensor checks for over speeding. On detecting over speeding:

• A notification is sent on blynk, that “the driver’s over speeding”.
• Buzzer blares alerting him/her about the same.

As the vehicle is started, the location of the same is also shown on blynk and can
be shared with people if the driver wants.

All these features provide for a compact, IoT app-based car accident remedy,
and car safety module with an advanced intelligent driver assistant, which has the
long-time goal of reducing vehicular accidents asmuch as possible alongside helping
drivers be more aware of ambient conditions, his own mistakes while driving, and
hence take better decisions to overall create a safe driving environment.

3 Architecture and Workflow

The architecture for the design is explained using the block diagram as shown in
Fig. 1. Once the motor starts, all the sensors are in active mode, and blynk app is set.
In case, if someone unwanted person wants to start the car, the system will send an

Fig. 1 Block diagram of the design
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signal/notification to the blynk application, and motor will be turned off as soon as
possible.

If the authorized person starts the motor, the DHT sensor reads the temperature
and humidity data. If spped is greater than pre-defined limit, then the app will show
the data to the driver. If smoke is greater than 50 ppm (limit is defined for this system,
it can be changed), or if alcohol value exceeds 768, or if pulse rate goes below 50,
then for each case, the motor stops and red LED starts blinking. For all the cases,
alert message will go to the registered mobile number along with GPS location of
the car.

Corresponding circuit is shown in Fig. 2.
In this context, it is customary to mention about the threshold levels set in the

circuit.
According to the law, individuals found with 30 mg per 100 ml of alcohol in their

blood are considered incapable of driving [14]. According to datasheet, 30mg/100ml
corresponds to an analog value of 768.

During sleep, a slow heartbeat with rates around 40–50 b.p.m is common and is
considered normal [15].

Fig. 2 Real-time ciruit representation of the proposed architecture
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According to datasheet, safe ppm value of smoke is 50; hence, we have taken a
value threshold of 60 to consider unsafe value of smoke leading to visibility loss
[16, 17].

4 Results

Based on the above circuit, a few runtime snapshots are captured, and displayed in
Fig. 3 for differnet adverse conditions. Corresponding log report is also shown.

Therefore, all the adverse conditions are taken care as far as practicable in this
prototype, and successfully implemented.

5 Conclusion

This prototype can therefore be used as car safety modules to resist against a few
most major accident causing phenomena. The present system can effectively prevent
and alert against accident caused by excess smoke, alcoholism drowsiness, etc. It
has the potential to revolutionize the vehicle safety market, as the already existing
reports and literatures never consider both theft and accident prevention conditions
simultaneously.
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Fig. 3 a Alert message under drunk condition, b alert message under low visibility condition,
c alert message under low pulse rate, d log of messages under different conditions, e display panel
of safety parameters under run-time conditions
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Computing Threshold Voltage Shift
in Submicron MOSFET in Presence
of Body Effect and Induced Lateral Field

Farnaz Khanam, Anwita Nath, and Arpan Deyasi

Abstract Shift of threshold voltage in submicronMOSFET is analytically computed
in the presence of induced lateral electric field and body effect. Two-dimensional
Poisson’s equation is solved with appropriate boundary conditions, and shift of
threshold is estimated as a function of channel length for different external bias,
doping concentration, anddielectric properties. Effect of flatbandvoltage is also taken
into account while calculating threshold, which reduces the voltage. It is found that
the presence of high-K dielectric and lower dielectric thickness effectively reduces
the percentage of shift, and it is only significant at lower channel length. Considera-
tion of body effect significantly reduces the threshold voltage shift, which is crucial
from design point of view. Results are critically important for ultra short- channel
devices.

Keywords Induced field · Dielectric thickness · Dielectric constant · Doping
concentration · External voltage · Flatband voltage

1 Introduction

Short-channel effect is one of long-standing problem for the VLSI engineers [1–
3] over the last decade as it basically degrades the device performance along with
simultaneous failure of gate control over the channel carriers. But very recently, a few
landmark results are publishedwhere gate length is reduced beyond 20 nm [4–6], and
several novel structures are proposed [7, 8] for increase in gate control. As far ITRS
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roadmap [9] is concerned, investigation of transistor properties when gate length
reaches beyond 10 nm is the prime concern, and therefore, several new complex
geometries [10, 11] as well as new material compositions [12, 13] are proposed to
reduce short-channel effect. A combination of low-K and high-K materials is one
of the major players in this design procedure, where threshold voltage computation
remains the key concern [14] due to increased probability of leakage current.

DGMOSFET, triple-gateMOSFET, andCNTFETdevices aremore popular nowa-
days as it effectively lowers the threshold voltage at shorter gate length, because of
added gate control. But conventional MOSFET suffers this problem, so far reported
[15]. But it has the advantage of existing fabrication technologies, and it supported
the established setups. Henceforth, a compromise is somewhat required at different
stages, and it becomes the duty of researchers to measure the effects with single gate
terminal so that complex geometries and multiple gate terminals can intentionally
be added for specific requirements to innovate the designs.

Owing to the presence of lateral induced electric field, shift of threshold takes
place, and it plays pivotal role in determining subthreshold current of the device.
This effect is more critical at lower channel length, and this shifts the threshold point,
as lateral diffusion is quite severe at lower gate length. Thus, it becomes customary
to investigate the effect on both threshold and shift of threshold, in the presence
of conventional dielectric material, as well as for high-K. In this present paper,
shift of threshold is computed analytically after solving two-dimensional Poisson’s
equation, where several external factors are considered. Expression of induced field
is carried out, and shift is measured as a function of that. Here, surface potential is
very important, as it controls the induced field. In the next section, mathematical
formulation is mentioned, whereas Sect. 3 contains results obtained analytically.
Findings are summarized by conclusion.

2 Mathematical Formulation

Considering quantum confinement, expression of charge density can be obtained by
solving 2D Poisson’s equation.

∂Ey

∂y
+ ∂Ez

∂z
= −qNA

εs
(1)

where all the field components are assumed inside depletion region only.
Introducing appropriate boundary conditions and neglecting the body effect

coefficient, we can rewrite the expressions of potential expressions as [16]

∂Ey

∂y
= Ey(0, z) − Ed(W, z)

W
(2a)
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∂Ez

∂z
+ 1

l2
[VGS − V f b − φsp(z)] = −ηqNA

εs
(2b)

where ‘W ’ is the depletion width and ‘l’ is the characteristic length of channel.
Here, we have considered Ey(0, z) is the field component along the semiconductor–
dielectric interface, Ed(0,z) is the field component confined inside dielectric region
only.

Finally, the expression of surface potential may be put in the following form [16]

φsp(z) = φsp(L) + [
VDS + Vbi − φsp(L)

] sinh(z/ l)
sinh(L/ l)

+ [
Vbi − φsp(L)

] sinh[(L − z)/ l]
sinh(L/ l)

(3)

and lateral induced field is given by [16]

Ez = Es(L) − 1

l

[
VDS + Vbi − φsp(L)

] cosh(z/ l)
sinh(L/ l)

− Es(L)
sinh(z/ l)

sinh(L/ l)
+ Es(L)

sinh[(L − z)/ l]
sinh(L/ l)

1

l

[
Vbi − φsp(L)

]cosh[(L − z)/ l]
sinh(L/ l)

(4)

In the presence of body effect, Eqs. (3) and (4) will be modified as

φsp(z) = φsp(L) + [
VDS + VSB + Vbi − φsp(L)

]

× sinh(z/ l)

sinh(L/ l)
+ [

Vbi + VSB − φsp(L)
] sinh[(L − z)/ l]

sinh(L/ l)
(5)

Ez = Es(L) − 1

l

[
VDS + VSB + Vbi − φsp(L)

]

× cosh(z/ l)

sinh(L/ l)
− Es(L)

sinh(z/ l)

sinh(L/ l)

+ Es(L)
sinh[(L − z)/ l]

sinh(L/ l)
1

l

[
Vbi + VSB − φsp(L)

]cosh[(L − z)/ l]
sinh(L/ l)

(6)

After locating the minimum point for surface potential, we can compute the
threshold voltage shift as

�VT = [2(Vbi + VSB − φsmin) + VDS]

×
(
exp

(
− L

2l

)
+ 2 exp

(
− L

l

))
(7)
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3 Results and Discussions

Using Eq. (7), shift of threshold voltage is computed and plotted as a function of
normalized channel length. Results are plotted with different parametric variations
and compared with the result when body effect was absent, as published in reputed
literature [17].

Figure 1 shows the threshold voltage shift in the presence and absence of body
effect in submicron channel length, where comparison is made for both low-K as
well as for high-K dielectric materials. For low-K material, result is compared with
that obtained following [17], and it is found that shift decreases when body effect is
taken into account. Shift ismonotonically decreasingwith increase of channel length.
This is due to the fact that in submicron length, more precisely, close to nanometric
length, surface potential increases, which, in turn, makes a large change of threshold
voltage. Higher drain bias also increases the shift.

In the presence of body bias, effect of high-Kmaterials is computed and plotted in
Fig. 2. From the plot, it is seen that increasing the gate dielectric constant nullifies the
threshold voltage shift, and the shift is very significant when conventional dielectric
material is used. Lowering the channel length, i.e., more submicron region increases
the shift for low-K materials.

Next we investigated the effect of dielectric thickness for HfO2, as it gives
minimum shift. Higher thickness increases the shift, as it restricts the tunneling
by decreasing the gate capacitive effect, and therefore, threshold voltage changes.
Result is graphically represented in Fig. 3.

If source doping concentration is varied, then it affects the threshold. If the
difference with the background doping, i.e., with channel doping is large, then shift
increases. But if doping of both the regions is very close then shift can be tuned to
negligible amount. Result is shown in Fig. 4. It may be noted that all the calculations
are made considering HfO2 as dielectric and also in presence of body effect.

4 Conclusion

Shift in mV range is observed when threshold voltage is calculated for submicron
MOSFET. Results reveal that lower shift can be observed if HfO2 [high-K] is consid-
ered as dielectric material, with nanometric thickness, and lower electric field. All
the computations are carried out in the presence of induced field, where it is shown
that intentionally if body effect of suitable magnitude can be added in the device, it
helps to reduce the shift of threshold. But if lowering of threshold is required, then
body effect should be excluded.
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Fig. 1 a Comparative study of threshold voltage shift with channel length for different drain bias
in the presence and absence of body effect using low-K dielectric; data in the absence of body effect
is calculated following [17], b comparative study of threshold voltage shift with channel length for
different drain bias in the presence and absence of body effect using high-K dielectric
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Fig. 2 Effect of threshold voltage shift for different dielectrics

Fig. 3 Effect of threshold voltage shift for different dielectric thicknesses when HfO2 is considered
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Fig. 4 Effect of threshold voltage shift for different doping concentrationswhenHfO2 is considered
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Proficient Discrete Wavelet Transform
Using Distributed Arithmetic
Architecture on FPGA

K. B. Sowmya, Divya Jamakhandi, and Jose Alex Mathew

Abstract Discrete wavelet transform (DWT) is a filter where discrete samples are
operated on to capture both spatial and frequency components of the input signal into
the filter output. It is widely used tool in image processing for applications such as
image compression. There are numerous wavelet transform most popularly the Haar
transform, Daubechies transform, dual tree complex transform, etc. Its implementa-
tion involves multiplication operation that requires high hardware complexity. These
wavelet transforms can also be implemented using a technique called distributed
arithmetic (DA) which saves resource by using multiply and accumulate accelera-
tors. But the generic DA architecture consumes large LUTs, to eliminate this disad-
vantage, this paper proposes a resource efficient and fast alternative architecture
designed using Xilinx Vivado for implementation of Daubechies low pass filter on
FPGA.

Keywords Discrete wavelet transform (DWT) · Daubechies filter · Distributed
arithmetic (DA) · Lookup table (LUT) · Resource utilization · Hardware
accelerator

1 Introduction

Implementation of digital signal processing algorithm on FPGA and their use as
hardware accelerators is becoming the growing research area. Though these algo-
rithms are easily implemented using softwares like MATLAB and Python, they are
realized with highly expensive hardware and delay. Therefore, by implementing
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them on FPGA, the resource utilization is reduced to a greater extent. One such
digital signal processing algorithm is discrete wavelet transform (DWT) which is
used extensively in image processing for applications such as image edge detection,
image de-noising, pattern recognition and image compression. Due to its excellent
correlation property, it is used in the JPEG image formatting. Of the many wavelet
transforms, Daubechies wavelets are a family of orthogonal wavelets that define the
DWTwhich are characterized by a high number of vanishing points for a given input.
Every wavelet type under the Daubechies filter has a unique scaling function that
generates orthogonal multi-resolution analysis. The architecture being implemented
in this paper is that of a distributed architecture in which the high resource utilization
operation of multiplication between the inputs and coefficients is replaced by bitwise
multiply and accumulate architecture that uses very less hardware resources and also
computes output with high throughput.

1.1 DWT

A wavelet is a mathematical tool to get important information notes from various
kinds of data like audio, image, video, etc. ComparingwithCosine transform,wavelet
transform provides excellent coding gain for applications in image processing [7].
The algorithm approached by distributed arithmetic (DA) is to eliminate the multi-
pliers which consume large number of logic elements and LUTs and substitute it
with LUTs alone or simple logic blocks.

1.2 Daubechies Wavelet Transform

Daubechies wavelet transform has problem with image edges as the computation
requires inputs beyond the end of the imagematrix. The smaller tap filters like Daub4
(Daubechies-4tap) and Daub8 (Daubechies-8tap) can be used to eliminate this edge
problem since out of boundary requirements will be reduced. The expression of
the scaling elements of Daub4 and Daub6 filters are shown in Eqs. (1) and (2),
respectively.

h0 = 1 + √
3

4
√
2

, h1 = 3 + √
3

4
√
2

,

h2 = 3 − √
3

4
√
2

, h3 = 1 − √
3

4
√
2

g0 = h3, g1 = −h2, g2 = h1, g3 = −h0 (1)
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h0 = 1 + z1 + z2

16
√
2

, h1 = 5 + z1 + 3z2
16

√
2

,

h2 = 10 − 2z1 + 2z2
16

√
2

, h3 = 10 − 2z1 − 2z2
16

√
2

,

h4 = 5 + z1 − 3z2
16

√
2

, h5 = 1 + z1 + z2

16
√
2

g0 = h5, g1 = −h4, g2 = h3,

g3 = −h2, g4 = h1, g5 = −h0 (2)

But the Daub4 and Daub6 filters require a long filter category. Therefore, this
requires large depth LUTs when implementing generic distributed arithmetic archi-
tecture. This increases resource utilization and reduces hardware performance. To
eliminate this disadvantage, this paper proposes an alternative to the use of LUTs
using minimum logic elements.

2 Literature Survey

There have been various literatures on implementation of DWT andDA architectures
on hardware using number of methods. One such architecture is presented by S. S.
Divakara and team in the paper “HighSpeedAreaOptimizedHybridDAArchitecture
for 2D-DTCWT” [1] which presents a DA architecture where combinations of MUX
are used to calculate the multiplication of coefficient and input bit. Further these
outputs are used for CWT application. The disadvantage of this architecture is that
mux uses redundant AND gates and an internal OR gate which can be reduced.

In the paper “Modified Distributive Arithmetic based 2D-DWT for Hybrid Image
Compression”, Mohan and Satyanarayana [2] also implement the DA architecture
based DWT for image compression. To increase image compression rate, they are
further using neural network. But this could be very heavy for the hardware when
implemented on FPGA. To further increase compression rate using simplified tech-
nique, more layers of DWT could be added, or other compressionmethods like DCM
and Huffman coding can be cascaded with our architecture.

The literature “High-performance FPGA Implementation of Discrete Wavelet
Transform for Image Processing” by Huang and team [3] implements generic DA
architecture with a serial to parallel converter do increase throughput. Both low pass
and high pass DWT are computed, and results multiplexed. While this architecture
has good throughput, the latency would be high due to serial to parallel conversion
and also high usage of LUT. Fig. 1 shows the architecture presented by this paper.

JagdambBehari Srivastava, R.K. pandey and Jitendra Jain in their paper “Efficient
Multiplier-less Design for 1-D DWT Using 9/7 Filter Based on NEDA Scheme” [4]
propose an architecture for 1D-DWT which eliminated the use of multiplier by
expanding the coefficients into binary bits which will be ANDed to give the addition
of only selective inputs thus using only adders. The usage of this is cumbersome to
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Fig. 1 Generic DA
architecture with
serial–parallel conversion for
both with low pass and high
pass DWT computation [3]

be implemented in 2D, also the coefficients and addends need to be pre-computed,
and therefore, it cannot be used in a generalized manner.

In the paper “Result-Biased Distributed-Arithmetic-Based Filter Architecture for
Approximately Computing the DWT” [5], Maurizio Martina and team proposes a
result-biased method in which the probability of arrival of 1 is calculated which
if near to absolute will be pre-fixed to one and the calculation will be done. The
proposed design has been stated to reduce the hardware by around 20%. IT also
implements butterfly adders to reduce the cascading which cause delay. But as this
is based on probability, the accuracy would not be very high as also stated by the
author. The architecture of butterfly adder is shown in Fig. 2.

The literature “Distributed Arithmetic Architecture of Discrete Wavelet Trans-
form (DWT) with Hybrid Method” by Jafar and team [6] proposes a 3D-DWT for
medical image processing where they cascade three N-point 1D filters and two trans-
pose memories for a 3D volume. They have synthesized these results for Spartan-3

Fig. 2 Butterfly adder
architecture design for
higher operand numbers [5]
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FPGA.They have implemented bothHaar andDaubechies filters and given a compar-
ative studybetween the twoand also hardware requirements, andoutput imagequality
analysis has been done.

3 Mathematical Analysis

Consider the coefficients Ak from k = 1 to K for a K-coefficient filter and K consec-
utive inputs Xk each of N bits. Each value of output is equal to signed multiplication
of the inputs with respective coefficients and the summation of the multiplication
results as shown in (3).

Y =
K∑

k=1

Ak Xk (3)

Each input Xk can be represented in terms of their bits as shown in Eq. (4) where
bk0 is the MSB, and each bit is summed based on their binary place value.

Xk = −bk0 +
N−1∑

n=1

bkn2
−n (4)

By substituting the Eq. (4) in (3), we get below Eq. (5).

Y =
K∑

k=1

Ak

[
−bk0 +

N−1∑

n=1

bkn2
−n

]
(5)

By expanding the above Eq. (5), we get Eq. (6) which is the implementation of
distributed arithmetic.

Y = −
K∑

k=1

(bk0Ak) +
K∑

k=1

N−1∑

n=1

(Akbkn)2
−n (6)

Here, for every bit of each input, the output of Akbkn is calculated and right
shifted starting from LSB, and finally, the result of bk0Ak which is of the MSB is
subtracted from the resulted. This architecture uses simple AND array andMAC unit
as hardware resources.

In this paper, Daubechies low pass filter is implemented which has nine coef-
ficients, and each input is 8 bits. The Eq. (6) can be further represented as in
(7).
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Fig. 3 Generic DA architecture

Y = −
9∑

k=1

(bk0Ak) +
9∑

k=1

7∑

n=1

(Akbkn)2
−n (7)

4 Implementation

4.1 Generic DA Architecture

A generic DA architecture is the one in which the Eq. (4) is implemented. Usually,
generic DA substitutes LUTs for logical elements required by heavy multiplications.
It calculates all the possible sums for the second term in Eq. (4) for input bits 0 and 1
and stores them in lookup table (ROM). Based on the input bits, a corresponding sum
is selected and sent to the externalMACunit for further calculation andmultiplication
with 2−1 in each cycle (right shift does this operation) [8].Also, the sumof products of
MSB with all the coefficients is calculated separately and then added to the previous
result. The generic distributed arithmetic architecture is shown in Fig. 3 [9].

4.2 Modified DA Architecture

In the generic DA architecture, the Usage of LUT is very high, for example, if there
are nine coefficients as in Daubechies low pass filter, the depth of the LUT required
will be 29, i.e., 512 each of large width. Therefore, the architecture implemented in
this paper is modified DA architecture in which the LUT usage is also reduced by
substituting the LUT block by an arithmetic block which instantaneously calculated
the output value using an AND Array and Adder instead of retrieving values from
the LUT. Thereby using a minimum number of logic elements, even the excessive
LUT usage is reduced by this architecture. The architecture is shown in Fig. 4.
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Fig. 4 Proposed architecture

4.3 Operation

Using the above architecture, the Daubechies 9/7 wavelet filter in which the low pass
filter has nine coefficients is shown in Table 1.

Each of the above coefficients are scaled by a factor of 106 and given as input to
the AND arrays. The other input to the AND gates is the bits of the nine consecutive
inputs fed into the registers, respectively, to each block.

In every clock cycle, one pixel is taken as input into the module which is stored in
the input shift register with all its bits entering parallel and every next cycle the bits
are parallelly pushed into next shift register and new pixel enters the input register
. Using a repeated architecture of AND array, the LSB of each of the nine shift
registers are ANDed with every bit of the coefficient, and the results are added in the
same cycle after shifting right after each bit operation using the MAC unit. Only the
result of the MSB is subtracted to get the result. But since for the initial eight cycles

Table 1 Daubechies low
pass filter coefficients

N Low pass filter (h[n])

±4 +0.026748

±3 −0.0168641

±2 −0.0782232

±1 +0.2668642

0 +0.6029490
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Fig. 5 Left: input image,
right: Daubechies low pass
filter output

some of these registers will be empty, the output will be valid from the 9th cycle.
Therefore, every cycle one output pixel value is produced, thus having a throughput
of 1 pixel/cycle with a latency of eight cycles initially.

The nine operand adder can be realized using sequential cascade of adders or
pipelined adders based on the timing requirement. Since the delay is within the
tolerable limit and not affecting any skew, this paper uses a cascade of adders. Also,
in the similar manner, high pass filter can be designed which has seven coefficients,
needing 7 AND array blocks. It will have a latency of only six clock cycles with
throughput remaining the same.

5 Results

5.1 DWT Output

The input to the module is a 64 × 64 image with 4096 pixels. The complete output
is reconstructed after 4096 cycles with initial latency of eight cycles. The input and
output of the design are shown in Fig. 5.

5.2 Resource Utilization

The graph given in Fig. 6 shows the summary of the resource utilization which are 3,
14, 1, 1% of BUFG, IO, flip-flops and LUTs which is quite minimal resource usage
compared to other architectures.

The detailed usage of resources like slice logic elements, IO and clocking elements
is given by Tables 2, 3 and 4.
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Fig. 6 Resource utilization
in percentage on FPGA (zed
board)

Table 2 Detailed usage of slice logic

Site type Used Fixed Available Util%

Slice LUTs* 281 0 53,200 0.53

LUT as logic 281 0 53,200 0.53

LUT as memory 0 0 17,400 0.00

Slice registers 15 0 106,400 0.01

Register as flip-flop 15 0 106,400 0.01

Register as latch 0 0 106,400 0.00

F7 muxes 0 0 26,600 0.00

F8 muxes 0 0 13,300 0.00

Table 3 IO and GT specifications

Site type Used Fixed Available Util%

Bonded IOB 28 0 200 14.00

Bonded IPADs 0 0 2 0.00

Bonded IOPADs 0 0 130 0.00

PHY_CONTROL 0 0 4 0.00

PHASER_REF 0 0 4 0.00

OUT_FIFO 0 0 16 0.00

IN_FIFO 0 0 16 0.00

IDELAYCTRL 0 0 4 0.00

IBUFDS 0 0 192 0.00

PHASER_OUT/PHASER_OUT_PHY 0 0 16 0.00

PHASER_IN/PHASER_IN_PHY 0 0 16 0.00

IDELAYE2_IDELAYE2_FINEDELAY 0 0 200 0.00

ILOGIC 0 0 200 0.00

OLOGIC 0 0 200 0.00
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Table 4 Clocking utilization

Site type Used Fixed Available Util%

BUFGCTRL 1 0 32 3.13

BUFID 0 0 16 0.00

MMCME2_ADV 0 0 4 0.00

PLLE2_ADV 0 0 4 0.00

BUFMRCE 0 0 8 0.00

BUFHCE 0 0 72 0.00

BUFR 0 0 16 0.00

Table 5 Result analysis Parameters Slice logic elements Flip-flops

DWT-DA architecture [7] 315 280

DWT hybrid architecture
[1]

382 22

Developed architecture 281 15

5.3 Power Consumption

The total on-chip power consumption is 0.108 W, and the junction temperature is
26.2 °C which is much less than the thermal margin of 59.9 °C. Also, the entire
design works without any timing errors.

5.4 Comparative Analysis

Table 5 gives the comparison of resource utilization mainly the use of slice logic
elements and flip-flops of the architectures developed in papers [1, 7]. It can be seen
that there is an improvement in resource utilization in this newdeveloped architecture.

6 Conclusion

Therefore, the design proposed in this paper is a resource efficient, power efficient
and fast architecture for a discrete wavelet transform. It adopts basic principles of
distributed arithmetic alongside eliminating its disadvantage of high LUT usage
using minimum logic elements.

This module can be packaged into IP for reusability and used as hardware accel-
erator in larger modules where DWT is required for compression, feature extraction
or further processing.
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The design can also be used for other wavelet filters such as Haar, Symlet and
Orthogonal with different coefficients and little modification in number of AND
array blocks.
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Propagation Characteristics of SIW
and Waveguide: A Comparison

Sheelu Kumari, Vibha Rani Gupta, and Shweta Srivastava

Abstract Substrate-integrated circuit (SIC) technology has provided the most
successful solutions for microwave and millimeter wave technology and expected
to be the only technology useful in terahertz frequency range. Substrate-integrated
waveguide (SIW) has proved itself the most used guided-wave structure in this tech-
nology, but includes one additional loss called leakage loss along with the other two
losses found in conventional waveguides, i.e., dielectric loss and conduction loss. In
this paper, different losses found in SIWs and conventional waveguides operating
in different frequency bands from C band to K band are calculated and compared.
It is found that the total losses in SIWs are comparable to that for the waveguides.
Propagation characteristics of both the structures are found to be almost same. HFSS
software is used to simulate the designed structures.

Index Terms Conduction loss · Dielectric loss · Leakage loss · Propagation
characteristic · Substrate-integrated waveguide · Waveguide

1 Introduction

Microwave-integrated circuits have developed through different generations [1] with
betterment in circuit size, density of integration, and low-cost techniques for fabrica-
tion. The first generation of the microwave circuits includes waveguides and coaxial
lines, which can handle high-power and high-Q structures but are voluminous and
bulky. The second generation replaced coaxial cables by printed transmission lines
like microstrips lines, striplines, and externally added or surface-mounted active
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Fig. 1 Configuration of
a waveguide, b SIW

devices constitute planar microwave-integrated circuits (MICs) and systems. These
circuits and systems suffer from severe radiation losses especially at high frequencies
and are found inappropriate for high-Qvalue structures like filters. Further integration
and multilayered ceramic processing technique lead to the development of miniature
hybrid microwave-integrated circuit (MHMIC), the third generation of the circuits.
In these circuits, passive components like MIM resistors and capacitors are consti-
tuted and integrated into planar layers during the fabrication process. Next comes
the fourth generation, in which both active and passive elements are integrated onto
the same substrate.

SICs with special synthesized guided-wave structures and planar circuits
like microstrip and CPW on the same substrate solved the whole problem of
obtaining benefits of different generation of circuits and excluding their demerits.
Different types of wave-guiding structures in SIC technology [2] are substrate-
integrated slab waveguide (SISW), substrate-integrated waveguide (SIW), substrate-
integrated image dielectric guide (SIIDG), substrate-integrated non-radiating dielec-
tric (SINRD) guide, substrate-integrated insular guide (SIIG), and substrate-
integrated inset dielectric guide (SIINDG). The most developed and popular SIC
platform is SIW technology [3–16].

Waveguides, loaded with dielectrics, consist of dielectric with upper and lower
metallic layers constituting upper and lower walls. Two metal layers on sides form
two side walls. Figure 1a shows configuration of a waveguide with width S and
height h. However, SIWs consist of dielectric with upper and lower metallic layers
acting as upper and lower walls, and two side walls are replaced by two rows of
vias. Figure 1b shows configuration of a SIW. Distance between the two rows of vias
constituting two sidewalls is T. Distance between any two consecutive vias in either
of the via-rows is pitch w. Diameter of each via is d. Height of the structure is h.

Conventional waveguides have only two types of losses: dielectric loss and
conduction loss. But due to the vias, SIWs exhibit leakage loss, along with the above-
mentioned two losses. SIWs can be practically used only if the value of leakage loss
is very small. In this paper, different losses in waveguides and their equivalent SIWs
operating in different frequency bands from C band to K band are calculated and
compared.
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2 Design Details

Dimensions of waveguides operating in different frequency bands from C band to K
band with cut-off frequency f c are calculated. Design rules mentioned in [17, 18] are
followed to avoid band-gaps and leakage loss in operating frequency band. Pitch w
is kept twice the via diameter d. Dimensions of the equivalent SIWs are calculated
using design Eq. (1) mentioned in [18]. Substrate Duroid 5870 with εr = 2.33 and
height 0.787mm is used for structure simulation inHFSS software. Table 1 shows the
dimensions ofwaveguides and their equivalent SIWs operating in different frequency
bands.

S = T − d2

0.95w
(1)

Waveguides have two types of losses [19]: dielectric loss (αd) and conductor loss
(αc), which can be calculated using Eqs. (2) and (3), respectively.

αd = ((k2tanδ))/2β (2)

αc = Rs
(2hπ2 + S3k2)

S3hβkη
(3)

β =
√
k2 − k2c (4)

k = 2π f
√

με (5)

kc = 2π fc
√

με (6)

η = √
μ/ε (7)

Rs = √
ωμ0/2σ (8)

where

Table 1 Dimensions of the waveguides and SIWs

Freq. band f c(GHz) S (mm) T (mm) d (mm) w (mm)

C 3 32.76 33.28 1 2

X 7 14.04 14.56 0.5 1

Ku 11 8.80 9.10 0.5 1

K 16 6.14 6.29 0.3 0.6
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S and h are width and height of waveguide, respectively.

k is free space wave number.

β is phase constant.

tanδ = 0.0012 is the dielectric loss tangent.

μ and ε are absolute permeability and permittivity, respectively.

η is wave impedance in the dielectric.

σ = 5 × 107 S/m is conductivity of metal.

Rs is surface resistivity of the conductors.

f c is cut-off frequency, and f is operating frequency.

Total loss αt, in a waveguide, is therefore given by

αt = αd + αc (9)

SIWs have one addition loss: leakage loss (αl) [20] alongwith the two other losses
found in waveguides, i.e., dielectric loss (αd) and conductor loss(αc). Equations (10),
(11), and (13) give values of αd, αc, and αl, respectively, for SIWs.

αd = (k2tanδ)/2kz (10)

αc = Rs

Teη
√
1 − k2c

k2

[
Te
h

+ 2k2c
k2

]
(11)

kz( f ) =
√√√√

{
k2 −

[
2

Te
cot−1

(
fc
f
rs(1 − j)

)]2
}

(12)

αl = {(1/T )(d/T )2.84[(w/d) − 1]6.28}/{4.85[(2T/λ)2 − 1]0.5} (13)

where kz is complex propagation constant, T e is the effective value of T [17], rsis
real part of the surface wave impedance [17], and λ is wavelength in dielectric. All
other designations are same as used for waveguides.

Total loss αt in SIWs is therefore given by

αt = αd + αc + αl (14)
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3 Results

S parameter response for the designed C band waveguide and its equivalent SIW is
shown in Fig. 2. It is observed that both the waveguide and SIW start transmission
of waves from f c = 3.25 GHz. S21 response is almost same for both the guides over
operation bandwidth. Values of S11 parameter for the SIW are higher compared to
S11 parameter for the waveguide, but are fairly good.

Comparison of different types of losses for C band waveguide and its equivalent
SIW is shown in Figs. 3, 4, and 5. It is observed that the leakage loss in SIW is
negligible as compared to other losses.

Figures 6, 7, 8, and 9 show comparison of total losses in the waveguides and their
respective equivalent SIWs operating in C, X, Ku, and K band. They also show the
phase constant β for both the guides. Graphs showing total loss constitute the real
part of complex propagation constant for different waveguides and their respective
SIWs. Equation (4) can be used to calculate the phase constant for both waveguide
and its equivalent SIW, and therefore, imaginary part of complex constant is same
for both.

Fig. 2 S parameter response
for the C band waveguide
and SIW
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Fig. 4 Attenuation αc for
the C band waveguide and
SIW
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Fig. 5 Attenuation αl for
the C band SIW
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Fig. 6 Total attenuation αt
and phase constant β for the
C band waveguide and SIW
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The total loss increases for both types of the guides operating in higher frequency
bands. For C band total loss is almost equal to that for the waveguide, but for higher
frequency bands, total loss in SIW is lower than that for the waveguide.
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Fig. 7 Total attenuation αt
and phase constant β for the
X band waveguide and SIW
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Fig. 8 Total attenuation αt
and phase constant β for the
Ku band waveguide and SIW
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Fig. 9 Total attenuation αt
and phase constant β for the
K band waveguide and SIW
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4 Comparison with Previous Work

Calculated values of total loss for the designed SIW (Fig. 8) are compared with the
extracted values of total SIW loss [17, Fig. 12] in Table 2. Frequency range common
in [17, Fig. 12] and the present work (Fig. 8) is only presented for the comparison.
Low loss of the designed SIW is evident from Table 2.
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Table 2 Comparison of total loss for the SIW (Fig. 8) and the referred SIW [17, Fig. 12]

Frequency (GHz) αt (Calculated) [17, Fig. 12] αt (Measured) [17, Fig. 12] αt
Present work

15 2.15 2.25 0.56

15.5 1.7 1.7 0.56

16 1.5 1.5 0.57

16.5 1.2 1.1 0.58

17 1.2 1.2 0.58

17.5 1 1 0.59

18 0.95 0.85 0.6

Unit of total loss αt is Np/m

5 Conclusion

Leakage loss is negligible in comparison with the other two losses found in SIWs,
and therefore, the main constituents of total loss are dielectric loss and conduction
loss. Total loss in SIWs is comparatively less than their respective waveguides at
higher frequency bands and hence is a better candidate for upper frequency band in
microwave and millimeter technology.
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Predicting Software Cost Through
Entity–Relationship Diagrams:
An Empirical View

Mansi Gupta, Kumar Rajnish, and Vandana Bhattarcharjee

Abstract In order to effectivelymonitor and handle the entire software development
process, software cost estimation plays an important role. The most popular tool for
software cost estimation nowadays is Constructive Cost Model II (COCOMO II).
This tool uses lines of code (LOC) and function points (FPs) to calculate software
size. However, the accurate prediction of software development costs become critical
as well as difficult as these LOC & FP are actual implementation details which
cannot be gathered in early stages. Thus, ER model—a concept-based model which
is constructed during requirement phase (early phase) of the SDLC—is explored for
the software cost estimation. In this paper, an attempt has been made to propose a
multiple regression model for software cost estimation based on number of entities,
attributes, relationship, and path complexity of an ER diagram. The MATLAB tool
has been used for analysis of data.

Keywords ER diagram · Entity · Relationship · Attributes · Software cost
estimation

1 Introduction

It is well known and documented that the software industry suffers from regular
overruns of costs, and the calculation of software costs remains a problem. So, soft-
ware cost estimation [1] plays a vital role if done in the initial stages of the software
development process. As it can help in effectively monitoring and handling the entire
software development process, many contributors have made efforts over the past
four decades to develop parametric and few non-parametric modeling techniques.
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For instance, Farr and Zagorski model [2], Aron model, Walston and Felix model,
Wolverton model, Kustanowitz model,Putnam SLIM, GRC model, Doty model,
Jensen model, Bailey and Basili Model [3], Nikolaos Mittas [4], Emilia Mendes
[5], Sweta Kumari [6] and [7–9] have been proposed.

Today, the most popular cost estimation model is the Constructive Cost Model
(COCOMO II) [10]. It is the latest major extension released in 1981 to the original
COCOMO [11, 12] template. It is a framework for estimating the cost, effort, and
schedule of planning a new software development project. It works in three phases:
prototyping using application composition model capabilities, early design estima-
tion, post-architecture estimation. This tool uses lines of code (LOC) and function
points (FPs) to calculate software size. However, at the early stage of software devel-
opment, lines of code cannot be accessed or calculated. Ultimately, the function
points (FPs) are the outcome of design phase of SDLC. As a result, it leads to many
software cost-related problems [13–15]. This research proposal suggests the effec-
tivity of using ER diagram, for software cost estimation. ER diagrams are a valuable
graphical method for describing the ER model. ER model is a conceptual modeling
approach constructed in requirement analysis phase. The arrangement of this paper
is as follows: Sect. 2 shows the basic concept regarding ER model and the factors
affecting software cost. Section 3 illustrates the proposed cost estimation model.
Section 4 concludes the new estimating model for software cost and discusses future
work.

2 Background

The ER model is a database design or prototype that can be used later to be imple-
mented as a database. ER model’s main components are entity set and relationship
set. Most of the practices of design and development of software are focused on the
concept of ER model. Consequently, the ER model tends to have the most readily
available data from the requirements capture and analysis phase of SDLC [16].
Although, we consider that the ER diagram is a non-directional graph after exam-
ining the ER diagram. However, it becomes simple to map an ER diagram to a
directional graph; for this, the entity is considered as the vertex in a graph and the
relationship is being considered as the edge in a graph.

3 Proposed Model

3.1 Description of Proposed Model

This section proposes a model to estimate software cost. For the purpose of cost
estimation, the following metric is being used:
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• NOE: the total count of entities that appear in entity–relationship diagram.
• NOR: the total count of relationships that appear in entity–relationship diagram.
• NOA: the total count of attributes that appear in entity–relationship diagram
• NOP: the count of path complexity of an entity–relationship diagram

Path complexity of an ER Diagram is the sum total of all the paths taken by one
entity to access the other entities (when each path has some length. Graph theoretic
concepts shall be used to estimate this path complexity.

The proposed predictive cost regression model is named as regression model for
entity–relationship diagram (RMERD), which is defined as follows:

RMERD = a + b ∗ NOE + c ∗ NOR + d ∗ NOA + e ∗ NOP

where values for the constant a = 2.974, and weight b = 10.866, c = –3.899, d =
–0.005, e = –0.499.

3.2 Data Collection

The twelve ER diagram datasets (refer Table 1) used here for the modeling and
calculation of the cost estimation model are being referenced from the paper titled
“Software Cost Estimation through Conceptual Requirement” [17]. All the data are
actual industry data fetched fromAKEMCOTechnology Pte Ltd, IPACS e-Solutions
(S) Pte Ltd and Singapore Computer Systems Ltd. These projects are across varying
applications such as billing, management of freight, quotation and order processing.

Table 1 Actual data gathered from industry

NOE NOR NOA NOP Actual cost

6 5 112 9.33 48

6 5 75 8.33 38

21 22 512 63.17 81

3 2 86 2.67 29

3 2 86 2.67 34

25 33 656 118.03 92

4 3 66 5 33

8 7 212 19 70

14 14 126 31.43 80

16 17 441 33.93 85

64 69 1524 204.15 322

38 38 779 84.36 235
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3.3 Results and Interpretation

For software cost estimation, regression-based technique, i.e., multiple linear regres-
sion model, is being used. The data were available for the parameters: NOE, NOR,
NOA, and NOP. And man-day is used as a unit to measure software cost. The
correlation coefficient (r) is used to calculate the magnitude of the relationships
between these factors and the estimated cost. Higher values of r indicate high positive
relationship. The correlation values for various metrics are given in Table 2.

All of these above parameters, according to correlation coefficient, have strong
linear relationship with the software cost. The below graph shows the correlation
between NOE, NOR, NOA, NOP and predicted software cost (Figs. 1, 2, 3 and 4).

The calculated multiple regression equation from the dataset is as follows:

RMERD : Regression model for ER Diagram

RMERD = 2.974 + 10.866 NOE−3.899 NOR−0.005 NOA−0.499 NOP

Table 2 Correlation of predictive cost with NOE, NOR, NOA, NOP

NOE NOR NOA NOP

Predictive cost 0.982 0.956 0.949 0.893

Fig. 1 Graph showing
positive correlation between
NOE and P_COST
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0

100

200

300

400

0 20 40 60 80

P_
CO

ST

NOE

Fig. 2 Graph showing
positive correlation between
NOR and P_COST
(predictive cost)

0

50

100

150

200

250

300

350

0 20 40 60 80

P_
CO

ST

NOR



Predicting Software Cost Through Entity–Relationship … 565

Fig. 3 Graph showing
positive correlation between
NOA and P_COST
(predictive cost)
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Fig. 4 Graph showing
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Table 3 Regression statistics
for RMERD

Regression statistics

Multiple R 0.9907

R square (R2) 0.9814

Adjusted R square 0.9708

Observations 12

Further to determine the accuracy and goodness of this RMERD model, the
following regression statistics were also calculated which is mentioned in Table
3.

R2 statistics evaluate the strength of themultiple regression relationship. The value
of R2 obtained here is 0.9814 which shows that the RMERD model has high regres-
sion relationship. The comparison of actual cost and estimating cost is represented
in Table 4 (Fig. 5).

4 Conclusion

Estimating software costs is an important process that cannot be neglected in soft-
ware development. Proper measures must be taken to properly manage every task.
As said by George Odiorne “If you can’t measure it, you can’t manage it.” In this
paper, an attempt has been made to propose a multiple regression model for soft-
ware cost estimation based on number of entities, attributes, relationship, and path
complexity of an ER diagram. The paper began with a concise overview of the cost
estimate perception which used COCOMO II and the factors that affect it. Although
COCOMO II is an enhanced approach, it is effective after certain stage of SDLC.
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Table 4 Comparison between predictive cost and actual cost

NOE NOR NOA NOP Actual cost Predictive cost

6 5 112 9.33 48 44

6 5 75 8.33 38 43

21 22 512 63.17 81 110

3 2 86 2.67 29 26

3 2 86 2.67 34 26

25 33 656 118.03 92 84

4 3 66 5 33 32

8 7 212 19 70 52

14 14 126 31.43 80 83

16 17 441 33.93 85 90

64 69 1524 204.15 322 320

38 38 779 84.36 235 222
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Fig. 5 Graph showing comparison between predictive cost and actual cost

But to gain the knowledge of software cost at the initial stages, a very simple model
RMERD is proposed here. From Tables 3 and 4, the results show that the proposed
RMERD leads to be good measure for software cost estimation. Although at some
places of the result predictive cost is either overestimated or underestimated, it needs
to be verified and is considered for future scope.

5 Future Work

This researchwork focuses on software cost estimation based on. ER diagram param-
eters for mid and small projects. Here, we have worked upon a small dataset, but
a more clear and refined software cost can be gathered through large datasets. For
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future extension, this area can be further improved by using other techniques such as
neural network for and deep learning techniques for improved cost estimation. It is
our belief that with the power of deep networks and proper hyperparameter tuning,
very good cost estimation models can be obtained.
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OpenCLTM Implementation of Fast
Frequency Domain Image Denoisification
Kernels for Parallel Environments

Ashutosh Satapathy and L. M. Jenila Livingston

Abstract From the last couple of decades, image denoisification is one of the chal-
lenging areas in the image processing and computer vision domains that adds clarity
to images by removing noise and makes them suitable for further processing. Images
or videos captured by various visual sensors are degenerated during various circum-
stances such as sensor temperature, light intensity, target environment, erroneous
electric instruments, and interference in the communication channels and required
to be enhanced by various filtering techniques. Most of the real-world applications
like student monitoring, vigilance system, traffic analysis, target detection, and clas-
sification use image smoothing to reduce artifacts present in the captured images and
additionally demand its quicker execution. In this paper, we have explained different
types of noise models normally degrade the quality of an image and the three most
popular frequency domain smoothing filters (ideal, Gaussian, and Butterworth) are
available to remove those noises. In addition to that, OpenCL kernels of those filters
have been implemented for rapid denoisification and can be easily portable on wide
verities of parallel devices. At last, performance evaluation has been carried out for
both the CPU and GPU implementations to seek out their productiveness on those
noisemodels in terms of time and precision. Various performance assessmentmetrics
like entropy, root-mean-squared error, peak signal-to-noise ratio, and mean absolute
error are applied to determine the rightness of the above filters.

Keywords Image smoothing · Noise models · Frequency domain transformation ·
Low-pass filter · OpenCL architecture · Performance metrics
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1 Introduction

An image can be a two- or a three-dimensional pictorial representation of visual
perception that speaks millions of words, and it is captured by various objects or
phenomena like telescope, microscope, cameras, water, glass, or human eyes. The
images captured by different devices in real-world scenarios are mostly affected by
certain additive and multiplicative noises due to low light intensity, sensor temper-
ature, erroneous electro-optical devices, target environment, and interference in the
communication channels, which need to be preserved. Image denoisification is one
of the significant preprocessing steps in the field of image processing and computer
vision, and its quicker implementation is the challenging one too. Most of the real-
world applications like student monitoring, vigilance system, traffic analysis, target
detection, and classification use image smoothing to reduce artifacts present in the
captured images and additionally demand its quicker execution [1–3].

Image smoothing needs greater interpretation of the noise distribution throughout
an image, and the intention behind it is to reduce the noise present in the image
without losing any details that make the image suitable for subsequent processing
[4, 5]. In smoothing, pixels having higher values are reduced because they are the
most probable points modified due to noise while the pixels having lower values
than its neighbor are increased, leading to a smoothed image. So, most of the image
smoothing techniques use the low-pass filters to discard the higher-frequency infor-
mation that is normally contaminated by the heterogeneous noises and selection of
the cutoff frequency decides the quality of the final image. A noisy image is affected
by the speckle noise with variance 0.05 and its smoothed image by Gaussian low
filter, as shown in Fig. 1.

Image smoothening can be done in the spatial domain or frequency domain.All the
low-pass filters are normally classified into two types based on their operations: One
is linear, and the other one is nonlinear. In linear filters, the output of a pixel depends
on linear combinations of its neighbor pixels and it is represented as a straight line
equation in a higher dimension whereas a nonlinear filter can be represented as a
curve of two or higher degrees in the same dimension. We have reviewed different
types of noise models and developed OpenCL kernels for the frequency domain
low-pass filters for their faster implementation.

Fig. 1 An example of image smoothing: a noisy image and b its restored image
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2 Related Work

In 2014, Dyre and Sumathi analyzed the frequency domain Gaussian bandpass and
high-pass filters to enhance different grayscale fingerprint images of size 480 × 320
pixels each. Here, the MATLAB implementations of the Gaussian bandpass and
high-pass filters consumed 0.8644 and 0.8892 s CPU time, respectively, to enhance
the same image [6]. Chinnasamy and Vanitha implemented and examined different
restoration filters to remove Brownian motion noise from the brain MRI images,
whose execution needed at least 2.2 s for their MATLAB implementations on a
CPU, which made them unsuitable for time-bound real-time applications [7]. On
the other hand, MATLAB 7.8 implementation of Gaussian low-pass filter on a four-
core CPU took on an average 0.0985 s to clean salt and pepper, speckle, Poisson,
and Gaussian noises from a single channel 128 × 128 Lena image, while such
filter required 0.09978 s to enhance the same size Cameraman image [8]. Ghosh
and Chaudhury from the Indian Institute of Science proposed a fast approximation
of Gaussian kernel using raised cosines filter and Monte Carlo sampling, whose
enhancement time for a 512× 512 RGB image is about 17.21 s on an Intel four cores
@3.40GHzCPUmachine usingMATLAB8.4 [9]. In the sameyear,Yano andKuroki
approximated the Gaussian filter with the help of addition and shift operators to
implementmultilayer convolution of binominal filter and its GPU implementation on
the 2688 coresNVIDIAGTXTITANneeded approximately 90 s to enhance an image
of size 4096 × 1712 pixels [10]. As a bilateral filter is computationally expensive,
approximating such filter using polynomial and trigonometric functions and applying
them in the discrete Fourier transform domain minimizes the computational cost to
0.987 s for a 512 × 512 pixels sized image on a 3.4 GHz quad-core CPU [11].
Image enhancement using the 5 × 5 Gaussian filter consumes 12.5 s on the Intel
Core i5 7th generation CPU in the spatial domain, while CUDA implementation
of it requires only 7 ms on 384 cores NVIDIA GPU, but its unique implementation
makes it unsuitable for other parallel platforms [12]. Rakhshanfar andAmer proposed
a cascading network of Gaussian filters from multiple domains that utilize unrelated
features to increase image quality at the expense of 49.65 s computational cost for a
768 × 512 gray image [13].

Chen et al. used the Lagrange multiplier technique to optimize the tight bound
of the quaternion mean square error between the original and enhanced images and
obtain the optimalweight values for the non-localmeanfilter,whoseCPU@2.40GHz
execution time is about 176 s to remove the Gaussian noise from a 512 × 512
gray image [14]. The MATLAB implementation of naïve Butterworth bandpass and
high-pass filters in the frequency domain takes 0.8268 s and 0.7020 s CPU time to
enhance the size of a 480 × 320 pixel gray fingerprint image [6]. Shukla and Singh
used Butterworth low-pass filter to remove the salt and pepper, speckle, Poisson, and
Gaussian noises from a 128 × 128 grayscale Lena image in 0.072 s using quad-core
CPU. Concurrently, the same filter took around 0.085 s to remove such noises from
the 128 × 128 pixels grayscale Cameraman image [8]. Later, in 2017, Fadloullah,
Mechaqrane, and Ahaitouf reconstructed the Butterworth filters using artificial bee
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colony algorithms to get the optimal value in less execution time and compared its
performancewith the same filter implementation using ant colony and particle swarm
optimization algorithms, but natural slowness of such evolutionary algorithms made
it unusable for limited-time applications [15]. In the same year, Fan et al. applied
the single-scale Retinex algorithm on the image representations of a colored image
in HSV and RGB space separately and the resulted images were fused together to
generate the final enhanced image, but the Butterworth filter built inside the Retinex
algorithm let an image to be defogged in 0.648 s [16].

3 Noise Models

Most digital images are contaminated by various noises, which introduce unwanted
signals and produce unpleasant outcomes such as unknown artifacts, broken edges
and lines, unseen corners, faded objects, and distorted backdrop in the image. These
noises are introduced due to various circumstances such as sensor temperature, light
intensity, target environment, erroneous electric instruments, and interference in the
communication channels. Noise in a digital image is modeled either by probability
density function (PDF) or histogramwhich is overlapped on PDF of the actual image
[17]. Noise is defined as an action ‘ï’ which is not present in the original signal ‘f ’
but contaminates the acquired image ‘g’, and the mathematical expressions of both
additive and multiplicative noises are given in Eqs. (1) and (2).

g(x, y) = f (x, y) + η(x, y) (1)

g(x, y) = f (x, y) × η(x, y) (2)

Depending upon the noise PDF, the influence on images is to be of different
extents. Modeling of some of the popular noises present during real-time image
acquisition is discussed in the upcoming subsection.

3.1 Gaussian Noise

In the spatial domain, Gaussian noise is one of the statistical independent noises
that satisfies the properties of the normal distribution (Gaussian) function and it is
generated due to various factors such as poor illumination, high temperature, object
radiation, conversion of signals from optical to electrical, and signal amplification
during acquisition [18, 19]. Asmost of the cases, Gaussian noise in an image disturbs
the distribution of intensity throughout the image, and it is modeled as a PDF or a
normalized histogram with respect to intensity values. The PDF of Gaussian noise
w.r.t. noise intensity ‘u’ is given in Eq. (3).
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Fig. 2 PDF of Gaussian
noise

P(u) = 1√
2πσ 2

e
−(u−μ)2

2σ2 (3)

Independent and identically distributed Gaussian noise throughout the image is
represented by a bell-shaped curve as shown in Fig. 2. Seventy percentage of pixels
of the noisy image are in the noise range [μ − σ , μ + σ ], whereas 90% of pixels
of the noisy image are in the noise range [μ − 2σ , μ + 2σ ]. Here, mean ‘μ’ is
the expectation of noise intensities and ‘σ ’ is the standard deviation of the noise
throughout the image.

3.2 Localvar Noise

Localvar noise is the special case of white Gaussian noise with zero mean, and the
standard deviation is dependent on pixel intensities throughout the image [20].Unlike
Gaussian noise, Localvar noise has both +ve and –ve components which randomly
increase and decrease pixel values of the actual image to produce the degraded one.
The PDF of Localvar noise w.r.t. noise intensity ‘u’ is given in Eq. (4).

P(u) = 1√
2πσ 2

e
−u2

2σ2 (4)

Independent and identically distributed Localvar noise throughout the image is
represented by a bell-shaped curve centered at origin as shown in Fig. 3. Seventy
percentage of pixels of the noisy image are in the noise range [−σ , σ ], whereas 90%
of pixels of the noisy image are in the noise range [−2σ , 2σ ]. Here, σ is the standard
deviation of the noise throughout the image and u represents noise intensity of the
input image.
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Fig. 3 PDF of Localvar
noise

3.3 Uniform Noise

Uniform noise, so-called quantization noise, is one of the statistical noises that satis-
fies the properties of the uniform distribution function [19]. The PDF of uniform
noise w.r.t. noise intensity ‘u’ is given in Eq. (5). It is introduced during the quantiza-
tion process while converting an analog signal to a digital one, i.e., quantizing pixel
values of an analog image to different discrete levels in the spatial domain. Signal-to-
quantization noise ratio (SQNR) of a degraded image is restricted by minimum and
maximum pixel values in the image, and it is directly proportional to the difference
between these two which is given in Eq. (7).

P(u) =
{

1
(b−a)

ifa ≤ u ≤ b

0otherwise
(5)

μ = a + b

2
and σ 2 = (b − a)2

2
(6)

SQNR = 20 log10
Imax − Imin

σ
(7)

As quantization noise is equally distributed throughout the image, and it is repre-
sented as a rectangle as shown in Fig. 4. Here,µ and σ representmean and variance of
noise intensities added during image degradation where ‘a’ and ‘b’ are the minimum
and maximum noise intensities present in the image. In SQNR, Imax and Imin stand
for maximum and minimum pixel values of a noisy image.
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Fig. 4 PDF of uniform noise

3.4 Salt and Pepper Noise

Salt and pepper noise is a special case of bipolar impulse noise which statistically
drops the actual pixel values of the original image and replaces them with two inten-
sity levels 0 or 255 [21]. As intensity values 255 and 0 seem like a white and black
spot on the image, it is called as salt and pepper noise. This is introduced due to errors
in analog-to-digital converter orbit error during data transmission, and sometimes it
is inserted by uncleansed sensor lens or erroneous storage space. The PDF of salt
and pepper noise w.r.t. noise intensity ‘u’ is given in Eq. (8) and shown in Fig. 5.

P(u) =
⎧⎨
⎩

Pa if u = a
Pb if u = b
0 otherwise

(8)

Figure 5 represents the salt and pepper noise PDF with zero mean and variance
of 0.05. It consists of two impulse distributions at level ‘a’ and level ‘b’ which are

Fig. 5 PDF of salt and
pepper noise
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also known as dark level and bright level, respectively. It clearly shows that the
distribution of bright noise is more compared to dark noise throughout the image.
However, salt and pepper noise does not corrupt the full image; instead, it modifies
some pixel values in the image.

3.5 Impulse Noise

Impulse noise is unipolar that statistically drops the actual pixel values of the original
image and replaces them with a particular intensity level ‘a’ as shown in Fig. 6.
Impulse noise is also called short noise which degenerates the image quality, and it is
occurring due to errors in image acquisition, quantization, or transmission or due to
atmospheric or sensor heat [22]. Signal interference in communication medium and
environmental disruption during data transmission sometimes caused impulse noise
to be added. Unlike the salt and pepper noise, salt or pepper noise is also considered
as impulse noise that introduced either bright or dark spots over the entire image.

P(u) =
{
Pa if u = a
0 otherwise

(9)

Equation (8) with Pa or Pb equal to zero is considered as unipolar impulse noise.
Impulse noise is arbitrarily scattered all over the image, and its values are independent
and uncorrelated to image pixel values. However, unlike Gaussian noise, impulse
noise does not corrupt the full image; instead, it modifies some pixel values in the
image while keeping the rest of the pixel values as they are.

Fig. 6 PDF of impulse noise
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Fig. 7 PDF of Poisson noise

3.6 Poisson Noise

In the spatial or temporal domain, Poisson noise is also called as quantum noise
and shot noise that satisfies the properties of the Poisson distribution function and
it is created due to discrete nature of the electric charge or various electromagnetic
waves such as X-ray, gamma ray, or visible light emitted from optical devices [23].
As this light source injects photons on the object, a random number of photons per
unit time emitted from these light sources introduce noise in the final image. In the
case of electric charge or intensity of light, the absolute value of this noise is directly
proportional to the root over of the average amount of occurrences (Fig. 7).

P(u) = e−μμu

u! (10)

In Eq. (10),μ representsmean and variance of noise distributionwhile u stands for
intensity levels. If the intensity of light increases quickly, the proportion of the noise
decreases whereas signal-to-noise ratio increases rapidly. Thus, shot noise is often
occurred due to low light intensities or little current flow that has been amplified.

3.7 Speckle Noise

Speckle noise is considered as a random and deterministic noise that occurs in radar,
SAR, ultrasound, and theOCT system, and it degrades the quality of images produced
from it. During image acquisition, the imaging sensor transmits a signal to the target
body and the reflected signal from the target is captured by it.During transmission, the
signal is exposed to various additive noises throughout the medium. The asymmetric
and rough surface of the target body makes the magnitude of the reflected signal
vary along with noise magnitude as noise is also reflected from the target surface. As



578 A. Satapathy and L. M. Jenila Livingston

the magnitude of the speckle noise is directly proportional to the pixel intensity, it is
also considered as a multiplicative noise [24]. The PDF of speckle noise is given in
Eq. (11).

P(u) = 1

σ 2
e

−u
σ2 (11)

g(x, y) = f (x, y) × u(x, y) + δ(x, y) (12)

Here, σ 2 and u stand for variance and noise intensity level, respectively. In Eq. (12),
f (x, y) and g(x, y) are the actual image and the degraded image due to speckle
noise, respectively, where u(x, y) and δ(x, y) represent the multiplicative and addi-
tive components of the speckle noise whose values are varying based on the signal
strength.

3.8 Rayleigh Noise

Unlike the Gaussian noise, Rayleigh noise is one of the asymmetric statistical noises
that obeys Rayleigh distribution which is skewed to its right. Normally radar and
velocity images are contaminated by this noise, and it is heavily affected by how
quickly transmitter and/or receiver aremoving [25]. Satellite images are also affected
by this noise due to the target environment and ionospheric and tropospheric propa-
gation of radio signals. It is happened due to no transmission influence across a line
of sight between the sensor and the target. The PDF of Rayleigh noise with respect
to noise intensity ‘u’ is given in Eq. (13) and shown in Fig. 8.

P (u) =
⎧⎨
⎩

2

b
(u − a)e

−(u−a)2

b if u ≥ a

0 if u < a
(13)

Fig. 8 PDF of Rayleigh
noise
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μ = a +
√

πb

4
and σ 2 = b(4 − π)

4
(14)

Normally this noise is found in magnetic resonance imaging (MRI) images as it
is recorded as complex images but displayed as magnitude images. As pixel values
are Rayleigh distributed in an MRI image, image intensities are contaminated by
Rayleigh noise which satisfies the above distribution where µ and represents mean
and variance of Rayleigh PDF.

3.9 Gamma Noise

Like the Rayleigh noise, gamma or Erlang noise is also one of the asymmetric statis-
tical noises that obeys gamma distribution and normally seen in laser-based images.
The gamma-injected charge diminishes the signal handling ability and coverts the
origin of the acute noise. The gamma radiation-introduced noise is larger than the
optical shot noise because each gamma produced a Compton electron that generates
lots of electron–hole pairs. So, the amount of noise carriers is directly proportional
to the shot noise on the arbitrary arrival of the Compton electrons multiplied by the
expected amount of electron–hole pairs introduced by Compton electrons [26].

P(u) =

⎧⎪⎨
⎪⎩

abub−1

(b − 1)!e
−au if u ≥ 0

0 if u < 0

(15)

μ = b

a
and σ 2 = b

a2
(16)

The PDF of Rayleigh noise with respect to noise intensity ‘u’ is given in Eq. (15)
and shown in Fig. 8. The magnitude of gamma radiation noise is 30–60 times larger
than the Poisson noise on an optically generated image of the same size. Here, μ

and σ 2 are mean and variance of the gamma distribution function whose values are
dependent on gamma radiation background of the target environment (Fig. 9).

3.10 Exponential Noise

Exponential noise is an independent statistical noise that has been seen in various
applications such as radar imaging, and neurological and astronomical imaging.
These images often consist of random noise that does not come from the target
environment, but the sources in electronic instrumentation during image acquisition.
Light intensity and sensor temperature are the crucial factors that introduce noise in
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Fig. 9 PDF of gamma noise

the image during its acquisition, whereas interference in the communication channels
also degrades image quality during its transmission. These noises can be dependent
or independent, and exponential noise is one of the independent noises appeared in
the image [27].

P(u) =
{
ae−au if u ≥ 0
0 if u < 0

(17)

μ = 1

a
and σ 2 = 1

a2
(18)

The PDF of exponential noise is the special case of Erlang noise with b = 1 as
shown in Fig. 10 where mean ‘μ’ and variance ‘σ 2’ are dependent on the control
parameter ‘a’. The control parameter ‘a’ manages the expandability of the exponen-
tial curve. Smaller the value of ‘a’ makes the curve expanded larger, and the noise
is scattered better than the larger value of ‘a’.

Fig. 10 PDF of exponential
noise
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4 Image Smoothening

As we discussed earlier, image smoothing is one of the image enhancement tech-
niques used to remove the noise and make the image suitable for further processing.
Image smoothening can be done in the spatial domain or frequency domain [28].
Smoothening in the spatial domain requires mask operations where an image region
of mask size is multiplied by weighted values of the mask to compute the final
value of its centered pixel. This process is repeated until the final values for all
the pixels are computed in an image. In the frequency domain, various transforma-
tion techniques are used to transfer the image and this transformed image is multi-
plied with a frequency space filter to compute the final values in the transformed
domain. As smoothening in frequency domain follows point operations instead of
mask operations, it makes them faster and we have discussed various frequency
domain smoothening filters in the upcoming section.

4.1 Frequency Domain Transformation

Frequency domain analysis is one of the important operations in the field of image
processing,mostly used in image enhancement, restoration, compression, and feature
extraction. The spatial domain represents the change in pixel intensities w.r.t. scene,
whereas the frequency domain represents the rate of change in pixel intensities in
the spatial domain. It transforms an image of size N × N into an N × N array of
frequency coefficients that represents the actual image [29]. Operation in frequency
space requires an image transformation, performs an operation on the transformed
image and transforms it back to get the final image in the spatial domain.

F(k, l) = T [ f (x, y)] (19)

Here, f (x, y) and F(k, l) are the pixel values in spatial and frequency domain,
respectively, where T is the transformation technique. In the frequency space, each
pixel value indicates a specific frequency involved in the spatial image. The two
most important frequency domain transformations used for image enhancement,
compression, and feature extraction are discussed below.

4.1.1 Discrete Fourier Transformation

Discrete Fourier transformation (DFT) is one of the most used transformation tech-
niques that extracts frequency components from the image and represents them as a
combination of sine and cosine functions. This transformation of a two-dimensional
vector in the spatial domain is also called as two-dimensional DFT (2D-DFT) whose
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frequency domain image represents absolute values of its sine and cosine compo-
nents at a particular point [30]. A discrete Fourier transform of an image extracts
sufficiently visible frequency components that dominate the image in the spatial
domain without containing all the frequency values present in an image. Forward
and inverse discrete Fourier transformations of an image are given in Eqs. (20) and
(21).

F(k, l) = 1√
MN

M−1∑
x=0

N−1∑
y=0

f (x, y)e− j2π(k x
M +l y

N ) (20)

F(x, y) = 1√
MN

M−1∑
k=0

N−1∑
l=0

F(k, l)e j2π(k x
M +l y

N ) (21)

0 ≤ x, k ≤ M − 1 and 0 ≤ y, l ≤ N − 1 (22)

Here, f (x, y) is the pixel intensity of an image in the spatial space and the exponential
function is the unitary matrix responsible for creation of each point F(k, l) in the
frequency domain where M and N represent total number of row and column pixels
in a digital image, respectively.

4.1.2 Discrete Cosine Transformation

LikeDFT, discrete cosine transformation (DCT) also converts a 1Dor 2D information
in the temporal or spatial space to represent its transformed values in frequency space.
Unlike the DFT, it generates only real numbers which make it much faster than DFT
to operate. The transformation of a 2D matrix in the spatial domain is also called
as two-dimensional DCT (2D-DCT) whose transformed domain image represents
integer values of the real components at a particular point [31]. TheDCcomponents of
a DCT transformed image are located at (0, 0) pixel whose value is extremely higher
than the rest of the image. Forward and inverse discrete cosine transformations of an
image are given in Eqs. (23) and (24).

F(k, l) = 2√
MN

C(k)C(l)
M−1∑
x=0

N−1∑
y=0

f (x, y) cos

[
(2x + 1)k

2M

]
cos

[
(2y + 1)l

2N

]

(23)

f (x, y) = 2√
MN

M−1∑
k=0

N−1∑
l=0

C(k)C(l)F(k, l) cos

[
(2x + 1)k

2M

]
cos

[
(2y + 1)l

2N

]
(24)
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0 ≤ x, k ≤ M − 1, 0 ≤ y, l ≤ N − 1 and C(υ) =
{

1√
2

ifυ = 0

1 ifυ > 0
(25)

Here, f (x, y) is the pixel intensity of an image in the spatial space and the cosine
function is the unitary matrix responsible for creation of each point F(k, l) in the
frequency domain where C(k) and C(l) are the control parameters whose values are
varied w.r.t. pixel position in the frequency space.

4.2 Frequency Domain Filters

Filtering in the frequency domain requires a point-to-point multiplication of
frequency componentswith suitably chosenweight functionwhich attenuates higher-
frequency components by keeping lower-frequency components as they are [32, 33].
The process of selective lower-frequency exclusion from an image is termed as 2D
frequency domain high-pass filtering. The value of the filter kernel is dependent on
the distance between the pixel positions from its DC components in frequency space.
The computationof distanceD(k, l) is differed for bothDFTandDCT transformations
and given in Eqs. (28) and (29).

F ′(k, l) = G(k, l) × H(k, l) (26)

f ′(x, y) = F−1
[
F ′(k, l)

]
(27)

In DFT image: D(k, l) =
√(

x

2
− abs

(
k

2
− x

2

))2

+
(
y

2
− abs

(
l

2
− y

2

))2

(28)

In DCT image: D(k, l) =
√
k2 + l2 (29)

Here, G(k, l) and H(k, l) are the transformed noisy image and filter kernel at
position (k, l), respectively. Final noise-free image f ′(x, y) is constructed by taking the
inverse transformation of a smoothed image in the frequency domain. Two types of
filter kernels, non-separable and separable filter kernels used for image smoothening,
are discussed below.

4.2.1 Ideal Filter

The ideal low-pass filter removes all the frequencies above the cutoff frequencywhile
keeping the lower frequencies unchanged. The frequency response of an ideal low-
pass filter is a rectangular function where transition region does not exist between
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Fig. 11 Ideal low-pass filter

pass band and stop band in contrast to practical filter; i.e., the value of the transfer
function (TF) after the cutoff frequency immediately falls to zero [34]. The point
spread function (PSF) of a 2D low-pass ideal filter of cutoff frequency Df is given in
Eq. (30) (Fig. 11).

H(k, l) =
{
1 D(k, l) ≤ D f

0 D(k, l) ≥ D f
(30)

Frequency response from a 2D ideal low-pass filter is mathematically realized by
multiplying frequency map of an input image matrix with its rectangular function
in the frequency domain which is similar to convolving its impulse response with
image pixel values in the spatial domain.

4.2.2 Gaussian Filter

Gaussian low-pass filter is a practical filter having frequency response alike a Gaus-
sian function, used to enhance image quality in the frequency domain by reducing
noise during image preprocessing stage. Unlike an ideal filter, the PSF is a monotoni-
cally decreasing function that decreases gradually and reduces to zero after the cutoff
frequency whose response transition between its pass band and stop band increases
aswith its cutoff frequency [35]. The transfer function of a two-dimensional low-pass
Gaussian filter is given in Eq. (31) where the cutoff frequency Df decides smoothness
of its transition region in this filter (Fig. 12).

H(k, l) = e
−D2(k,l)

2D2
f (31)

The output from a Gaussian low-pass filter is realized mathematically by multi-
plying transformed values of an image with its Gaussian distributed value in the
frequency domain which is similar to convolving its 2D discrete response with image
pixels in the image space. Amplification of its cutoff frequency widens the transition
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Fig. 12 Gaussian low-pass
filter

between pass band and stop band that allows a tiny range of frequencies even after
the cutoff frequencies.

4.2.3 Butterworth Filter

Butterworth low-pass filter is one of the practical filters whose frequency response is
uniform in the pass band and gradually decreases to zero in the stop band. As the PSF
of this low-pass filter is a smooth transfer functionwithout any sharp cutoff frequency,
it makes the filter suitable for many applications and the range of frequencies allowed
by the filter is directly dependent on its cutoff frequency and order of the filter. The
transfer function of a two-dimensional low-pass Butterworth filter is given in Eq. (32)
where ‘n’ is the order of the filter andD(k, l) is the distance from the origin (Fig. 13).

H(k, l) = 1

1 +
[
D(k,l)
D f

]2n (32)

A first-order Butterworth filter’s response transition between pass band and stop
band is at −6 dB per octave, while its value decreases as the order of this filter

Fig. 13 Butterworth
low-pass filter
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increases, i.e., −12 and −18 dB per octave in a second-order and third-order filters,
respectively [36]. Instead of generating non-monotonic ripples at pass band and/or
stop band like other filters, its magnitude decreases monotonically with respect to an
increase in frequency ‘D’.

5 OpenCL Architecture

Parallel processing allows multiple computing units or devices to work together and
perform a particular task. Due to a limited amount of computing units, processing
power, memories and deficiency of performing task rapidly, made available of
a new computing device called graphics processing unit (GPU). Later, various
programming standards were defined tomake utilization of these computing devices.
Some of them are OpenMP, MPI, OpenACC, CUDA, Pthreads, RenderSscript, and
OpenCL. These programming standards or APIs are of two types: Some of them are
heterogeneous, and others are architecture specific.

OpenCL programming standards and APIs allow professionals to execute their
programs in various heterogeneous environments [37]. OpenCL provides low-level
programming abstraction like ‘C’ and supports various device architectures. It is also
included in many libraries and packages such as JACKET, MAGMA, BOLT C++,
clAMDFFT, and clAMDBLAS for acceleration. It uses an extended version of C to
define kernels and APIs for creating and managing them. Runtime compilation of
kernels makes host applications to take benefit of all the computing devices. OpenCL
architecture, mainly divided into four sophisticated models, is discussed below [38].

5.1 OpenCL Platform Model

The OpenCL platform model provides useful information about the architecture of
different computing devices which benefits the programmer for kernel execution
later. A host machine is connected to more than one computing device such as
CPUs, GPUs, FPGAs, or any low-cost microcontrollers. Each computing device is
the collection of more than one computing units, and each computing unit has many
processing elements. Intel HD Graphics P530 is integrated with Xeon E3 1225 V5
microprocessor, uses mid-tier Gen9 microarchitecture that consists of 24 compute
units, and 256 processing elements are combined to make one compute unit [39].
NVIDIA GTX 1050 Ti consists of twelve computing units, and each computing
unit has thirty-two processing elements [40]. OpenCL kernels targeted to computing
devices efficiently utilize processing elements to make applications run faster.
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5.2 OpenCL Execution Model

The execution model is defined over two units of execution: One is host program
execution, and the other one is kernel execution. The host program is respon-
sible for query information about platforms or devices, create, build, and manage
kernels, create and delete host variables, create and release context, create and release
command queues, etc. During the submission of the kernel, the host program also
creates an N-dimensional index space where the value of ‘N’ is either one, two, or
three. In index space, the processing element is referred to as a work item and each
coordinate of index space represents a processing element that executes a single
instance of the kernel. One-, two-, and three-dimensional index spaces are shown in
Fig. 14.

Toprovidemodularity andmake execution faster,OpenCL introduces the concepts
of work-item, work-group, global-size, group-size, global-id, local-id, and work-
group-id. global-size identifies the index space size in each dimension. work-item in
index space represents processing elements, and global-id represents its coordinate
in index space. To provide modularity, index space is logically divided into several
work-groups. work-items in a work-group have assigned to a single task. local-id
represents a work-items coordinate in a work-group, whereas work-group-id and

Fig. 14 OpenCL index space
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Fig. 15 OpenCL execution model

work-group-size represent a work-group coordinate and work-group size in index
space, respectively. All these values are assigned by the host program at runtime.
At last, Fig. 15 shows a pictorial representation of the above attributes and their
calculations.

As shown above, the global-size of index space (Gx, Gy) is of (16, 16) and the
local-size of each work-group (Sx, Sy) is (4, 4). (sx, sy) represents local-id of a work
item in a work-group. global-id of a work-item inside a work-group of group-id (wx,
wy) is calculated below.

global - id
(
gx , gy

) = (
wx · Sx + sx , wy · Sy + sy

)
(33)

5.3 OpenCL Memory Model

The OpenCL memory model divides memory into four disjoint memory sections
logically as shown in Fig. 16, and each section has its working principles and advan-
tages. Each OpenCL device has its global memory, and it is the largest memory
section that is shared among all the work-items in index space. This memory can be
used as buffers based on program requirements. __global or global keywords specify
buffers created in this section. Constant memory is another section of memory that
is also shared among all the work items, but values are immutable throughout opera-
tions. const keyword used in a kernel specifies buffers in this region, and it is created
by the host program by declaring OpenCL buffers as memory read-only. Each work-
group has its local memory which is shared among its work-items, whereas each
work item in index space has its private memory. __local or local keyword specifies
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Fig. 16 OpenCL memory model

buffer created in local memory, and no specifiers or __private indicates items are
created in private memory. In the OpenCL memory model, the size of memory is
inversely proportional to the speed of memory. The memory model allows 1 KB to
each work item as private memory, and speed of the private memory is faster than
local and global memory. Global memory is the slowest memory section of memory
size in some GBs. The memory regions are synchronized with each other to provide
data consistency between work-items in index space.

5.4 OpenCL Programming Model

It not only allows multiple OpenCL platforms to reside in a single host machine
but also allows user programs to select one of them during runtime [41]. OpenCL
Installable Client Driver loads proper library files for the selected platform by the
application. If the programmer wants to use multiple platforms at the same time,
it also helps to do that. As the OpenCL programming model creates a separate
context for all devices in a platform, it is not possible to pass data from one context
to another context. The host program takes the responsibility to synchronize data
transfer between multiple contexts. The application program distributes kernels
across GPU cores, which are run independently from each other. So, the GPU of
less core takes more time to execute than the GPU of a higher number of cores.
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Here, we have used NVIDIA GTX 1050 Ti consisting of 768 cores for performance
analysis.

6 OpenCL Kernels

OpenCL kernel for a computing device creates groups of threads that run by work-
groups independently. It is created by the host program with the help of program
objects and kernel objects which are also responsible for compilation and execu-
tion of kernels. The separate OpenCL program object is created for each context,
and each program object can carry multiple kernel objects for different computing
devices. OpenCL kernels take inputs from the host program, and the configura-
tion of index space makes these kernels execute faster which ultimately makes the
application faster. The portability nature of OpenCL kernels makes them easy to
transfer between multiple platforms. However, writing an OpenCL kernel requires
special attention because errors in the kernel are difficult to identify as compilation
happens at runtime. At last, OpenCL kernel implementation of those above filters
with respective global_size and local_size of each work-group is reported below.

6.1 DFT Kernel

__kernel void DFT_Kernel (__global float2* data, __global float2* out,
__local float2* sharedMemory, int width, float norm) 

{ 
//Get the index of work items

 int globalID = get_global_id(0); int localID = get_local_id(0); 
int groupID = get_group_id(0); int groupSize = get_local_size(0); 
__local float2* sharedArray = sharedMemory; 
__private int v = globalID % width; __private float param = (-2.0*v)/width; 
// -2.0 is replaced by 2.0 in case of IDFT 
__private float c, s;__private float2 valueH, valueV; 
sharedArray[localID] = (0.0, 0.0);
// Horizontal DFT Transformation 
for(int i = 0; i<groupSize; i++){
valueH = data[groupSize*groupID+i];s = sinpi(param * i); c = cospi(param * i); 

sharedArray[localID] += (float2)(valueH.x*c-valueH.y*s,
 valueH.x*s+valueH.y*c); 

} out[groupSize*groupID+localID]=dot(sharedArray[localID],float2(norm, norm)); 
sharedArray[localID] = (0.0, 0.0);
// Vertical DFT Transformation
for(int i = 0; i<groupSize; i++){
valueV = out[groupSize*i+groupID];s = sinpi(param * i); c = cospi(param * i); 
sharedArray[localID] += (float2)(valueH.x*c-valueH.y*s,

 valueH.x*s+valueH.y*c); 
} out[groupSize*localID+groupID]=dot(sharedArray[localID],float2(norm, norm)); 
//* Replace ‘data’ buffer with ‘out’ buffer and vice versa in IDFT 

#pragma OPENCL EXTENSION cl_khr_fp32 : enable  
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6.2 Ideal Filter

#define EXP 2.72
#pragma OPENCL EXTENSION cl_khr_fp32 : enable    
#pragma OPENCL EXTENSION cl_khr_printf : enable
__kernel void ideal_kernel (__global float2* data,

int height,
int width,
int CUTOFF)

{
// Get the index of work items
uint index = get_global_id(0);
__private int U = index / width; __private int V = index % width;   
__private float imgx = data[index].x;__private float imgy = data[index].y;
__private float D = pow(height/2 - abs(U - height/2), 2.0) +  

pow(width/2 - abs(V - width/2), 2.0);
__private float H = (sqrt(D) < CUTOFF)? 1.0 : 0.0;
data[index].x = imgx * H; data[index].y = imgy * H;     

}

6.3 Gaussian Filter

#define EXP 2.72
#pragma OPENCL EXTENSION cl_khr_fp32 : enable
#pragma OPENCL EXTENSION cl_khr_printf : enable
__kernel void gaussian_kernel (__global float2* data,

int height,
int width,
int CUTOFF)

{
// Get the index of work items
uint index = get_global_id(0);
__private int U = index / width; __private int V = index % width;
__private float imgx = data[index].x; __private float imgy = data[index].y;
__private float D = pow(height/2 - abs(U - height/2), 2.0) +  

pow(width/2 - abs(V - width/2), 2.0);
__private float H = pow(EXP, (-1.0 * D / (2.0 * pow(CUTOFF, 2.0))));
data[index].x = imgx * H; data[index].y = imgy * H;

}



592 A. Satapathy and L. M. Jenila Livingston

6.4 Butterworth Filter

#define EXP 2.72
#pragma OPENCL EXTENSION cl_khr_fp32 : enable
#pragma OPENCL EXTENSION cl_khr_printf : enable

__kernel void butterworth_kernel (__global float2* data,
int height, int width,
int CUTOFF,
float Ord)

{
// Get the index of work items
uint index = get_global_id(0);
__private int U = index / width; __private int V = index % width;   
__private float imgx = data[index].x;__private float imgy = data[index].y;
__private float D = pow(height/2 - abs(U - height/2), 2.0) +  

pow(width/2 - abs(V - width/2), 2.0);
__private float H = 1 / (1 + pow (sqrt(D) / CUTOFF, Ord));
data[index].x = imgx * H; data[index].y = imgy * H;    

} 

6.5 Global Size and Local Size

size_t global_size = Image.rows * Image.cols, size_t local_size = 256; /*DFT & IDFT*/
size_t global_size = Image.rows * Image.cols, size_t local_size = 256; /*Filtering*/
clStatus = clEnqueueNDRangeKernel(command_queue, kernel, 1, NULL, &global_size, 
&local_size, 0, NULL, NULL);

7 Results

In this paper, we have used the above low-pass filters to remove unwanted signals
introduced by various noises such as Gaussian, Localvar, uniform, salt and pepper,
impulse, Poisson, and speckle. These frequency domain filters are implemented in
C, OpenCV, and OpenCL programming languages. Results show that filter imple-
mentation in C and OpenCL is faster than C and OpenCVwithout any changes in the
accuracy. Different performance metrics used to evaluate the accuracy of the above
techniques are discussed below [42].

7.1 Entropy

Entropy describes the amount of information required to code an input image by
any compression techniques. Image with lower contrast value or long runs of similar
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pixels requires lesser information to compress than a high contrast image. So, an
image with greater details has greater entropy value.

E = −
∑
i

Pi log2 Pi (34)

The entropy of a color image is calculated over three channels. Here, Pi is the
probability of intensity level i. Higher the entropy means smaller –ve value and vice
versa.

7.2 Mean Absolute Error

Mean absolute error (MAE) defines how the output image is closely related to the
reference image. It is calculated by taking the average of the absolute value of pixels’
difference over three channels. Lower the value indicates greater image enhancement.
MAE of an RGB image is given below.

MAE = 1

3MN

∑
c

∑
i

∑
j

(|Ics(i, j) − Icr(i, j)|) (35)

Ics, Icr, and c stand for the original image, enhanced image, and channel numbers.
For a gray image, c = 1 and 1

3MN is replaced with 1
MN .

7.3 Root-Mean-Squared Error

It is calculated by taking the square root of mean-squared error (MSE). Like MAE,
the lower RMSE value indicates better quality improvement. It is also used to find
the similarity between the reference and final images. The RMSE of an RGB image
is computed as below.

RMSE =

√√√√√ 1

3MN

⎛
⎝∑

c

∑
i

∑
j

(Ics(i, j) − Icr(i, j))
2

⎞
⎠ (36)

RMSE is the positive component of the square root of the MSE. For a gray image,
MSE is calculated for a single channel and RMSE is computed by taking the square
root of the MSE.
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7.4 Standard Deviation

Standard deviation (SD) measures the quality of a smoothed image from its original
input image. It is mainly affected by the presence of noise in images, and its value
is accurate without any noise. A higher standard deviation indicates greater image
quality; i.e., an image with high contrast value has a higher standard deviation than
a low contrast image. The standard deviation of an RGB image is given below.

σ =

√√√√√ 1

3MN

⎛
⎝∑

c

∑
i

∑
j

(Icr(i, j) − μc)
2

⎞
⎠ (37)

σ 2 is computed by taking the average of the square of the difference between the pixel
value and the corresponding channel mean. Here, µc is the mean value of channel c
and Icr represents the smoothed image.

7.5 Signal-to-Noise Ratio

Signal-to-noise ratio (SNR) is calculated over the source image and its smoothed
image. It finds the signal to noise between source and final images, and the higher
value indicates better image enhancement. Unit to represent signal-to-noise ratio is
decibel. Signal-to-noise ratio of an RGB image is given below.

SNR = 10 log10

∑
c

∑
i

∑
j [Ics(i, j)]

2∑
c

∑
i

∑
j [Ics(i, j) − Icr(i, j)]

2 (38)

A value greater than 0 dB indicates there is less noise than signal, and a value
greater than 30 dB indicates good image quality. It generates very high value when
both the source and final images are indistinguishable.

7.6 Peak Signal-to-Noise Ratio

Peak signal-to-noise ratio (PSNR) is also used tomeasure the quality of output image
with respect to its input image. It is inversely proportional toRMSE.LikeSNR, higher
the value indicated better image enhancement. PSNR of a colored image is given
below.

PSNR = 20 log10
255

RMSE
(39)
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A value greater than 0 dB indicates there is less noise than signal, and a value
greater than 30 dB indicates good image quality. Images of equally likely provide
high peak signal-to-noise ratio.

7.7 Percentage Fit Error

Percentage fit error (PFE) is the percentage of the norm of the difference between
an actual image and its denoised image with respect to the norm of the noisy image.
If the smoothed image differs from the source image, the percentage of error also
increases and images of equally likely provide a negligible error rate.

PFE =
(
Ir − I f

)
I f

∗ 100 (40)

Lower the PFE indicates better contrast enhancement. In the case of an RGB
image, the norms are calculated over three channels, and then the percentage is
computed with respect to the input image.

7.8 Structural Similarity Index Measure

Structural similarity index measure (SSIM) is a tool to evaluate the degree of simi-
larity between the input image and its processed one that indirectly points out
the amount of image distortion that happens during information transmission and
processing. Contradict to PSNR, the quality of an image is based on the extent of
correlation between the observable structures present in both images, whose range
varies from 0 (completely divergent) to 1 (equal).

SSIM =
(

2μcsμcr

μ2
cs + μ2

cr

)
∗

(
2σcscr

νcs + νcr

)
= L I ∗ LV (41)

Here, (μcs, μcr), (νcs, νcr) stand for the mean and variance of the given input image
and its enhanced image, respectively, where σ cscr, LI , and Lv symbolize standard
deviation, local luminance, and local variance between them. Larger similarity index
value indicates greater similarity between input and its produced one.

7.9 Correlation

Image correlation is a method to find a statistical relationship between two images,
i.e., how an enhanced image is linearly dependent on its initial source image in



596 A. Satapathy and L. M. Jenila Livingston

image smoothing applications. When a source image is completely identical to its
processed image, it provides 1 and 0 generated when both the images are completely
different from each other. Like SSIM, a higher correlation value indicates better
image improvement and vice versa.

CORR = 2Ccscr

Ccs + Ccr
(42)

Ccscr =
∑
c

∑
i

∑
j

[Ics(i, j) ∗ Icr(i, j)] (43)

Ccs =
∑
c

∑
i

∑
j

[Ics(i, j)]
2 and Ccr =

∑
c

∑
i

∑
j

[Icr(i, j)]
2 (44)

Infrastructure is used for the analysis of both C-OpenCV and C-OpenCL imple-
mentations as described in Table 1.Here, 2D-DFT extracts the frequency components
of a source image and after filtration, 2D inverseDFTconverts back the image from its
frequency domain to the spatial domain. Different noisy images and their smoothed
images using the above low-pass filters with various cutoff frequencies are shown in
Figs. 17 and 18.

Tables 2, 3, and 4 show, as the cutoff frequencyDf increased, therewas remarkable
reduction in MAE, RMSE, and PFE while dramatically improvement in entropy,
SD, SNR, PSNR, SSIM, and correlation values, and these metrics were same up to
three decimal points for CPU and GPU implementations. Here, time consumption
by C-OpenCV implementation comprised the total time required to create a filter
plus applying the filter on the transformed image and transformed it back to the
spatial domain for display purposes. Total C-OpenCL code execution time included
transferring the image data from host memory to device memory, transforming it
from spatial to the frequency domain, creation of filters to the inverse transformation
of filtered data, and transforming the data from device memory to host memory.
All three channels of an RGB image were taken into consideration for analysis

Table 1 Infrastructure
specification

Components Specification

Processor Intel® Xeon® E3-1200 v5

Memory DDR4 8 GB 2133 MHz

Storage HDD 1 TB

Graphics processor
(integrated)

Intel HD Graphics P530

Graphics processor
(dedicated)

NVIDIA GTX 1050 Ti

Packages C, OpenCV, OpenCL

Image Size = 256 × 256, bit depth = 24.
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(c) Uniform noise, Range (A = 0, B = 1), 
Noise Scale Factor (S) = 0.3 

(d) Salt and Pepper noise, (P(A = 0) = 0.5, P(B = 

255) = 0.5), 20% of total pixels 

(e) Impulse noise, Range (A = 0, B = 255), 
20% of total pixels 

(f) Poisson noise, Dependent on image (I).
Pixel Scale Factor (S) = e12

(a) Gaussian noise, Mean (μ) = 0.109, 
Variance (σ2) = 0.0124. 

(b) Local variance noise, Mean (μ) = 0,
Window Size (k) = 5 

Fig. 17 Generated noisy images using various noise models with their specified parameters



598 A. Satapathy and L. M. Jenila Livingston

(g) Speckle noise, Mean (μ) = 0, Variance 
(σ2) =  0.04 

(h) Rayleigh noise, Range (A = 0, B = 1),
Noise Scale Factor (S) = 0.3 

(i) Gamma noise, Range (A = 2, B = 5), 
Noise Scale Factor (S) = 0.1 

(j) Exponential noise, A =1, Noise Scale
Factor (S) = 0.2 

Fig. 17 (continued)

purposes, and the time specifies denoising of all three channels of an RGB image in
the frequency domain.

Table 2 shows ideal low-pass filter code execution time ofOpenCL kernel on Intel,
and NVIDIA GPU environments are approximately four times and ten times lower
than its CPU implementation using C and OpenCV on CPU. Image enhancement
completion time at Df = 50 is lower for all kinds of noisy images, and it increases
as with cutoff frequency for both of its CPU and GPU implementations. In contrast
to that, there is also a slight improvement in entropy, SNR, PSNR, and correlation
values, but those values are not up to the mark, which makes the ideal low-pass filter
unsuitable for most of the practical applications.

A Gaussian low-pass filter rendered better accuracy than an ideal low-pass filter,
but its computation induces an extra bit of time compared to an ideal filter for
both of its OpenCV and OpenCL implementations. By using this filter, we bring
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(a) Ideal filter, Cutoff Frequency (Df) = 70 (b) Ideal filter, Cutoff Frequency (Df) = 90 

(c) Ideal filter, Cutoff Frequency (Df) = 50 (d) Gaussian filter, Cutoff Frequency (Df) = 50 

(e) Gaussian filter, Cutoff Frequency (D f) = 70 (f) Gaussian filter, Cutoff Frequency (Df) = 90 

Fig. 18 Smoothed images generated from the respective noisy images using ideal, Gaussian, and
Butterworth filters in reference to their cutoff frequency and order of the filter
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(g) Butterworth filter, Cutoff Frequency (D f)
= 50, Order (n) = 1 

(h) Butterworth filter, Cutoff Frequency (D f)
= 70, Order (n) = 1. 

(i) Butterworth filter, Cutoff Frequency (D f)
= 90, Order (n) = 2 

(j) Butterworth filter, Cutoff Frequency (D f)
= 90, Order (n) = 2. 

Fig. 18 (continued)

down the RMSE values dramatically while showing remarkable growth in its PSNR,
SSIM, and correlation metrics as shown in Table 3. Apart from that, this filter at
any cutoff frequency, yields better compression with lower standard deviation than
the ideal filter, which means less amount of information is needed to code those
processed images, as well as the relationship between the neighborhood pixels is
fairly maintained, compared to the filtered images from the ideal filter.

Table 4 shows Butterworth filter with order 1 performs better than ideal and
Gaussian filters at a particular cutoff frequency and its performance is degraded with
an increase in the order of this filter; i.e., a Butterworth filter of order two is performed
worse than a Gaussian filter at a given Df as shown in Tables 3 and 4. However, the
computation time of a Butterworth filter is marginally lower than the Gaussian filter
but higher than the ideal filter. This filter allows some of the frequencies after the
cutoff frequency due to smoothness of its transition curve from pass band to stop
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Fig. 19 Performance metrics of ideal, Gaussian, and Butterworth filters with respect to their cutoff
frequencies at 50, 70, and 90

band,which is large at its lowest order and decreaseswith the increase of its order, and
that makes the filter not reliable as Gaussian filter in some of the image processing
and computer vision practices.

Figure 19 shows that a Butterworth filter (order = 1, Df = 70) performed well
compared to an ideal and Gaussian filter at 70 and 90, but its performance gets
worse with the increase of its order as shown at (Df = 90) for order 2. At the same
time, entropy and standard deviation are increased as with cutoff frequencies but
declined gradually for Gaussian and Butterworth filters, which means a change of
the filter brings better encoding of information with the relationship between the
pixels highly maintained. In addition to that, while maintaining those metrics, the
average GPU computation time on Intel and NVIDIAGPUs is reduced by one-fourth
and one-tenth of CPU computation time due to the deployment of OpenCL kernels
for those above filters as shown in Fig. 20. Instead, CPU execution increases with
respect to the cutoff frequency, and there is a tiny change in execution time on GPU.
As we have discussed earlier, the MATLAB implementations of both the Gaussian
and Butterworth filters consume 0.09981 and 0.079 s for enhancing a grayscale 128
× 128 pixel image on a four-core CPU [8], whereas enhancing a 480 × 320 pixel
size grayscale image by those filters requires 0.8644 and 0.7020 s, respectively [6].
Similarly, MATLAB implementation of the Gaussian approximation kernel using
cosine filter and Monte Carlo sampling requires 17.21 s to enhance a 512 × 512
RGB image [9], but the approximated Gaussian filter using multilayer convolution
of binomial filter needs only 90 s to enrich a 4096× 1712 pixel image on 2688 cores
NVIDIA GPU [10]. The other two implementations such as enhancing an HD image
using the 5× 5Gaussian filter in the spatial domain take 12.5 s on an Intel Core i5 7th
generation system [12],while its cascade implementation fetches 49.65 sCPU time to
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Fig. 20 Time consumption by C-OpenCV and C-OpenCL implementations of frequency domain
filters with respect to the cutoff frequencies at 50, 70, and 90

enhance a 768× 512 gray image [13]. Butterworth filter optimization using artificial
bee colony algorithms and multi-scale Retinex algorithm built on Butterworth filter
gains high accuracies, but the execution times are compromised due to slowness of the
evolutionary algorithm and the process of lengthy sequential execution, respectively
[15, 16]. However, the overall computational cost for processing an RGB image of
size 256 × 256 pixels by the OpenCL Gaussian and Butterworth kernels is (0.0552,
0.0549 s) and (0.0203, 0.0189 s) on Intel and NVIDIA GPUs, respectively, which
are quite less compared to the previous implementations. So, the Gaussian OpenCL
kernel is the preferable one among these filters as it provides better results in terms
of accuracy and time consumption. Platform independent nature of these OpenCL
kernels makes them widely portable on heterogeneous devices like ARM, FPGA,
and GPU.

8 Conclusion

Image denoisification is one of the image enhancement techniques used to strengthen
the visual quality of an image by removing unwanted signals from the images that are
introduced due to various factors, such as sensor temperature, light intensity, target
environment, erroneous electric instruments, and interference in the communication
channels. In this paper, we have not only presented the noise model and various types
of noises that are affecting image degradation but also explained frequency domain
filtering and mostly used separable and non-separable filters for image denoisifica-
tion. OpenCL kernels of the above low-pass filers are developed for faster enhance-
ment, which has awide range of applications, especially in real-time implementation.
From the performance analysis, we have concluded that Gaussian and first-order
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Butterworth low-pass filters supply better results than other techniques in terms of
time consumption and accuracy. At last, more experimentation has to be done later to
improve the accuracy and reduce time utilization that supports the needs according
to current demands.
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FPGA Implementation of Radix-4-Based
Two-Dimensional FFT with and Without
Pipelining Using Efficient Data
Reordering Scheme

Ashutosh Kumar, Shashank Gavel, and Ajay Singh Raghuvanshi

Abstract The multi-dimensional (multi-D) discrete Fourier transform (DFT) has
found a major application in analyzing the field of signal and image processing. The
reconstruction of image plays a primary role in the field of signal processing for
exploring different fields such as remote sensing, photography, industrial inspection,
robotics, and medical diagnosis. The advancement in DFTs has given birth to fast
Fourier transform (FFT) by making the system much faster in both 2D and multi-D.
In this article, we present an efficient 64 × 64 point 2D FFT architecture with a
radix-4 block structure. The designed structure is a parallel architecture that takes
less computation time. The proposed design is implemented using the Vitex-7 FPGA
tool with supplementary hardware.

Keywords 2D FFT · Radix-4 · Virtex-7 · Slices · Pipeline

1 Introduction

Digital signal processing (DSP) has become an important segment for the current
generation. The use of DSP in different applications has provided a platform to
various researchers for analyzing different fields. This field has majorly found appli-
cations in robotics, industrial inspections, television systems, etc.Among them,many
of the applications of DSP are only possible due to the advancement in VLSI tech-
nology. VLSI has provided evolving hardware solutions that have made the field
of DSP mobile. Discrete Fourier transform (DFT) plays a major role in designing
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a communication system that utilizes DSP. Fast Fourier transform (FFT) is an effi-
cient structure of DFT that provides better performance by taking less number of
operations. In general, the complexity of DFT is reduced by utilizing FFT [1].

FFT has found major applications in the field of image and signal processing due
to its less complex structure and processing. One of the applications is the reorga-
nization of the image from raw data by using 2D FFT. This necessitates systematic
implementations to practical applications. Since to support the size of an image, the
processor requires more memory. So, an efficient architecture is needed in order to
optimize the memory as well as to achieve better performance.

To implement FFT, many hardware and software solutions have been utilized
[2,3]. In this article, we present an efficient FPGA-based 2D FFT architecture. We
have used the structured behavior of FFT to create a parallel-pipelined model of
architecture that is executed in FPGA. 2D FFT is evaluated from 2×M 1D FFT.
Thus, the performance of 2D FFT is directly influenced by 1D FFT [4].

To implement 64 × 64 FFT architecture, we have used radix-4 algorithm that
is built on a novel radix-4 butterfly unit [5]. 64 × 64 point FFT is computed using
a cascade of two radix-43 blocks. The reordering of outputs is not needed as it is
already ordered in our design that improves memory optimization [6]. The main
contributions of this study are summarized below:

• 2D FFT architecture built on radix-4 algorithm with and without pipelining with
maximum frequency using less number of slices and registers.

• A systematic output reordering technique implemented using six-bit up-counter.
• Memory curtailment for twiddle factors.
• FPGA implementation of 2D FFT.
• Collation of our work with other works shows significant improvement in terms

of frequency, slices and registers.

The remaining paper is organized as shown. Section 2 provides brief idea of 1D
and 2D FFT algorithms. A short study of the available literature is also described.
Section 3 presents the architecture. Section 4 presents VLSI execution and results.
Section 5 presents the conclusion.

2 Related Study and Framework

2.1 Related Study

There are many architectures and algorithms available on FFT. Pipeline-based archi-
tecture consumes more power and provides more area overhead [8,9]. Yin et al.
[10] presents radix-2 real-valued FFT through rigorous formula deduction. Memory-
based designs provide an advantage in terms of power consumption but require more
area. Xia et al. [11] present several memory access architectures.
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For 2D FFT also, different 2D architectures have been proposed. Chen and
Prasanna [13] present a spiral software solutionwhich provides high performance but
also consumes more power. Hardware solutions are also available in [5]. A construc-
tive architecture to calculate the 2D DFT for huge sized input is implemented in
[14]. Hardware acceleration platform for reconstruction of the image is presented in
[15]. Mixed radices are used for 1D FFT implementation. Yang et al. [16] present
two-dimensional FFT where more datasets occupy off-chip in DRAM. The inner
loop unrolling technique is employed to design two-dimensional FFT on FPGA.
Kee et al. [4] present FFT in which M2 intermediate memories are needed for the
first phase, but in our work, M intermediate memories are needed. In 1D FFT itself,
RAM requirement is less.

When designing FFT, output reordering is a big issue. With reordering, we
produce output in natural order, i.e., in a reordered way. In parallel-pipelined FFT,
the reordering of output is complex and is introduced in [17].

Even and odd outputs are saved using two buffers having size M . Rodríguez-
Ramos et al. [18] present onememory of sizeM alternately for even and odd outputs.
3×M memories are needed for data reordering for feedback pipelined architectures
having a multi-path delay.

2.2 Framework

The evolution of computationally systematic algorithm is made possible if we adopt
a divide-and-conquer approach. Cooley–Tukey is the usual algorithm to calculate
FFT [1]. Due to this algorithm, its complexity reduces from O(M log2M) to M2.
M-point sequence of g(m) is given by-

G(r) =
M−1∑

m= 0

g(m)Wmr
m , r = 0, 1, 2, ...., M − 1 (1)

where WM is the twiddle factor and is described as-

WM = e−2π i/M (2)

M-point inverse DFT is calculated as

g(m) = 1

M

M−1∑

r=0

G(r)W−mr
M , m = 0, 1, 2, ...., M − 1 (3)

1D FFT can be used to calculate the 2D FFT. Using row–column deposition
algorithm, a 1D FFT can be used to calculate the 2D FFT as shown below:
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G(r1, i2) =
M−1∑

i1=0

g(i1, i2)W
r1i1
M (4)

where r1 = 0, 1, 2, ..., M − 1.

Q(r1, r2) =
M−1∑

i2=0

G(r1, i2)W
r2i2
M (5)

where r2 = 0, 1, 2, ..., M − 1.
Parallel radix-4 butterfly unit is employed in this study [7].

3 Proposed 2D FFT Architecture

This segment deals with radix-43 algorithm to implement the two-dimensional FFT.
If input is g(i1, i2), then 2D FFT for size 64 × 64 is expressed by-

q(r1, r2) =
63∑

i2=0

[
63∑

i1=0

g(i1, i2)W
r1i1
64

]
Wr2i2

64 (6)

where r1, r2 = 0, 1, 2, ..., 63.
Taking into account the inner block of summation

63∑

i1=0

g(i1, i2)W
r1i1
64

The above summation is 64-point FFT which is calculated using radix-43 algo-
rithm. Likewise, we can also compute the outer summation. So, cascade of two
radix-43 blocks produces 2D FFT. 1D FFT is computed with the help of radix-43

architecture shown in [7]. Radix-43 consists of three levels of radix-4 butterfly units.
Henceforward, radix-43 is denoted as R43 and radix-4 as R4.

R 43 algorithm is based on the signal flow graph [1]. The signal flow graph follows
decimation in frequency pattern. The first phase consists of 16 radix-4 butterfly
operations, the second phase employs 4 radix-4 operations, and the third phase consist
of single radix-4 operation. g(0), g(1), g(2), g(3) are inputs of firstR4unit producing
G(0),G(1),G(2),G(3) as outputs. A fully unrolled R43 architecture using a parallel
R4 butterfly unit is our primary block [6]. The radix-4 block consists of four inputs,
producing single output at a time depending on a two-bit control signal. Depending
upon the two-bit control signal, i.e., mode select, outputs are produced in a specified
order. In standard radix-4 operation, outputs are produced in a fixed sequence. The
R4 butterfly component equation is shown in (7).
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Fig. 1 Radix-4 butterfly architecture without pipelining

Fig. 2 Radix-4 butterfly architecture with pipelined adders

G(0) = g(0) + g(1) + g(2) + g(3)

G(1) = g(0) − jg(1) − [g(2) − jg(3)]
G(2) = g(0) − g(1) + g(2) − g(3)

G(3) = g(0) + jg(1) − [g(2) + jg(3)]
(7)
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Fig. 3 Input memory

Figures 1 and 2 show the architecture of radix-4 butterfly without pipelining and
with pipelined adders, respectively.

Outputs are produced in an ordered way using six-bit control signal which is
implemented using a six-bit up-counter. Each phase is controlled by two-bit of up-
counter which is shown as mode in Figs. 1 and 2 (Fig. 3).

The parallel unrolled architecture is shown in Figs. 4 and 5 for non-pipelined
and pipelined architecture, respectively. The first phase is having 16 R4 blocks,
the second phase is having 4 R4 blocks, and the third phase is having a single
R4 block. W1 and W2 represent the twiddle factors of the first and second phase,
respectively. The twiddle factors are not stored in memory; rather, it is generated
and used directly. Wherever twiddle factor is having unity value, we do not need to
use complex multipliers for that particular case. So, we will be using less number
of multipliers. In each phase consisting of M twiddle factor values, M/4 will be
having unity twiddle factor values, so no need for multipliers while doing complex
multiplication. Suppose 64× 64 input, whichwe have stored inmemory, is described
by matrix X, where ‘p’ will denote the row number and ‘q’ will denote the column
number. In cycle 1, the mode is set to be 0 and the first column of X is provided as
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Fig. 4 Radix-43 architecture without pipelining

input. Its FFT will be calculated, and it represents the first element of the first row of
matrix Y. In cycle 2, the mode is set to be 0 and the second column of X is provided
as input. Its FFT will be calculated, and it represents the second element of first row
of matrix Y. In this way, all the elements of matrix Y are produced.

In the 65th cycle, when the entire first row of matrix Y is produced, it is provided
to the second R 43 block. Registers are used to store the intermediate results. In each
cycle of the second block, the mode is changed from 0 to 63 resulting in the first row
of the matrix Z.

To get the 2D FFT output in an ordered way, for the first R43 block, the modes
are provided as 0, 1, 2,…, 63. This produces the output of the first R43 block in a
bit-reversed order. When bit-reversed input is provided to the second R43 block, 2D
FFT produces output in an ordered way.

A parallel unrolled architecture is used to implement the R43 block. The ordering
of output is controlled by a six-bit up-counter. The implementation in this way is
using less memory and improved latency. First, R43 block is used to implement the
1D FFT and its output is provided to the next R43 stage to produce 2D FFT. The R43
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Fig. 5 Radix-43 architecture with pipelined multipliers

blocks which are used for the first phase and second phase are alike. The 2D FFT
architecture block diagram is shown in Fig. 6.

Fig. 6. 2D FFT architecture
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We have used two banks of 64 RAMs for the input memory. One memory is used
to read-in the data while the other one is used to read-out the data. One bank of RAM
is shown in Fig. 3. RAM0 receives the first 64 inputs; the next 64 inputs are received
by RAM1 and so on. The RAMs are read-in a parallel way. For all RAMs, the read
address is the same.

The intermediate stage processing uses two banks of registers. In each bank, there
are 64 registers. In the first bank, 64 registers act as shift registers. In every clock
cycle, registers in the shift registers are advanced by one register. So, after 64 clock
cycles, once we get inputs in all 64 registers of the first bank, it is parallel loaded
in to the second bank. The registers of the second bank will act as the input of the
second R43 block.

The control of the architecture is achieved by a six-bit up-counter for each R43

block. For input memory, six bits are required for write address and read address.
For radix-4 block, the mode signal is generated using a two-bit up-counter. The same
write address and read address are provided to all the 64 RAMs. The signals are
synchronized with the previous stage delay.

The FFT architecture uses a continuous flow of data. Computations are constantly
performed in FFT. The FFT takes a single input per clock cycle.

4 Implementation Results and Analysis

Xilinx Virtex 7 (XC7V2000T) device is used for FPGA implementation. FPGA
results are presented in Tables 1 and 2 for 64× 64 FFT with and without pipelining,
respectively. Table 3 shows a comparison of 2D FFT architectures.

FromTable 3, it is evident that our architecture takes fewer cycles and area (slices)
with improved frequency. The operating frequency is 194.024 and 293.936 MHz for
non-pipelined and pipelined architecture, respectively. The output is produced in

Table 1 Resources used for 64 × 64 FFT without pipelining

Resources Used/available Percentage

Slices 4,742/305,400 1.55

Flip-flops 11,482/2,443, 200 0.47

Block RAM 64/2,584 2.47

Table 2 Resources used for 64 × 64 FFT with pipelining

Resources Used/Available Percentage

Slices 7,879/305,400 2.58

Flip-flops 11,404/2,443, 200 0.466

Block RAM 64/2,584 2.47
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Table 3 Different FFT architecture comparison

Size FPGA Freq.(MHz) Slices Clk
cycles

Throughput Cont.
flow

This work
(without
pipelining)

64 ×
64

XC7V2000T 194.024 4,742 4096 194.024 Yes

This work
(with
pipelining)

64 ×
64

XC7V2000T 293.936 7,879 4096 293.936 Yes

[6] 64 ×
64

XC7V2000T 156.254 5,692 4096 156.254 Yes

[18] 64 ×
64

XC4VSX35 100 6,472 4516 90.6 No

an ordered way without using supplementary hardware. The memory is reduced
considerably in our architecture. The FFT architecture uses a continuous flow of
data.

4096 cycles are consumed bymemory block. To read data frommemory, one clock
cycle is needed. So, total latency requirement is 4106 clock cycles but effectively for
64 × 64 FFT, 4096 clock cycles are needed.

5 Conclusion

In this article, we have designed an efficient 64× 64 point 2D FFT architecture with
the radix-4 block structure. The output of first radix-43 block is provided as input to
the next radix-43 block. To obtain output in normal order, the six-bit counter is used.
There is a significant improvement in terms of resources used and throughput when
compared with the existing architectures for FFT. Eight bits are used to represent
the real part and eight bits for the imaginary part. Verilog HDL is used to implement
the 2D FFT architecture in RTL. As the twiddle factors are generated and used
directly rather than storing in memory, it improves computation time and area. The
designed architecture takes 4096 clock cycles to perform 64 × 64 2D FFT. FPGA
implementation of 2D FFT is done with an operating frequency of 194.024 and
293.936 MHz for without pipelined architecture and with pipelined architecture,
respectively.
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Design and Simulation of Fourth-Order
Delta-Sigma Modulator-MASH
Architecture

Sujata Sanjay Kotabagi and P. Subbanna Bhat

Abstract The delta-sigma modulator is used as an oversampling ADC, which
processes the signal input and the quantization noise by two distinct transfer func-
tions, thus, separating the signal and noise into two distinct frequency bands. The
resulting output of the modulator is digitally processed to separate the signal from
noise. The performance of the ADC can be improved by increasing the order of the
modulator, which imposes constraints on the system stability and on the input signal
range. This paper examines the issues related to the design of a stable fourth-order
MultistAge noise SHaping architecture(MASH)ADC, using two second-order delta-
sigmamodulators in cascade. The architecture achieves second-order Signal Transfer
Function (STF) with fourth-order noise shaping . The modulator employs 32MHz—
clock, to obtain 8-bit sample sequence at 128 kHz sample rate. The resulting output
is processed by a digital low pass filter to separate the signal from noise. The FIR
filter is implemented using frequency sampling technique.

Keywords Oversampling · Noise shaping · Quantization noise · Linear model ·
Stability · Filter
1 Introduction

Analog to digital converters (ADC) are of two types: Nyquist rate ADC and oversam-
pling ADC. In the former, the minimum sampling frequency is defined to be twice
the bandwidth of the analog input (f s = 2f b, where f b is the input signal bandwidth)
(Fig. 1).
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Fig. 1 Nyquist rate ADC

Fig. 2 Oversampling ADC

The oversampling ADC (Fig. 2) samples the analog signal at a rate much higher
than the Nyquist rate, which is exploited to reduce the quantization noise in the
signal bandwidth [1]. The delta-sigma modulator is a closed loop system, which
processes the signal and quantization noise differently usingSignal Transfer Function
(STF) and Noise Transfer Function (NTF), which results in confining the signal
and noise into two mutually exclusive frequency bands and this is known as noise
shaping. The output of the modulator is in digital form, containing both the signal
and quantization noise, which is filtered using Digital Signal Processing (DSP) to
obtain the digital encoding of the signal input [1].The performance of delta-sigma
ADC can be improved in three ways:

(i) By increasing the sampling rate. Since the (quantization) noise is distributed
uniformly across sampling frequency range, with the increase in the sampling
rate, noise content within the signal bandwidth is reduced.

(ii) By enhancing the resolution of the quantizer block within the loop. This will
reduce the quantization noise Q(z) injected at the output node of the loop. But,
more complex quantizer could cause greater delay, which would adversely
affect the stability of the loop.

(iii) By enhancing the order of the delta-sigma modulator, causing higher-order
STF and NTF. Increase in the order of the modulator would adversely affect
the stability of the modulator system.

This paper examines the issues related to the design of a stable fourth-order multi-
stage noise shaping architecture (MASH) ADC using two second-order delta-sigma
modulators in cascade. The architecture achieves second-order STFwith fourth-order
NTF.
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2 First-Order Delta-Sigma Modulator

The basic architecture of a first-order delta-sigma modulator is shown in Fig. 3.
The loop contains an integrator, followed by 1-bit or multi-bit quantizer, and an
appropriate DAC which converts the digital output of the quantizer back to analog
signal. The integrator in the loop is often implemented using switched capacitor
components, which provides the advantage of combining the mixer and integrator in
one unit. However, since the switched capacitor integrator is a discrete time system,
the transfer function of the integrator is defined in the Z-domain.

The output Y (z) contains two components—one of them is a modified version of
the input signal and the other is the quantization noise confined to the high frequency
band.

The quantizer inside the loop is a comparator (1-bit ADC) which is a nonlinear
unit. For the purpose of analysis, the comparator is modeled as a linear gain amplifier
with the quantization noise injected at the output node as shown in Fig. 3 [2]. Note
that the input to the comparator is an analog signal from the integrator, the output
is a logic signal shuttling between ‘0’ and ‘1’. The linear gain is obtained as the
ratio of average output of the comparator, to the average input (analog) signal to
the comparator. It has been observed through simulations that the effective gain of
this linear model changes with analog input swing (to the comparator), which in
turn depends on the signal input to the modulator. That is, the modulator loop gain
fluctuates with the input swing. This would impair the modulator stability, as well
as the signal integrity of the modulator output, especially in higher-order systems.

Now consider the linear model of the first-order modulator, where G1 and GC

are the gains of the integrator and comparator, respectively. If GF1 = G1GC is the
forward gain of the modulator, then the output is given by

Y (z) = G1GCz−1

1 + (G1GC − 1)z−1
. X(z) + 1 − z−1

1 + (G1GC − 1)z−1
. Q(z) (1)

Fig. 3 First-order delta-sigma modulator—linear model
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Fig. 4 Root loci (CLP) of first-order modulator

= GF1z−1

1 + (GF1 − 1)z−1
. X(z) + 1 − z−1

1 + (GF1 − 1)z−1
. Q(z) (2)

From the control system perspective, for variable gain factor GF1, the root loci of
the above first-order modulator is shown in Fig. 4. Here, we see that the system is
stable only for the range [2]

0 ≤ GF1 ≤ 2 (3)

For a chosen value of GF1 = G1GC = 1, Eq. (2) reduces to

Y (z) = z−1 . X(z) + (
1 − z−1

)
. Q(z) (4)

The output of the modulator Y (z) contains two components, one of them is the
delayed version of the input signal and the other containing the quantization noise
processed through a first-order high pass filter.

3 Second-Order Delta-Sigma Modulator

A second-order modulator [2] and its simplified block diagram is shown in Fig. 5a,
b.

The modulator consists of two loops, with the 1-bit quantizer placed in the second
loop.
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Fig. 5 a Second-order modulator with single delay, b simplified block diagram

Note that each of the two switched capacitor integrators contribute one-half unit
delay (z–0.5); the two together contributing one unit delay, which is shown with the
second integrator.

The modulator output is given by

Y (z) = G1GF2

(z − 1)(z−1 + GF2) + G1GF2
X(z) + (z − 1)2

(z − 1)(z−1 + GF2) + G1GF2
Q(z)

(5)

where GF2 = G2GC is the forward gain of the second loop.
The characteristic equation is given by

z2 + z(GF2 − 2) + 1 − GF2 + G1GF2 = 0 (6)



630 S. S. Kotabagi and P. Subbanna Bhat

Fig. 6 Root loci of second-order modulator using single delay; G1 = 1

In this paper, the architecture of Fig. 5a is used for implementation of the basic
block of second-order modulator. The root loci of the second-order modulator with
G1 = 1; G2 = 1; 0 < GF2 < ∞ is shown in Fig. 6.

The system is stable for the range 0 < GF2 < 1.33
For a chosen value of GF2 = G2GC = 1, Eq. (5) reduces to

Y (z) = z−1X(z) + (
1 − z−1

)2
Q(z) (7)

Note that while the STF has reduced to a unit delay function (all pass filter), the
NTF is a second-order high pass filter.

4 Second-Order Modulator Implementation

The second-order modulator has essentially the following circuit blocks—two
Discrete Analog Integrators (DAI), a fully differential clocked comparator and two
single bit DACs, whose output feeds back to the mixer units (Fig. 7).

The modulator uses a system clock of 32 MHz. The DAIs are implemented using
fully differential Op-Amps and switched capacitor components. The circuit operates
with a 2-phase clock (φ1,φ2) of 32MHz frequency, with each phase having 40%duty
ratio. The two successive integrators are operated with alternate sequence of clock
phases (φ2, φ1and φ1, φ2) to minimize signal propagation delay. Each integrator
causes half delay (z–0.5); the two integrators together cause one unit delay (z–1); this
combined unit delay is shown with the second integrator.
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Fig. 7 Second-order modulator block schematic

4.1 Discrete Analog Integrator

At the base of the DAI, is a fully differential Op-Amp with common mode feedback
(Fig. 8) [3]. The OPAMP is built for single ended power supply (VDD = 3.3 V, UGB
= 32.77 MHz; Phase Margin = 68.94◦; Gain Margin = 12.48 dB at 119.4 MHz)
(Fig. 9).

The fully differential discrete analog integrator (DAI) [2] is built using OPAMP,
and switched capacitor components as shown in Fig. 10. The integrator includes the
mixer unit and provides a fully differential output which feeds the comparator (1-bit
quantizer).

The feedback signal is ‘mixed’ with the input signal during the φ1 phase. The
resulting transfer function is given by

Vo+(z) = C1

C2

V1(z)z−0.5 − V2(z)

1 − z−1
(8)

Fig. 8 OPAmp with common mode feedback
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Fig. 9 OPAMP frequency and phase response characteristics

Fig. 10 Discrete analog integrator

The time delay of one-half clock period is indicated by (z–0.5) in the transfer
function of Eq. (8). The successive integrators in the loop employ the same clock φ1

and φ2, but in reverse order, thus, optimizing the total loop delay to one unit delay
as shown with the second integrator block (Fig. 5).



Design and Simulation of Fourth-Order … 633

Fig. 11 Input–output waveforms of DAI (f = 200 kHz; Clock = 32 MHz)

The integrator gains G1and G2 are decided by the ratio of the capacitors, thus,

G1 = C1

C2
and G2 = C3

C4
(9)

The response of the integrator of Fig. 10 for a typical sinusoidal signal
(vi1 = –vi2 = A sinωt; v0– = –v0+ = Aω cosωt; for G1 = 0.1; A = 30 mV; ω =

2π (200 kHz) is shown in Fig. 11

4.2 Dynamic Comparator

A fully differential, dynamic, charge distribution, clocked comparator (Fig. 12) with
dual outputs is used as single bit quantizer [4]. The comparator draws power only
during the φ1 phase of the clock period; is turned off during φ2 (does not draw
power from the supply); however, during φ2 phase, the integrator output is written
into the comparator. During φ1, it compares two pairs of signals (vi+ with VREF+)

(vi− with VREF−) simultaneously. The two decisions are expected to overlap, and the
decision point is given in (10):

(vi+ − VREF+) = (V REF− − vi−) ≥ 0 (10)

Superposing the two decision points of (10), we can get a single point, thus:
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Fig. 12 Charge distribution clocked comparator

(vi+ + VREF−) − (vi− + VREF+) ≥ 0 (11)

Equation (11) is accomplished by aggregating the voltage signals (vi+ + VREF−)

using a pair of charge sharing capacitors at one input of the comparator, and (vi–
+ VREF+) at the other input (Fig. 12). During the φ2 phase of the system clock,
the comparator is off, but the individual capacitors are charged by the analog input
signals as well as the reference voltages; and during the φ1 phase, the logic output
of the comparator (V 0+, V 0– ) are transferred to the output latch. The comparator
response for a 200 kHz sinusoidal signal (C = 50 fF, VREF+ = VREF– = 1 V, VDD =
3.3 V) using a two-phase clock of 32 MHz as shown in Fig. 13.

4.3 Digital to Analog Converter

The output of the comparator (logic signal) is converted into appropriate analog
signal levels using a 1-bit DAC.

A 1-bit DAC is built using two CMOS inverters, with their power supply voltage
(2.0 V) derived from the bandgap reference, instead of the normal VDD (Fig. 14).
Thus, the output of the DAC is made independent of the power supply fluctuations.
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Fig. 13 Input–output waveforms of clocked comparator (f = 200 kHz; Clock = 32 MHz)

Fig. 14. 1-bit DAC

4.4 Second-Order Modulator Operation

Figure 15 shows the cadence schematic for the second-order modulator.
Tables 1 and 2 indicate the range of input signal (for which the integrator remains

in linear mode), and the variation of the comparator gain with the input signal for set
values of integrator gains (G1, G2 )

Columns 1 and 2 of Table 1 indicate the limits of the input signal range for which
both the integrators are in the linear range. Column 5 list the limits of the comparator
gain for the extreme values of the input signals (listed in columns 1 and 2). Column
6 of Table 1 indicates the overall forward gain of the modulator (for the input signal
range defined in columns 1 and 2). The system is stable for 0 <G1GF2 < 1.33 (Fig. 7)

From the above simulation results, it is clear that the comparator gain is dynamic
and is dependent on the input voltage fluctuations. Column 6 indicates that the system
is stable.
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Fig. 15 Second-order modulator cadence schematic

Table 1 Comparator gain variation with input signal range (G2 = 1.0)

Vi + (volts) Vi−(volts) G1 G2 GC G1 GF2

1.8 0.2 0.1 1 1.38 0.138

1.8 0.2 0.2 1 1.33 0.266

1.7 0.3 0.3 1 1.39 0.417

1.6 0.4 0.4 1 1.36 0.543

1.5 0.5 0.5 1 1.36 0.679

1.3 0.7 0.6 1 1.25 0.749

1.3 0.7 0.7 1 1.24 0.869

1.25 0.75 0.8 1 1.18 0.941

1.2 0.8 0.9 1 1.12 1.008

1.25 0.75 1 1 1.160 1.160

Table 2 Comparator gain variation with input signal range (G1 = 1.0)

Vi + (volts) Vi-(volts) G1 G2 GC G1 GF2

1.2 0.8 1 0.1 1.141 0.114

1.3 0.7 1 0.2 1.200 0.240

1.35 0.65 1 0.3 1.235 0.370

1.35 0.65 1 0.4 1.235 0.494

1.3 0.7 1 0.5 1.196 0.598

1.3 0.7 1 0.6 1.193 0.716

1.3 0.7 1 0.7 1.190 0.833

1.3 0.7 1 0.8 1.195 0.956

1.25 0.75 1 0.9 1.157 1.042

1.25 0.75 1 1 1.160 1.160
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Fig. 16 Simulation results of second-order modulator for sine wave input (stable condition)

Thus, the above system has two limitations:

(i) Since the linear gain of the comparator depends on the signal strength, the pole
locations shift with the signal, affecting both the gain and phase angle of the
modulator transfer function.

(ii) For the chosen values of G1 and G2, the input signal is confined to a very small
range (for which the integrator operates in the linear mode).

Figure 16 shows the simulation results (quantizer output) of the modulator for
sinusoidal input (G1 = 0.1; G2 = 0.1; GC = 0.99; G1.G2.GC = 0.0099; Vi = ±0.7
sin ωt; ω = 2π(4 KHz)).

5 Fourth-Order Delta-Sigma Modulator

Further, increase in the order of themodulator to improve noise shaping poses serious
challenges to system stability. However, the proposed architecture of a fourth-order
MASH architecture modulator uses two identical blocks of second-order modulator
in cascade as shown in Figs. 17 and 18 [2]. Here, the stability issues are confined

Fig. 17 Block diagram of
fourth-order (2–2) cascaded
modulator
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Fig. 18 Detailed fourth-order (2–2) cascaded modulator

to the second-order modulator, while the noise shaping transfer function (NTF) is
improved to the fourth-order level.

The desired output of the first stage (second-order modulator) is given by

Y1(z) = z−1X(z) + (
1 − z−1

)2
Q1(z) (12)

From the output of the first stage, the negated version of the quantization error
[–Q1(z)] is extracted using a mixer, which is fed to the second stage to obtain Y 2(z).

Y2(z) = −z−1Q1(z) + (
1 − z−1

)2
Q2(z) (13)

The output of both the stages is digitally combined as shown in Fig. 18 to produce
the desired final output Y (z) containing a second-order STF and fourth-order NTF:

Y (z) = MY1(z) + NY2(z) = z−2X(z) + (
1 − z−1

)4
Q2(z) (14)

That is,

Y (z) = M[z−1X(z) + (
1 − z−1

)2
Q1(z)] + N

[
−z−1Q1(z) + (

1 − z−1
)2
Q2(z)

]

(15)

Comparing terms in (15),

M = z−1; N = (1 − z−1)
2

Because of the noise cancelation, the output reduces to:
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Y (z) = G1GF2

z2 − z(2 − GF2 − G1GF2) + (1 − GF2)
X(z)

+ G1GF2(z − 1)4

z2
[
z2 − z(2 − GF2 − G1GF2) + (1 − GF2)

]Q2(z) (16)

For values G1 = 1, GF2 = 1, the output reduces to (14)
As in the case of second-order modulator, for a different set of gain factors G1

= 0.5, GF2 = 1 , the closed loop pole locations would change, affecting the signal
integrity of the output.

Y (z) = 0.5

z2 − 0.5z
X(z) + 0.5(z − 1)4

z2
[
z2 − 0.5z

]Q2(z)

= 0.5z−2

1 − 0.5z−1
X(z) + 0.5

(
1 − z−1

)4
[
1 − 0.5z−1

] Q2(z) (17)

Thus, the design of the modulator is essentially centered on the second-order
modulator [2].

6 Results

Figure 19 shows the fourth-order MASH architecture input and output signals along
with the bit-stream outputs of both stages. The two stages are identical with the same
gain factor settings G1 = 0.1;G2 = 0.1;GC ≈ 1.0;G1G2GC ≈ 0.01. The system
is simulated with an input signal Vi = ±0.7 sinωt;ω = 2π × 2 KHz. Bit stream_1
and Bit stream_2 along with the reconstructed signal after the DSP low pass filter
(Figs. 20 and 21).

Figure 22 compares the responses of the second-order modulator to the fourth-
order modulator for the same input signal and modulator gain factors (G1 =

Fig. 19 Input to the fourth-order ADC, bit stream_1, bit stream_2, DAC output after DSP filter
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Fig. 20 Zoomed version_1 of Fig. 19 demonstrating the modulator bit streams

Fig. 21 Zoomed version_2 of Fig. 19 demonstrating the modulator bit streams

Fig. 22 Comparison of responses of second-order and fourth-order ADCs

0.1;G2 = 0.1;GC ≈ 1.0; Vi = ±0.7sin2π × 2000t). The following points may be
noted:
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• For a sinusoidal input, the (reconstructed analog) output of the ADC indicates a
marginally distorted sinewave, which is attributed to the shifting of closed loop
poles of the modulator.

• The instantaneous value of the reconstructed analog signals for the (second order
and fourth order) modulators are different; this is attributed to the difference in the
order of NTF in the two cases. The input signal reaches the output port through
the STF as well as NTF. While the STF component is the same in both the cases,
the NTF components are different.

7 Conclusion

This paper examines the stability issues related to the second-order and fourth-
order (MASH architecture) delta-sigma modulators and presents a strategy for its
implementation. The work includes the following steps:

• Design and simulation of second-order modulator for fully differential input
signal.

• Identifying the range of loop gain factors for linear and stable operation of the
(second order) modulator.

• Implementation of fourth-order MASH architecture by cascading two second-
order modulators.

It has been shown that the second-order modulator is stable for the limited range
of loop gain of 0 ≤ G1GF2 ≤ 1.33. And the system is linear for limited range of the
input signal.

An optimum pole placement (from the perspective of signal integrity) can be
achieved with G1= G2 = 1, but this choice restricts the input signal to a very small
range (approximately ±0.25V , for a system power supply of 3.3 V.). A wider range
of input signal (±0.5V ) can be achieved with good stability margins with a setting
of G1 = 0.5,G2 = 1.0.

[The schematics of this paper are simulated in UMC 180 nm technology on
Cadence Virtuoso 6.1.5 platform with a supply voltage of 3.3 V, VREF = 1.2 V,
VCM = 1 V, IREF = 10 μA and clock frequency of 32 MHz].
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Multiplexer-based High-speed S-box
Architecture for PRESENT Cipher
in FPGA
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Abstract The Internet of Things (IoT) is the technology that will revolutionize our
world. It is a system of interrelated devices linked to the Internet. It comprises large
number of resource-constrained devices, machines and sensors. Actualization of IoT
requires large amount of devices like sensors and actuators which requires large
power but with bounded power supply and area. The aim of lightweight cryptog-
raphy is to provide security solution for resource-constrained devices. The conven-
tional cryptography algorithms are slow, less responsive and require more energy
and storage space as compared to lightweight algorithm. Therefore, researchers are
more oriented toward lightweight-based algorithms. This chapter discusses hardware
implementation of PRESENT cipher on a field-programmable gate array (FPGA)
platform. In this work, our goal is to improve its performance in terms of speed and
minimize its area as much as possible. In our proposed design, we have implemented
a combinational S-box through multiplexers and some logic gates. In this chapter,
various platforms for implementation such as Spartan-6, Virtex-5 and Virtex-4 are
used, and as a result, it achieves high throughput per slice for PRESENT cipher as
well as highest maximum frequency.
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1 Introduction

The ever-changing design and development of Internet of Things (IoT) enable devices
creating a tough challenge for the amalgamation of different working technologies
under one umbrella providing solution to different applications. Many applications
demand integration of scientific knowledge from sensing of data, sending it through
some communication channel, processing the received data, storing the data on the
cloud, and artificial intelligence. Here, the data initially is sensed by the sensor and
is processed by signal conditioning system at the physical layer; then, the data is
transmitted through the network layer over the Internet so that it can be accessed
by the concerned person and different data mining and big data application process
the data and provide the output to be notified/informed to the concern person or
have a database to take decision in future. The data being communicated through the
Internet is prone to many security issues, application spoofing, cyber-attacks, and
personal privacy. The big data application raises the concern regarding the privacy
and security of the devices enabled under IoT [1, 2].

Security features such as data integrity, authentication and data confidentiality are
the main concerns for any cryptography mechanism. Providing security against any
attack is the aim of any cryptographic algorithm. Security attacks may be active or
passive and can violate security services. Power consumption, processing speed, and
sizes of the computational memories are the factors required for lightweight cryptog-
raphy implementation. Cryptography branches like symmetric key and public key
cryptographies take large processing power and rise power and energy consump-
tion. On the other hand, IoT devices are considered as constrained low-cost devices
with limited processing power, bounded memory size, and restricted power/energy
budget. There is always requirement of optimizing cryptographic algorithms in hard-
ware for cost, area, throughput, power, and energy consumption. However, it is hard
to achieve different features like cost, throughput, and power/energy consumption at
the same time [3].

AES is not acceptable for exceedingly limited environments such as healthcare
devices, despite it is an outstanding and favoured for many block cipher applica-
tions. In 2001, National Institute of Standards and Technology established Advanced
Encryption Standard (AES), also known as Rijndael. The aim of AES was to provide
encryption of electronic data to secure US government documents. In AES, S-box
creates nonlinearity and it also influences AES security and confidentiality. Many
block ciphers use S-box [4]. S-box in AES is known as Substitute Bytes Transfor-
mation (SubBytes) and Inverse Substitute Bytes Transformation (InvSubBytes). The
Substitute Bytes Transformation is used for encryption, and it does byte-by-byte
substitution of the block. AES S-box takes 256-bit input. All 256-bit input is divided
into 16 states in the form of 4 * 4 matrix. Each state consists of 8 bit or 1 byte. Each
individual byte of the state is changed into a new byte [5]. The least significant 4 bits
of a byte is used to represent as row value, and the most significant 4 bits of a byte
is used to represent as column value. These row values and column values are used
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as indexes into the S-box which is in the form of 16 * 16 table. S-box gives a unique
8-bit output for a particular row and column value.

1.1 Related Work

Various new block cipher algorithms are described as lightweight block ciphers. As
compared to conventional cryptography, lightweight cryptography algorithms are
easy, straightforward, and fast especially in hardware implementation [6]. An S-box
is one of the parts of encryption and decryption of any lightweight algorithm. It is
only nonlinear component in the model.

Lightweight algorithms differ from each other on the basis of block size, key size,
and their construction. S-box is the major section of any cryptography algorithm.
During encryption, S-box holds the responsibility of creating dubiety in the plaintext.

As a result, it concludes that the robustness of any cipher lies in S-box. S-box
is responsible for a strong encryption and decryption system. A typical S-box also
contains permutation box to increase confusion. There are many works done in
order to make efficient S-box and find the S-box confusion strength [7]. Speed of
cryptographic algorithm can also be increased by using parallel processing design
[8].

An efficient cryptographic S-box has been the topic of research for many
researchers and scholars. S-box used in AES is 8-bit S-box, and all 8-bits are in
the form of 16 * 16 table, and it is used with big applications [9, 10]. Lightweight
block ciphers such as PRESENT [11], mCrypton [12], KLEIN [13], LBLOCK [14],
and HUMMING [15] are the examples of 4-bit S-box ciphers.

1.2 Structure of the Chapter

In this chapter, we have proposed multiplexer-based substitution box architecture
for PRESENT cipher having 64-bit datapath architecture. The contributions of this
chapter are as follows:

• Proposed a hardware structure with decreased number of slices which makes our
architecture as an area efficient.

• Also, maximized throughput which makes it a good performance architecture
with combinational logic.

The rest of the chapter is organized in the following way. Part II briefly defines the
algorithm used to implement PRESENT cipher. In Sect. 3, the proposed architecture
for substitution box is elaborated. Part IV consists of design methodology for the
implementation. Section 5 provides experimental result information and discusses
the simulation outcomes and comparison. Part VI concludes the work.
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2 Algorithm Overview

PRESENT cipher [11] is an ultra-lightweight block cipher used for limited resource
environments. It has 64-bits block size with two variants. These variants have key
sizes of 80 bits and 128 bits, respectively. The round function of PRESENT cipher is
based on substitution–permutation network (SPN). It means that each round contains
substitution box (S-box) and permutation box (P-box) as shown in Fig. 1. It has two
parts, namely datapath and key scheduling.

2.1 Datapath

The hardware implementation of PRESENT cipher is shown in Fig. 1. Initially, 64-
bit input plaintext adds with 64 bits of master key. Resultant signal is then passed
through sixteen S-boxes. S-box has 4× 4 input–output bits, which is most nonlinear
components of lightweight algorithms. Furthermore, bit-wise permutation is used.
The final ciphertext is producing after 31 iterations.
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Fig. 1 Datapath and key scheduling algorithms of PRESENT cipher
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2.2 Key Scheduling

There are two variants for key scheduling. One is for 80-bits, whereas other is for
128-bits. Only, 64 bits of master key adds with 64 bits of plaintext. Key scheduling
algorithm includes bit shifting, S-box, and adding round constant opeartions. A 5-bit
round counter and a 4-bit S-box are used for subkey generation.

The round counter is increasing its value by one for the next round. In addition,
61-bit left shifting operation is also used for providing additional confusion as shown
in Fig. 1. Total, 31 subkeys are generated by this algorithm.

3 Proposed Architecture

S-box takes most of the cell area in any architecture. The most straightforward
approach of implementation of S-box is LUT-based S-box, but it takes large area.
Taking idea from the work [3], we have proposed complete combinational form of
the PRESENT S-box having multiplexers and OR gates. Our proposed architecture
takes comparatively less area with much speed performance.

First of all, we make truth table consisting of inputs and outputs of PRESENT
S-box; then, Boolean expressions are used with Karnaugh map to form simplified
Sum of Products (SoP) expressions for all output bits of the S-box [15]. It denotes
the input bits as {S[3], S[2], S[1], S[0]} in this chapter, with S[3] being the most
significant input bit. There are output bits as {Sout[3], Sout[2], Sout[1], Sout[0]}.
The SoP expressions are given in Table 1.

Observing Table 1, it can see that realizing these Boolean expressions require
large hardware size. Therefore, factorization is done to reduce the hardware space.
The factorized expressions are shown in Table 2.

Based on the Table 1, the factorization in Table 2 is same for paper [16].
As seen from the S-box output expressions, the S-box can be easily implemented

with the help of logic gates such as AND and OR gates. Apart from logic gates, it can
also be constructed using multiplexers or decoders. A multiplexer or data selector is

Table 1 Output of PRESENT S-box in sum of product form

S-Box output Expression

Sout[3] (S[3]’S[2]S[1]) + (S[3]S[2]’S[1]) + (S[3]S[2]’S[0]) + (S[3]’S[1]S[0]) +
(S[3]’S[1]’S[0])

Sout[2] (S[3]’S[2]’S[1]’) + (S[2]’S[1]S[0]’) + (S[3]S[2]S[1]’) + (S[2]’S[1]’S[0]) +
(S[3]’S[2]S[1]S[0])

Sout[1] (S[3]S[2]S[0]) + (S[3]S[2]’S[1]’) + (S[3]’S[1]S[0]’) + (S[3]’S[2]’S[1]) +
(S[3]S[2]’S[0]’)

Sout[0] (S[3]’S[1]S[0]) + (S[3]S[1]S[0]’) + (S[3]S[2]’S[0]’) + (S[3]’S[2]’S[0]) +
(S[3]’S[2]S[1]’S[0]’) + (S[3]S[2]S[1]’S[0])



648 P. Modi et al.

Table 2 PRESENT S-box
output expression and factors
used

Output bits Output expression

Sout[3] (f1)+(f2)+(S[0]f5)+(S[1]f5)+(S[2]f6)

Sout[2] (S[2]’f7)+(f3)+(S[0]f8)+(S[3]’f8)+(S[2]f2)

Sout[1] (S[0]f9)+(S[1]’f5)+(S[0]’f6)+(S[2]’f6)+(f4)

Sout[0] (f2)+(S[3]f7)+(f4)+(S[3]’S[2]’S[0])
+(S[2]f1)+(S[0]f3)

Factor Expression

f1 S[3]’S[1]’S[0]’

f2 S[0]f6

f3 S[1]’f9

f4 S[0]’f5

f5 S[3]S[2]’

f6 S[3]’S[1]

f7 S[1]S[0]’

f8 S[2]’S[1]’

f9 S[3]S[2]

the digital circuit which takes several inputs as analog or digital inputs and transmits
it to single output line. Multiplexers also have select lines which are used to select
one input at a time and transmit it to output. In this proposed work, twenty six 2 * 1
multiplexer and four OR gates are used to construct our substitution box as shown
in Fig. 2. Table 3 is mentioning multiplexer numbers with inputs, selection key, and
output.

Fig. 2 Proposed Multiplexer-based S-box
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Table 3 Different inputs and outputs of multiplexers used

MUX No Input 1 Input 2 Selection key Output

1 ~ S[1] 0 S[3] f0

2 0 ~ S[0] f0 f1

3 0 S[0] f6 f2

4 0 ~ S[1] f9 f3

5 0 ~ S[0] f5 f4

6 0 ~ S[2] S[3] f5

7 S[1] 0 S[3] f6

8 0 ~ S[0] S[1] f7

9 ~ S[1] 0 S[2] f8

10 0 ~ S[2] S[3] f9

11 0 S[2] f1 y0

12 0 S[2] f2 y1

13 0 S[0] f3 y2

14 0 S[0] f5 y3

15 0 S[1] f5 y4

16 0 ~ S[1] f5 y5

17 0 ~ S[2] f6 y6

18 0 S[2] f6 y7

19 0 ~ S[0] f6 y8

20 0 ~ S[2] f7 y9

21 0 S[3] f7 y10

22 0 S[3] f8 y11

23 0 ~ S[3] f8 y12

24 0 S[0] f9 y13

25 ~ S[2] 0 S[3] y14

26 0 S[0] y14 y15

From f0 to f9 and y0 to y15 are 26 outputs of the multiplexers. Moreover, outputs
of some multiplexers are also used as selection keys for another multiplexers.

All four OR gates take inputs from outputs of some of the multiplexers, for
example, OR gate-3 takes inputs f1, f2, y3, y4, y7 whereas OR gate-2 takes inputs
f3, y1, y9, y11, y12. In addition, OR gate-1 takes inputs f4, y5, y6, y8, y13 and OR
gate-0 takes inputs f2, f4, y0, y2, y10, y15.

The output ofORgates is the output of S-box. The advantage of usingmultiplexers
as combinational S-box is that it is easy to construct multiplexers and it also takes
many common inputs. By using multiplexers, the proposed architecture reduces the
integrated circuit packages required by any particular circuit design. As a result, this
reduces the overall cost.
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4 Methodology

4.1 Environment

The proposed PRESENT architecture is synthesized in Xilinx using ISE design suite
14.6, and simulation is done using ISim simulator. Spartan-6, Virtex-4 & Virtex-
5 families are used for comparisons. Each family holds different number of LUTs,
flip-flops and slices as well as different maximum frequencies and throughput values.

4.2 Measurement Parameters

The architecture implemented in FPGA is evaluated on the basis of various param-
eters such as area and speed. It evaluates performance behavior with the help of
throughput and latency. Parameters like slices, LUTs, and flip-flops are used to define
area of any structure. Latency is defined as number of executed clock cycles required
for getting the first output. In cryptography, latency is described as the time period
between the instants of initiating the plaintext input into a cipher and getting the
corresponding ciphertext output.

Area size of any structure is responsible for the power consumption. As much
as area increases, it will increase power consumption and vice versa. Throughput
is a function of operating frequency. For evaluating throughput as performance
parameter, it is defined by Eq. (1).

Throughput = Block_size X Operating Frequency/Latency (1)

5 Results and Discussion

The proposed PRESENT cipher is implemented on the Xilinx Spartan-6, Virtex-
4, and Virtex-5 FPGA platforms. This architecture achieves higher throughput as
compared to all other designs for a particular device in Table 4. It gets throughput
of 611.2 Mbps for Spartan-6 device, 1263.27 Mbps for Virtex-5, and 1077.05 Mbps
for Virtex-4 device. The proposed design also obtains higher throughput per slice (in
Mbps/slices) with values 9.26, 19.73, 5.55 for Spartan-5, Virtex-5, Virtex-4 devices,
respectively. It showshighestmaximumfrequencies of 296.05, 611.9, and521.7MHz
for Spartan-5, Virtex-5, and Virtex-4, repesctively. A total latency of 31 clock cycles
are achieved for each device which is remarkably least as compared to other designs
in Table 4. Despite of speed or performance parameters, the proposed designs got a
respectable low number of slices of value 64 for Virtex-5 device.
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Table 4 FPGA implementation results of different

Designs Latency
(Cycles)

Slice LUTs Flip-flops FMax
(MHz)

Throughput
(Mbps)

Throughput/Slice
(Mbps/Slice)

Spartan-6

[17] 55 58 202 200 160.21 186.42 3.21

[17] 303 44 157 203 164.23 34.69 0.78

[18] 132 48 147 73 206.40 100.07 2.08

Proposed 31 66 239 149 296.05 611.2 9.26

Virtex-5

[17] 55 88 283 200 271.67 316.12 3.59

[17] 303 72 237 203 289.69 61.19 0.84

[18] 132 75 182 73 321.96 156.10 2.08

Iterative
[19]

47 87 285 200 250.89 341.64 1.19

Serial [19] 295 70 237 203 245.76 53.32 0.76

Boolean
[16]

295 62 222 201 236.57 51.32 0.82

Proposed 31 64 213 149 611.90 1263.27 19.73

Virtex-4

[17] 55 192 382 200 284.33 330.86 1.72

[17] 303 131 258 203 288.52 60.94 0.46

[18] 132 151 279 73 223.51 108.37 0.71

Proposed 31 194 318 149 521.70 1077.05 5.55

6 Conclusion

In this chapter, a high-speed architecture of the lightweight block cipher PRESENT
on FPGA is proposed. It manages to have a respectable area usingmultiplexers-based
S-box. As compared to related works, it can be observed that this design architecture
achieved high performance in terms of speed or throughput, throughput per slice and
maximum frequency for each device. Despite having high-speed performance for
each device, it can be noted that this design also got respectable less area requirement
valued at 64 slices for virtex-5 device as compared to other related works. Our
proposed PRSENT cipher is optimum for high-speed applications.
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Effective Delay and Energy Conservation
Strategies for Query-Driven Wireless
Sensor Networks

Itu Snigdh and Nilesh Kumar Sahu

Abstract A sensor node is usually coupled with more than one sensor. This imposes
more burdens on individual nodes in data gathering functions. Also, the energy
consumption increases in order to power a greater number of transducers as well
as in carrying out data communication and aggregation functions for different
sensed parameters. This article proposes multi-tree and multiple-tree algorithms
for improving network parameters in the usual data collection WSN application
scenarios. A multi-tree simply suggests a strategy where single parameter-type
sensors are arranged in a tree-based topology so as to reduce the energy consumption
as well as the end-to-end delay in data communication. Themultiple-tree exemplifies
a more effective way of query result propagation in data centric applications where
delay requirements are not very stringent.

Keywords Wireless sensor networks · Energy consumption · Delay · Query
processing · Tree-based algorithms

1 Introduction

Awireless sensor network (WSN) has opened the challenge for distributed and coop-
erative computing and communication. According to Sohraby et al. [1], voluminous
unstructured and heterogeneous data needs to be communicated and collected at
the central information processing station for major WSN applications. A WSN
comprising of homogeneous sensor nodes implies that every sensor node has equiv-
alent capabilities. These usually are measured as their computational or communica-
tion capabilities. Seldom do we see in literatures that sensors are grouped according
to the environmental parameters they monitor. A typical sensor network is equipped
with nodes using many transducers to capture different but allied environmental
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parameters, for example, temperature and humidity, vibration, and stress–strain.
These sensors are responsible for measuring the parameters and forwarding it toward
the base station in form of data packets.

These data packets may contain similar or a muddle of parameters. Researchers
discuss many algorithms and strategies for routing these packets in the most energy
efficientmanner.As energy in aWSN is the prime concern, data aggregation alsofinds
its place in literature given by Sun [2] and Arici et al. [3]. Let us assume a simple
scenario where each sensor needs to monitor only one parameter and forwards it
further. Also, further assuming that the single type of data gets routed via different
nodes scattered in the WSN. We can now imagine that the rate of aggregation or the
degree of convergence of data packets at the intermediary nodes would drastically
increase if the parametersmonitored are similar. Thus, all the packets could bemerged
effectively and the burden of data forwarding due to repeated transmissions would
greatly reduce.

Further, these packets would be initiated only on the event of query initiated at
the sink. Hence, it would result in lesser collision or contest for the channel thereby
reducing the end-to-end delay. The data and queries in a query-driven WSN are
forwarded between the base station and the location where the target phenomenon
has occurred or is observed as cited by Georgios et al. [4]. The first approach is a
single hop approach where each sensor node directly communicated with the base
station or the sink. The major limitation of this approach is severe energy depletion
of the farther nodes; this eventually causes profound limitation in the lifetime of the
network.We know that radio signals require a lot of power. Unlike messages running
through wires, they decay in an accelerated manner. Also, as sound and radio decay
according to the inverse square law, on doubling the distance; we require four times
the amount of power. This shortcoming of the direct communication approach is
overcome by multi-hop packet transmissions over short communication ranges. This
approach saves energy considerably and reduces the communication interference
among the nodes competing for channel access.

Energy cost optimization has been suitably catered to in spanning tree proto-
cols stated by Daniele et al. [5], Wang et al. [6], and Johansson et al. [7], for
short range communications. In addition, shortest path traversals guarantee lifetime
enhancement and congestion management has been suggested by Gnawali et al.
[8] and Chakraborty et al. [9]. Effective utilization of limited resource is done by
topology construction and controlmethods using cluster heads andmiddle heads also.
However, the cluster head election and frequent rotation of roles turn out to be compu-
tationally and energy intensive. Focusing on data collection systems, the requirement
is to balance the traffic distribution thereby reducing the hotspots against route fail-
ures. Techniques to reduce the individual workload of the nodes require distributing
optimally the number of messages to be processed as suggested by Hossein and
Moghavvemi [10] or use data aggregation before forwarding messages given by
Joohwan et al. [11]. Similar data gathering illustrated by Yingchi et al. [12],Gong
and Jiang [13],are based on balanced tree topologies that work for minimization of
data collision and overall network energy consumption.
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A simple strategy that could be adopted is to dedicate each sensor to sense exactly
only one parameter and thus reduce the workload burden. Analyzing this struc-
ture becomes easier if we assume that the sensors communicate only when a query
requiring their parameter is initiated. It also requires that either sensors connect to the
other ‘same type’ sensors or the network balances equivalent proportions of ‘different
sensors’ in the region of interest. The architecture in discussion can be visualized as
a backbone-based architecture that can be realized in two ways.

A WSN is established where nodes of one level communicate to a higher-level
node auxiliary linked with the sink. This structure comes analogous to the cluster-
based strategy presented in Jin et al. [14], Younis and Fahmy [15] with the constraint
that the higher-level nodes are fixed and the communication path is nonvolatile.
This constraint further motivates us to simplify our scheme and present energy
consumption analysis for tree-based backbone networks.

The proposed multi-tree-based architecture was given for heterogeneous sensor
nodes by Snigdh and Saurabh [16], in which one node connected with three different
types of nodes for tree generation. During query processing, node having three child
sensor nodes have more data to transfer to its parent node and that node must be
active for all type of query. So, its energy depreciation is more as compared to leaf
nodes and it will become a bottleneck to architecture.

The other alternative backbone structure is a multiple-tree-based architecture
where nodes of one type associate together and form a sub-tree to the sink. Hence,
for each different class of nodes, we have a sink node responsible for communicating
with the base station. For analyzing the performance of such a strategy, we consider
two important parameters, i.e., the end-to-end delay and the residual energy. We
have two strategies to generate a backbone network comprising of heterogeneous
nodes applied to a structural health monitoring applications. The process of query
generation and its response forwarding can be well depicted in Fig. 1.

Fig. 1 Query processing in multi-tree strategy
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2 System Model

The multi-tree and multiple-tree algorithm is given for receiving more than one type
of information about a given area using heterogeneous sensors. This strategy uses
query routing tree for data gathering and transmission. The algorithm starts by tree
generation, which is initiated by sink. Sink broadcasts a message in its one hop range
to get the Euclidian distance of neighboring sensor nodes and then connect to one
sensor of each type, which is nearest to it. Connected nodes will again broadcast
a similar message in their one hop range and connect to each type of node. The
process repeats for all connected sensors and establishes the network topology. After
constructing the topology using multi-tree or the multiple-tree algorithms, data is
collected by the heterogeneous sensors.

In the multi-tree strategy, the sink node multicasts query given by the user to all
the sensor nodes in the connected tree as shown in Fig. 2.

The query can be of temperature type, accelerometer/vibration type, or
stress/strain type. On receiving the query, the first-level sensor nodes simply forward
it to their child nodes. If the query is of a particular type, only the ‘same’ type
sensor nodes respond to their parents. Other two types of sensor nodes do not in
communicating their collected data however they forward any data received from
child nodes to their corresponding parent if the destination ID is the sink. Further,
the non-leaf nodes append multiple data received before forwarding it to the sink.
Figure 3a shows the processing of query for temperature-type query. In this figure,
after receiving the temperature-type query, sensor node ‘T ’ senses the data and trans-
mits it to their parent. Other two type of sensors, i.e., sensors ‘A’ and ‘S’ only
forward the data to their parent. Similarly, Fig. 3b, c shows the query processing
for accelerometer/vibration-type and stress/strain-type query. The multiple-tree in
contrast to the multi-tree algorithm in connects to only similar type of nodes.

For query processing, the sinkmulticasts query of desired type at regular intervals.
The sensors connected to sink receive query and transmits it to next-level sensors in
the tree if query parameters match with their node type. This reduces the unnecessary
forwarding of data if the node is not concerned with the parameter required in the
query. Therefore, query propagates in the only tree having node type same as the

Fig. 2 Multi-tree
architecture
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Fig. 3 Data processing
a Query type QT, b Query
type QA, c Query type Qs
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query type. After query propagated through all the nodes in tree, they respond by
sending gathered data to the sink. Other types of sensors simply sleep with periodic
listening to the channel for any message. Hence, we ensure that the sensors of each
type respond to the query of their interest only.

2.1 Multi-tree Algorithm
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2.2 Multiple Tree Algorithm

2.3 Assumptions

The following assumptions have been made into account, while implementing the
proposed multi-tree algorithm:

1. Sensor nodes are randomly dispersed in a field.
2. Sensor nodes and sink are stationary, and sink is located the centre of the

monitoring field.
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3. Sensor nodes are heterogeneous and location aware.
4. Sensor nodes have limited and irreplaceable battery power.
5. Sensor nodes have the function of data fusion and can aggregate N data packets

into a packet to minimize the total energy usage.
6. The tree formed under a constraint that each sensor will connect to only same

type of sensor node within their communication range.
7. The simulation parameters considered are:

a. Each sensor powered by 2 J,
b. Transmission packet size (k) is 1000 bit,
c. Electronic energy Eelec is 50 nJ/bit,
d. Node classes: Temperature, pressure, humidity type.

3 Results and Discussions

The proposed multiple-tree-based architecture, multi-tree-based architecture and
minimum spanning tree-based architectures are compared for analysis. The client–
server architecture is implemented in JAVA to evaluate the query processing param-
eters that are mainly the residual energy of each node and the delay time for each
query response. Figure 4a–c are the snapshots of the tree topologies constructed
while executing the algorithms on JAVA interface. These figures depict the commu-
nication path followed while communication backbone is generated in all the three
respective trees. An MST is implemented by the standard Prim’s algorithm given by
Jarník [18] simply to compare the shortest path routes that would be taken by any
routing algorithm for message delivery.

As the main constraint in a backbone-based network is single point of failure.
For any ad hoc network, more work needs to be done by the nodes nearer to the
sink or base station. Thus, these nodes become the ‘Hot Spots’ whose failure affects
the entire network operation drastically. Hence, the first analysis focuses on the
energy consumed by the first-level nodes or simply the nodes within one hop distance
connected directly to the sink. The second-level nodes are the intermediate-level
nodes that are not leaf nodes. Hence, these nodes also carry the additional task of
data forwarding and aggregation.

Figure 5a shows the energy consumption of the level 1 nodes of a multi-tree,
multiple-tree, and a corresponding MST. Level 1 nodes are the nodes within the one
hop communication range of the sink and hence have to perform the maximum data
forwarding. It is observed that themultiple-tree has the best performance as compared
to the other two strategies considered. Figure 5b shows the energy consumed by the
non-leaf nodes. It is also seen that multiple-tree is still the best as compared to
multi-tree or MST-based topologies.

Figure 6a–c shows the average energy consumption of all the nodes iterated
over 6,00,000 random queries. The proposed algorithms are compared for different
communication ranges namely, 25, 30, and 35. The idea behind taking different
communication ranges is to alter the topology as more number of nodes qualifies to



Effective Delay and Energy Conservation Strategies … 661

Fig. 4 Formation of route
topologies. a multiple-tree,
b multi-tree, c Prim’s MST
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Fig. 5 Energy consumption.
a level 1 nodes, b non-leaf
nodes

(a)

(b)

serve as non-leaf nodes and the connectivity is better analyzed. It is observed that even
while we increase the density of nodes in the region of interest and communication
range, the energy consumption on an average is significantly low for multiple-tree
topology. Even the multi-tree performs better than a simple MST-based topology on
an average.

For analyzing the delay incurred in processing 6,00,000 random queries, only
the multi-tree and multiple-tree topologies have been depicted in Fig. 7. Figure 7a–
c considers five different random deployments and varied communication-based
topologies.We confirm that if aWSN application requires stringent delay constraints
in query response, multi-tree is better than the multiple-tree topology. Thus, multi-
tree may be chosen over multiple-tree topologies if the delay is more important than
energy conservation.
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Fig. 6 Average energy
consumption of nodes.
a communication range: 25,
b communication range: 30,
c communication range: 35

 (a)

(b)

(c)
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Fig. 7 Average delay in
query response.
a communication range: 25,
b communication range: 30,
c communication range: 35

(a)

(b)

(c)
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Fig. 8 Total energy
consumed

Fig. 9 Average end-to-end
delay

Lastly, we present the total energy consumed for all nodes under different random
deployment scenarios in Fig. 8. Figure 9 outlays the average end-to-end delay in
query response over the different topologies. The lifetime of the network as to when
it registers the first-node dead statistics is depicted in Fig. 10. The total number of
queries serviced predicts the minimum time when the tree-based network would
require restructuring for further operations.

4 Conclusion

From the simulation results, we validate our claim as to the reduction in the energy
consumption and the delay in query response. We analyze the performability of
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Fig. 10 Total queries
serviced

a sensor network in terms of data communicated in structural health monitoring
applications which is usually redundant. The energy comparison depicts that the
multiple-tree strategy shows improvement over a multi-tree strategy. Also, there is
a significant energy saving under the same network scenario in comparison to the
MST backbone-based communication architecture. In contrast, the delay is better
for multi-tree-based communication as compared to multiple-tree strategy. Hence,
multi-tree-based topology can be used for real-time sensor network applications that
require faster communication. On the contrary, multiple trees may be adopted where
energy constraints are stringent. Also, the following results depict the prospects of
usingmultiple sensors for reduced data latency. It can further be addressed to improve
the reliability of networks. Also, the sleep cycle scheduling can be implemented to
conserve energy in a more effective and organized way.
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Segregation of Speech and Music Signals
for Aiding the Hearing Impaired

Ankit Ranjan, Shubhankar Sinha, Anuranjana, and Deepti Mehrotra

Abstract Separation of voice and music is an existing as well as an interesting
problem but can also be a challenging task; at the same time, it is of immense
importance for various other researches such as audio content analysis. This study
is inherent investigation of the implementation of sound segregation in hearing aid
improvement. The prime idea of the study is to help and improve the knowledge in
hearing disabled children. Therefore, we have studied the issues dealt with physically
impaired child and compared to the responses of normal individuals. In this study,
the focus is on implementing the four algorithms collectively for efficient as well as
detailed sound production. The algorithms used in the study are REPET, adaptive
REPET, SVS-RPCA, MLRR.

Keywords Source separation · Audio · Quality assessment · Objective measure

1 Introduction

Human beings have an advanced hearing perception of sounds. A human being
can listen and differentiate between various instrumental notes, tones, voices, and
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noise in a complex auditory scene. One of the most important skills is the ability
to decide what is considered relevant in the audio signal and what is not and then
focuses on the relevant part while disregarding the rest [1, 2]. In general, de-noising
problem is the problemof separating different sound sources,where the “signal” is the
important part of the audio stream, and the noise is everything else. The individuals
having suffered from hearing loss/profound hearing face problem of discriminating
the various sounds that they come across. Various hearing aids and cochlear implant
have become an easy solution for these kinds of individuals. The child or individual
starts receiving digitized signals and hence starts perceiving them. The clarity of the
sound depends on how fine the hardware is and how well it is tuned with the child
implanted with cochlear [3, 4].

Music–voice separation refers to the problem of trying to separate vocals from
the instruments in a song in order to produce acapella track containing only vocal’s
and an instrument track containing only instruments. A number of algorithms are
proposed in the literature for designing the sound filters for sound segregation. In this
paper, various approaches are reviewed and among them, four most recommended
approaches are discussed in detail [5].

To evaluate the performance of the algorithm, there are many toolboxes present in
the MATLAB, like BSS_Eval (Blind Source Separation) for audio source separation
and PEASS (Perceptual Toolbox) toolbox.

BSS_Eval [6] is aMATLAB tool to check the execution of (Blind) source partition
calculations inside the assessment structure where the first source sign is accessible
as input signals. Themeasures depend on the decomposition of each estimated source
signals into various parts, comparing to the objective source. The PEASS toolbox
provides a set of perceptually motivated objective measures for the evaluation of
audio source separation. Similar to BSS_Eval, the distortion signal is decomposed
into three components: overall perceptual score (OPS), target perceptual score (TPS),
interference perceptual score (IPS).

Noise in the sound sample can be segregated using various filters like Kalman
filter, Butterworth filter, and RLS filter. To increase the efficiency of the project,
we adopt the Butter worth filter for the noise removal because the loading time of
Butterworth filter is less as compared to other filters. The Butterworth filter [7] is
a signal processing filter which has a flat frequency response as conceivable in the
passband. The spectral subtraction strategy utilized here is a straightforward viable
technique for noise diminishment. In this technique, a normal signal spectrum and
average noise range [8] are assessed in parts of the recording and subtracted from
each other, with the goal that sound-to-noise ratio (SNR) [5] is moved forward.
It is accepted that the signal is twisted by a wideband stationary, added substance
commotion, the clamor gauge is the same amid the investigation, and the reclamation
stage is the same in the first and reestablished flag.



Segregation of Speech and Music Signals for Aiding the Hearing Impaired 671

2 Related Work

The issue of REPET [1] is basically for redundancywhich is center standard inmusic.
Numerous melodic pieces are specifying by a basic rehashing structure over which
shifting components are superimposed. This is particularly valid for the popmelodies
where an artist regularly overlays fluctuating vocals on a rehashing backup. A novel
and straightforward approach is for isolating the rehashing “frontal area” in amixture.
The fundamental thought to distinguish the intermittently rehashing sections mode
got from them and concentrate the rehashing designs by means of time-recurrence
concealing. Adaptive REPET [2] is intended to work on full melody, by applying
REPET to neighborhood time windows of tune, with a given cover timescale for the
windows.

Specifically, while REPET expect that instruments contain some segment which
rehashes for the whole melody. Adaptive REPET expect that this rehashing bit may
change in different parts of the melody (e.g., the verse and the tune may have distinc-
tive rehashing foundation). SVS_RPCA [3] accept that the monotonous way of the
instrument components relegates them to a low-rank subspace, while the voice is
sparse and has more variety. It actualizes the robust principal component analysis
strategy of amatrix factorization calculation for disintegration into a low-rankmatrix.
MLRR [4] endeavors to enhance SVS_RPCA calculation by rather utilizing deteri-
oration into the low-rank matrix and one sparse matrix. The two low-rank matrixes
speak to the subspace of sound relating to the voice and instruments, and the sparse
matrix contains deviations from these subspaces.

Nonnegative matrix factorization (NFM) [9] is mainly used for the de-noising of
speech signals in the non-stationary signals. Non-stationary noise is mainly created
due to cellular phone and other telecommunication devices. Standard approach for
segregating these types of signals is spectral subtraction and wiener filtering. They
mainly restricted to stationary or quasi-stationary noise in practice.

Reverberation cancelation [10] is mainly used in adaptive filtering and noise
cancelation that mainly focuses on removing the reverberation from the sound
sample. It is desirable to develop a strategy for post-processing environment. If
the system removes all the reverberation, but at the same time, it also destroys the
character of the recorded instruments.

Speech enhancement [11] ismainly focused on the improvement of speech quality
and intelligibility using various algorithms and techniques. Sound samples always
contain the background noise. Background noise can be decreased by using spectral
subtraction, cepstral mean subtraction, and Kalman filtering. Among all of them
spectral subtraction is the oldest one of the first algorithms proposed for removal of
background sound.

Bayesian filter [12] basically estimates a dynamic system’s state from a noisy
observation. Stochastic filtering technique is briefly reviewed with the emphasis
with the help of nonlinear and non-Gaussian filtering. Under linear quadratic Gaus-
sian circumstances, the desired Kalman filter can be created within the Bayesian
framework. Bayesian filter mainly focused on the particle filtering.
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Gaussian prior [13] provides the kernel support for many applications that fit the
essential part of the Gaussian. It is basically a square support; i.e., in the case of
2D filtering, it can be decomposed in the form of 1D filtering for rows and columns.
When the radius of the filter is small, then it is the fastest way to calculate the filtering
result is direct 1D convolutions.

The difference of the geographic data can be analyzed by using the ANOVA
technique. Spatial data basically contains different kinds of spatial information.
Geographic information system provides the method that helps in the extracting
the desired information (Table 1).

The above-mentioned methods have been analyzed thoroughly and extensively
before deciding upon the current suite of techniques, namely REPET, adaptive
REPET, SVS-RPCA, and MLRR. These methods have been chosen for the sole
purpose of reducing the overall complexity of the software to such an extent that it
becomes easier to both understand and execute properly for the end-user. The algo-
rithms also have an individually low time complexity on their own, so any processing
on their behalf is completed seamlessly in the background while putting minimal
stress on modern hardware. After compilation, this aids in the successful execution
of the entire suite even while running other programs simultaneously despite the
heavy nature of MATLAB.

3 Methodology

The methods used for segregation and separation process of sound and music are
discussed below.

REPET: It is implied as a “foreground/background” separation for well-known
music. It takes interest in the sort of reiteration that is observed in the music. Specifi-
cally, numerous famous melodies contain instrumental components that repeat occa-
sionally for the whole of the tune, similar to a rehashing harmony movement or like
a circular drum track. REPET scans for these rehashing components that endeavors
isolating rehashing “background” materials from the “foreground” materials, that is
non-rehashing and by and large comprise of the vocal lines, and other non-rehashing
instrumental lines which emphasize and give the tune [1].

Procedure for REPET.

1. Apply short-time Fourier transform (STFT)
2. Inverse STFT
3. Autocorrelation function using fast Fourier transform according to Wiener–

Khinchin theorem
4. Beat spectrumusing autocorrelation function and the calculating repeating period

from the beat spectrum
5. Repeating mask from the magnitude spectrogram and the repeating period.
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Table 1 Analysis of different algorithms for sound segregation

Algorithim Features Advantages Disadvantages

REPET It analyses the repeating
sound structures over a
defined time frame
To avoid these pitfalls, it
shortens the interrupt to
accommodate smaller
instances

It carefully takes the
repeating structure of
the song
It also runs faster as
compared to the rest of
the music separation
algorithm
Mainly focus on
analysis the repeating
sound structures over a
defined time frame and
then match them with
other similar instances
but for a larger sample

REPET does not
differentiate
between various
voice and music
like melodious,
non-repeating
instrumental, and
vocal line. This
might become
undesirable for
voice segregation
More noise is
generated due to the
gaps in processing

Adaptive REPET There is no defined time
frame for detection, it
works for the background
sound
This is due to the
algorithm
overcompensating for not
being able to identify the
modulation by reducing
the overall time threshold

Smaller instances are
recognized more
easily, leading to
clearer signal
Background sound is
clearer compared to
REPET

The adaptive
REPET does not
work for gradual or
volume changes. If
there is frequent
changes in
instrumental
frequency, during
the song, then also
this algorithm is not
suitable for such
types of music
Users provide input
to help determine
the repeating
section(s). It
becomes difficult
when large number
of songs repetition
part is considered
for automatic
processing

SVS-RPCA It classifies the singer’s
voice tone into three clear
distinctions—soprano,
alto, and tenor

SVS-RPCA is a
separation algorithm
which requires only
original song from the
user as input, makes
automatic processing
easier
SVS-RPCA algorithm
is useful for instances
of pitch variation

There is no focus on
background sound
here, so this method
can be used only if
we wish to discard
the background
music as “noise”

(continued)
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Table 1 (continued)

Algorithim Features Advantages Disadvantages

MLRR By using MLRR, we can
separate the instrumental
sound

Better features than
SVS-RPCA.Blind
separation is not there,
more computation time
an online dictionary
algorithm required

The vocals suffer
degradation as it
isn’t processed
properly by MLRR

NMF Nonnegative matrix
factorization uses training
data to identify speech
patterns and separate them
from the background
sound

Since it has a variety of
data classes to mine
and chooses a suitable
pattern, it provides
good foreground
separation

The background
sound, however,
suffers as it is given
no emphasis
whatsoever by the
algorithm and
cannot be worked
with as a result

Reverberation filter Uses a modified,
multi-channel least mean
square algorithm to
suppress noisy channel
creep

Achieves
unprecedented word
error reduction rate of
41.9%, hence being
very useful in
broadcasts

Mainly used in
multiple speeches
only channels, as it
has little to no effect
on musical noise

Spectral subtraction Uses masking and
gain-based extraction to
siphon the background
sound out of the channel
specified by the user

Background sound is
very operable and can
be manipulated quite
easily

Foreground sound
suffers from quite a
lot of artifacting in
multi-channel
application

Bayesian filtration Creates a convergence
mask on the source signal
using angular
spectrum-based
GCC-PHAT metrics

Due to a convergence
algorithmic approach,
results are more
accurate

Time complexity is
quite large
compared to
alternatives

Gaussian prior Uses Laplace distribution,
independent vector
analysis and an online
expectation–maximization
algorithm

Independent vector
analysis realizes the
best SIR ratios by far

Interference ratio is
the only component
being addressed
here

ANOVA Genre-based variation
analysis using
time–frequency masking

Repetition is the core
feature of this approach
and works well with
slower tempo tracks

Fast tempo tracks
with little repletion
such as country
music suffers from
this algorithm
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SVS-RPCA: It executes a calculation fromCandès, called robust principal compo-
nent examination. The algorithm uses the repetitive nature of instrumental compo-
nents, which consign to a low-ranked space, also the voices are sparse and have
more variety [2]. Consequently, the principal component analysis (PCA) technique,
a matrix factorization calculation for disintegration into low-rank and sparse lattices,
was done by Huang et al. [5].

Procedure for SVS-RPCA.

1. Input dataset
2. RPCA masking initialization and sparse pattern recognition
3. Low-rank representation
4. Voice estimation using SDR BSS_EVAL toolbox
5. Final output obtained.

MLRR endeavors to enhance the SVS-RPCA calculation by rather utilizing a
deterioration into two parts: one is two low-rankmatrices and the other sparsematrix.
The two low-rank matrices speak to subspaces of sounds relating to the voice and
instrumentals, and the sparse matrices contain the deviations from these various
subspaces.

Procedure for MLRR.

1. Input dataset
2. Lowest rank matrix formation and ALM optimization
3. Singular value thresholding
4. Matrix decomposition using online dictionary
5. Subspace structuring.

The various algorithms discussed above require specific parameters along with
their specifications that are provided by the users. MLRR algorithm requires the
user to provide an instrumental track for the separation process. The REPET algo-
rithm specifies a time interval from the user which could approximate the loca-
tion of specific repeating segments in the instrumental track [14]. Adaptive REPET
almost follows the above procedure with the additional requirement of specification
of parameters for a window procedure. This helps to search different instrumental
segments as the song progresses in the track. The specific parameters required are a
window length, step length, and the order of a median filter [1]. In this implemen-
tation, we have minimized user interaction, as not everyone is well-versed with the
intricacies of using MATLAB, and have hence kept most of the specification behind
wraps by taking default values baked into the code.

4 Data Collection and Implementation

The song samples used for calculations and subsequent testing have been acquired
from various popular music sources and are general representations of five different
genres: Pop, Rock, Melody, Hip Hop, and Acapella. Think of Acapella songs used
here as studio recordings with a soft tune in the background, typically a piano or a
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little bit of guitar. We have chosen 20 genre-accurate samples of 20secs playback
time for each of the aforementioned 5 kinds of music, giving us a total sample size
of 100 (Table 2).

The tool for carrying out the separation of voice and music channels has a very
simple interface. There are buttons for opening files after processing, with an option
to save them as well. You can play the sample before starting the process, after which
a spectrogram is drawn up for the frequency (Hz) versus time (s) graph of the same.

Now, based on the similarity matrix, the sample’s patterns are recognized from
non-repeating foreground (vocals) and repeating background (instrumentals). This
triggers the BSS_Eval toolbox to run in the background for the obtained background
and foreground sounds and stored within the main directory. These values of SDR,
SNR, and SIR are then aggregated to find a clear “winner,” as in the highest posi-
tive value for each specifier. These values are used for further ANOVA testing as
showcased later in this study.

The main objective of this tool is to simplify the separation of channels while
keeping user interaction to the bare minimum and obtain optimal results. The
diagrammatic representation of the tool used for the entry point of sound segre-
gation a well-equipped interface has been designed as shown below. It is a simple
interface which provides all the services offered by the system (Fig. 1).

Mean and SD of Data

ANOVA Test
All calculations for ANOVA testing have been performed at 0.10 error margin.

The test cases for which ANOVA is successful are highlighted in green. These F and
p values indicate a successful method for a specific genre of music, giving us the
validation of consistent performance across the board for a specific genre against the
method used for its separation. These values are calculated taking into consideration
the mean and SD from the previous tables. The findings from the conducted testing
phase justifies our use of the four-algorithm suite and makes our work justified.

Box Diagram
The box plots for eachmodel are represented, and themodels are ranked according

to the order ofmedian. TheSDR range is larger, and the overall trend is like the vocals.
The main effects (evidence for an effect) of model are seen for the Pop (f-ratio value
is 4.24291, and the p-value is 0.019153), and we find that MLRR is best suitable for
the Pop Song. In the same manner, we find the Box Diagram for different algorithms

Table 2 Average tempo
(BPM) of the songs

Genre BPM

Pop 70–80

Rock 110–120

Melody 60–70

Hip hop 130–140

Acapella 40–60
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Fig. 1 Main GUI

and the result of the best-suited algorithm for different sound samples, as is listed in
Table 6 (Fig. 2).

5 Conclusion

The work has been done with a comprehensive solution that will help the hearing
impaired. The work emphasizes on how the segregation of music and speech for
hearing-impaired children will be helpful. There are certain features like separating
foreground and background sound in any kind of music sample which will help in
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Table 6 ANOVA analysis of different sound samples

Genre REPET Adaptive REPET SVS-RPCA MLRR

Value F P F P F p F p

Pop 0.17237 0.842104 0.78938 0.459025 1.82062 0.171216 4.24291 0.019153

Rock 1.95768 0.150564 1.33627 0.270931 3.30571 0.043821 1.16558 0.319061

Melody 0.94997 0.392897 0.08734 0.916486 4.13059 0.021124 1.77221 0.179192

Hip hop 1.46106 0.240546 8.75837 0.000482 0.23554 0.790911 0.30515 0.738211

Acapella 3.3784 0.041061 1.89621 0.159487 0.97821 0.382204 0.4758 0.623835

Fig. 2 Box diagram for different samples

providing rich music listening experience to the hearing-impaired listeners with lot
more details and clarity at the same time. Another of its prime features includes noise
and fluctuations removal technology that has been instilled in the software with the
prime goal of providing the listeners with clean and ultimate sound quality without
any kind of unwanted noise that tends to degrade the sound quality. The unique
feature of separating the sounds of different musical instruments in any given track
at any given point without losing any of its details. It can help the listeners with more
detailed music listening experience.
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Designing of Low-Noise Amplifier
and Voltage-Controlled Oscillator
for Satellite Receiver in Ku Band

Vishnu Anugrahith Sateesh, Sanjay Kumar Surshetty, Vidushi Goel,
Deepak Prasad, Vijay Nath, and Srikanta Pal

Abstract In this project, design of low-power Ku band CMOS voltage-controlled
oscillator and low-noise amplifier for satellite communication is proposed. The
proposed LNA provides low input impedance, low noise figure, and high gain which
makes it suitable for use in satellite receivers to amplify low-power signals. This
NMOS LC VCO has main advantage in low phase noise and low power. This VCO
is designed on concept of negative resistance generated by MOSFETs impedance
which reduce the phase noise. This circuit is designed using UMC90 nmCADENCE
ADE. For this circuit, we use 1.2 V power supply. Its average phase noise is−109.18
dBc/Hz at 1 MHz offset. The oscillator requires approx. 0.001127 mm2 of chip area.
It is highly useful for satellite communication.

Keywords Low-noise amplifier · Noise figure · NMOS LC VCO · MOSFETS ·
Phase noise · Power · Offset

1 Introduction

Satellites suffer fromweight and size constraints, and therefore, large antennas cannot
be employed. As the signal frequency increases, the size on the antenna is reduced.
Therefore, satellite communication generally use the Ku band (12–18 GHz). The
signal received by the receiver antenna is fed to the low-noise amplifier as shown in
Fig. 1. The LNA amplifies the signal without degrading the signal-to-noise ratio, by
introducing very less noise of its own to the amplified signal. Its high gain also reduces
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Fig. 1 A simplified block diagram of a satellite receiver

Fig. 2 Voltage-controlled oscillator

the noise contribution by the following stages of receiver. A voltage-controlled oscil-
lator (VCO) is an electronic oscillator whose oscillation frequency is controlled by
a voltage input. The applied input voltage determines the instantaneous oscillation
frequency. A VCO is also an integral part of a phase-locked loop.

PFD Phase frequency detector.
CP Charge pump.
LC Loop filter.

From fixed crystal oscillator frequency as shown in Fig. 2, Vtune is gener-
ated which can be used to control output frequency of VCO. Different topologies
have different phase noise performance and power dissipation. It can be designed
using ring oscillator, cross-coupled LC CMOS VCO, NMOS VCO, etc. First, ring
oscillator is designed using CMOS inverters. Since it has high phase noise, we
designed LC VCO. The remainder of the research article is organized as follows.
Section 2 discusses low-noise amplifier. Section 3 portrays the design of ring oscil-
lator, proposed LC VCO. Section 4 is about phase noise performance of oscillators.
Further VCO tuning range is discussed in Sect. 5, and simulation results are in Sect. 4
(Fig. 3).
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Fig. 3 Equivalent noise generators

2 Low-Noise Amplifier

A cascode common gate topology [1] with inductive biasing has been used. This
method lowers the input impedance of the LNA. An unbiased cascode CG stage is
shown in Fig. 4 [2]. The high gain of the LNA also minimizes the noise contribution
from the mixer and intermediate amplifier [3] of the receiver.

From Fig. 3, the noise power and the noise temperature are given by,

Pn = GI FGmGLN AkB

[
TLN A + Tin + Tm

GLN A
+ TI F

GmGLN A

]

Ts =
[
TLN A + Tin + Tm

GLN A
+ TI F

GmGLN A

]

From the equations, it is observed that the noise temperatures of mixer and IF
amplifier are divided by the LNA gain.

Fig. 4 Cascode CG stage
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The input impedance is given by

Rin ≈ 1

gm1
+ R1

gm1rO1gm2rO2
+ 1

gm1rO1gm2

Since the product of the intrinsic gains gm1 and gm2 is large, the expression for
input impedance reduces to

Rin ≈ 1

gm1

This topology offers low input impedance, low noise figure [4, 5], low-power
dissipation, and high gain in the frequency band of interest. The circuit has been
designed for an input impedance of 50 � [6]. The addition of cascode device causes
voltage headroom limitation due to stacking of two transistors, and also increases
noise figure of the circuit due to the noise generated byM2.

In Fig. 5, CX = CDB1 + CGD1 + CSB2. The above graph plots the ratio of noise
voltage of M2 to the output voltage, against frequency of operation. It can be seen
from Fig. 6 that the noise contribution ofM2 is negligible below the zero frequency
[7], given by

fZ = 1

2rO1CX

When the zero frequency is lower than the transit frequency f T of theMOSFET, the
noise contribution of M2 becomes significant. For the circuit to be properly biased,

Fig. 5 Cascode transistor
noise
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Fig. 6 Output noise contribution as a function of frequency

VDD > VGS2 + (VGS1 – VTH1), i.e., the cascode topology takes up an additional
voltage headroom of VGS1 – VTH1 [8]. This reduces the voltage available with the
biasing resistor thereby increasing its noise contribution. In order to overcome this
noise-headroom trade-off, we used an inductor for biasing in the designed circuit,
thereby minimizing noise due to bias element, as shown in Fig. 7. This also cancels
the input capacitance of the circuit and hence improves input matching.

Fig. 7 Inductively biased cascode CG stage
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Fig. 8 Ring oscillator

Fig. 9 LC tank circuit

The noise figure is given by

NF = 1 + γ + 4
RS

R1

The noise figure is nearly 3db. It can also be observed that noise figure and
input resistance decrease with increasing gm. Therefore, a lower noise figure can be
achieved if a small amount of impedance mismatch is allowed at the input.
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Fig. 10 LC voltage-controlled oscillator

3 Oscillator

A. Ring oscillator

A real ring oscillator only requires power to operate. Above a certain threshold
voltage, oscillations begin spontaneously. To increase the frequency of oscillation,
two methods are commonly used. Firstly, making the ring oscillator from a smaller
number of inverters as shown in Fig. 8 results in a higher frequency of oscillation,
with about the same power consumption. Secondly, the applied voltage may be
increased. In circuits where this method can be applied, it reduces the propagation
delay through the chain of stages, increasing both the frequency of the oscillation and
the current consumed.Themaximumpermissible voltage applied to the circuits limits
the speed of a given oscillator. Changing the supply voltage changes the delay through
each inverter, with higher voltages typically decreasing the delay and increasing the
oscillator frequency.

If ‘t’ represents the time-delay for a single inverter and ‘n’ represents the number
of inverters in the inverter chain, then the frequency of oscillation (f ) is given by
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Fig. 11 Simulated LC voltage-controlled oscillator

Fig. 12 Ideal spectrum w0

Fig. 13 Actual spectrum
due to phase noise
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Fig. 14 Jitter

Fig. 15 NMOS varactor
(continuous tuning)

Fig. 16 Frequency variation
of varactor

f = 1

2tn

B. LC voltage-controlled oscillator

As we know that for oscillations, we require amplitude of system should be greater
than 1 and phase of feedback system should be 180◦.

We can see from Fig. 9, that in general for inductance there is resistance [9]
in parallel and given as Rp. Now, this has to be nullified by negative resistance for
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Fig. 17 Discrete tuning

Fig. 18 LC NMOS VCO with discrete and varactor banks

getting sustained oscillations, andwe use a topologywhich gives negative impedance
−Rp. This can be achieved by using LC NMOS VCO as shown in Fig. 10. LC VCO
[10, 11] have better phase noise performance compared to ring oscillators.

With single inverter topology usingMOSFETSwith RLCoscillators, we need two
CS stages with R, L, and C where each stage produces 180◦ phase shift at resonance
(Figs. 11, 12 and 13).
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Fig. 19 Plot of gain versus frequency

Fig. 20 Transient analysis of LC VCO

4 Phase Noise

Phase noise is represented in the frequency domain and consists of rapid, short-term,
random fluctuations in the phase (frequency) of a waveform, caused by time domain
instabilities (jitter as shown in Fig. 14). Jitter is a method of describing the stability
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Fig. 21 Frequency of 15 GHz for LC VCO

Fig. 22 Phase noise of LC VCO at 1 MHZ offset

of an oscillator in the time domain. It combines all the noise sources together and
shows their effect with respect to time. Phase noise is caused from thermal noise
and flicker noise. Change in voltage supply, noise from tail current sources, and
noise from nmos causes phase noise. For supply voltage fluctuations, we use voltage
regulator externally.
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Fig. 23 Phase noise of LC VCO at 10 MHZ offset

Fig. 24 Layout of LC VCO

We can measure phase noise by taking some offset. For example as shown in
figure, noise power in 1 Hz bandwidth is at an offset delta f which is measured in
dBc/Hz.

At low frequencies, the noise is dominated by flicker noise caused by current
sources and up converted to 1/ f 2. After some offset as shown in figure, thermal
noise is up converted to 1/ f 3.And next is 1/f noise from buffers. Phase noise is
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dBc/Hz where dBc means phase relative to carrier. VCO noise at low frequen-
cies is suppressed by loop filter, charge pump, and phase frequency detector at low
frequencies used in PLL (Figs. 15 and 16).

5 Tuning Range

For tuning [12], we require discrete banks [13] of capacitors and varactor as shown
in Fig. 17. Since the output voltage changes with PVT variation, we require analog
control voltage. For reaching particular frequency, we use discrete tuning.

Ctotal = Cfixed + Cvar

Cmax = C (when switch is on in discrete bank).
Cmin = Cgd + Cdb (when switch is off).
Phase noise [14] depends on Q, and tuning range [15] depends on Cmax/Cmin. As

we can see Cmin is directly proportional to widths and alsoQ is directly proportional
to widths of switches. So, proper choice of widths of switches also should be taken
care off.

Varactor is nothing but which has voltage variable capacitor. It has capacitance
varying with voltage across drain and gate. NMOS varactor is shown in Fig. 15. LC
NMOS VCO with discrete varactor banks and varactor is shown in Fig. 18.

6 Simulation and Results

The LNA has been designed for operation centered at a frequency of 5.5 GHz,
bandwidth of 100 MHz, input impedance of 50 �. The plot of the amplifier gain
vs frequency for the frequency band of interest is shown below. From the plot, we
can observe that gain is highest (20.2 dB) at a frequency of 5.49 GHz. Also the gain
remains within 1 dB of themaximumgain, in the frequency band of interest (Figs. 19,
20, 21, 22, 23, and 24).

7 Conclusion

From simulation results, we observe that low input impedance, low noise figure, and
high gain (20.2 dB) provided by the proposed LNA. Therefore, it can be used in
satellite receivers to amplify the low-power signal picked up by the receiver antenna
without severely degrading its SNR.We have also seen methods of increasing tuning
range of VCO and decreasing phase noise. Table 1 shows comparison of ring oscil-
lator and LC VCO in terms of phase noise. Tables 2 and 3 compare our work with
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Table 1 Comparison between three types of encoders

3-inv ring oscillator 5-inv ring oscillator LC NMOS VCO

Phase noise dBc/Hz (at 1 MHz) −58.66 −62.15 −109.18

Phase noise dBc/Hz (at 10 MHz) −87.31 −92.00 −131.66

Table 2 Comparison table for LNA

Characteristic This work [5] [8] [4] [3] [2]

Technology 45 nm 90 nm 180 nm 90 nm – 0.13 μm

Supply voltage used 1.8 V – – 0.7 V 1.3 V 1.1 V

Central frequency of
operation

5.5 GHz 5.5 GHz 2.65 GHz 1.5 GHz 1.5 GHz 1 GHz (max)

Gain reported 20.2 db 13.3 db 20.09 19.8 db 13.2 db 14.7 db

Table 3 Comparison table for VCO

Characteristic This work [16] [17] [18]

Technology 90 nm 180 nm 130 nm 130 nm

Supply voltage 1.2 V 1.8 V 1.2 V 0.4

Frequency (GHz) 10.5–16.6 59.1–65.8 5.24 14.1

Phase noise (dBc/Hz at 1 MHz offset) −109.18 −82 −109.5 −100.6

Phase noise (dBc/Hz at 10 MHz offset) −131.66 −113 −118.8 –

other papers. The tuning range is in the range 10.5–16.6 GHz. Phase noise is found
to be −109.18 dBc/Hz at 1 MHz offset and −131.66 dBc/Hz at 10 MHz. This LC
VCO utilizes active area of 0.001127 mm2.
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Language Diversity and Their
Preservation in Jharkhand

Shubham Shrotriya and Saumendra Pattnaik

Abstract This chapter emphasizes the language diversity of Jharkhand and its
importance for digital preservation. The chapter highlights the multilingual char-
acteristics of the region enlisting several languages of Jharkhand spoken across the
states among tribal and non-tribal groups. It highlights the importance of language
preservation, its historical and cultural importance and reports the current status of
undergoing projects for awareness and preservation of the endangered languages.

Keywords Language diversity · Digital preservation · Endangered languages ·
Jharkhand

1 Introduction

Jharkhand has rich diversity in language, flora and fauna, region, landscape, race,
caste and so on. Apart from the huge racial diversity present in the state, the
state has large linguistic diversity too. This multilingual nature of Jharkhand is a
valuable resource which needs care and appreciation to survive and grow helping
prosper the state’s cultural and historical importance. This paper presents the bouquet
of languages spoken in the state along with the technical advancement for its
preservation.

Jharkhand was carved out of Bihar on November 15, 2000, because of poor devel-
opment in the region in spite of having 40% of the India’s total mineral deposit. Only
24% of the overall population lives in cities, and hence, it is primarily a rural state
[1, 2]. The state is known to house some of the tribal kings of past known as Mundas
Rajas. As per 1991 census, around 28% of the people are tribal, while 12% belong
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Table 1 Multilinguism of
Jharkhand

Indo-Aryan Languages Bhojpuri, Hindi, Urdu and Bengali

Dravidian Languages Korwa, Oraon and Sauria Paharia

Munda Languages Kurukh, Santhali, Mundari, Bhumij,
Paharia and Ho

Source Land and People of Jharkhand

to SC/ST categories. As per 2001 census, most of the people speak Hindi, followed
by Santhali, Khorta, Bengali, Urdu and other tribal languages [3].

As per UNESCO’s report on ‘Atlas of the World’s Languages in Danger (2010)’,
India has the largest number of endangered languages in the world [2]. Out of the
total endangered languages across the planet, 197 languages belong to India. Out
of these, majority of the languages are spread across North-east, Jharkhand, Orissa,
Karnataka and the Himalayan belt [3]. According to UNICEF study on Language
diversity in Jharkhand, 96% of the population communicates in tribal languages at
their home [3]. There are close to 19 major mother tongues used by people of Jhark-
hand. The tribal language used as mother tongue by largest number of people is
Santhali (33%), followed by Kurukh (9.5%), Mundari (7.6%), Sadri (6.7%), Ho
(5.6%), Oraon (1.1%). Khadia, Pahadiya, Birhori and Pachhiyari are spoken by
around 2%of the population [4].As perUNESCO report, someof the tribal languages
like Asur, Birhor, Malto, Kurux, Khariya, Mundari, Ho, Angika and Korwa are at a
threat of being endangered [4].

2 Multilinguism of Jharkhand

Jharkhand is a land of multiculture and languages. It is home to many tribal and
non-tribal languages. Table 1 shows the major languages of the region [5–7]. Details
of many Jharkhand Languages are shown in [8, 9].

3 Mother Tongues in Jharkhand

Table 2 describes the mother tongue along with percentage of population speaking
it as per 2011 census [8]. Santhali is the most spoken language of the place. Apart
from these, 35% of the rural population speaks other tribal or regional languages like
Khadiya, Ho, Mundari, Pachpargania and Nagpuri [10–12].
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Table 2 People speaking
different mother tongues

S. No Language Percentage of population

1 Santhali 33.1

2 Khortha 17.5

3 Kurukh 9.5

4 Other tribal languages 5.6

5 Regional languages 30.6

6 Hindi 3.7

4 Languages in Day-to-Day Life

This section briefs the use of languages used by people of Jharkhand in their day-
to-day lifestyle [9]. Analysis shows that usually mother tongue is spoken just within
the family while interaction with children, spouse or parents. Along with the mother
tongue, some section of population also uses at least one other language at home. In
such scenario too, the use of Hindi is limited [11, 12]. The second or third language
used is a tribal or regional language. Many languages are having interrelation among
them in terms of Phonemes.

4.1 Haat Bazaar

Most of the people while interacting with friends in the market used primarily their
mother tongue. Many residents also use more than one language for communication.
Hindi was mostly neglected among villages with very few people it for transaction.

4.2 Recreational Activity

Most of the people prefer regional and tribal languages for creating songs, music and
other creative skills. People prefer using tribal and regional languages for singing,
storytelling, story listening and listening to songs. Use of Hindi was more predom-
inant while writing as compared to other tasks. Apart from Hindi, people preferred
Santhali, Sadri, Kurukhand Ho languages for writing.

4.3 Interaction with Hindi Speakers

Most of the people find it easy to communicate in Hindi with Hindi speakers visiting
to their villages as government officials, NGO members or businessmen. Although



700 S. Shrotriya and S. Pattnaik

people are not fluent in Hindi and make many grammatical mistakes while speaking,
they have functional knowledge for Hindi.

4.4 Language Preference for Education

Around 70% of the people interviewed wanted mother tongue to be the medium of
education for their kids, while rest 30% favored Hindi. This is due to fact that most
of the people speak in their local language since birth.

4.5 Language Preference for Journals and Books

Most of the villagers prefer articles and journals on health and agricultural issues
in their regional and tribal languages over Hindi language so that they can easily
understand the concept of journals.

5 Impact of Language Diversity on Children

One of the studies suggested that most of the children faced learning challenges if
mother tongue is different than that of language of instruction [3, 13]. Some of the
common problems were reading, writing, comprehension and slow pace of learning.

Most of the students interact with friends in schools in their local language only.
Teachers also felt that learning could be immensely improved if Hindi is not being
imposed on them and they were taught in the language of their mother tongue.
It is also reported that most of the students preferred their regional languages for
communication and around 41% of the people used their mother tongue only to ask
query to their teacher.

6 Languages in Communities

It is the common belief that Hindi is the mostly used language in Jharkhand has been
strongly challenged with only 4% of the people using it as their first languages. Study
shows that 96% of the people has mother tongue other than Hindi [3, 5]. Regional
dominance of a language districts and talukas are also observed. For people speaking
multi-languages, people preferred regional and tribal languages overHindi for second
and third languages [13–18]. People were found to have poor reading and writing
skills in their tribal and regional languages due to the scarcity of enough reading
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and writing material in that language. While interacting with people in marketplace,
people like the dominance of local language in each part of India [19].

7 Linguistic Map of Jharkhand

This section describes the distribution of different languages in Jharkhand [3]. The
entire region is distributed into three main zones:

• Santhal Pargana Division
• North Chotanagpur Division
• South Chotanagpur Division.

For each of the divisions, dominant language along with second most dominant
languages is discussed.

7.1 Santhal Pargana Division

It consists of Pakur, Godda, Jamtara, Sahebganj and Dumka. Santhali emerged as the
most spoken language of the region followed by Khortha and Bangla [20] especially
around Jamtara district because of its closeness with West Bengal. Panchparganiya
and Hindi are also used as second languages in some areas of Sahibganj and Dumka.

7.2 North Chotanagpur Division

It consists of Ramgarh, Bokaro, Dhanbad, Koderma, Giridih, Hazaribagh and Chatra
districts. In this zone, Khortha emerged as the most dominant language along with
Kurukh and Santhali. The second most dominant language of the region is Hindi.
Areas like Ramgarh, Bokaro and Dhanbad have a heavy influx of people from other
states leading to more use of Hindi. Khariya, Mundari, Birhori and Kurukh are other
second dominant languages in Bagodar block of Giridih. Other major languages
spoken in the area are Magahi, Khortha, Santhali and Hindi. Kurukh is the most
dominant language in Palamu. Hindi is most widely spoken in blocks of Garhwa,
while Sadri and Mundari are also spoken by many people.

7.3 South Chotanagpur Division

Mundari is the most spoken language in Khunti and some areas of Simdega. Sadri,
Nagpuri andKurukh are alsomajor spoken languages in the region. Sadri andNagpuri
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are among most spoken languages around the capital. Panchparganiya language is
preferred in Kudu block of Lohardaga. Other major languages of the region are
Kurukh, Sadri and Khariya, Nagpuri and Hindi. Around the borders of Odisha and
West Bengal, Ho is the most dominant language followed by Santhali, Gond and
Odiya. Some people in the Kolhan division also prefer Gond, Odiya and Santhali.

8 Research Works

Languages of Jharkhand have been explored very less despite the huge diversity. The
literature review shows very few works in this domain.

In one of the works, automata and digital corpus for Santhali language has been
proposed by Akhtar et al. [22]. This chapter discusses Santali nouns in terms of
gender, number and case. This chapter also showsparts of speech tags and lemmatized
corpus in terms of noun, numeral, preposition, pronoun, verb, adjective, adverb,
conjunction. A total of 590,314 tokens, 425,238 words and 63,199 sentences have
been added in Santali corpus. A survey was conducted by M-TALL akhra of the
Jharkhand TribalWelfare Research Institute (JTWRI) with support of UNICEF titled
“Language diversity of Jharkhand” [3]. The report highlighted the rich language
resource of the state along with its impact on children education. In one of the works,
“Ho Language Digit Recognition using MFCC and its Performance Evaluation for
Different Classifier” by Prakash et al., an ASR for digit recognition was developed
in the native Ho language, and its performance for online and offline recording
modes was compared [21]. In one of another work, “Phonemes of Asuri” by Ganesh
Baskaran, an attempt is made to explore the existing phonemes in Asuri language
[22]. Asuri language is spoken around Chota Nagpur area which falls under the
Munda family. Asuri language is mostly spoken by North Munda group. Asuri is at
the threat of extinction with very few speakers. Most of the people speaking Asuri
are bilingual and speak other major languages like Hindi, Mundari, Santali and Sadri
which is probably the reason, the language is slowing getting endangered. In one of
the works, “Khortha or Khotta: An Endangered Languages of India and the Urgency
to Retain its Pure Variety” by Priya et.al., a study was made to analyze the dangers
and challenges the languages of India are facing and the need to restore the language
in its purest form [23]. They have found that because of mixing of locals with people
speaking different languages like Hindi, Maithili and Bengali, there has been huge
transformation in the native language. Different aspects of change of language like
gender, age, education and area [24, 25] of living have been thoroughly investigated,
and important observations were made. Female was found to use more pure form
of the words than male as they are less in touch with the outside world. Similarly,
old people spoke the language in much purest form as the young generation studies
different languages and is in constant touch with smart phones and gadgets. Similar
analogy was found with educated people and people living in urban areas. The study
showed that the purest form of the language was found in semi-educated villagers.
John Peterson et al. in their work “Language contact between Indo-Aryan andMunda
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in eastern-central and South-Asia” (2010) present a linguistic convergence between
Indo-Aryan languages of Nepal and Eastern India and Munda [12]. Jharkhand has
been considered as the centroid of language convergence with Bangladesh to its east,
Nepal and Bihar to its north andOrissa toward south. The study shows the large-scale
lexicon burrowing from the Indo-Aryan languages into Munda.

9 Status of Tribal Language

This section discusses the status of tribal languages in the state and the measures
taken by government for their preservation and development.

A department of tribal and regional languages is set in 1981 for research and post-
graduate courses. It started initially with seven major tribal languages, i.e., Mundari,
Santhali, Kurukh, Ho, Kharia, Kurmuli and Nagpuri, and later, two other language,
Khortha and Pach-Pargana were added [3]. Government of Jharkhand has taken
significant steps in protecting some of these tribal languages. Bi-lingualism exists in
Jharkhand where people use more than one language in home and market. Threats
of loss of vocabulary, language attrition and sharing of Indo-Aryan lexicons are
commonly observed. The state has a weak language policy, and there is constant rift
among people claiming their language as more superior than other and demanding
more facilities in lieu of it. Regional languages of Jharkhand have to face stiff chal-
lenges from major languages and had to struggle hard to survive. Linguistic survey
of India has enlisted 18 endangered languages, and there are initiatives to document
them to preserve their vocabularies.

10 Conclusion

It is quite evident from the studies that Jharkhand contains bouquet of languages
with as many as 32 mother tongues spoken across the state, but many are at the threat
of endangerment due to many social and economic issues. Language endangerment
influences both people speaking them and the language itself. Every language has
cultural and historical importance associated with it, and a loss of language results
in loss of cultural tradition tied with it. Traditional songs, poems and cultural values
go away with the language. This also results in loss of social bonding among the
people as their social values, traditions and culture are replaced by newones. Losing a
language can also result in loss of knowledge transcribed in that language in different
fields like botany, medicine, arts, science, philosophy, etc. Jharkhand is seeing rapid
transformation over past few years with setting up of many new industries bringing
people from outside to their region. They bring with them their language and culture
which results in mode mixing. Many young people from villages also leave their
native home in search of jobs and education and move to new places. These factors
also contribute to loss of language. Although it is inspiring to know that recently
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these issues have been highlighted by many linguist and scientist of both India and
abroad. Many NGOs along with world and national organizations like UNESCO and
tribal and welfare department are putting their effort and money in preserving the
wide culture and language diversity of the place. Government of India too has given
national recognition to some of the languages of the region to promote the use of the
tribal languages. It should be clearly understood that multilingualism is not a threat
to the integrity of the nation but a prize to be proud of. Hence, the trend of diversity
in languages must be preserved for recognition of different cultures of languages.
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Design of Energy Harvestor Using
Piezoelectric Material

Atulya Arya, Shradha Shekhar, Avinash Priyam, and Vijay Nath

Abstract Piezoelectric materials can be used to convert oscillatory mechanical
energy into electrical energy. This technology, together with innovative mechan-
ical coupling designs, can form the basis for harvesting energy from mechanical
motion. Piezoelectric energy can be harvested to convert walking motion from the
human body into electrical power. Recently, four proof-of-concept Heel Strike Units
were developed where each unit is essentially a small electric generator that utilizes
piezoelectric elements to convert mechanical motion into electrical power in the form
factor of the heel of a boot. The results of the testing and evaluation and the perfor-
mance of this small electric generator are presented. The generator’s conversion of
mechanical motion into electrical power and the processes it goes through to produce
useable power and commercial application of the Heel Strike electric generator are
discussed.

1 Introduction

The piezoelectric effect converts mechanical strain into electrical voltage. The strain
can come from a lot of different sources. Human motions, low-frequency seismic
vibration and acoustic noise are few examples. The piezoelectric effect can be imple-
mented for harvestingmechanical energy fromwalking. This energy can be converted
to useful electrical energy that can be used to power various wearable electronic
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devices such as sensors and Global Positioning System (GPS) receiver. Piezoelec-
tric energy harvesting can also be used to power some consumer electronic device
directly such as cellular phone, two-way communicator and pager.

Much of this electricity is still generated with dangerous and outdated technology
centered on the burning of fossil fuel. The continued burning of fossil fuel will have
catastrophic impacts on humanity. This danger can be mitigated through clean and
innovative technique of energy harvesting.

Recently, four proof-of-concept Heel Strike Generators (see Fig. 1) were devel-
oped for converting the mechanical energy of walking into electrical energy. Each
Heel Strike Generator utilizes four piezoelectric elements (each one being a lead
zirconate titanate (PZT-5A) bimorph crystal stack) to convert mechanical motion
into electrical power in the form factor of the heel of a boot, while the user walks,
electrical power is generated. The goal of this research effort was to generate a 0.5W
of power at 1 Hz step rate since many electronic devices such as GPS receivers and
communicator require power within this range to operate. The Heel Strike Gener-
ator relies on the piezoelectric effect to generate electric power. Piezoelectricity is
the ability of some crystal to generate electric potential in response to an applied
mechanical stress. When a crystal is under mechanical stress (e.g., by compression

Fig. 1 Energy Harvester
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Fig. 2 Total world energy consumption (2017)

or expansion), the electrical charge of a dipoles becomes aligned, leading to the
net electric polarization. This is responsible for electric potential across the crystal
and provides convenient transducer effect between electrical and mechanical oscil-
lations. If mechanical vibrations are applied to such crystals, they will respond with
an electrical oscillation output which acts as a source of power. This effect can be
exploited for harvesting energy from disturbance sources. For the electrical power to
be useful, an additional electronic circuit would be required to rectify and regulate
the power output in the most efficient way possible (Fig. 2).

2 Background

Energy production around the world has been steadily increasing over the last thirty
years. In 1985, theworldwasusing just under 10,000TWh. In theyear 2014, theworld
produced over 23,000 TWh of electricity. The graph shows the trends for electricity
consumption around the world. The interesting thing about the graph is the relatively
constant production of electricity in North America and Europe. However, the large
increase in electricity production in the Asia Pacific is indicative of the developing
juggernaut of China [1].

The method by which electricity is generated depends on the fuel being used.
For most fossil fuel electricity generation including those with natural gas, coal
and oil, the method is through burning the material and turning a steam turbine
generator. But other forms of electricity generation also exist that do not involve
burning fossil fuels. Some of these alternatives include solar, wind, hydroelectric,
nuclear and geothermal/biofuel. Solar electricity generation utilizes the sun’s light
waves to generate an electric current. Wind and hydroelectric both use turbines to
generate electricity through the wind or flowing water, respectively. Nuclear power
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is similar to how fossil fuels generate electricity. Water is turned into steam to power
a turbine, but the heating process for nuclear is free from CO2 release. The same can
be said for geothermal and biofuel generation technique that also utilize the steam
turbine for electricity generation [1–3] (Figs. 3 and 4).

Smaller-scale electricity generation has also become a large industry. One of these
methods is using a crankshaft to turn a magnetic through a coil of wire to induce a
voltage. This same technique is used inmany applications including a shake flashlight
that utilizes a magnetic and a coil to generate a voltage. As the magnetic moves back
and forth through the coil, an alternating current can be generated. Small-scale solar
has also been increasingly used on the roofs of houses and business, but also in the
realm of electricity generation for personal devices [3, 4].

Cal Poly has a history of energy harvesting projects. The first project is the Energy
Harvesting from Exercise Machines which seeks to harness the energy generated by
people using exercise machines and delivers that energy back to the electric grid
[5, 6].

The block diagram shown in Fig. 5 describes the input and output of the proposed
Faraday rechargeable battery system. The input to the kinetic energy harvesting

Fig. 3 Electricity consumption over the last 30 years
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Fig. 4 World consumption of coal in Mtoe

Fig. 5 High-level system block diagram

device will be created by the bike user physically pedaling. This will result in a
fluctuating sinusoidal wave. We then need to pass that wave through a rectifier to
make the signal a constant DC voltage. A constant DC voltage is needed to charge
our battery and output from the USB. Since we want our output to work with a USB
connection, we need the output voltage to be 5 V. This will require us to boost the
output of our rectifier which can be achieved using a boost converter. That boosted
voltage will then be stored in a battery for future use via the USB output connection
[7].

The completed system will have two available inputs. The main input is the alter-
nating current signal produced from the kinetic energy harvesting block. The kinetic
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Fig. 6 Complete system diagram

energy will be generated by the user through pedaling a bicycle or accelerating in a
car. This will provide the power from the rest of the circuit to operate. A secondary
input can be found on the removable battery. This battery can be recharged through
a micro-USB port when the battery is not present in the bicycle system. There are
three outputs of the system. The first output is from the battery to the USB port where
electronic devices can be charged. Another output powers the on-board lighting
system.

Since the lights will primarily be used at night time, there will be a switch control-
ling whether the lights are on or not. This gives the user flexibility when using the
system. Once the energy harvesting circuitry was designed and simulated, the next
step was to design the piezoelectric device that will convert mechanical energy into
electrical energy. The preliminary design used Faraday’s law of induction. This law
states that if a time-varying magnetic field is applied to a coil of wire, an electro-
motive force (EMF) will be produced across the coil. The faster the magnetic field
changes through the coil, the higher the EMF that will produced. The EMF can also
be increased by increasing the number of coils that the magnet passes through. This
limited the design variables to two [8, 9] (Figs. 6, 7 and 8).

3 Description

The performance of the proof-of-concept Heel Strike Generator was tested and eval-
uated to determine its suitability for military and commercial applications. In the
test and evaluation phase of development, various resistive loads were applied to the
Heel Strike Generator and the power output was measured. Recommendations for
further enhancement of the Heel Strike Generator are noted based on the electrical
test and evaluation results.
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Fig. 7 Piezoelectric device

Fig. 8 Top view of Piezoelectric element

The Heel Strike System consists of two major pieces: the Heel Strike Generator
and the power electronics circuit. TheHeel StrikeGenerator is the devicewhere it has
a mass of 0.455 kg and has approximate dimensions of 8.89 cm (L) by 7.94 cm (W)
by 4.29 cm (H). The principle components of the Heel Strike Generator are four PZT-
5A dimorph crystal stacks, lead screw, bearing and rotary cam, whose operation are
described elsewhere in Sect. 3. The power electronics circuit is 5.2 cm2 with a height
of 1.7 cm and has a mass of 10 g. Its purpose is to convert unusable power from the
Heel Strike Generator to useable power. The power electronics circuit is connected
to the Heel Strike Generator to form the Heel Strike System [10–12] (Figs. 9 and
10).

This circuit will store very small energy pulses over a relatively long time, in a
low leakage storage capacitor and then periodically discharge that capacitor into a
load. The current pulses from the piezoelectric phases are in AC waveform. A set
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Fig. 9 General working

Fig. 10 Conversion of
mechanical energy to
electrical energy

of zener diodes in the circuit will rectify the AC waveform from each of the four
phases and produce DC pulses of current that charge the storage capacitor in steps.
Power is provided from the storage capacitor to an integrated DC–DC converter IC
which starts operation. This switch is part of a standard forward, or buck converter
that converts the energy stored in the capacitor to a regulated 12.

VDC output. Figure 3 shows the typical waveforms for the circuit (Fig. 11).
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Fig. 11 Simulation

4 Simulation

The simulation for the proposed idea was concluded in Multisim 14.1, and results
were satisfactory and as expected. The piezoelectric effect convertsmechanical strain
into electrical voltage. This strain can come from many different sources. Human
motion, low-frequency seismic vibrations and acoustic noise are a few examples. The
piezoelectric effect can be implemented to harvest mechanical energy from walking
[2, 7, 9, 13].

5 Conclusion

The conclusion of the above is that the piezoelectric element was successful in
conversion of mechanical stress/strain into electrical energy. The mechanical vibra-
tions were recorded and converted into electrical signal say voltage through the
piezoelectric element which led to the glowing of the various led probes connected
together which in turn represents the various load that can be connected to the circuit
for use implying the energy harvesting was successfully done. The entire simula-
tion was carried in NI multisim which verified our assumption of the working of
piezoelectric element and concluding the research. The evidence of the successful
conclusion of the experiment is attached below as image file.
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Kisaan Seva—AWeb site for Serving
the Farmers

Suchismita Sarkar, Archana Kerketta, and Vijay Nath

Abstract This chapter demonstrates a Web site which is a direct interaction of
government and its schemes with the farmers. Through this Web site, farmers will be
kept updated with the new schemes, market prices of the vegetables, etc. as proposed
by the Government of India. In this way, farmers will no longer be dependent on
middlemen to know the new schemes, prices and to sell their products through them.
There will be direct link between the government and the farmers and hence, guard
the farmers from being exploited by the middlemen.

1 Introduction

With an annual output of 260 million tons, India is among the largest producers
of fruit and vegetables in the world. Agriculture plays a vital role in the field of
an economy. It acts as the backbone of the economic system of our country. It not
only provides food and raw material but also opportunities for employment to a very
large proportion of population. The following facts clearly showcase the importance
of agriculture in this country [1]. There are four types of agricultural marketing in
India like sale in village, sale in mandi, sale in market and cooperative marketing.
In agricultural marketing, transportation cost, inadequate market infrastructure, lack
of market information, lack of processing units, storage facility and price fluctu-
ation are the major source of problems. Apart from middlemen, enough storage
facility, freedom from moneylenders, adequate transportation facilities, availability
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of loan and training facilities, etc., are required for satisfactory agriculturalmarketing.
Among all these problems, transportation charges are concerned as the major one by
the maximum number of farmers [2]. Even though India is a country with abundant
agricultural land, still its agricultural marketing has been defective since decades.
The Indian farmers fail to get reasonable price for the products even after their hard
work due to exploitation by the middlemen [3].

But over the years, the system has created several layers of intermedi-
aries,stretching the chain of supply and increasing the opportunity for cartels to form,
which in turn drive prices down for farmers and up for consumers [4]. According
to Goldman Sachs, middlemen have become like monopoly buyers in agriculture
marketing, allowing them to take advantage of any problem, but they will not pass
on the benefits to farmers or consumers [5].

Farmers’ protests have shown up on the headlines consistently in the past years,
and their distress over issues such as low prices, poor permissions for transport and
government-assured purchases has been clearly evident. While the 14 volumes of the
Dalwai Committee Report on doubling farmers’ income released last year provided
a road map for transition from a mere Green Revolution to an Income Revolution
for farmers, a parliamentary panel report submitted in the Lok Sabha on January 3
underlines that the country is yet to solve the ‘Riddle of Agriculture Marketing’ [6].

Sumbul Mashhadi discusses the restrictive nature of the Agricultural Produce
Market Committee (APMC) Act which is responsible for making the existence of
middlemen in agriculture inevitable, stripping off farmers their right on their produce
[7]. However, the very purpose of the act has been made redundant, and arguably
even counter-productive, over time. Illiterate or semi-literate farmers, who cannot
understand the concept of taxes in place, are at the advantage of middlemen and
agents in these markets who have a license to operate [8].

Government schemes for farmers:
NationalMission for SustainableAgriculture (NMSA) aims at promoting Sustain-

able Agriculture through climate change adaptation measures. The major thrust is
enhancing agriculture productivity especially in rain-fed areas while focusing on
integrated farming, soil health management and synergizing resource conservation.

Pradhan Mantri Krishi Sinchai Yojana (PMKSY) has the motto of ‘Har Khet
Ko Paani’ for providing end-to-end solutions in irrigation supply chain, viz. water
sources, distribution network and farm-level applications. It adopts state level plan-
ning and accurate execution that allows states to create their own based on District
Irrigation Plans and State Irrigation Plans [9].

E-NAM-National Agriculture Market (eNAM) is a pan-India electronic trading
portal which interconnects the existing APMC mandis to create a unified national
market for agricultural commodities.

The Paramparagat Krishi Vikas Yojana (PKVY) is an initiative to promote organic
farming in the country, according to which farmers will be encouraged to form
clusters and incorporate organic farming methods over large areas in the country.

Pradhan Mantri Fasal Bima Yojana (PMFBY) is the government sponsored crop
insurance scheme that integrates multiple stakeholders on a single platform [10].
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The income earned from crops depends on the prevailing market scenario, the
greed of middlemen, the process of selling the produce and other several factors.
Very often, the government-administered minimum support price (MSP) may not
even fulfill the cost of production. Farmers are then caught in debt traps. They require
money to pay back their loans, fund the next agricultural season and support their
family at the same time. Hence, they take loans again. Loan recovery processes may
be initiated, and these are often unethically aggressive in nature, even bordering on
the criminal [11].

CACP is a scheme for crop pricing to directly benefit farmers. The proposed
scheme promises to support farmers without disturbing the market [12].

Various measures are being taken by the West Bengal government to ensure that
middlemen have no role to play during its grain-buying activities. The government
is making a list of farmers who are recipients of benefits under the Krishak Bandhu
Scheme [13].

The current agrarian crisis in India is a result of two factors: failing to recognize
when the Green Revolution started giving low returns; and the economic impact
of subsidies [14]. With the goal of formulating a unified national market for agri-
cultural commodities by integrating Agriculture Produce Marketing Committees or
APMCs across states in India, the ‘National Agriculture Market’ or NAM scheme
was launched [15]. The government tried to modernize APMCs but ignored principal
economic drivers in the APMCs. Any law which forces farmers to sell in a speci-
fied area or reduces the supply of traders through licensing will lead to exploitation
of farmers [16]. Even the modernized ‘model APMCs’ of 2003 and 2017, retain
two provisions that give rise to cartelization: trader licensing and market monopoly.
Therefore, economics predicts that monopolistic behavior by the market committees
and cartel formation by the traders will ensue [17].

APMCs are not only in India. Variations of this law were implemented in many
other countries. However, over the years, South Africa, New Zealand, Australia and
others have repealed such laws. It is high time that India abandons this fundamentally
flawed legal policy in all its forms [18]. Farmers’ incorporation in the whole process
of marketing agricultural products can eliminate the need for middlemen totally,
agriculture minister Mahmoud Hojjati said [19].

Agriculture is the major sector of the Indian economy and is the principal liveli-
hood of about 58.4% of the country’s population. However, in India the agricultural
system largely remains inefficient and has been manipulated by middlemen [20].
One of the most successful propaganda under agricultural marketing initiative has
been the Rythu Bazars in Andhra Pradesh state of the country. Presently, there are
106 Rythu Bazars operating in the 23 districts of Andhra Pradesh [21].

While horticulture is on average more remunerative than other crops, cultivation
of perishable crops comes with its own set of problems. The retailer companies
like Ninjacart, Crofarm and KrishiHub persuade farmers to join them by assuring
them prices that are 15% higher than what local agents would pay. Farmers are kept
updated about demand for a crop, current prices offered and other details either via
apps or SMS [22]. Retailers and other wholesale customers can order through an
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app where they are offered better prices, on-time deliveries and a quality assurance.
There is also availability of product traceability [23].

After extensive research, it has been found that the total profit margin of
middlemen in the entire chain adds up to 75%. There are also high rates of spoilage,
as cargoes get repeatedly loaded and unloaded [24]. Food has to be made affordable
to all keeping intact the quality, and our target should be to end hunger and malnu-
trition in India. In an agricultural country, which proudly proclaims ‘Jai Jawan, Jai
Kisan,’ it is important that we truly respect the hard work of our farmers and make
them pay off.

2 Methodology

The frontend of the Web site is built using HTML5 (Hypertext Markup Language),
CSS3 (Cascade StyleSheet), JavaScript (ES6), Bootstrap and jQuery. HTML5 is
the most latest and enhanced version of HTML. HTML is a markup language. It
helps to define the layout of a webpage. CSS3 enhances the look of the Web site and
makes it more attractive by implementing different formatting schemes to themarkup
language. JavaScript is responsible for the transition and fluidity of thewebpage. ES6
does this with less amount of code. For the backend of the Web site, Flask is used.
Flask is a micro web framework written in Python. MySQL database is used to store,
retrieve and update the user data. It is an open-source relational databasemanagement
system, so we can have a record of what all the registered customers are doing on
the Web site [25].

Fig. 1 Welcome page with sign in tab, home tab, add to cart tab and notification tab
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As shown in Fig. 1, in the beginning, the Web site asks the user to ‘Sign In’ if
he/she is already a member and if he/she is a new customer, then theWeb site asks to
‘SignUp’ for it. During signing up, the preferred language is asked from the customer
so that we can assist the user in their language, and they feel more comfortable in
using theWeb site. On the home page of theWeb site, there’s a notification bar where
Government can put up notifications that are intended for the farmers. The farmers
will, therefore, remain updated with every amendments.

In Fig. 2, it has been shown that the farmers can put on display the available
products and commodities. On clicking on the ‘more’ option, the consumer can view
a wide range of available options with a particular seller. This has been shown in
Fig. 3. Also, the consumer can view the types of services offered by the seller under
the ‘Services option’ as shown in Fig. 4. As per Fig. 5, one can update their page
with the upcoming commodities or if there is any change in the schemes or pricing,
it can be notified to the user through this section. The farmers can update their blogs
with different photographs as well as videos of the commodities they want to sell.
This section can be viewed in Fig. 6. If a seller wants to open his/her shop for only a
particular time interval, it can bementioned in the ‘OpeningHours’ section, as shown
in Fig. 7. It is set to ‘24 h open’ by default. There are three different options to accept
payments. Payments can be accepted through PayPal, Credit/Debit cards as well as
cash, as preferred by the consumer. One can have a look at the payment section in
Fig. 8. And most importantly, if a user has got any query regarding anything, he/she
is free to contact the seller with the help of ‘Contact Us’ section. They can also
give reviews regarding the products or also lodge complaints. This is also help the
customers to efficiently and effectively choose the desired commodity or product

Fig. 2 A display of the available commodities
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Fig. 3 A wide range of display of the products available along with their rates

Fig. 4 Page showing different services available

from the right seller. And it will also create a sense of giving away the right product
in the sellers. A fair environment will thus be maintained. This is shown in Fig. 9.

3 Results

The desiredWeb sitewith all the necessary details and requirements has been created.
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Fig. 5 Any upcoming event or new schemes can be added here

Fig. 6 Videos can be uploaded of different products

4 Discussions and Conclusions

The Web site is of great help for the farmers. Customers, vendors as well as Govern-
ment can access the Web site. The Government can update the farmers with revised
subsidies through notifications. Farmers can be updated and made aware of the
grecent developments in the agriculture sector. They can also buy and sell the products
online.
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Fig. 7 Preferable time zone to allow shopping can be mentioned here

Fig. 8 Different payment methods
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Fig. 9 User can ask queries though this section
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Design of Low Power Barrel Shifter
Architecture by Using Proposed MUX
Based CORDIC in CMOS Logic

Mohammed Wajid Khan, V. Vannammal Revathy, and S. Kaja Mohideen

Abstract Shifters usually play an important role in all the operations in VLSI
computer systems. For example, barrel shifter is a fundamental block of many
computing systems due to its operational operation that it can shift and rotate various
multiple bits in one cycle. The barrel shifter can also be replaced for arithmetic and
the logical shifters as it uses the rotation of the data. It also provides both the shifting
of right and left arithmetically and logically. The design is purely MUX-based, and
therefore, designing a MUX for low power to use it as a repetitive block in the barrel
shifter will improve its efficiency. In this paper, an 8-bit barrel shifter using multi-
plexers (MUX) is implemented and is designed in cadence tool for demonstrating in
power and its functional operations. The paper analyzes and optimizes the area and
power of the barrel Shifter in 180 nm technologies. Cadence Virtuoso tool is used
for implementing the block.

Keywords Barrel shifter ·MUX · CMOS · DSP

1 Introduction

A. Barrel Shifter
The shifting of data in a circuit is one of the major requirements of key computer
operations; whereas shifting of a single bit is slow process, barrel shifter is a
combinational circuit with n data inputs and n data outputs with control inputs
that specify the shifting of the input data as the output and bit barrel shifter
require n, n-bit multiplexers. But n-bit barrel shifter requires n number of n-
bit multiplexers. If n is increased the circuit complexity also increases, i.e.,
circuit overhead, it leads to occupy more area and high power consumption
and also shows the effect on speed of the operation [1]. The latest technology
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used for constructing integrated circuits is complementary metal-oxide semi-
conductor (CMOS). The technology is being used in various digital and analog
logic circuits.
Barrel shifter is a digital circuit that shifts data word by a specified number or
bits [1]. It can be implemented as a sequence of multiplexers, and in such an
implementation, the output of one MUX is connected to the input of the next
MUX in a way that depends on the shift distance.
A barrel shifter forms a part of microprocessor CPU. Barrel shifter is often
required for performing data shift and rotation in many key computer operations
from address decoding to computer arithmetic. A significant reduction in area
and power required by the barrel shifter circuit is achieved by implementing
rightward operations as operations in leftward directions [2]. A significant
reduction in delay is possible by reducing the length of critical path.

B. Applications
• Several microprocessors incorporate it as a part of their ALU to provide fast

shift operations.
• Barrel shifter circuits are essential elements in the design of data paths for DSP

applications.
• Barrel shifters are often required for performing data shifting and rotation in

many key computer operations from address decoding to computer arithmetic
[2].

• It is used extensively in floating-point units, scalars, and multiplications by
constant numbers.

• A barrel shifter is a digital circuit that can shift a data word by a specified number
of bits in one clock cycle. It can be implemented as a sequence of multiplexers
(MUX), and in such an implementation the output of one MUX is connected to
the input of the next MUX in a way that depends on the shift distance [2].

2 Literature Review

Many researchers have done work in it with different architectures.
In 2007, Khan et al. [3] realized the ternary Toffoli gate and modified Fredkin

gate. Realization of the quantum circuits is done using generalized ternary gates and
Feynman gates and then is being replaced with their equivalent realization using
Muthukrishnan-Stroud gates. The ternary quantum gates realized by them are more
efficient and have less quantum cost. In 2010, Kotiyal et al. [4] proposed a proficient
architecture and design of a reversible ternary barrel shifter. The ternary barrel shifter
is being realized using the modified Fredkin gates (MFG) and the ternary Feynman
gates. In this, they used themultiple-valued reversible logic in order to design the (4:2)
ternary barrel shifter which was being attempted first time in the literature. In order to
calculate the quantum cost, they have used the MS-gate and shift gate which is being
used in the implementation of reversible barrel shifter. In this quantum cost, ancilla
bits and garbage output are being calculated. In 2012, Nia [2] proposed optimized



Design of Low Power Barrel Shifter Architecture … 729

(4, 2) reversible bidirectional logical barrel shifter, optimized (8, 3) reversible right
barrel shifter, and GRS-bit generation and optimized (8, 3) reversible normalization
logical left barrel shifter for floating-point arithmetic for the first time in the literature.
The proposed optimized binary shifters are designed using Feynman gates, Fredkin
gates, and Peres Gates. Some parameters such as the amount of garbage outputs, the
number of constant inputs, size of the circuit and quantum cost are being calculated.
In 2015, Lisa and Babu [1] proposed the two new designs of ternary barrel shifter:
First design is ternary unidirectional barrel shifter, and the second design is ternary
bidirectional barrel shifter. They even proposed the ternary peres gate which is being
used in the implementation of the proposed design the new technique to calculate
the gate complexity is also being proposed. And the comparison of garbage output,
ancilla bit and quantum cost are also being done. The compared results proved that
the proposed work is more efficient than the existing work.

3 Existing Architecture

A barrel shifter is part of a microprocessor CPU which can typically specify the
direction of shift left or right, the type of shift circular, arithmetic, or logical and the
amount of shift (typically 1 to n − 1 bits, but sometimes 1 to n bits). Barrel shifters
are generally used for the digital signal processors and general-purpose processors
to manipulate the data [2]. Barrel shifter consists of an array of transistors, as shown
in Fig. 5 in which the number of rows equals the word length of the data, and the
number of columns equals the maximum shift width. The control wires are routed
diagonally through the array [2].

The design of the barrel shifter is almost symmetric and can be done using repet-
itive combinational logic blocks. 2:1 multiplexer can be effectively used to design
n-bit barrel shifter [5]. This shows the block schematic of a 2× 2 barrel shifter using
four 2:1 multiplexers. If each multiplexer block is optimized for energy dissipation,
then the simulation time of the entire barrel shifter is reduced by a factor of nlog2n
times because the simulation of only onemultiplexer is enough to estimate the overall
energy dissipation and delay [6, 7].

4 Proposed Architecture

In this paper, we proposed a barrel shifter which further implemented in DSP appli-
cations; firstly for making as block in cadence, we proposed inverter and by using
different gates and we proposedMUX and then further made an entire block of barrel
shifter using cadence tool. Figure 2 showsMUS-based 2× 2 barrel shifter, and using
this, rotate and shift operation is been utilized and barrel shifter is made as a block
which can be used in many applications. Shifting of the data in the barrel shifter can
be as per the user requirement [8].
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Fig. 1 Block diagram of
existing barrel shifter

Fig. 2 MUX-based 2 × 2
barrel shifter

The left and right operations are implemented through inversion of the input and
output vectors, so the basic multiplexing function can perform both operations. The
number of multiplexing stages is relative to the width of the input vector [4]. A
shifter/rotator performs both arithmetic shift and rotation operations [8].

The operation is shown by using block how the shift and rotate operation is been
done as shown the block of operation from rotate and shift the test bench schematic
is shown in Fig. 4; the example is explained by using 2 blocks by taking 10-bit data
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Fig. 3 Schematic of 8-bit
logical right shifter

as 1,111,100,001, and the bits are rotated first and then shifted; similarly, the data
obtained are checked with shift and rotate operation which gives similar output.
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Fig. 4 Test bench of 8-bit
logical right shifter

As shown in Fig. 3 schematic block, there is three stages of multiplexers for 4-
bit, 2-bit, and 1-bit shift/rotation. A multiplexer output decides the operation to be
performed, i.e., shift or rotation. Inputs to this MUX are 0 and a7 [4]. Logical right
shift operation is performed if the MUX selects 0 [9, 10].

5 Comparison

The sinusoidal waves of frequency 400 MHz are applied as power clocks. For each
circuit, binary inputs are applied to check the correctness of the circuits.

Power consumption of all circuits is measured at 400 MHz clock frequency.
Thework is comparedwith the existedwork, and in support, the power dissipation

is further shown in Table 1.
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Table 1 Comparing the
power dissipation for all the
three architectures

Architecture Power dissipation (MW)

CMOS Proposed technique
(MUX-based)

Barrel right
shifter

11.62 7.96

Barrel right
rotate

16.46 12.33

Barrel right
shifter/rotate

21.55 18.23

Fig. 5 Schematic of the
barrel shifter

6 Designing and Implementation

The 8-bit barrel shifter circuit is simulated in 180 nm CMOS process technology in
Cadence Virtuoso. Figure 5 shows the schematic representation of barrel shifter. It
is clearly seen that for 8-bit barrel shifter, 6 transistors are used which compensate
the area and power. The schematic shows the CMOS logic implementation by using
various gates for both shift and rotate.

7 Results and Discussion

Simulation Result of 8-bit Right Shifter

The result shows that entire barrel shifter is simulated by using cadence, and the
demonstration clearly shows that the block is working perfectly.
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Fig. 6 Simulation result of zero-bit shifting

a. Simulation Result of Zero-Bit Shifting:
For the input a7a6a5a4a3a2a1a0 = 1000 0000, control inputb2b1b0 = 000.The
output r7r6r5r4r3r2r1r0 = 1000 0000, Fig. 6

b. Simulation Result of One-Bit Shifting:
For the input a7a6a5a4a3a2a1a0= 1000 0000, control input b2b1b0= 001. The
output r7r6r5r4r3r2r1r0 = 01,000 0000, Fig. 7

c. Simulation Result of Two-Bit Shifting:
For the input a7a6a5a4a3a2a1a0= 1000 0000, control input b2b1b0= 010. The
output r7r6r5r4r3r2r1r0 = 0010 0000, Fig. 8

d. Simulation Result of Four-Bit Shifting:
For the input a7a6a5a4a3a2a1a0= 1000 0000, control input b2b1b0= 100. The
output r7r6r5r4r3r2r1r0 = 0000 1000, Fig. 9

e. Simulation Result of Seven-Bit Shifting:
For the input a7a6a5a4a3a2a1a0= 1000 0000, control input b2b1b0= 100. The
output r7r6r5r4r3r2r1r0 = 0000 0001, Fig. 10.

8 Conclusion

The 8-bit barrel shifter using multistage structure reduces the effect of junction
capacitance and increases the speed of an operation for RISC processor. It can also
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Fig. 7 Simulation result of one-bit shifting

Fig. 8 Simulation result of two-bit shifting
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Fig. 9 Simulation result of four-bit shifting

Fig. 10 Simulation result of seven-bit shifting
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reduce the power consumption for low chip area to minimize the fabrication cost. In
this paper, operation of barrel shifter was designed using cadence. The circuits are
designed using static CMOS logic. CMOS logic can be used for the circuits where
low power consumption is the main goal. Barrel shifters designed using CMOS logic
can be used in DSP processors and microprocessor where high speed and low power
are needed [11].

We have presented an approach to realize the unidirectional barrel shifter which
consumes less power and the less no. of gates in its implementation. This work can
form an important move in CMOS technology. It has the application in the various
fields like quantum computing, nanotechnology, DSP technology, and in designing
of low power CMOS circuit.
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Efficient HDL Implementation of Turbo
Coded MIMO-OFDM Physical Layer

Yanita Shrimali and Janki Ballabh Sharma

Abstract MIMO-OFDM is outstanding framework for fast data transmission over
remote channel. In this chapter, turbo coded MIMO-OFDM (TC-MIMO-OFDM)
physical layer implementation using VHDL is presented. In the proposed archi-
tecture, in order to achieve high throughput and low complexity, efficient Log-
MAP turbo encoder/decoder and pipelined FFT processor is employed. Single
delay feedback-based pipelined memoryless FFT/IFFT processor helps in achieving
improved area and power efficiency, whereas high speed and good error correction
capacity are obtained by Log-MAP turbo decoder. Simulation results obtained using
Xilinx ISE Design suite are compared with state of the art architectures verifies the
efficiency of the proposed system.

Keywords MIMO · OFDM · Turbo code · FFT

1 Introduction

To upgrade the speed and most prominent measure of data transmission MIMO-
OFDM system have been created [1].

In MIMO-OFDM system framework, OFDM method is combined with multiple
input multiple output signal processing method and has been adapted in different
wireless communication application systems [2]. MIMO-OFDM is a communica-
tion technology having multiple antennas for transmission and receiving end with
different coding and decoding schemes at input and output, respectively [2]. Error
correcting coder such as viterbi encoding-based MIMO-OFDM system has already
been developed [2–4]. In [3], MIMO-OFDM transceiver system has been designed
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using convolutional encoding and veterbi decoding. FPGA implementation architec-
ture of MIMO-OFDM physical layer using conventional coding/decoding methods
has been reported in [4].

Recently, turbo coding schemes have been utilized in MIMO-OFDM systems to
achieve high throughput [5, 6].

However, SOVA and MAP decoding algorithm for turbo coding/decoding and
their VHDL implementation have been reported [7–9]. MAP decoding scheme is
considered as more efficient than SOVA [7–9]. FFT processors are used to generate
sub-carrier in OFDM system, therefore, FFT processor is also vital in MIMO-
OFDM physical layer system framework. Different architectures of FFT processor
forOFDMapplication, such as parallel, pipelinedwith feedback (MDFandSDF), and
with memory/without memory, have been developed [10]. An improved pipelined
memoryless FFT processor architecture using single-path delay feedback scheme,
and its efficient FPGA implementation has been reported in [11–13].

The major contribution of the proposed research work is the use of efficient
pipelined single delay feedback (SDF) memoryless FFT processor architecture
and turbo decoder using Log-MAP algorithm to improve the throughput, power
and FPGA-based hardware requirement and complexity of MIMO-OFDM phys-
ical layer. In OFDM systems, the use of turbo encoder and FFT processor provide
high throughput in comparison with convolution and other conventional codes [10].
Therefore, a software (MATLAB)-based scheme for turbo coded MIMO-OFDM
(TC-MIMO-OFDM) physical layer has been reported in [5, 6]. Turbo codedMIMO-
OFDM systems with different receiver and detector architectures have been reported
in [14–16]. Similarly, the performance of OFDM system improved by the use of
improved FFT processor architectures in comparison with conventional architec-
tures. Low power FPGA implementation of TC-OFDM physical layer has been
reported in [10], but, FPGA implementation of TC-MIMO-OFDM physical layer
has not been explored.

This paper presents VHDL realization of turbo coded MIMO-OFDM physical
layer framework. Proposed system uses efficient FFT/IFFT processor and MAP
algorithm-based turbo coder. Xilinx ISE Design suite 14.2 is used implement the
proposed system and the simulation results are compared with [4]. Efficacy of the
proposed design is verified by the comparison analysis results.

Organization of the chapter is as follows, in Sect. 2 review of MIMO-OFDM
system model is described. Details of the proposed TC-MIMO-OFDM architecture
are described in Sect. 3. Synthesis and simulation results are presented in Sect. 4,
whereas in Sect. 5 conclusion of the work is presented.

2 Overview of MIMO-OFDM

Conventionalwireless communication systems, single input and single output (SISO)
signal processing technique are used. But, this method suffer with the limitation that,
its capacity cannot be increased to a great extent without increasing the transmitted
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Fig. 1 MIMO principle

Tx Rx 

spectrum power [1, 2]. OFDM system is also a SISO system. Moreover, MIMO
system uses multiple antennas for transmitting and receiving (as shown in Fig. 1),
with appropriate channel decoding scheme [2]. A MIMO system exploits the spatial
diversity in multipath scattering system, in order to enhance diversity gain, capacity
gain and to reduce signal fading. Multiple types of realizations of MIMO system
have been reported and details are available in [1].

3 Proposed Efficient Turbo Coded MIMO-OFDM Physical
Layer

This section describes proposed TC-MIMO-OFDM physical layer system frame-
work. In the proposed system, implementation, pipeline memoryless SDF
architecture-based FFT/IFFT processor [10] and turbo coder with Max-MAP algo-
rithm [7] are employed. Proposed system architecture is depicted in Fig. 2, where
Fig. 2a depicts the transmitter and Fig. 2b shows the receiver system architecture.

To obtain improved performance inOFDMphysical layer transmitter and receiver,
turbo coder based on MAP algorithm and FFT/IFFT processor without memory
and based on SDF pipelining process is used. Used FFT/IFFT processer configura-
tion reduces the power requirement and system complexity. High throughput, low
complexity, high speed, etc., are some of the advantages offered by the proposed
system architecture.

At transmitter, two input data sequences are encoded firstly by (rate 1/3) turbo
encoder and parity bit0 and bit 1 are produced according to rate systematic bit Fig. 3a.
The encoded bits are interleaved by a block convolution interleaver shown in Fig. 3b.

Thereafter, in order to minimize burst error probability, block convolution inter-
leaver is employed to interleave the encoded data bit. This is followed by a quadratic
amplitudemodulation (16-QAM)constellationmapping, this data ismapped toQAM
symbols in interleaved form [6]. First, pilot symbol is inserted according to pilot
pattern. The mapped information is fed to parser split into two output using spatial
multiplexing [2]. Proposed system is 2 × 2 MIMO-OFDM physical layer system
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(a) Proposed 2X2 efficient TC-MIMO-OFDM transmitter  

(b) Proposed 2X2 efficient TC- MIMO-OFDM receiver 
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Fig. 2 Proposed efficient turbo coded MIMO-OFDM physical layer transceiver

so it has two transmitting and two receiving antenna at the transmitter to transmit
information and receiver to receive information. Efficient IFFT receive information
from MIMO parser using spatial multiplexing and then fed to cyclic prefix. N data
bit-sized cyclic prefix is inserted to avoid the inter-symbol interference [4].

At 2 × 2 MIMO-OFDM receiver, receivers are received information from two
different transmitting antennas at inverse cyclic prefix (CP) block to remove preamble
after that it convert into frequency domain.

Next, the information data are collected at MIMO detection unit and inverse
operations of multiplexing, mapping and interleaving are performed. System is then
decoded by a turbo decoding process, by employing a soft-decision MAP decoder
[5] turbo decoder. Most likely transmitted sequence for a received data sequence is
determined by the turbo decoder using Max-MAP algorithm [7].

The details ofmain blocks used in the proposed TC-MIMO-OFDMare as follows:

Turbo Encoder/Decoder

Turbo encoders/decoder (shown in Fig. 3a) use parallel link strategy-based recursive
systematic convolutional (RSC) encoders isolated by a interleaver [7].

Rate 1/3 and coefficients [111; 101] are chosen for the conventional encoder.
MAP decoder-based turbo decoder is employed to decode input sequence bit

stream. Max-Log-MAP algorithm [6] is used with each MAP decoder [5]. Inputs
like parity bit (par0), systematic bit(sys) and deinterleaved bit (w3) are used in MAP
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Fig. 3 a MAP algorithm-based turbo decoder block diagram. b Block diagram of convolutional
interleaver

decoder1 to generate llr0 (extrinsic information).Thereafter, the output of the MAP
decoder 1 is applied to MAP decoder 2 after interleaving.

In decoder 2 parity bit 1(par1), input systematic bit sys) and interleavedbit (w2) are
used. Inverse interleaving operation is performed by deinterleaver. The deinterleaved
information (w3) of decoder 2 output w2 is applied to decoder 1. In order to decode
the received input sequence, above steps are repeated iteratively.

Interleaving/De-Interleaving

As mentioned in [4–7], “interleaving process protects the data from burst errors
during transmission. For this, the incoming data is broken into blocks and the bits
within a block are rearranged such that adjacent bits become non-adjacent to each
other. By this adjacent bits within an OFDM symbol are placed on non-adjacent sub-
carriers.” At the receiver, de-interleaving rearranges the bits into original sequence.

Constellation Mapper/De-mapper

OFDM is digital modulation as well as multiplexing technique. So we have chosen
PSK as digital modulation technique. 16-PSK (16-QAM) has been used to evaluate
the efficacy of the proposed system.
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Fig. 5 Radix-2 DIF butterfly
diagram of four-point FFT
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-

Cyclic Prefix/Inverse Cyclic Prefix

The cyclic prefix acts as a guard interval to protect the OFDM signals from inter-
symbol interference. It is created by copying the end part of the symbol. Inverse
cyclic prefix is used to remove prefixed data bits that are used at the transmitter.

Efficient FFT/IFFT Processor

FFFT/IFFT is the key of MIMO-OFDM physical layer systems for generation of
multiple sub-carriers. For this, fast speed, low complexity processors are required.
Therefore, a four-point memoryless FFT processor with single-path delay feedback
pipeline configuration is used in this proposed system. Figure 4 depicts pipelined
FFT/IFFT architecture.

Four parallel 16 bit input sequence information obtained from the parser subblock
is applied to 2× 1 multiplexer with the help of selection line (0). Further, processing
is performed with the help of element unit (DU1, DU2 and DU3) and the respective
delay-line buffers, details of the architecture are available in [14].

Further, for FFT operation at TC-MIMO-OFDM transmitter, it is received at the
end of the 2 × 1 multiplexer (2:1 mux).

For IFFT operation at TC-MIMO-OFDM receiver selection line of multiplexer
is 1, and one additional processing unit is employed to perform conjugate operation
([]*). For this, 2s complement is applied on the imaginary part of complex valued
number. Hardwired shift operation is utilized to implement divide by four operations.
Proposed FFT/IFFT system details are available in [11–13] for ready reference.
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Fig. 6 Turbo coded MIMO-OFDM transmitter simulation result

The architecture as shown inFig. 5 has twobutterfly desire unitDU3andDU2.The
DU2 and DU3 are reported in [12, 13]. The architecture is using complex constant
multiplier with reconfigurability, which eliminates the need of ROM.

4 Implementation Results and Comparative Analysis

Proposed TC-MIMO-OFDM transmitter and receiver is implemented using Xilinx
ISE simulator ISIM 14.2. Figures 6, 7, 8 and 9 show the simulation and synthesis
results for 143 sub-carriers with using rate (1/3) coding. Figure 8 shows that in the
implemented TC-MIMO-OFDM receiver 4 bit output is generated from received
143 sub-carriers. 127 subcarrier convert into frequency domain to time domain or
vice-versa through efficient 4 point 16 bit FFT/IFFT processor and 16 bit preamble
insert by cyclic prefix. To modulate the sub-carrier, 16-QAM modulation technique
is used. Simulation and synthesis results of intermediate steps are shown in Figs. 10,
11, 12, 13, 14, 15, 16, 17, 18, 19, 20 and 21.

Table 1a, b shows the simulation results,where inTable 2, the comparative analysis
of the proposed design are presented. It is evident that the proposed design has low
complexity and overall low hardware requirement.

5 Conclusion

In this work, VHDL implementation of fast and efficient TC-MIMO-OFDM system
model is reported. Turbo decoder and efficient four-point radix-2 FFT processor
are employed in the proposed design to investigate their performance in MIMO
configuration. The simulation results show that the proposed TC-MIMO-OFDM
architecture is having improved throughput and complexity with reduced hardware.
Proposed design can be utilized in wireless communication applications.
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Fig. 7 Turbo coded MIMO-OFDM transmitter synthesis result

Fig. 8 Turbo coded MIMO-OFDM receiver simulation result
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Fig. 9 Turbo coded MIMO-OFDM receiver synthesis result

Fig. 10 Simulation result of turbo encoder (1/3 rate)
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Fig. 11 Turbo encoder of TC-MIMO-OFDM physical layer transmitter system synthesis result

Fig. 12 Turbo decoder simulation result
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Fig. 13 Synthesis result of turbo decoder of TC-MIMO-OFDM physical layer receiver system

Fig. 14 Efficient FFT pipeline processor of TC-OFDM physical layer receiver system synthesis
result
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Fig. 15 Efficient IFFT pipeline processor synthesis result

Fig. 16 Mapper simulation result

Fig. 17 Simulation result of de-mapper

Fig. 18 SIPO simulation results
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Fig. 19 PISO simulation results

Fig. 20 Cyclic prefix simulation result

Fig. 21 Inverse cyclic prefix simulation result

Table 1 a Proposed turbo codedMIMO-OFDMtransmitter device utilization summary,b proposed
turbo coded MIMO-OFDM receiver device utilization summary

Device utilization summary (estimated values)

Logic utilization Used Available Utilization (%)

(a)

Number of slices 4557 10,752 42

Number of slice flip flops 2912 21,504 13

Number of 4 input LUTs 8261 21,504 38

Number of bonded IOBs 1122 448 250

Number of GCLKs 1 32 3

(b)

Number of slices 4287 10,752 39

Number of slice flip flops 2148 21,504 9

Number of 4 input LUTs 8078 21,504 378

Number of bonded IOBs 1082 448 241

Number of GCLKs 1 32 3
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Table 2 Comparative analysis of proposed scheme

Design No. of slices No. of flip flop LUTs RAM/ROM

(a) Transmitter

[4] 3176 4876 4621 13

[17] Total (Transmitter and
Receiver)

28,571 – – 134

[18] 3090 4784 4505 11

[19] 3087 4790 4509 11

Proposed 4557 2912 8261 0

(b) Receiver

[4] 3622 5032 4899 10

[17]* Included with transmitter

[18] 3282 4692 4389 8

[19] 3282 4820 4523 8

Proposed 4287 2148 8078 0

*Values of total hardware (transmitter and receiver) requirement is provided in Table 2a
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Design of a 2–30 GHz Low-Noise
Amplifier: A Review

Krishna Datta, Srikanta Pal, and Vijay Nath

Abstract LNA is the first component after an antenna in any RF receiver system
and therefore plays a key role in determining most of the key parameters of the
RF receiver like noise figure, gain, linearity, and stability. For designing an LNA,
its effect on every of these parameter has to be kept in mind. In this paper, the
steps of designing a wideband LNA in the RF band 2–30 GHz have been studied
with references from various previous works done on wideband LNAs and some
application-based approaches on the discussed band. The technology studied has
been restricted to Cadence CMOS technology.

Keywords LNA ·Wideband · UWB · ZigBee · Bluetooth · Topology

1 Introduction

As the want of data with higher and higher speed is increasing, there comes the need
for highly sensitive receivers with very large bandwidth for faster wireless communi-
cation systems. The difficulty in maintaining a decent trade-off between noise, gain,
bandwidth, linearity, stability, and power consumptionwith a decreased size forwide-
band topology can be improved by the performance of an LNA. To improve these
trade-off, different researchers have studied and published various topologies and
designs for wideband LNAs. A low-noise amplifier (LNA) is an electronic amplifier,
which is found in RF transmitter or receiver, and its job is to amplify a very low-
power signal and not degrading its signal-to-noise ratio significantly. LNAs are used
to amplify weak signals that are just above the noise floor.
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Table 1 Standard radar
frequency letter band
numenclature

Band designation Nominal frequency range (GHz)

S 2–4

C 4–8

X 8–12

Ku 12–18

K 18–27

Ka 27–40

Freciever = Flna+ Frest− 1

Glna
(1)

By using LNA so close to the signal source, the effect of the noise from the
subsequent stages of the receiver chain in the circuit is reduced by the signal gain
created by an LNA. The LNA design is important because of various reasons which
are discussed below:

(i) NF of the receiver system is mostly dominated by the NF of the LNA,
(ii) The LNA gain helps in reducing the NF, that is contributed by the rest of the

components.
(iii) Linearity of the LNA can control how much the receiver sensitivity is

compromised.

This can be proved by the Friis’s noise formula [1] given in Eq. (1). A good LNA
has low noise figure, good gain, and a large enough intermodulation and compression
point (IIP3 and P1dB) and impedence matching. The frequency range 2–30 GHz
includes.

S, C, X, Ku, K, Ka bands as defined in the IEEE standard letter designations for
radar frequency bands (Table 1).

So, the LNA designed for the whole band 2–30 GHz will be giving good perfor-
mance for all the above-defined frequency bands. Some examples of distributed
amplifiers are shown in [2–4] for their wide input matching characteristics. But these
cases suffer from high power consumption, low gain, and large chip size. In [5], a
UWB LNA is designed, whose input network in embedded in three-section Cheby-
shev filter, which had helped achieve good gain, linearity, low noise with good wide-
band performance but increased chip area. In [6], there is cascade of two different
topologies.

This paper is organized as follows. Section 1 gives theworking idea of an LNAand
introductory gist of the reference literatures which have been studied and reviewed
here. Section 2 gives the core LNA topologies that have been most used until now
for wideband applications. Section 3 covers some ways of the processes used to
improve upon the performance parameters over those core topologies. Section 4
gives the comparison of all these works, in order to determine the best topology.
Section 5 is the conclusion drawn from this study. Section 6 is the references that
have been used.
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2 LNA Topologies

Low-noise amplifier is the first block of any RF receiver and therefore is the most
important par also. It should be matched with the antenna output for the maximum
transfer of power, because the already weak signal received by the antenna cannot
be compromised further by poor matching. The properties of an antenna are its
excellent input and output matching and large gain. In order to optimize the low-
noise amplifier design, a topology should be selected, suitable for low-power and
low-voltage applications. For optimum performance, common topologies used for
LNAdesign are discussed. In case of shunt series feedback common source topology,
it exhibits trade-off among gain, small noise figure, low power consumption, decent
input and output matching. On the other hand, for common gate topology, the gain is
lesser than 10dBand showsvery lowpower consumption and significant noise,which
is contributed by the MOSFET. For resistor termination common source topology,
the noise figure is increased by the thermal noise of the resistors. The minimum noise
figure possible in this topology is 3 dB. In inductive degeneration common source
topology, it shows low power consumption but the isolation is improved in cascode
inductor source degeneration topology which can give the same LNA performance
but with very low power consumption. The cascode inductor source degeneration
topology gives more gain and a less noise figure. Therefore, there are several basic
types of topologies for low-noise amplifier. Figure 1 below shows the topologies of
LNA:

After deciding on the suitable topology, the corresponding input and output
matching network is designed and maximum transfer of power from antenna is to
the amplifier and from the amplifier is to the next stage of the circuit (Fig. 2).

3 3. Wideband LNA Topologies

The most common core topologies that have been used for wideband applications
for LNA design are (1) inductive degenerated common source topology (IDCS)
and (2) common gate(CG) topology. Some literatures that have used IDCS as core
topologies are [7, 8] and some literatures that have used common gate are [9]. The
CG has much better noise performance at higher frequencies, when compared to
the IDCS topology. But at lower frequencies, the IDCS topology shows better noise
performance. One more advantage of IDCS topology over CG topology is that it
mostly shows more gain caused by the input matching network. In IDCS, the source
impedance is matched by the series resonance while in CG topology a parallel one
is used. The quality factor is generally greater for a series resonance than the one at
the resonance frequency, thus increasing the transconductance of the input transistor.
And also, the quality factor of a parallel resonance is same as the one at the resonance
frequency. Yet, IDCS becomes more sensitive to parasitic and process variation since
it has high quality factor at the input matching network. In CG topology, maximum of
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Fig. 1 Fundamental topologies of LNA: 1—Shunt series feedback common source; 2—resistive
termination common source; 3—common gate; 4—inductive degeneration common source; 5—
cascode inductor source degeneration

Fig. 2 A typical LNA design

the parasitic at the input can be absorbed into its structure, thus reducing their effect
on the circuit performance. This comparison is summarized in Table 2. By studying
[10] Table 2, CG LNA has far more advantages over IDCS LNA. If the problem
of noise performance and effective transconductance value for CG can somehow be
overcome or controlled, the CG LNA can prove to give far better performance than
IDCS LNA.
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Table 2 Advantages (+) and
disadvantages (−) of LNA
stages

Parameter IDCS CG

Effective gm + −
Noise factor + −
DC power − +
Parasitic − +
Reverse isolation − +
Sensitivity − +
Input matching − +

In the literature [6], a combination of topologies has been used, CG for wideband
input matching and second common source (CS) stage for its high gain to make up
for the low gain of the first stage.

4 4. Study of Different LNA Designs

In [6],the CG amplifier is used as the first stage instead of CS amplifier because CG
has lower quality factor than CS amplifier and thus can achieve input matching for
wideband operation. The CG stage has to have lesser number of passive elements
than CS stage in order to attain the same bandwidth. CG amplifier has a drawback
of lower gain. Therefore, the CS stage is used as the second stage, which ultimately
increases the overall gain of the LNA. Source degeneration of M3 is used to tackle
the trade-off factor between N.F & nonlinearity (Fig. 3).

FOM or figure of merit is a standard to compare various performance metrics of
LNAs with same type of functions. As given in [6], FOM uses gain, noise figure,
bandwidth, and power consumption to calculate its value:

FOM = (B ·W )GHz× Gain(dB)

(F − 1)dB× PmW
(2)

Another very good example of a wideband LNA is discussed in [12], where a gain,
a cascade of cascaded complementary CG (CCG), and CS topologies are used. CG
has higher gain at lower frequencies and CS has higher gain at higher frequencies.
The CCG technique helps in achieving smaller chip size, lower DC power and also
achieves wider bandwidth and better linearity.

5 Application-based designs

LNA designed in the large frequency range 2–30 GHz can be used in multiple
applications like:
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Fig. 3 Proposed LNA in [6,
11]

1. Bluetooth (2.402–2.48 GHz)
An example for LNA designed for specifically Bluetooth application is shown
in [13]. In this paper, an LNA with cascode topology is employed using 45 nm
CMOS technology. TheMOSFETsQ2 andQ3 form the core IDCS topologywith
Q2 being the input transistor andQ3 being the cascode transistor, which therefore
increases the gain and improves isolation between the input and output. The
output port is taken from the source of the cascode transistor. The combination
of C1, C2, L3 forms the input impedence matching network. The combination of
L2, L4, and Q3 is responsible for keeping the input impendence as close to 50 �

as possible. The whole combination of C1, C2, L2, L3, L4 and transconductance
(gm3) and gate-to-drain capacitance (Cgs3) of Q3 should be such that the input
impedence, Zin = 50 �, and the imaginary parts of Zin cancel each other out.
Since the parasitic capacitance is in the order of femto farads, C3 is employed so
that the inductor values do not reach unrealizable value and thus a sound design
can be made. L1 is used for gain peaking at 2.45 GHz and transistor Q1 is used to
improve nonlinearity by using intermodulation distortion (IMD) technique. By
this technique, Q1 is said to be a folded PMOS IMD sink, whose biasing and
width were chosen such that it cancels the third-order nonlinearities introduced
by Q3.
For Bluetooth application, narrowband performance is required and it is to be
centered at 2.45 GHz. For narrowband application, FOM is given by

FoM = Gain(dB)X f (GHz) × P1dB(dBm)

(N · F − 1)dB× Pdc(mW)
(3)
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Here, FOM gives more importance to the LNA power consumption, since BLE
systems has a limitation of low power. Gain, f, P1 dB, N.F, and Pdc are the
|S21|, operational frequency, noise figure, DC power consumption, and 1-dB
compression point, respectively.

2. Ultra-wide band (UWB)
According to the definition given by FCC, an UWB signal is any emitting signal
that has a fractional bandwidth, whose value is greater than or equal to 0.20
or has a bandwidth greater than or equal to 500 MHz, unrelated to the frac-
tional bandwidth. The operational frequency bands of UWB, according to the
FCC, are below 960MHz, 3.1–10.6 GHz, and 22–29 GHz. The allowed effective
isotropic radiated power (EIRP) is less than −41.3 dBm/MHz. A LNA specifi-
cally designed for UWB band 3.1–10.6 GHz has been studied and presented in
[5]. Here, in order to make reactive part of the input impedance resonate over
the whole band, i.e., 3.–10.6 GHz, doubly terminated three-section passband
Chebyshev filter structures are used. Thus, a good noise performance and also a
wideband input match are achieved. Noise match is almost equal to power match
for MOS devices [14].

3. ZigBee
Ghadimipoor and Garakani [15] discuss a simple design of LNA for ZigBee
applications working at 2.4 GHz. This is using IDCS topology with RC feed-
back for noise cancelation. Varactor, which uses a frequency tuning technology,
that helps in dealing with the problem of frequency drifting due to process vari-
ation and unexpected parasitics, is used instead of capacitors in LC tank circuits
placed at the input and output side. The varactor is implemented by using aMOS
capacitor, that is being voltage-controlled. The drain source acts as the bottom
plate of the varactor area and the gate acts as the upper plate of capacitor. The
body of the MOS is connected to a controlling voltage through a resistor, which
blocks the signal leakage.

4. WiMax
Wang and Chen [16] discuss an LNA designed using core topology CG, for
its excellent wideband input matching. But this topology comes with high noise
contribution and low gainwhich are accomplished by two common source stages,
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which act as a noise canceling and also gain enhancement technique. This is done
by increasing the transconductance of the MOSFETs in the common source
stages.

5. Satellite applications

Wang and Chen [17] have designed an LNA for satellite applications. The LNA
mustwork in awide dynamic range. So, for even performance, itmust exhibit variable
gain. This is achieved by two gain control techniques: (1) parallel current distribution
technique and (2) adjustment of impedence at the output by altering the Q-factors of
the parallel LC tank circuits. The first method has cascoded common source (CS),
several parallel common gate (CG), and output impedence stages. Gain is controlled
by changing the current flowing through each of the common gate stages. The latter
method uses negative resistance modes to change the parasitic series resistance of
inductance of load tank circuit. The wideband interference rejection is enhanced
by decreasing the gain in current distribution mode and enhancing the gain in the
negative resistance modes.

6 Comparison Table

Due to restriction in space, the comparison table is added at the end of the paper
(Table 3).

7 Conclusion

This paper provides a summary of LNA design for wideband applications that have
been discussed. Some examples have been provided, where similar work has been
done inside the 2–30 GHz band, with some application-based approaches, whose
frequency bands are fixed according to their individual operation. A comparative
study have also been provided among the studied papers.
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Table 3 Cross-platform comparative performance

Parameter [6] [5] [13] [17] [16] [15] [12]

Technology 0.18 µm 0.18 µm 45 nm 0.18 µm 0.18 µm 0.18 um 65 nm

LNA
topology
used

CG + CS IDCS IDCS CS + CG CG + CS IDCS CG + CS

Power
supply (V)

1 1 1 1.8 1.8 1.2 1

Bandwidth
(GHz)

8.5–20 2.3–9.2 2.4–2.5 2.6 1–5 2–2.7 7.6–29

Gain (dB) 11.13 9.3 14.1 14.5–34.2 21–25 15.1 10.7

N.F (dB) 2.1–3.2 4 1.42 1.25 2.6–3 2.1 4.5–5.6

S11 (dB) < −9.44 <−9.9 −18.4 < −18.9 < −7 < −10

S12 (dB) < −60 < −43 – – – – –

Area (mm2) 0.116 – – – – 0.66 0.3

IIP3 (dBm) 0.96 −6.7 18.6 4.52 – −2 –

1-dB
compression
point (dBm)

– −15 −9.87 – – – –

Power
consumption
(mW)

5.4 9 1.98 23.85–28.17 14.5 12 12.1

FOM 15.1–28.4 – 4 – – – –
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Ad Hoc Network Using UAVs in Indian
Farms: A Review

Shivanta Sahoo, Yash Gupta, Vijay Nath, and Srikanta Pal

Abstract Agriculture is repeatedly affected by threats like wild animals, insects,
droughts and floods. It is important to safeguard the farmland from various natural
disasters and maintains the quality of crops to meet the consumer demand. For this
purpose, the Government of India (GOI) has presented a number of rural plans all
through the nation to assist the agriculture sector. The farmers need to monitor their
crops to ensure the final product is undamaged and well grown. With the help of
UAVs, the information related to the farmland could be gathered and sent to the
farmer from time to time. But many of the Indian farms are located in deep remote
areas with erratic geographical conditions where telecommunications or Internet
services are difficult to maintain. So, the motivation of this research is to provide the
farmers of our countrywith proper access to communication andmonitoring farmland
by using UAVs connected together by an ad hoc network. The ad hoc network will be
able to maintain direct line of sight communication with uninterrupted connectivity
in hilly areas and mountains. These connected UAVs can scan the crops and act as
surveillance from intrusions.

Keywords Agriculture · Ad hoc network · Unmanned aerial vehicles (UAV) ·
Communication technologies
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1 Introduction

In India, agriculture accounts for only about 17% or so in our GDP, and about 13%
in our exports, it is a very important sector. This is because our agricultural output
has a major role to play both in our service sectors and also in industrial sectors
by way of producing the raw materials and demands for industrial products. Over
50% of our workforce are employed directly in the agriculture sector and only when
their income levels improve, the country as a whole can achieve mid-income status.
As it is, based on the population and output, one can say that the average income
level of people employed in agriculture in only one-fourth of the average earning of
those employed in service/industry sectors. Here, we review a number of solutions
and current developments under e-farming. The improvements under e-farming have
given us many options to increase productivity by using sensors and networks. Here
we suggest developing an ad hoc network using UAVs to establish a communication
environment and use them for digital imaging and data collection at the time of
natural calamities like floods, droughts, forest fires and landslides.

Saurabh Dwivedi et al. provided a method to educate and provide information to
the farmers relating to different fields like market value of products, information on
fertilizers, information of new farming techniques and various schemes provided by
government to farmers on loans and capital investments [1].

TamoghnaOjha et al. in their research article provided an introduction of available
wireless sensor networkswith a brief case study. The existing solutions are discussed,
and then newmethods are proposed with future developments. We also get an insight
about how wireless sensor networks can be used in farming and its potential for
agricultural purposes [2].

Takashi Furuta et al. provided a model for the farmland with agricultural support
system for rice plantation whose field servers are mobile. The servers can work with
a mobile battery, have a camera and can use free local networks. Servers are the cores
of the computing network, and in a big farmland, the servers pose a hindrance to the
farm work. So the movable field server provides a possible solution [3].

Jeongeun Kim et al. presented a review on hardware configurations of UAVs for
agriculture use. Control systems for operating agricultural UAV were introduced,
and applications of UAVs were classified. Discussion was made in-depth about the
limitations and technology trends. A multi-robot system was suggested to provide
solutions and improve the limitations of a traditional smart farming system [4].

Santiago González et al. gave a plan for monitoring architecture used in agricul-
ture. The prototype used low cost hardware to deploy the wireless sensing network.
Geolocation and videos of prescribed area are done with the use of GPS sensor
and webcam. Practical demonstration was done to simulate the operation. A method
was suggested to optimize the consumption by means of an energy-aware routing
protocol, which will keep the network operational while extending the time of life
on nodes with higher connectivity level and energy demand [5].

Pavan Sikka et al. presented a large heterogeneous sensor network having 60
nodes. This sensor networkwas powered by solar and could operate for over 6months
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including mobility. It had 2 types of sensors and 4 different classes of sensors.
Farmland animals were tracked using GPS. The operated network was designed in
a way to ensure 24/7 connectivity is maintained with the Internet via a dedicated
high-gain radio link [6].

EvsenYanmaz et al. provided a high-level architecture for the design andoperation
ofUAVsandground stations under dronenetworks.Thenetwork capabilities ofUAVs
were designed with the principles of the proposed architecture. Observations of the
results were made for an effective improved design of drone networks, particularly
for dynamic applications [7].

Paolo Tripicchio presented vision-based technique to analyze the characteristics
of soil. This method was used in the plowing type discrimination. Two different
algorithms were developed. Experimental tests were shown, and the methodology
was able to provide a significant classification of the farmland’s plowing depths [8].

Peerasak Serikul et al. did a research, meant to propose a cultivating application
dependent on the Internet of things. The prototype of a smart capsule was created to
estimate the humidity in paddy bags. Node MCU ESP8266 microcontroller and the
SHT21 humidity sensor were utilized to send data to the Blynk server over a Wi-Fi
network. The C+ + code for the microcontroller was written using Arduino IDE.
The Blynkmobile application was utilized to monitor and display real-time humidity
data on a digital screen. Humidity data were then collected and analyzed to develop a
paddy crop storage system. The system developed monitored the humidity of paddy
crop in order to avoid excessive humidity and maintained the crop quality [9].

Prusayon Nintanavongsa demonstrated how the movements of sensor affect the
network communications within a farmland. The sensors are placed on UAVs. The
farmland was inspected with these sensor-equipped UAVs. Through an experimental
demonstration, the effect of overall network throughput by mobility of sensors was
done as well as determination of optimal UAVmobility profile was made. The profile
made yielded an optimal network throughput [10].

Sinung Suakanto et al. structured reasonable model and framework for decision
support of smart farming with network sensor applications to help farmers with
necessary tasks. A theoretical model included six parts responsible for manage-
ment, planning, monitoring, information distribution, decision support, and control
action. A comprehensivemodel using Internet of things (IoT) approachwas proposed
which was applied to farmland. This model was given to provide solution to farmers
dealing with the problems of task management and planning, environment factors
measurements, and information distribution [11].

Anton Louise et al. made an approach for multi-depot, fuel constrained coverage
path planning. Target coverage was fragmented into smaller areas on the basis of
number of available charging depots. Furthermore, each region then divided into
number of cells with area equivalent to the camera field of view when UAV was
flying above the farmland at a height of 3 m. A number of possible routes were
generated and then fed into optimization scheme to find out the optimal path keeping
in consideration the fuel levels and the availability of recharging depots in the farm-
land. The optimization yielded a considerable improvement in obtaining the route
that would give the shortest distance that the UAV should follow to cover the given
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Fig. 1 Proposed UAV network

area of interest within the farmland. This approachwas proved to be useful to increase
the efficiency of UAVs for farmland monitoring [12].

Philipp Lottes et al. addressed the problem of detecting crops like sugar beets as
well as the typical weeds using a sensor camera placed on a UAV with lightweight
equipment’s. The proposed system performs crop recognition, plant-tailored feature
extraction, and classification to get an estimate of the distribution of sugar beets and
weeds in the field. The proposed system also tells about crop recognition, feature
extraction, and classification for aerial images depending on object-features and key
points in combination with a random forest. The monitored data was captured on
two farmlands, and there was an illustration made to show the approach allowing for
identification of the crops and weeds in the field [13].

2 Methodology

Figure 1 presents a simple method where we have a base station, backbone drone,
and slave drones being connected together to form a backhaul network.

3 Result and Discussion

Although there are awide variety ofUAVs available inmarket, their use is limited due
to high cost. Traditionally farmers look for cost-effective solution for monitoring the
farms. Here we present the idea of using ad hoc network created by mini UAVs can
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extend the network coverage area and also can establish a temporary communication
network.

4 Conclusion

A number of solutions and current developments under e-farming were reviewed
and the proposed network system having UAVs to construct an ad hoc network is
provided to help the farmers in the time of any natural calamity and also to provide
basic surveillance via wireless sensing network.
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Web Application Based on PHP
for Farmers

Jayanth Siddarth Ponugoti, Satya Sai Teja Karuturi, and Vijay Nath

Abstract This paper demonstrates theWeb application called Kisan Bank designed
especially for the farmers to aid them to have the connection directly with the govern-
ment for exchange of their stock without interference of any intermediate parties.
The application was designed using PHP [1–3] and HTML [4] for secure and clean
Web site. For having better user interface JavaScript [5] and CSS [6] are used. The
Web site also uses the MySQL [7] database, jQuery [8] and Google API [9].

Keywords Web development ·Web application ·Web site · HTML · PHP · CSS ·
JavaScript ·MySQL · Google API · jQuery · Farmer · Government · Agriculture

1 Introduction

India is mainly an agricultural country. Almost 70% of the total population lives in
the rural areas. The main occupation in these areas is agriculture.

According to an Indian survey at least 60–70% of people are dependent on agri-
culture for their employment either directly or indirectly. It is an important source of
economy and contributes almost 16–17% of nation GDP.

But in recent years farmers are leaving their occupation and migrating to urban
areas for employment due to heavy losses incurred by them doing farming. This is
caused due to the lack of proper connection between the government and the farmers.

There is lot of communication gap between the government and farmers, and
policies designed by the government are not reaching to them. Due to this, they do
not know what the actual price that they can sell their crops. This situation is utilized
by the intermediate groups (individual/firms), and they buy crops at a low price and
sell them at high price.
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This condition can be removed by making direct communication between the
farmers and government and cutting the involvement of intermediate parties. Itmeans
government directly buy crops from the farmers by giving them the present market
price for the crop.

Our Web site deals with the above scenario which helps the farmers to sell the
crops directly to government and allow the government to pay directly to farmer and
acknowledge to him. The paper flow consists of the following pattern, the Web site
design, approach and elements were discussed in Sect. 2, the application interfaces
and language are used and their purpose were shown in Sect. 3, the final nature and
interface of Web site are shown in results in Sect. 4, and conclusion is in Sect. 5
followed by references.

2 Design Approach

The basic idea of the Web site is to create a platform between farmers and the
government to have direct connection between them without any interference from
third party. So, it is designed to have a database that stores all the information sent
by the farmer about his crops and the status of it from the government site.

It contains two login sites: one for the government and the other for the farmer.
The farmer site consists of login and register page while the government site contains
only login page.

The farmer can register himself by providing his Aadhar image, bank details, and
IFSC code. After registration, the farmer can login to account and can send request
to the government by sending information about crop. The request is sent to the
government site.

The government verifies the details of the farmer and can acknowledge his request
which was sent to him by the government site to farmer site.

The elements of the Web site.

• Home page
• Government login
• Farmer login
• Farmer registration.

Fields of farmer registration.

• Full name
• User name
• Password
• Phone number
• Account number
• IFSC code.

Farmer site attributes.
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• Total requests
• Accepted requests
• Pending requests
• Rejected requests.

Government site attributes.

• Verifications pending.

3 Programming and Interfacing

Many programming languages and interfaces are used to develop the Web site. They
are.

• PHP
• HTML
• JavaScript
• CSS
• Google Application Programmer Interface (Google API)
• MySQL
• jQuery.

PHP: Hypertext Preprocessor which is a general-purpose scripting language espe-
cially suited for Web development and can be embedded into HTML. It is used for
backend in the Web site.

HTML: Hypertext Markup Language is used to display designed documents in
the browser.

CSS: Cascading Style Sheets is used to describe presentation of a document
written in HTML.

JavaScript: It is used as a programming language for the database used in theWeb
site.

Google API: It is used for the purpose of pie charts in the Web site.
MySQL: It is a structured query language used for the purpose of data base.jQuery:

It is the JavaScript library used to have dynamic behavior in static Web pages.

4 Results

See Figs. 1, 2, 3, 4, 5, and 6.
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Fig. 1 Home page [3–6]

Fig. 2 Login page [3–6]

5 Conclusion

By this Web site, we can help the farmers to bridge the gap between them and the
government. This also helps in the farming which contributes mostly to the national
welfare. This project consists a lot of programming languages which have lot of
interactive pages which most of the programmers are using. Hence, there is a lot of
scope for the development.
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Fig. 3 Farmer registration page [3–6]

Fig. 4 Farmer site [3, 7, 8]
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Fig. 5 Farmer attributes [3, 7–9]

Fig. 6 Government attributes [3, 7–9]
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Prediction and Classification
of Semi-structured Medical Data Using
Artificial Neural Fuzzy Inference System

Puneet Singh Duggal and I. Mukherjee

Abstract Soft computing and machine learning techniques have been used in
the medical domain for prediction and classification of diseases. In this paper, a
programmed determination system based on artificial neural network (ANN) and
adaptive network based on fuzzy inference system (ANFIS) for male richness
is presented. The model consolidated the adaptive capacities of neural network
and subjective methodology of fuzzy rationale. A few conclusions concerning the
saliency of highlights on classification of the ripeness dataset were gotten through
examination of the ANFIS. The presentation of the ANFISmodel was assessed as far
as preparing execution and classification exactness’s and the outcomes confirmed that
the proposed ANFIS model has potential in grouping the fruitfulness information.
The right conclusion execution of the ANFIS-based programmed finding system for
clinical prediction is assessed by utilizing classification exactness, affectability and
explicitness examination, individually. The classification precision of this ANFIS-
based programmed finding system for the analysis of male richness was gotten in
about 93.16%.

Keywords Fertility data · Adaptive network based on fuzzy inference system
(ANFIS) · Data analytics

1 Introduction

The fertility rates have a striking decrease in last two decades [1–3]. It has been seen
that this decrease is because of changes in conduct identified with financial perspec-
tives, fuse of ladies in the process of childbirth and the following deferral in the
age at which an individual chooses to have posterity, and the inescapable utilization
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of contraceptives [4, 5]. Despite the fact that obviously the social viewpoints have
been contributing essentially to worldwide decrease in ripeness rate with the decay
of regenerative well-being brought about by unfriendly natural factors [6]. In the
previous decades, Authors in [7] played out a meta-examination on the chance of
decrease in fundamental quality. Fewexaminations showa reduction in semenbound-
aries of men [8, 9]. Computerized reasoning has become a significant instrument in
medical data analytics. A significant number of these applications have progressed
to the appearance of expert systems and decision support systems in a few unique
regions. To distinguish the hypertension patients and locate the vital boundaries
for the expectation whether an individual is influenced or not, authors in [10] have
proposed anothermodel dependent on the affiliation rule and neural system to analyze
the bosommalignancy sicknesses. To assess the exhibition of above saidmodel, three
overlap techniques are utilized and contrasted it with neural system model in which
affiliation rule in addition to neural systemmodel gives better grouping rate. Authors
in [11] have created two multilayer neural system models for finding tuberculosis
malady in that, one model has utilized a solitary shrouded layer while extra model
has utilized two concealed layers and the presentation of these models is estimated
on precision boundary, wherein multilayer neural network with two shrouded layers
gives preferred exactness over different models. Kumar [12] has proposed a stan-
dard base characterization model for anticipating various kinds of liver illnesses.
The standard base-grouping model is mix of rules and various information mining
procedures in which rules have determined utilizing standard test outcome esteems,
and information mining strategies are utilized to survey presentation of model. It is
discovered that choice tree strategy gives better outcomes among rule acceptance,
bolster vector machine, counterfeit neural system, and credulous Bayes. Author in
[13] has applied choice multilayer perceptron, trees, and bolster vector machines
techniques to assess their presentation in the forecast of the fundamental quality
from information of the natural components and way of life. Outcomes reason that
multilayer perceptron and bolster vector machine show the most noteworthy preci-
sion with forecast exactness estimations of 86% for a portion of the fundamental
boundaries. This paper manages the investigation of male richness rate and further-
more applies the computerized reasoning methods to anticipate the male fruitfulness
rate and discover natural elements and life propensities boundaries, which influence
the semen quality.

2 Semi-structured Data

In data analysis, different types of data pose a roadblock as these cannot be processed
by a single method or tool. Apart from this, data can be amix of the above-mentioned
types. Also, data can be linier, high dimensional, or heterogeneous in nature.

Semi-structured data has non-sensitive core component data, flexible content, and
individual data (Fig. 1). Its usage are content item-extending data and use case data
[14].
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Fig. 1 Semi-structured data instances

Apart from semi-structured data, traditional structured and new age unstructured
data are there for researchers for analysis. Structured data like relational data have
been worked upon in the data analytics to get a meaningful output. With the advent
of Internet, small devices, and sensors, conventional meaning of data has changed,
unstructured data which do not follow the schema and structures have posted a
challenge to the researchers. These are briefly explained in the comparative Table 1.

3 ANFIS and R

R supports the implementation of different layers of AFIS architecture [15, 16]
that implements the adaptive network-based fuzzy inference system. Different
phases/layers of the architecture are coded into the R IDE. The inbuilt robust archi-
tecture or R makes it easy for analysis of the data eve if it is semi-structured. It is
used to solve regression, prediction, and classification tasks.
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Table 1 Comparison of unstructured, semi-structured, and structured data

Unstructured Fully structured Semi-structured

Technology Character and binary
data

Relational database tables XML/RDF

Transaction management No Transaction
management no
concurrency

Matured transaction
management, various
concurrency techniques

Transaction management
adapted from RDBMS, not
matured

Version management Versioned as a whole Versioning over tuples,
rows, tables, etc.

Not very common, versioning
over triples or graphs is
possible

Flexibility Very flexible
absence of schema

Schema-dependent, rigorous
schema

Flexible, tolerant schema

Scalability Very scalable Scaling DB schema is
difficult

Schema scaling is simple

Robustness – Very robust, enhancements
since 30 years

New technology, not widely
spread

Query Performance Only textual queries
possible allows

Structured query allows
complex joins

Queries over anonymous
nodes are possible

4 Experimental Setup

The experiments were performed on a Pentium Core i3 with virtualization enabled
1.8 GHz CPU with 8 GB RAM-based machine. The characteristic of the data is
shown in Table 2.

Table 2 Characteristics of data

Name of attribute Attribute role Attribute type Attribute statistics Attribute range Missing values

Diagnosis Prediction Binominal mode = N (88)
least = A (12)

(88), A (12) 0

Season Regular Nominal Avg. = − 0.072 ±
0.797

[−1.00; 1.00] 0

Age Regular Real avg. = 0.669 ±
0.121

[0.500; 1.000] 0

Childish diseases Regular Nominal Avg. = 0.870 ±
0.338

[0.000; 1.000] 0

Accident or serious
trauma

Regular Nominal Avg. = 0.440 ±
0.499

[0.000; 1.000] 0

Surgical intervention Regular Nominal Avg. = 0.510 ±
0.502

[0.000; 1.000] 0

High fevers Regular Nominal Avg. = 0.190 ±
0.581

[−1.00; 1.00] 0

Alcohol consumption Regular Nominal Avg. = 0.832 ±
0.168

[0.200; 1.000] 0

Smoking habit Regular Nominal Avg. = − 0.350 ±
0.809

[−1.00; 1.00] 0

Number of hours spent
sitting

Regular Nominal Avg. = 0.407 ±
0.186

[0.060; 1.000] 0
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A. Process Steps for ANFIS in performing Data 
Analysis in R

Step 1 input data 
Step 2 Separate Training Data, Testing Data and Fit Data 
Step 3 Define Training Class 
Step 4 Define Data Range 
Step 5 Apply ANFIS 

Step 5.1 Set Rules 
 Step 5.2 Set Number of iterations 
 Step 5.3 Set step size 
 Step 5.4 Set the type of Membership Function used 

Step 6 Configure Control  
Step 7 Generate Fuzzy Model 
 Step 7.1 Train Data (using ANFIS model & 
Control applied) 
Step 8 Prediction using test data 
Step 9 Fitting the model using data training 
Step 10 Calculate Error 
 Step 10.1 Calculate Mean Square Error   
 Step 10.1 Calculate Root Mean Square Error 
Step 11 Compare Error (MSE, RMSE) 
Step 12 Compare between simulation and real data 

5 Results and Discussion

From the plot of fitting phase (Fig. 2), the training of the data using AFIS is perfectly
accurate. This means that the initial two steps of the ANFIS which are training and

Fig. 2 Fitting phase of
training
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Fig. 3 Comparison of the
real data versus the sim
results

applying fuzzy rules are fitting to the curve of input data and this will ensure that the
prediction phase will give accurate results.

print("FRBCS.W: percentage Error on Fertility")
[1] "FRBCS.W: percentage Error on Fertility" 
print(err.frbcs)  
[1] 13.33334 
print("tree: percentage Error on Fertility")  
[1] "tree: percentage Error on Fertility" 
print(err.tree) 
[1] 66.6666 

A. Results from the R R Engiene 

It is seen from the prediction plot (Fig. 3) that the accuracy for the prediction is
66.666/80 *100, i.e. 83.33%, the prediction error comes out to be 16%.

6 Conclusion and Future Discussion

R has came out to be a powerful tool in the data analytics domain. With the coming
of big data problems, different categorization of data on the basis of variety of data
to be analyzed has pulled up a different kind of challenge. With the coming of
unstructured and semi-structured data, traditional datamining and statisticalmethods
have a handicap in dealing with them. Storing and working on unstructured variety
needs a combination of existing and new technologies. R with Hadoop is a relatively
new way that will enable researchers and programmers to manipulate Hadoop data
which are stored in data centers on a distributed array of HDFS and HBASE.

The future scope of this work will be an extension of the above work using
the R + HDFS combination on fully unstructured data. Authors are sure that this
methodology will provide new insights in the already solved problems and will give
more accurate solutions.
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K-NN Classification of Very Large
Dataset in Spark Framework

Ritesh Jha, Vandana Bhattacharjee, and Abhijit Mustafi

Abstract The amount of data is increasing every day through the sources of social
media, IoT devices, day-to-day bank transaction, and many other sources. To handle
such kind of data, it is typical task and it comes in big data domain. Big data has
characterized 5-Vs known as velocity, volume, value, veracity, and last one veracity.
The use of machine learning techniques to handle this complexity is becoming a
very sought after research area. Classification is another challenging task in big data,
and this is the problem that we are aiming to solve using K-NN approach under
spark framework. We compared the result of K-NN with hadoop and spark with and
without (HPC) and found that training and testing time drastically decrease in spark
as compared to hadoop and accuracy also has been increased.

Keywords Big data · K-NN · HPC · Spark

1 Introduction

With the emergence of IoT, information technology in various fields leads to a
creation of very large data called the big data which has substantial challenges to
store and process or analyze the data [1]. There are various energy-efficient routing
protocol which have been proposed to collect the data. The data is growing day-by-
day, and the format of the data is also not fixed the format of big data generally be
structured or unstructured like records; images may be structured or unstructured
[2]. To analyze the big data, we need some machine learning techniques; but this
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machine learning techniques not easily be applied on the big data as data is stored
in distributed environment [3]. For storing, the big data two popular platforms most
widely used are Apache Hadoop and spark [4]. Data mining plays an important role
in analyzing the data.

The main objective of any data mining or machine learning algorithm in the
domain of big data is to find the hidden information or pattern. Two most widely
used techniques for this are classification and clustering. In both methods problem
arises when data is imbalanced and multi-class. In this paper, K-NN algorithm has
been applied for multiclass classification. Further, the comparative study of results
has been presented.

The organization of paper is as follows: Section 2 presents the related work;
Section 3 explains the methodology including the spark frameworks; Section 4
describes the experimental setup with HPC and algorithm. Section 5 discusses the
results, and finally, Section 6 presents the concluding remarks for the paper.

2 Related Work

To deal with the medical imaging data, the k-NN has been applied in the paper. In
this paper, the authors had been applied both clustering and classification techniques.
Firstly, the k-means technique divided the whole datasets into different segments,
and then K-NN had applied on each segments for classification. The results showed
that it improves the accuracy and efficiency.

Anotherwork is done in the area of traffic flowprediction. In this paper, the authors
had applied various algorithms like naive Bayes, multilayer perceptron model, NN
regression to predict the traffic flow.

Accuracy had been found to be best in K-NN techniques.
For the varying number of maps and number of reducers for runtime [5]. The

authors compares the result in terms of speed up concepts by applying the K-NN
technique. The results showed the run-time decreases as the number of mappers and
reducers has been varied.

For finding the duplicate or nearby objects in images, the work is done in this
area by using the nearest neighbors approach [6]. The authors had applied the NN
technique to find the duplicates in billions of images which are most widely used in
domains of OCR and face recognition.

To reduce the cost of K-NN search, the work is done in this domain in [7], where
authors had used the LSH technique. In this technique, the same kind of objects
was put in the same bucket. The benefit of this approach reduces the set of the K-
NN algorithm. The result had shown that this technique is accurate and efficient for
high-dimensional big data.
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3 Methodology

This section describes the methodology, and the framework is used in this work
(Fig. 1).

A. Spark Framework

The driver program assigns the job across all workers. Each worker has task and
executor to execute the task or job. Each worker works simultaneously to execute the
job, and final output from different workers is collected by driver program (Fig. 2).

B. Existing k-NN Sequential Procedure

To be more exact, all (or most) of the training data are needed during the testing
phase.

k-NN has two phases:
Training Phase
Testing Phase
Training is done with features along with class labels.
Testing requires data without class label.

Fig. 1 Apache framework [12]
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Fig. 2 Spark stack [4]

Algorithm : 1(Sequential Approach)
Input: Data, k 
1) Load the Dataset 
2) Split the data into ( training (70%) and 

testing (30%))
3) Calculate the Euclidian Distance of the 

Test Data from each instance the 
Training Data. 

4) Perform majority vote amongst the “k” 
nearest neighbors. 

5) Assign the class label of the majority 
vote winner to the new class label from 
the testing Dataset. 

Repeat until all for each instance of the 
Testing Data is classified

Here, the data is initially loaded into spark RDD [17]. We split the data into
fraction 0.7 (train) and 0.3 (test). The K-NN calculates the distance(Euclidian) from
each training data instance to each test data in each partition, and then it performs
the majority of votes for class label for given k.

Algorithm : 2
Input : Data set, K( no of nearest neighbors) 

1. 1. Load the data into RDD.
2. Split the data into 70% (train) and 30%(test)
3. Calculate the Euclidian distance in each 

partition along with class label.
4. Broadcast the test data in each partition.
5. Predict the class label of test data in each 

partition.
6. Collect the result at master.
7. Calculate the majority of class label as 

value of k.
8. Evaluate the Accuracy

.
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Fig. 3 HPC configuration
Master
node

Slave
-1

Slave
-2

Slave
-16

4 Experimental Setup

The experiment has been conducted on high-performance computing server (HPC),
which has two master nodes and 16-slaves nodes.

In spark framework, one master node is the main node and it communicates with
other slaves node which is shown in Fig. 3. The responsibility of the master node is
to distribute the data among its slaves. Once the data has been distributed, each slave
node has the executor which works on the data. Once the processing of the data is
over, master node collects the result from all slave nodes. Apart from the distribution
of data, master node handles the slave node failure efficiently. In case if any node
failed, the data is transferred to nearby slave node. The difference between hadoop
and spark is as follows:

1. The hadoop read and write the data in disk manner.
2. Spark read and write the data in RAM, that is, called the in-memory data
retrieval.
3. Hadoop is best suitable for batch processing.
4. Spark is used for both batch and real-time streaming processing.

5 Results

Poker dataset was used for the purpose of this experiment. The dataset contained
1,000,000 instances in the dataset (size: 23 MB). The K-NN has been applied on the
following on the poker dataset. The results are shown in Table 1 for various values
of K.

From Table 1, it has been seen that the optimal value of K is 8. The same dataset
has also been tested in hadoop platform with 4-nodes and results has been obtained
as follows [8, 9] (Table 2):

The result for hadoop-based k-NN implementation has been collected for various
values of K-NN. The optimal values were found to be k=8. It had been also found that
total runtime including training and testing time was 41040 which is much higher
than the result obtained in the spark framework in Table 1.
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Table 1 Experimental results k Training time (s) Testing time (S) Accuracy

2 7.06 54.87 60.37

3 7.01 60.02 60.21

4 7.01 71.18 61.42

5 7.41 61.55 61.31

6 7.32 74.88 62.04

7 7.22 109.25 61.79

8 7.41 109.73 62.39

Table 2 Experimental results
for hadoop platform

k Run Time (s.) Accuracy (%)

8 41040 47.93

Table 1 shows the improvement in results—reduction of testing time and increase
in accuracy.

Figure 4shows how the accuracy very with runtime with varying number of K-
NN. The peak value of accuracy is 62.39 for which the training and testing time are
7.41 and 109.7.

Fig. 4 Plot K versus traing time, testing time, and accuracy
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6 Conclusion

The k-NN algorithmwould be limited to small or medium data in its sequential form.
The proposed method uses parallelization of the k-NN model for large dataset into
order to improve efficiency. The results on Hadoop and spark framework further
prove the efficiency of the spark-based model.
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Website Development for Trading
Between Farmers and Government

Pooja Asati, Sparsh Koushik, and Vijay Nath

Abstract Considering that 70% of the rural household depends primarily on agri-
culture in India, the need of digitization in the field of agriculture becomes important.
Maintaining all the records of the farmers produce can ease out the process. Websites
can be used by the consumers or the government for buying the produce from farmers
in an efficient way. With this website, farmers and government (or consumers) can
create their accounts as seller and buyer, respectively. Third-party buyers can also
use the database to buy crops of interest. Authentication is done through username
and password to get the separate ID. Users can use this ID to access the database
relevant to them. This project will help in creating a database that will in turn help in
better supply of crops from farmers to government (or consumers) without the need
of any intermediate party.

Keywords Produce ·Website · Trade

1 Introduction

The process of obtaining crops from farmers by government has seen less advance-
ment over the years. With the advent of digital era and easy availability of Internet
even to the remote villages, digital platforms can be used for entry of quality and
quantity of crops by the farmers [1]. The database of these platforms can help the
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government make better decisions on fair price and mechanism for obtaining the
crops. Advanced computer science clustering algorithms can be used to group the
farmers on the basis of location and crops to arrange for transport in a cheaper way
[2–4].

This is very beneficial to the government to keep records of all the crops and their
prices set by the different farmers in one single database. This website would make
our processmore efficient and easier. A government can view the prices and the list of
crops anytime, whereas farmers can update the details whenever required. Account
details of farmers are provided for money transactions. Not just the government,
third-party buyers can also be given access to this database for fairer market.

Several applications are helping existing government schemes and reaching
farmers in rural India [10, 11]. The information provided by these applications is
mainly on the weather forecast, knowledge of fertilizers, seeds, and machinery and
gives news regarding the government’s agricultural policies and schemes. There is
currently no scheme by which farmers can sell their crops to the end consumers (or
government) directly by setting their prices of crops and then communicating with
them further.

The main objective of the website is to facilitate the trading of crops between
farmers and the government (or consumers) [5–8]. Thewebsite ismade user-friendly,
so that farmers can easily use it. It will help farmers to sell crops at a reasonable price
directly to the government without the need of an intermediate body [9]. The govern-
ment will have the location-based knowledge of the crops available with the farmers,
this would in turn make collection of crops easier and efficient. The requirement
involves quantity, expected price of crops, location, and bank details of a farmer.

This paper is constructed in following manners: The proposed work is explained
in Sect. 2. The project description is given in Sect. 3. Section 3 gives the data flow
chart and website description. System implementation is demonstrated in Sect. 4.
The implementation shows the interface of the website and the functions supported.

2 Proposed Work

The proposed work aims at developing a website that can facilitate trading between
government and farmers. It captures the quantity and price of crops set by different
farmers. Using this website, farmers can easily update information about crops on
the server which can be accessed by others. Initially, farmers have to use their login
credentials, after which they can set price and quantity as desired. The government
can see which farmer has updated what crop, its quantity, and expected price.

A database would be created. The database would have information on what crops
are up for sale, what is the expected pricing of the crops, and also the location where
the crop’s available. The buyer which may be the government or any third-party
trader can access the database to know which crops are available at a location, the
quantities in which they are available, and the price that the farmer is expecting for
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those crops. Using a location and quantity-based filters, the buyer can choose which
farmers would be suitable for trading.

The website includes building different architecture:

1. The front end of the website has been developed by HTML, CSS, JavaScript.
2. The back end or the server coding has been developed by nodejs.
3. The database is created by MongoDB.
4. The application has been created through React Native.
5. The website has been hosted on Amazon Web Services with the IP address

13.233.152.146.

HTML is a markup language used to create webpages. It describes the structure of
a website. CSS is used for describing the formatting and look of a document written
in a markup language. It is basically used for styling the webpages. JavaScript is
a high-level, interpreted, and dynamic programming language. It allows webpages
to respond to a user activity and dynamically update themselves, and all without
requiring a webpage reload to change its appearance [12, 13].

Node.js is a platform which is built on Chrome’s Javascript runtime for easily
building scalable and fast network applications. Node.js is an open-source, cross-
platform runtime environment for server-side development [14–16].

Web application requires a database for storing and retrieving data when needed.
MongoDB is a popular cross-platform document-oriented NoSQL database. Node.js
has ability toworkwithMongoDBdatabases.MongoDBenables faster access of data
due to its nature of using internal memory for the storage. It provides an improved
security to the database [17].

ReactNative is a popular JavaScript framework forwritingmobile applications for
IOS andAndroid [19]. It is a UI focused, whichmakes the application to load quickly
and give a smoother feel. It provides faster development, the ease to be maintained,
and time saving. AWS or Amazon Web Services is a secure, comprehensive cloud
services platform, offering different functionalities [18]. We have used AWS for
hosting Web applications.

3 Project Description

The project description provides the following details: the data flow of the website,
the structure of the website, and the benefits served by this project.

1. Data Flow Chart
The data flow diagram shows that farmer provides the relevant details of crops
which can be viewed in the government portal. Government can see the details
of the crops of all the farmers who have registered through this website. The
location of the farmers is also available (Fig. 1).

2. Website
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Fig. 1 Data flow diagram of website

The website contains following pages:

1. Login Page
2. Sign up Page
3. Dashboard for farmer
4. Dashboard for Government (Buyer)
1. Login Page

There are two edit text box and twobuttons.One edit text is for entering username,
and another one is for submitting a password. If the user is an existing one, they
can use sign in button or else the user need to register using sign up button.

2. Sign Up or Registration Page

This page is used only for new users. There are six edit text, one round button,
and two buttons.

Edit Text:

1. Username
2. Full Name
3. Email
4. Location
5. Password
6. Confirm Password

Round Button:

1. Admin
2. Farmer
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Button:

1. Sign Up
2. Sign In

3. Dash Board for Farmer

This page provides the previous details of crops uploaded by farmer and an additional
button for adding crops to the list. Using an ‘ADDCROP’ button, farmers can upload
the crop name, its quantity, and expected price. This is then uploaded using ‘SUBMIT
CROP’ button. There is a ‘LOGOUT’ button at the top which is used for signing out
of the farmer’s account.

4. Dashboard for Government

This page provides the different list of farmers and their contact details who wants to
sell their produce. There is also one button ‘CROP LIST’ which on clicking displays
the list of crops, its quantity, and the expected price uploaded by a particular farmer.
There are additional two buttons at the top. One is ‘HOME’ button that is used to
navigate to the first page in government portal. Second is the ‘LOGOUT’ button that
is used for signing out of the account.

4 System Implementation

The following section shows the various pages of the website that has been created.
To access the website, one has to access the following IP address - 13.233.152.146.

After opening the website, one should login or sign up based on whether they
already have an account or not (Figs. 2, 3, 4, 5, and 6).

5 Conclusion

The model of a website has been developed which is aimed at providing a data entry
platform for the producers of crops. The database created by this entry platform can
be used by the government or third-party buyers for forming policies for acquisition
of the crops. The website provides option of either being a farmer or an administrator.
The farmers are the sellers, and the admins are the buyers. The implementation of
the website platform can be extended to an Android application to further smoothen
the process of data collection. The database has been attached within the website,
and this database provides opportunities for a location-based clustering which would
make the transportation cheap.



798 P. Asati et al.

Fig. 2 Login page of website
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Fig. 3 Sign up page of website
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Fig. 4 Farmer dashboard
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Fig. 5 Administrator dashboard
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Fig. 6 Database view in admin login
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Telemetry-Based System for Data
Acquisition of Agricultural Practices
in Rural Areas

Shantanu Jahagirdar, Narendra Manglani, Saket Rai, and Vijay Nath

Abstract The data acquisition telemetry system is a versatile and economicalmeans
to accumulate data frommultiple sensors at remote locations over an extended period
of time. The data obtained is normally transferred to the final destination and saved
for further analysis. This paper introduces the design and implementation of a simple
and economical telemetry system to collect and transfer agricultural crop-related data
from remote farming locations to the servers where it is evaluated. The proposed data
transfer system is by utilization of package-switching networks (GPRS and Internet)
to transfer the collected data. Data that will be collected includes soil temperature,
soil pH,moisture content, and other similar information andwill be collected through
suitable sensors and transducers.

Keywords Telemetry ·Wireless communication · Sensors · GPRS

1 Introduction

i. Government Initiatives

To promote direct interactions of farmers with consumers in fresh produce, there
have been farmers’ markets in India in the form of
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Some of the important schemes in agriculture are [1]:

(a) Soil health card scheme

The scheme has been launched in 2015 to assist state government to provide soil
health cards to all the farmers. The soil health cards provide information to farmers
on nutrient status of their soil along with recommendation on appropriate dosage of
nutrients to be applied for improving soil health and its fertility [2].

(b) Paramparagat Krishi Vikas Yojana (PKVY)

PKVYwas implemented to promote organic farming in the country and to improve
soil health and organic matter content and increase the net income of farmers.

(c) National Agriculture Market (e-NAM)

This scheme helps farmers to provide an e-marketing platform at a national level
and support creation of infrastructure to enable e-marketing.

(d) Rainfed Area Development Programme (RADP)

Rainfed Area Development Programme (RADP) was implemented as a sub-
scheme under (RKVY).

The purpose of a telemetry system is to collect data at a place that is remote
or inconvenient and to relay the data to a point where the data may be evaluated.
Telemetry has the advantage of reducing the cost of manually reading, checking, and
controlling remote devices [3].

The use of wireless technology enables systems to be located virtually anywhere
without depending on other factors which may prove to be challenging and humanly
inaccessible [4].

Telemetry system has a wide range of applications, such as

• Environmental monitoring
• Space applications
• Security applications
• Load management
• Agriculture.

Its main aim was to improve the quality of life of the farmers. It helped farmers
to increase agricultural productivity of rainfed areas.

i. Telemetry System Categories

In order to evaluate the type of communication required for a telemetry application
[5], it is important to consider telemetry systems in specific categories, i.e.,

(a) High integrity, High data throughput, Continuous transfer
(b) High integrity, Low data throughput, Continuous transfer
(c) High integrity, Low data throughput, Intermittent transfer
(d) Low integrity, High data throughput, Continuous transfer
(e) Low integrity, High data throughput, Intermittent transfer
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Fig. 1 Rythu bazaar in Andhra Pradesh [4]

(f) Low integrity, Low data throughput, Intermittent transfer.

Based on these different categories, different communication links are established.
These directly affect the complexity of the communication system.

Based on the required data, the concerned system needs the type f), i.e., Low
integrity, Low data throughput, Intermittent transfer.

As the crop data required does not change much with respect to time [6], commu-
nication can be intermittent and frequent data transfer is not necessary. The data
collected is not expected to be complex and thus can be collected easily.

The sensors which are to be installed to collect the data have been explained in
detail next. These sensors are expected to take accurate readings of the proposed data
and transfer it [7].

The data transfer technique proposed is via Internet over a GPRS network [8].
This was chosen because GPRS network is easily accessible in even the most remote
areas of the country and is quite affordable for everyone and is reliable, safe, and
fast. Detailed explanation is given next (Fig. 1).

2 Data Acquisition

Various sensors [9] will be used to determine the needed parameters. By deploying
sensors and mapping fields, farmers can begin to understand their crops at a
microscale, conserve resources, and reduce impacts on the environment. These
sensors include:
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Location Sensors: Use signals from GPS satellites to determine latitude, longi-
tude, and altitude to within feet. Three satellites minimum are required to triangulate
a position. Precise positioning is the cornerstone of precision agriculture. GPS inte-
grated circuits like the NJR NJG1157PCD-TE1 are a good example of location
sensors.

Electrochemical Sensors: provide key information required in precision agricul-
ture: pH and soil nutrient levels. Sensor electrodes work by detecting specific ions
in the soil. Currently, sensors mounted to specially designed “sleds” help gather,
process, and map soil chemical data.

Mechanical Sensors: measure soil compaction or “mechanical resistance.” The
sensors use a probe that penetrates the soil and records resistive forces through
the use of load cells or strain gauges. For example, EC-5 determines volumetric
water content (VWC) by measuring the dielectric constant of the media using
capacitance/frequency domain technology [10].

A similar form of this technology is used on large tractors to predict pulling
requirements for ground engaging equipment. Tensiometers, like Honeywell
FSG15N1A, detect the force used by the roots in water absorption and are very
useful for irrigation interventions.

Airflow Sensors: measure soil air permeability. Measurements can be made at
singular locations or dynamically while in motion. The desired output is the pressure
required to push a predetermined amount of air into the ground at a prescribed
depth. Various types of soil properties, including compaction, structure, soil type,
and moisture level, produce unique identifying signatures.

AgriculturalWeather Stations: are self-contained units that are placed at various
locations throughout growing fields. These stations have a combination of sensors
appropriate for the local crops and climate. Information such as air temperature, soil
temperature at various depths, rainfall, leaf wetness, chlorophyll, wind speed, dew
point temperature, wind direction, relative humidity, solar radiation, and atmospheric
pressure aremeasured and recorded at predetermined intervals. This data is compiled
and sent wirelessly to a central data logger at programmed intervals. Their portability
and decreasing prices make weather stations attractive for farms of all sizes.

Optical Sensors: use light to measure soil properties. The sensors measure
different frequencies of light reflectance in near-infrared, mid-infrared, and polar-
ized light spectrums. Sensors can be placed on vehicles or aerial platforms such as
drones or even satellites. Soil reflectance and plant color data are just two variables
from optical sensors that can be aggregated and processed. Optical sensors have
been developed to determine clay, organic matter, and moisture content of the soil.
Vishay, for example, offers hundreds of photodetectors and photodiodes, a basic
building block for optical sensors (shown in Fig. 2).

3 Data Communication System

The proposed transfer mechanism (Fig. 3) consists of three main parts:
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Fig. 2 Basic building block of optical sensor

Fig. 3 Designed flowchart for proposed telemetry system
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(e) Remote System: It is the main system situated near the place from where data
has to be collected. This system consists of a computer which is connected
to a wired or a wireless Internet network (via GPRS) and has the application
TeamViewer installed on it. Data from the various sensors is collected here in a
tabular form (preferably) at different time intervals which can be set according
to the requirement.

(f) Remote telemetry units(RTUs)

An RTU monitors the status of equipment and the environment at your site,
reporting an alarm to you when something out of the ordinary occurs. RTUs typically
set three types of alarms [11]:

1. Discrete Alarms
2. Analog Alarms
3. Ping Alarms.
(a) Communication:Any two computers can communicatewith each other through

Internet; in order to provide direct access from one computer to another, they
should be assigned public IP addresses [12]; using public IP addresses requires
to rent a public IP address and extra equipment. However, the application we
are using (telemetry for agricultural applications) does not require high-speed
connection or continuous connection [13].

TeamViewer software [14] is an application that allows direct computer access
between two computers with private IP addresses on the Internet. It can be used to
remotely login to authorized computers to access information via the Internet and is
a fast, safe, and reliable way to access remote information.

(b) Main System: This is themain computer where the transferred data will be eval-
uated, and the results will be published. All the data collected by the Remote
system will be stored here for laboratory evaluation by experts and correspond-
ingly, crop monitoring can be done, farmers can be informed of better practices,
and can be advised on the type of farming they should follow based on the
results.

This will result in better utilization of available resources, better communication
with the farmers andwould overall result in an increase in food production as farming
would be monitored by experts both an off the field.

4 Need for Reform in Agricultural Marketing

1. Empower producers with knowledge, information and capability to undertake
market-driven production.

2. Provide multiple choice and competitive marketing channels to farmers.
3. Attract large-scale investments needed for building.
4. Post-harvest infrastructure [15].
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Fig. 4 Data stored in a tabular form in the remote system

5 Software Implementation

Using the TeamViewer software mentioned above, the implementation of the project
was done. We took two different systems, one acting as a remote system where
the data was being stored, one as the main system from where the data was being
accessed. An excel sheet was made where real-time data of the crop was stored. A
cotton field in the district Beed, Maharashtra, was chosen as the object for case study.
Real-time soil-related data like soil pH, temperature, water-retaining capacity, pesti-
cide contentwas stored in a tabular form and the results were transferred to the remote
system using Internet modules. Given next are the results of the implementation
(Figs. 4 and 5).

6 Linking Small Farmers to Market

Wecan try tomake a universal account for all the farmers and the traders so that all the
government IDs [16] and the bank account information of them can be stored within
it and the farmer can manually add the details of the crop which has been produced
in the period and can sell them manually at a reasonable price to the traders so that
the farmers do not have to suffer more [17]. That universal account will help the
farmers and traders to directly transact the money from their bank accounts without
any risk.
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Fig. 5 Data being accessed by the remote system

7 Conclusion

This paper attempted to propose a system for monitoring and better understanding
techniques to eliminate different kinds of problems faced in agriculture. It introduces
the design and implementation of a flexible [18] and practical telemetry system
to collect and transfer the agricultural data from rural areas to the processing and
displaying destination. The implemented system has the advantage of its simplicity,
low cost, and easy to adapt with the available means of communication [19].

It will also result in creation of jobs and employment and will also result in
reduction in the overall budget spending on agricultural practices [20].

This system can be considered as a generic systemwhich can be utilized for many
other applications [21].
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