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Preface

Power system is undergoing tremendous developments such as integration of more
and more renewable energy resources, advancements in power electronic interfaces,
energy efficiency measures, control and introduction of more intelligence in the
grid. This book constitutes selected high-quality papers presented in the Second
International Conference on Power Engineering, Computing and CONtrol,
PECCON 2019, during 12 to 14 December 2019. The main theme of PECCON
2019 is “smart technology for smart grid”. The conference provided a forum for
practising professionals, academicians, research scholars and students to exchange
their innovative ideas, inferences and knowledge gathered through rigorous
experiments. This book volume consists of 42 papers and is organized into four
parts—Power Engineering, ICT Technologies, Data Science and Analytics, and
Smart Eco Structures Systems. This book will be useful to the researchers, aca-
demicians, students and professionals working in the field as well as R&D orga-
nizations in the domain of electrical power and energy infrastructure.

We, the editors of this book, are thankful to all the authors who have contributed
to the paper submission. We also thank all the reviewers and technical committee
members for providing their valuable comments on time and help towards the
improvement of the quality of papers presented in the conference. We also thank
members of advisory board and session chairs for their valuable comments. Our
special thanks to Series Editors, Lecture Notes in Electrical Engineering, Springer,
for giving us the opportunity to publish this edited volume in the series.

Chennai, India S. Hemamalini
Binghamton, USA Ning Zhou
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Online Insulation Monitoring
of Low-Voltage Unearthed Distribution
Systems

K. Barkavi and Prithak Kumar Bhattacharyya

Abstract This paper deals with the implementation of online insulation monitoring
of low-voltage unearthed distribution systems. The purpose of choosing and applying
unearthed distribution systems is the various advantages it possesses in the industrial
safety area such as continuity of service andprevention fromriskoffire and shock. It is
an important task to detect insulation fault in the energized (online) system without
affecting the distribution system. The main purpose is to deal with the insulation
fault in the energized system and maintain the continuity of the system supply. The
idea is to continuously monitor the low-voltage distribution system and detect the
insulation/ohmic faults in the ungrounded energized low-voltage distribution system
using an insulation monitoring device (IMD). Basically, ‘online’ suggests real-time
measurement and ‘insulation monitoring’ is the continuous insulation monitoring
and leakage fault detection of ungrounded distribution systems. The IMD detects
insulation faults between the energized system and earth. An external injection,
generated by the IMD, is made in the distribution system to monitor the system.
During the healthy condition of the distribution system, the IMD reads and displays
high insulation values.When an insulation fault occurs, the IMD reading drops down
to the corresponding value of insulation fault, which is proportional to the voltage.
Evaluation of various studies has been made, and various cases have been studied
and implemented using Multisim software. Based on these case studies, testing of
the hardware and hardware implementation of one of the case studies has been
showcased.

Keywords Online insulation monitoring · Low voltage · Unearthed distribution
system · Insulation faults · IMD · Multisim
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1 Introduction

By the growing demand for electrical devices and equipment, the inherent dangers
of electrical power are proportionally posing a threat to people and equipment alike.
The industry for instance demonstrates the ultimate dependency on a reliable power
supply. The complexities of electrical installations and their high investment costs
require adequatemeasures of protection.Otherwise, the economic loss incurred alone
would be immeasurable. The International Electro-technical Commission (IEC) is
one such organization which is worldwide known for standardization comprising
of many technical committees (TCs). One important series of IEC standard deals
with low-voltage electrical installations, which is under Technical Committee TC
64. IEC 61140 applies to protection of persons and animals against electric shock.
Low voltage is any rated voltage including and up to 1000 V AC or 1500 V DC.
The standard states that hazardous live parts shall not be accessible and accessible
conducive parts shall not be hazardous live either under single fault conditions, or
under normal conditions.

‘Online’ suggests real-time measurement and ‘insulation monitoring’ is the
continuous insulation monitoring and leakage fault detection of ungrounded distri-
bution systems when the system is energized. This paper showcases the use of an
IMD in which an external low voltage is generated and injected into the distribution
system which does not affect the system and a low-frequency injection which does
not interfere with the common range of frequencies of the distribution system, which
makes the system monitoring and output more accurate and precise.

2 Types of System Earthing

The main distribution systems are:

I. IT system
II. TN system
III. TT system (Table 1).

IT system has a single point connected to earth through impedance and direct
electrical connection of the exposed conductive components/parts to earth or all live
components/parts isolated from earth, which is not dependent of the earthing of any
point of the power system.

Recognized protective devices for IT systems include insulation monitoring
devices (IMD), overcurrent protective devices (OPD), and residual current devices
(RCD).

TN system has direct electrical connection of the exposed conductive compo-
nents/parts to the earthed point and direct connection of a single point to earth of the
power system.
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Table 1 Codes for classifying distribution systems (Ref. [3])

First letter Relationship of earth with distribution system

I One point connected to earth via an impedance or no live components connected
with earth

T Direct connection of one point to earth

Second letter Relationship of network or earth and electrical device being supplied

T Local direct connection to earth, independent of earthing of any point of the
electrical system

N Local direct connection of the exposed conductive parts to the earthed point of
the electrical system

TT system has direct electrical connection of the exposed conductive compo-
nents/parts to earth and direct connection of one point to earth, which is not dependent
of the earthing of any point of the power system.

Recognized protective devices for TN/TT systems include OPD and RCD.

3 Unearthed IT Systems

The IT system is usually equipped with equipotential bonding and insulation moni-
toring devices. IT systems are supplied by a transformer, generator, and battery or by
an independent voltage source. The distinctive feature of these AC andDC systems is
the fact that no live conductor of the system is directly earthed. The exposed conduc-
tive parts of the equipment, in the IT system, are being connected to the protective
conductor in such a way that the upstream fuse is triggered in the case of the second
fault at another conductor.

However, in order to already receive a warning at the first insulation fault, moni-
toring of the insulation level of the installation is required. For continuousmonitoring
of the insulation status of the IT system, insulation monitoring devices (IMDs) are
installed between phase conductors and protective conductors which continuously
measure the insulation resistance and give visual signals and/or acoustic signals, if
the insulation resistance drops under aminimum threshold point/value. For the safety
of the operation, it is highly recommended to detect and correct an insulation fault
as soon as possible.

4 Features of IT Systems

IT systems are completely insulated from earth and are applied in all areas where a
high degree of operating safety, fire safety, and accident prevention is required. In
many countries, these IT systems are therefore mandatory, recommended, or used



6 K. Barkavi and P. K. Bhattacharyya

in various applications. Compared to solidly earthed systems, IT systems have the
following advantages:

• Higher operational safety
• Higher fire safety
• Better accident prevention due to limited touch currents
• Higher permissible earthing resistance
• Information advance

Another feature of the IT system is that the insulation fault is not automatically
indicated by a blown fuse. A certain amount of training and a sound knowledge of the
operational conditions are needed for fault location, particularly in large installations.

5 Insulation Monitoring Device (IMD)

IMD monitors continuously the insulation resistance between ground (PE) and the
live conductors of the unearthed system (IT system). It indicates audible and/or
visually when the ohmic value drops under the minimum threshold points/values.
It must be in compliance with the standard for insulation monitoring devices IEC
61557-8. Figure 1 depicts the basic diagram of an IMD and its working during an
ohmic insulation fault. The most common principle is the superimposition of a DC
measuring voltage between the protective conductor and the system. The measuring
voltage is generated in the insulation monitoring device and applied to the system
via high ohmic coupling resistances. In the event of an ohmic fault, the measurement
circuit associated with system and earth closes over an insulation fault Rf, so that a
DC measuring current, proportional to the ohmic insulation fault, is in compliance
with Eq. (1). The system leakage capacitances are charged to the DC measuring
voltage and have no influence to the measurement after the brief period of transient
response. The AC components of the system are eliminated by filters.

where

Fig. 1 Basic diagram of an insulation monitoring device
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Im = Um

Ri + Rm + Rf
(1)

where

Im DC measuring current
Um DC measuring voltage
Ri internal resistance of IMD
Rm measuring resistance of the IMD
Rf sum total of all ohmic insulation faults
Ce system leakage capacitances

6 Simulations and Observations of Unearthed Systems

The following observations (Figs. 2, 3, 4, 5, 6, 7, 8, 9 and 10) have been deduced using
simulation software based on the typical practical low-voltage unearthed industrial
distribution systems possible. A transient analysis of each type of distribution system
is carried out. Each design contains a source V1, internal resistance R9, load distri-
bution R2 to R6, load leakage capacitances C2 to C11 (based on IEC standards). The
online insulation monitor comprises of injecting/measuring voltage V2, measuring
resistanceR10, and coupling resistances R7 andR8. The outputwaveforms depict the
voltage across R10 and current through R10. Various combinations of sources (DC
and AC) and low-voltage, low-frequency injections (DC and AC), with and without
ground fault Rf, are studied, and observations are noted. Based on this theoretical
study, a suitable hardware is implemented as a prototype. They are showcased as
follows:

Fig. 2 DC supply with DC injection
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Fig. 3 Voltage (V) versus time (s), green graph and current (A) versus time (s), red graph

Fig. 4 Voltage (V) versus time (s), green graph and current (A) versus time (s), red graph

Fig. 5 Voltage (V) versus time (s), green graph and current (A) versus time (s), red graph
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Fig. 6 Voltage (V) versus time (s), green graph and current (A) versus time (s), red graph

Fig. 7 Voltage (V) versus time (s), green graph and current (A) versus time (s), red graph

Fig. 8 Voltage (V) versus time (s), green graph and current (A) versus time(s), red graph
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Fig. 9 Voltage (V) versus time (s), green graph and current (A) versus time (s), red graph

Fig. 10 Voltage (V) versus time (s), green graph and current (A) versus time (s), red graph

Case 1

Figure 3 shows the output of a system with DC supply and DC injection without
fault condition. It shows that after a transient period, the system stabilizes and shows
no fault values. Hence, system is healthy.

Case 2

Figure 4 shows the output of a system with DC supply and DC injection with fault
condition. It shows that after a transient period, the system voltage and current
increase to a value which is proportional to the ohmic insulation fault.
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Case 3

Figure 5 shows the output of a systemwith DC supply and AC injection without fault
condition. It shows that after a transient period, the AC injection voltage is retrieved
and hence system is healthy.

Case 4

Figure 6 shows the output of a system with DC supply and AC injection with fault
condition. It shows that after a transient period, the injection AC voltage is shifted
proportionally to the ohmic insulation fault present in the system.

Case 5

Figure 7 shows the output of a systemwith AC supply and DC injection without fault
condition. It shows that after a transient period, the system stabilizes and shows no
fault values. Hence, system is healthy.

Case 6

Figure 8 shows the output of a system with AC supply and DC injection with fault
condition. It shows that after a transient period, the system stabilizes and shows
values proportional to the ohmic insulation fault along with AC superimposition due
to leakage capacitances.

Case 7

Figure 9 shows the output of a system with AC supply and AC injection without
fault condition. It shows that after a transient period, the system stabilizes and the
AC injection voltage is retrieved. Hence, system is healthy.

Case 8

Figure 10 shows the output of a system with AC supply and AC injection with fault
condition. It shows that after a transient period, the system stabilizes, and the output
shows values proportional to ohmic insulation faults along with AC components of
supply due to leakage capacitances (Table 2).

Table 2 Observations and conclusions

Case No. Insulation fault Remarks

DC source, DC injection 1 Without fault DC superimposition

2 With fault

DC source, AC injection 3 Without fault Voltage shift due to DC component

4 With fault

AC source, DC injection 5 Without fault AC components in output due to
leakage capacitances and voltage shift6 With fault

AC source, AC injection 7 Without fault AC components in output due to
leakage capacitances8 With fault
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7 Proposed Hardware Model

The proposed hardware model consists of a distribution system with DC supply and
AC injection. Figure 11 shows the block diagram of the proposed hardware model.
The model comprises of a 40–50 V low-voltage distribution system and an external
injection of low-voltage and low-frequency of 12 V and 2.3 Hz, respectively, based
on the IEC safety standards. The low-voltage injection is done for measuring the
insulation fault in the system online without affecting the components of the system
and a low frequency, such as a prime number, is chosen to avoid superimposition
of system frequencies in the higher ranges. Appropriate range adjustment electronic
circuits are used to display the output with maximum accuracy possible in the given
range.

7.1 Proposed Circuit Diagram

The proposed model uses a step-down transformer to convert 230 V, 50 Hz AC
supply down to 24 V DC supply using a full-wave bridge rectifier. This DC supply is
given to the system load which forms the distribution system. A signal generator is
formed using op-amp which generates a 12 V, 2.3 Hz sine wave. This signal enters
the distribution system through the measuring resistance and coupling resistances.
Figure 12 depicts the simulation diagram of proposed model. As and when an insu-
lation ohmic fault occurs between earth and system, measuring current which is
directly proportional to the ohmic insulation fault comes into play. The measuring
voltage proportional to measuring current across the measuring resistance is then
amplified using an op-amp as an amplifier.

A range adjustment circuit using op-amp converts the amplified voltage into
required output which is shown through a display. Another step-down transformer

Fig. 11 Block diagram of the proposed hardware model
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Fig. 12 Simulation diagram of the proposed model

is used to convert 230 V, 50 Hz AC supply down to 24 V DC supply using a full-
wave bridge rectifier. This DC supply is given as input to a DC–DC converter/buck
converter which gives an output of +12 V DC and −12 V DC for running the
op-amps.

7.2 Signal Generator/Injection

RC oscillator is built using an operational amplifier and a RC network circuit in
feedback. Figure 13 depicts this formation. The oscillation frequency (in Hertz) is
given by equation,

F = 1

2πRC
√
6

(2.1)

Substituting R = 282.5 � and C = 100 µF, we get,

F = 2.299Hz ≈ 2.3Hz (2.2)

From Eq. (2.2), we can verify that the signal generated using op-amp is of
frequency 2.3 Hz.
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Fig. 13 Simulation diagram of signal generator

This low-frequency and low-voltage sinusoidal wave (Fig. 14) is injected into the
distribution system to continuously monitor the distribution system online without
affecting the distribution system.

Fig. 14 Output voltage waveform of signal generator
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7.3 Testing of Hardware Model

The testing of hardware model is done using breadboards before implementing it on
a printed circuit board (PCB), and two cases of ohmic insulation faults have been
taken as per suitable for testing for a prototype model. Figure 15 shows an insulation
ohmic fault of 5 K�, and Fig. 16 shows an insulation ohmic fault of 22 K�. These
ohmic insulation faults are shown in a display as output, and system is verified.

Fig. 15 Hardware model testing of the proposed circuit with 5 K� insulation fault

Fig. 16 Hardware model testing of the proposed circuit with 22 K� insulation fault
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Table 3 Practical observations

S. No. Theoretical value Practical outcome Output error percentage (%)

1 Healthy condition OVER –

2 5 K� 5.27 K� 5.4%

3 10 K� 10.64 K� 6.4%

4 12 K� 12.71 K� 5.9%

5 20 K� 20.02 K� 0.1%

6 22 K� 22.87 K� 3.9%

7 Combination of 12 K� AND
22 K� IN same line

7.94 K� 2.3%

7.4 Results and Observations

From Table 3, we can infer that various values have been studied and output is noted.
The output of the hardware has a minimum error percentage of 0.1% and amaximum
error percentage of approximately 7% within the given range of ohmic insulation
faults, i.e., 0–22 K�. Hence, the system is working within the practical limitations,
as discussed and mentioned earlier within this paper. When the distribution system
condition is healthy, the display shows ‘OVER’whichmeans the insulation resistance
of the system is high, as per healthy condition. When the system is at first insulation
fault, the insulation resistance/ohmic insulation of the system decreases and hence
the corresponding values are showcased as per the ohmic fault on the display.

7.5 Hardware Outcome

Figure 17 depicts the top view of hardware implementation, and Fig. 18 depicts the
front view of the hardware showing 22 K� as ohmic insulation fault in the display
as one of the observations noted before, in Table 3.

8 Conclusion

Based on various simulation studies and practical observations, an online insulation
monitoring device is implemented based on first principles using appropriate elec-
tronic circuits to detect andmeasure insulation fault in the 40–50V low-voltage ener-
gized (online) DC system with a 12 V low-frequency AC injection with maximum
accuracy and minimum error within a range of 0–22 K�, applicable to clean DC
systems without appreciable industrial EMIs. However, further research and devel-
opment with high accuracy enhanced filters and increased measuring range can lead
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Fig. 17 Hardware outcome
(top view)

to a better insulation monitoring device suitable for a broad range of industrial appli-
cations and capable of dealing with the prevalent industrial noises, EMI, and EMC
tests in the practical industry with minimum error and maximum accuracy at hand.
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Fig. 18 Hardware outcome showing 22 K� ohmic insulation fault (front view)
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Soft Switching and Voltage Control
for Three Phase Induction Motor

S. Hemalatha and A. Deepak

Abstract The role of induction motors is varied and of much importance in the field
of electrical drives. For such induction motors, proper starting is required to improve
versatility of the machine, reduce the starting current and mitigate power quality
issues caused due to motor starting. There are different methods of starting, such as
direct on line starter, electromechanical starting and autotransformer based starter.
However star–delta starters are proved to be better in case of low and medium power
motors, on account of cost and efficiency; however this gives transients when the
circuit configuration is changed. In the proposed system power electronic switches
are being used as soft starters for induction motor drives. Different power elec-
tronic switches are used and comparisons of the outputs provide a perspective on the
effectiveness of the circuit.

Keywords Star-delta starter · GTO · Soft starter · Induction motor · Voltage
control

1 Introduction

Induction motors are used in many places, be it industries or in residential areas.
They are important in terms of design considerations, taking into account the wide
usage and effects of wrong operation. The three phase induction motor during the
initial starting condition draws upmuch higher current than its capacity and themotor
instantly reaches the full speed. This results in a mechanical jerk and high electrical
stress on the windings of the motor. Sometimes the windings may get burnt. The
induction motor should start smoothly and gradually catch up the speed for a safer
operation [1]. For instance, improper starting would result in more energy losses
and its cumulative effects are not favourable. Hence, proper starting mechanism
for induction motors is necessary. There are basically four types of starting induc-
tion motors [2]. They are direct on-line (DOL) starting, electromechanical reduced
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voltage starting, solid state reduced voltage starting and variable frequency drive
starting. Direct on-line starting are cost-effective provided the motor ratings are
small, otherwise it is not advised to be used; it has its own demerits like producing
surges in the system while starting the motor and so on. In case of star–delta starting,
the sudden surge problem ismitigated to a certain extent by using twodifferent config-
urations of connections to the motor from the supply. However this is applicable only
for delta-connected stator with six leads [3–6].

Usages of mechanical switches and contactors have disadvantages like frequent
maintenance, issues caused due to frequent switching and so on [7]. Autotransformer
starters are suitable for large rating induction motors, but their large size and higher
costs contribute to their disadvantages. In addition to this, soft starters apply reduced
voltage and torque to the motor [8], which are reliable than most existing techniques
for starting of induction motors. But still soft starters aren’t fully functioning as an
energy saver because of harmonics. Soft starters for three phase induction motors
have been designed as in with SCR as the semiconductor switch, [9–14]. Then the
applications ofGate Turn off Thyristors (GTOs) are being tested for such applications
as in [15]. This provided scope for incorporating different other power semiconductor
devices to be used in place of SCRs for induction motor starting. The ac motor
starters employing power semiconductors are being increasingly used to replace
electromagnetic line starters and conventional reduced-voltage starters because of
their controlled soft-starting capability with limited starting current. Thyristor-based
soft starters are cheap, simple, reliable, and occupy less volume, and therefore, their
use is a viable solution to the induction motor (IM) starting problem [16]. The
electronic starter for the single phase induction motor that incorporates both short
circuit and overload protection is given in [17]. The starter is used for switching and
protecting the electric motor from the dangerous overloads by tripping. It reduces the
starting current to the AC induction motors and also reduces the motor torque. The
proposed system is amodified version of soft starter applied with star-delta switching
configurations with different power semiconductor devices other than SCR, which
supports induction motors effectively with better voltage control and torque control.
The study of Soft Starter Study for Induction Motors using fuzzy PID control is
given in [18]. The main circuit of the voltage controller is consisted of three opposite
parallel Thyristors. IM terminal voltage is controlled by adjusting the firing angle.
The firing angle is controlled by synchronized 6-pulse generator. Synchronized 6-
pulse generator is controlled by intelligent controller. This paper presents a design
of a soft switching circuit for induction motors, controlled by a PIC microcontroller
and the operation is done in open loop configuration for simplicity purpose. Section 2
gives a basic idea about the conventional star-delta starter with electromechanical
switching, gives an idea of the proposed system and its working. Section 3 tells about
the various simulation results obtained with the help of the power semiconductor
devices—SCR, IGBT and MOSFET. Section 4 tells about the conclusion and future
scope of the project.
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2 Implementation of a Star-Delta Starter

The structure of conventional star-delta starter is shown in Fig. 1. In a star-delta
starter, the supply terminals R, Y and B are connected to the main contactor (KM3)
and delta contactor (KM2). The terminals of the contactor KM3 are then connected
to the primary terminals of the motor (terminals U1, V1 andW1). The terminals U2,
V2 and W2 are connected in delta fashion to the delta contactor (KM2), with U2
connected to W1, V2 connected to U1 and W2 connected to V1. In addition to this
the secondary terminals U2, V2 and W2 are connected to the star contactor (KM1).

During operation, the main contactor (KM3) and star contactor (KM1) are closed,
so that the motor starts at a reduced voltage and supply current is limited to themotor.
Then after a few cycles (after a few seconds), KM1 is opened and KM2 is closed. So,
now the induction motor is in delta connection. The closure of contactors should be
such that KM1 should be opened and KM2 should be closed simultaneously. Timers
used in the starter are responsible for the control of the contactors.

The proposed star-delta starter is shown in Fig. 2. In this work, six GTOs are
used, namely G1, G2, G3, G4, G5 and G6. Anode terminals of the GTOs G1, G2,
G3 are connected to the terminals U1, V1, W1 of the motor respectively in star
configuration. G4 is connected between terminals V1 and U2, G5 between W1 and
V2 and G6 between U1 and W2. Hence the GTOs G4, G5 and G6 are connected in
delta configuration. During Delta all the six GTO’s are utilized. The GTOs G4, G5
and G6 are connected in star configuration.

Fig. 1 Conventional
star-delta starter
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Fig. 2 Proposed soft switching circuit based on star-delta starter configuration

When the supply is turned on, the microcontroller provides gate signal of +5 V
to turn on the GTOs G1, G2 and G3 after a delay of 2 s. Then, after an interval of
5 s the pulse generator turns ON GTOs G4, G5 and G6 at the same instant when
the GTOs G1, G2 and G3 are turned OFF, with proper phase sequencing using the
microcontroller. Thus the motor is operated in delta connection now. In this work
the usage of SCRs can be overridden with the help of GTOs, owing to its versatility
towards ratings and switching frequency. ZCS and ZVS are available since switching
is done using power semiconductors and not by using electromechanical switches.
Proper control of firing angle enables better control over the modified soft starter.

3 Simulation of Soft Switching and Voltage Control

Simulation has become a very powerful tool on the industry application as well as
in academics, nowadays. It is now essential for an electrical engineer to understand
the concept of simulation and learn its use in various applications. Many industries
are spending a considerable amount of time and money in doing simulation before
manufacturing their product. In most of the research and development work, the
simulation plays a very important role. Without simulation, it is quite impossible to
proceed further. It should be noted that in power electronics, computer simulation
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and a proof of concept hardware prototype in the laboratory are complementary to
each other. The objective of this chapter is to describe the simulation of impedance
source inverter with R, RL and RLE loads using MATLAB tool.

3.1 Existing Star- Delta Starter

In this existing process, three phase programmable voltage source is connected to
star delta starter and the output of star delta starter is connected to asynchronous
machine and it is connected to the bus and output of the system is used to measure
the speed and torque of the machine which is shown in Fig. 3. Initially two breakers
are closed and the normal operation of induction machine runs, while starting the
machine first it is connected in star and then after attaining speed it changes to delta
mode of operation. The internal connection of star-delta starter is shown in Fig. 4.

Initially two breakers are closed and the normal operation of induction machine
runs without any connections of starters. The supply is given and breaker 1 is closed
and no connection to the starter so that breaker 2 also closed and given to the motor.
Figure 5 explains about the speed and torque of the motor without starter conditions.
Initially two breakers are closed and the normal operation of induction machine runs,
while starting the machine first it is connected in star and then after attaining speed
it changes to delta mode of operation. Figure 6 explains about the speed and torque
of the motor with starter conditions. From both figures if the starter connected to
the circuit it produces more oscillations in motor output. So the performance of the
motor with different switches in the starter is given in next section.

Fig. 3 Conventional star-delta starter
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Fig. 4 Internal connection of conventional star-delta starter

Fig. 5 Motor speed and torque without starter
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Fig. 6 Motor speed and torque with starter

3.2 Star–Delta Starter with GTO

In this simulation of GTO process, three phase programmable voltage source is
connected to soft starter and the output of soft starter is connected to asynchronous
machine and three phase voltage current measurement is used to measure the voltage
of GTO and it is connected to the bus and output of the system is used to measure the
speed and torque of the machine. The advantages of GTO are low cost, weight and
volume, less noise, low Turn off time, higher blocking voltage capability and high
efficiency. The disadvantages of GTO are magnitude of latching and holding current
is more, losses are more and on state voltage drop and associated loss are more.

The simulation model of the proposed starter with GTO is shown in Fig. 7. The
internal structure of the starter is shown in Fig. 8. Initially two breakers are closed and
the normal operation of induction machine runs, while starting the machine first it is

Fig. 7 Simulation model with GTO
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Fig. 8 Internal structure of starter with GTO

connected in star and then after attaining speed it changes to delta mode of operation.
Three pairs of GTO are used in the star conditions and after star operations is finished
another three pairs of GTO for delta conditions. Figure 9 explains about the speed
and torque of the motor in the GTO operation. The voltage control circuit with GTO
connected to induction motor is shown in Fig. 10 and the output voltage of the starter
is shown in Fig. 11.

3.3 Star–Delta Starter with IGBT

In this simulation of IGBT process, three phase programmable voltage source is
connected to soft starter and the output of soft starter is connected to asynchronous
machine and three phase voltage current measurement is used to measure the voltage
of IGBT and it is connected to the bus and output of the system is used to measure the
speed and torque of the machine. Advantages of IGBT are easy to turn on and off, it
has low on state power dissipation and it has simple driver circuit. The disadvantages
of IGBT is cannot block high reverse voltage, turn off time is high, latching up
problem and cost is high.
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Fig. 9 Motor speed and torque with GTO based starter

Fig. 10 Voltage control circuit with GTO

The simulation model of the starter with IGBT is shown in Fig. 12 and the internal
connection of the starterwith IGBT shown in Fig. 13. Initially two breakers are closed
and the normal operation of induction machine runs, while starting the machine first
it is connected in star and then after attaining speed it changes to delta mode of
operation. Three pairs of IGBT are used in the star conditions and after star operations
is finished another three pairs of IGBT for delta conditions. The motor speed and
torque characteristics are given in Fig. 14. It has better character compare to GTO
based starter. Similarly the voltage control circuit of three phase induction motor
with IGBT switches is shown in Fig. 15. The connected induction motor has 7.5 kW,
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Fig. 11 Output voltage with GTO

Fig. 12 Simulation model of starter with IGBT

400 V, 1500 rpm, 50 Hz and moment of Inertia of 0.0343 kg m2. In this the output
voltage of starter or input given to motor is given in Fig. 16.

3.4 Star–Delta Starter with MOSFET

In this simulation of MOSFET process, three phase programmable voltage source is
connected to soft starter and the output of soft starter is connected to asynchronous
machine and three phase voltage current measurement is used to measure the voltage
ofMOSFET and it is connected to the bus and output of the system is used tomeasure
the speed and torque of the machine. The advantages of MOSFET are high input
impedance, they support high speed operation and they have high drain resistance.
The disadvantages of MOSFET are very susceptible to overload voltages hence
special handling is required and cost is high.

The simulationmodel of the starter withMOSFET is given in Fig. 17. The internal
structure of the starter with MOSFET is shown in Fig. 18. Initially two breakers
are closed and the normal operation of induction machine runs, while starting the
machine first it is connected in star and then after attaining speed it changes to delta
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Fig. 13 Internal structure of starter with IGBT

Fig. 14 Motor speed and torque with IGBT based starter
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Fig. 15 Voltage control circuit with IGBT

Fig. 16 Output voltage with IGBT

Fig. 17 Simulation model with MOSFET
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Fig. 18 Internal structure of starter with MOSFET

mode of operation. Three pairs of MOSFET are used in the star conditions and after
star operations is finished another three pairs of MOSFET for delta conditions. The
speed and torque characteristic of the motor with MOSFET is given in Fig. 19. It has
less oscillation and quick settling compare to other two cases. The voltage control
circuit of the three phase induction motor with MOSFET is given in Fig. 20. The
input voltage applied to the motor from starter is given in Fig. 21.

From the above graphs we can observe that the starting provided by the proposed
soft switchingmechanism is a better one, owing to smoother torque and speed curves.
Also, the compatibility of this type of switching is experimented with other power
semiconductor devices, and the obtained values are given in Table 1. In this table,
find that MOSFETs have produced faster switching time and motor speed. MOSFET
based starter produces more torque than other switches based starters. But still on
comparison usage of GTOs are near to the other devices. Also, with the higher ratings
of GTO, we can implement this in high rating induction machines too; which is not
possible for other two devices.
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Fig. 19 Motor speed and torque with MOSFET based starter

Fig. 20 Voltage control circuit with MOSFET

4 Conclusion

A modified soft starter has been implemented with GTO in the form of star-delta
starting. Results show that GTO based starters provide smoother starting, thereby
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Fig. 21 Output voltage with MOSFET

Table 1 Comparison of various devices used in soft switching scheme

Device Used Firing angle Switch output
voltage

Motor speed Motor torque Switching period
(s)

GTO 30 326.52403 1494.20774 5.08443 0.34

IGBT 30 327.28746 1494.20764 5.08445 0.36

MOSFET 30 326.56104 1498.95479 22.87935 0.32

controlling voltage fluctuations to a greater extent. Similar tests have been done
using other power semiconductor devices namely IGBT andMOSFET. Out of these,
GTO can be a proven semiconductor device for soft starting of three phase induction
motors owing to its versatility and energy efficiency. Also low cost microcontroller
is used which enables better control. In addition to this parameters can be measured
and controlled using the power semiconductor devices.
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Design and Performance Comparison
of Permanent Magnet-Assisted
Synchronous Reluctance Motors

D. Pradhap, P. Ramesh, and N. C. Lenin

Abstract Permanentmagnet-assisted synchronous reluctancemotor (PMa-SynRM)
helps to reduce the dependency of rare earth magnets, particularly in electric vehicle
applications. In this paper, the significance of magnet position in PMa-SynRM is
discussed in detail. By keeping the magnet in appropriate position, it can be utilized
effectively, which enhances the power density of the motor. A 1 kW PMa-SynRM is
designed for electric two-wheeler, and its performance for various magnet positions
is analyzed and compared.

Keywords Electric vehicle · Permanent magnet · Synchronous reluctance motor

1 Introduction

An electric motor is a key component in the electric vehicle (EV) traction system. In
general, interior permanentmagnet (IPM)motor with rare earthmagnets is employed
in EVs, due to its high torque and power density, wide speed operating range [1, 2].
But, the usage of rare earth magnets increases the cost of IPM motor to a greater
extent [3, 4]. To overcome this issue, synchronous reluctance motor with rare earth
free magnet is a better choice. Replacing the high-cost rare earth PM with rare earth
free magnets reduces the cost, while the energy product of the non-rare earth free
magnet is comparatively low [5]. To overcome this challenge, optimized utilization
of permanent magnets is desirable. In order to improve the utilization of permanent
magnet, permanent magnet placement in the rotor is vital.

In this paper, the importance of magnet position in the rotor of PMa-SynRM is
analyzed. The parameters influencing the reluctance andmagnet torque are discussed
in Sect. 2. The design specifications are given in Sect. 3. In Sect. 4, different rotor
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topologies based onmagnet positions are specified. The no-load and load characteris-
tics of the designed PMa-SynRMs are compared in Sects. 5 and 6. Finally, the perfor-
mance characteristics are discussed in Sect. 7. The electromagnetic performance is
done by finite element software MagNet.

2 Permanent Magnet-Assisted SynRM

The torque production in permanent magnet-assisted synchronous reluctance motor
(PMa-SynRM) depends on two components, namely reluctance torque and magnet
torque [6]. The reluctance torque is produced by rotor saliency due to its magnetic
anisotropy. The magnet torque is produced due to the interaction of magnetic fields
created by permanent magnet and stator current. In this motor, the flux barrier in the
rotor is used to create saliency and also facilitates to keep magnets. The axis with
high permeance is referred as d-axis, while the axis with high reluctance is termed
as q-axis, as shown in Fig. 1.

The torque developed in PMa-SynRM [7] can be expressed as,

T = 3

2

P

2

(
λpmid +

(
Ld − Lq

)
id iq

)
(1)

where P is the number of pole pairs, id and iq are the d-axis and q-axis components
of the stator current. Ld and Lq are d-axis and q-axis inductance, respectively, and
λpm is the flux linkage due to permanent magnets. From Sect. 3, PMa-SynRM with
ceramic magnet has been discussed.

q-axis 

d-axis

Fig. 1 PMa-SynRM



Design and Performance Comparison of Permanent … 37

Table 1 Specification and
dimension

Items Value

Rated power 1 kW

Supply voltage 48 V

Rated torque 3.8 Nm

Rated speed 2500 rpm

Maximum speed 10,000 rpm

Stator outer diameter 150 mm

Stack Length 40 mm

Number of stator slots 36

Number of poles 6

Number of turns per coil 7

Winding type Distributed

3 Design of CMa-SynRM

A 1 kW, ceramic magnet-assisted synchronous reluctance motor (CMa-SynRM) is
designed to satisfy the requirement of electric two-wheeler traction application. The
target specifications are listed in Table 1. The design process of CMa-SynRM is
shown in Fig. 2.

4 Designed Rotor Topologies of CMa-SynRM

The reluctance torque of the motor is influenced by the structure of flux barrier in
the rotor, whereas the magnet torque depends on the permanent magnet flux linkage
(λpm). The position of permanent magnet in the rotor flux barrier decides the amount
of flux linkage with the stator windings. So, various magnet placement positions,
as shown in Fig. 3, are considered to study the effective utilization of permanent
magnet. According to the rotor topology, the motors are labeled as CMa-SynRM I,
CMa-SynRM II, and CMa-SynRM III. In order to have a better comparison, some
of the parameters like stator design, excitation, and volume of permanent magnets
are kept same for all topologies.

5 No-Load Characteristics

The designedCMa-SynRMshas beenmodeled in finite element platformand initially
analyzed without load. The airgap flux density obtained from the motors is depicted
in Fig. 4. The airgap flux density in CMa-SynRM I is 22% higher than CMa-SynRM
II and nearly two times of CMa-SynRM III. In CMa-SynRM I, all the permanent
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Fig. 2 Design procedure

Selection of main dimensions

Design of stator and windings

Selection of rotor topology

Sizing and placement of       
permanent magnet 

Obtained          
required output?

Start

Yes

No

Final design

Fig. 3 Rotor topologies, a CMa-SynRM I, b CMa-SynRM II, c FMa-SynRM III
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Fig. 4 Airgap flux density at no-load condition

magnets are positioned along the d-axis, which has minimum reluctance and also
closer to airgap [8]. Hence, the resulting airgap flux density is improved.

The back EMF induced for one electric cycle is depicted in Fig. 5. The peak
value of back EMF obtained in CMa-SynRM I is 22.05 V, which is 55% higher than
CMa-SynRM II and more than two times of CMa-SynRM III. This shows that the
permanentmagnet flux linkage is higher in CMa-SynRM I [9, 10]. The comparison of
airgap flux density and back EMF under no-load condition for three rotor topologies
are listed in Table 2.

-25
-20
-15
-10

-5
0
5

10
15
20
25

0 90 180 270 360

B
ac

k-
EM

F 
(V

) 

Position (elec deg)

CMa-SynRM I CMa-SynRM II CMa-SynRM III

Fig. 5 Back EMF under no load
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Table 2 Comparison of
airgap flux density and back
EMF

Characteristic CMa-SynRM
I

CMa-SynRM
II

CMa-SynRM
III

Airgap flux
density (T)

0.30 0.24 0.10

Back-EMF
(V)

22.05 14.38 6.99

6 Load Characteristics

After obtaining satisfactory results in no-load condition, the motors have been
analyzed under loaded condition. At the rated speed of 2500 rpm, 28 A current
is drawn to deliver the rated torque. The d-axis and q-axis components of the
rated current are plotted for various current angles in Fig. 6. These currents can
be calculated by [11],

id = i p cos θ (2)

iq = i p sin θ (3)

The reluctance torque depends on the d-axis and q-axis inductances (Ld and Lq).
Figure 7 shows the Ld and Lq variation of the designed motors. Compared to other
motors, CMa-SynRM III provides better saliency.

The reluctance torque and magnet torque obtained for various current angles are
plotted in Fig. 8a, b. It is observed that the variation in reluctance torque among the
motor topologies is very minimal. Due to high saliency, CMa-SynRM III provides
4% increased reluctance torque than CMa-SynRM II, at the current angle of 60°.
But, the magnet torque is 7% lesser in CMa-SynRM III. The magnet position along
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d-axis makes CMa-SynRM I to offer high magnet torque, which is 14% higher than
CMa-SynRM II. This helps to enhance the net torque to a greater extent [12], as
shown in Fig. 8c.

7 Performance Characteristics

The torque–speed characteristics of the designed motors are depicted in Fig. 9.
Because of the magnet placement in d-axis, CMa-SynRM I provides better torque–
speed characteristics than other motors [13]. At the rated speed of 2500 rpm, CMa-
SynRM I delivers 14 and 22% higher torque than CMa-SynRM II and III. This
enhances the rated power to 1.2 kW, as shown in Fig. 7. Due to increased torque at
higher speeds, CMa-SynRM I also has extended constant power–speed range.

The power–speed characteristics of the three motor topologies are shown in
Fig. 10. It is observed from Fig. 10, the power developed by CMa-SynRM I is
comparatively better among three motors.

Cogging torque is originated due to the interaction between permanent magnet of
the rotor and stator teeth [14, 15]. Figure 11 shows the cogging torque developed in
all three motors. CMa-SynRM III has the lowest cogging torque, 0.003 Nm, whereas
CMa-SynRM I has 0.042 Nm due to high magnet flux linkage. Cogging torque is
the main source for torque ripple [16, 17]. Torque ripples in three rotor topologies
are listed in Table 3.
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Fig. 8 Torque characteristics of three CMa-SynRM a reluctance torque-current angle, b magnet
torque-current angle, c net torque-current angle

8 Conclusion

In general, interior permanent magnet motor (IPM) with rare earth magnets is
employed in EVs. In order to avoid the usage of rare earth magnet, the low-
cost ceramic magnet-assisted synchronous reluctance with three rotor topologies is
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Fig. 10 Output power versus speed

compared. From the analysis, it can be inferred that, by positioning the magnet along
the d-axis improve the magnet torque to a greater extent, which also reflects on the
resultant output power. Preferring this machine would help to reduce the cost and
avoid the usage of rare earth magnet.
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Table 3 Comparison of
torque and output power

Characteristic CMa-SynRM
I

CMa-SynRM
II

CMa-SynRM
III

Cogging
torque(Nm)

0.042 0.013 0.003

Torque(Nm) 4.84 4.26 3.96

Torque ripple
(%)

15.4 18.6 11.3

Output power
(kW)

1.26 1.14 1.03
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Performance Analysis of Fuzzy Logic
Control-Based Classical Converter Fed
6/4 SRM Drive for Speed Precision

Indira Damarla and M. Venmathi

Abstract Switched reluctance motor (SRM) has become admirable to conventional
electrical machines due to its robust construction, a wide range of speed control,
ruggedness, low cost, high torque to weight ratio and highly reliable. SRMs are
gaining most attractive with these excellent features in the field of industrial applica-
tions such as electric vehicles, electric traction, aerospace, mining drives. By cause
of harmonics in air gap flux leads to periodic speed pulsations and large torque ripple
which leads to vibration and acoustic noise. Hence to overcome this problem, the
intelligent controller like a fuzzy logic controller (FLC) is employed. In this paper,
FLC-based classical converter fed SRMdrive is presented. Themain aim of this work
is to control the speed of SRMdrivewith a fuzzy controller in theMATLAB/Simulink
platform. To show the effectiveness of fuzzy controller, its performance is correlated
with the conventional proportional integral (PI) controller. The statistical parameters
like rise time, settling time for various speeds with constant load torque are reported.
The comparative simulation results between theFLCandPI are also shown to validate
the effectiveness of FLC to diminish periodic speed ripples and settling time.

Keywords Switched reluctance motor · Classical converter · Proportional integral
controller · Fuzzy logic controller · Speed pulsations · Dynamic response

1 Introduction

It is well known from many years ago SRM has been modernized attraction as a
research carrier. The enhancement in power electronic converters,modern controllers
along with tremendous speed embedded controllers with dynamic ability to perform
calculation SRM drives is preferred in many applications such as electric vehicles,
robotic control, automobile applications, etc. Both stator and rotor of SRM consist
of salient poles; the rotor does not carry any winding and is known as a double
salient pole machine. SRM gives many merits due to its winding free rotor like low
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inertia, no maintenance, fault-tolerant capability, ability to run on a wide range of
speed, good performance and simple construction, etc. [1–3]. The essential charac-
teristics of adjustable speed drive consist of reduced torque pulsations, acceptable
transient and steady-state response, and minimum speed ripple. Nevertheless due to
harmonics in air gap flux, nonlinearity in magnetic structure and nonlinear corre-
lation among the position of the rotor, torque and electromagnetic flux linkages, it
is not so simple to regulate the speed of SRM [4, 5]. Practically, it is very difficult
to bring out pure sinusoidal flux around the air gap. Torque ripples originate by
the interaction of nonsinusoidal flux with sinusoidal phase currents [6]. Therefore to
control SRMdrive, nonlinear controllers are necessary. In [7], some of the controllers
are highlighted. Nowadays, the modernization and advancements in SRM such as
modified construction design [8, 9], high-performance magnetic core [10] have been
conferred. To improve the performance, a controller is introduced depend on feed-
back in [11]. The robust control technologies are recommended in [12, 13]. A new
sliding mode controller has been established in literature to produce perfect control
under abrupt disturbances in load. Currently, in many industrial applications, the
proportional, integral and derivative controllers are good candidates for improving
the performance [14]. A set of space vectors that are used to improve the torque
in SRM is proposed in [15]. By properly tuning the parameters of P, PI, PD, PID
controllers deliver high efficiency if we know the precise mathematic model [16, 17].
An artificial intelligence-based controls like FLC, artificial neural networks (ANN)
and genetic algorithms are good enough for improved operation if the mathematical
modeling is painful [18, 19]. Out of these, FLC plays a dominant role in various
applications due to its flexibility. At present, fuzzy controllers are emerging trends in
variable speed applications. A C-dump converter fed SRM with FLC was proposed
in [20]. Under dynamic behavior, FLC gives better response compared to traditional
controllers. As compared to traditional controllers, FLC reduces the cost of hard-
ware [21]. The self-tuning FLC has the merits of large capability of control, simple
and greater adaptability and it is presented in [22]. The PI controller uses pulse
width modulation (PWM) technique to control the phase current of the SRM and
turn on, turn off angles are controlled by the current controller. In [23], a stable, fast
digital PWM current controller is developed for SRM drive. The drawbacks of the PI
controller are overcome by using FLC and the comparative study was carried out in
[24, 25]. In this paper, FLC has been designed for a wide range of speeds including
low and high speeds with classical converter fed SRM to regulate the speed ripples
and to achieve smooth control at variable speed operation. The FLC is compared
with a conventional controller in aspects like rise time and settling time.

2 Dynamic Modeling of SRM

The electromagnetic torque developed in SRM is directly proportional to the square
of phase current and change of reluctance to rotor position. Inductance profile plays
a major role in the production of torque. Mathematical modeling of SRM is difficult
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due to its nonlinear relation between flux linkage, inductance and electromagnetic
torque with rotor position and phase current. The cross-sectional view and equivalent
circuit for one phase of 6/4 SRM are depicted in Fig. 1.

According to mathematical modeling [26], the state space dynamic equations are
listed below:

v(t) = Ri(t) + dψ(θ, i)

dt
(1)

ψ(θ, i) = L(θ, i) ∗ i (2)

From Eqs. (1) and (2),

v(t) = Ri(t) + L(θ, i)
di

dt
+ dL(θ, i)

dθ
iωm (3)

The EMF induced in motor is

e = dL(θ, i)

dθ
iωm = Kbiωm (4)

Where,

Kb = dL(θ, i)

dθ
(5)

The addition of winding resistance loss, rate of change in field energy and air gap
power will give the instantaneous input power and it is given below:

Pi = v(t)i(t) = Ri2 + i2
dL(θ, i)

dθ
+ L(θ, i)i

di

dt
(6)

Air gap power

Fig. 1 Cross-sectional view and equivalent circuit of 6/4 SRM
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Pag = 1

2
i2

dL(θ, i)

dt
(7)

Pag = 1

2
i2

dL(θ, i)

dθ

dθ

dt
(8)

Pag = Te(θ, i)ωm (9)

From Eqs. (8) and (9)

ωm = dθ

dt
(10)

Electromagnetic torque developed in SRM is

Te(θ, i) = 1

2
i2

dL(θ, i)

dθ
(11)

The mechanical expressions can be expressed as

Te − Tl = Jm
dωm

dt
+ Bmωm (12)

By rearranging Eq. (12), the speed expression can be written as

dωm

dt
= 1

Jm
[Te − Tl − Bmωm] (13)

The electrical model of 6/4 SRM for one phase is shown in Fig. 2.
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Fig. 2 Electric model of one phase of 6/4 SRM
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Fig. 3 Dynamic model of 6/4 SRM

In the dynamicmodel, current lookup and torque lookup tables are used to find the
phase current and torque by knowing the parameters of input voltage and rotor posi-
tion. The electric model shown in Fig. 2 is obtained by combining current and torque
lookup tables. The dynamic model of SRM is obtained by combining a mechanical
and electrical model of SRM and is pictured in Fig. 3.

3 Control Schemes for Speed Regulation

The elementary block diagramof the 6/4 SRMdrive is shown in Fig. 4. To regulate the
speed of SRM, the reference speed ω* is compared with the actual speed ω produces
an error which is the input to the speed controller. Here, speed controller is either
PI or FLC. Reference current signals I* are generated from the speed controller and
compared with actual phase current I which gives an error. This error is used as the
input to the hysteresis current controller which limits the phase currents within the
hysteresis band. The output of hysteresis current controller gives the control pulses
to the asymmetric bridge converter which fed to the SRM.

Fig. 4 Speed control of 6/4 SRM
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Fig. 5 Speed control of 6/4 SRM with PI controller

3.1 PI Controller

The speed control of SRM with a traditional PI controller is shown in Fig. 5. To
minimize the periodic speed pulsations and steady-state error, it is necessary to
combine both proportional and integral controllers. To upgrade the performance of
the converter and to overcome the disturbances, the feedback signal is mandatory.
But by the use of an integral controller causes a negative impact on plant stability and
speed output. With the PI controller, the speed response will not improve. Therefore,
PI controllers are sitting in the areas where speed is not a benchmark [27]. The Kp

and Ki values in traditional PI controller are tuned using Ziegler and Nichols tuning
method.

3.2 Fuzzy Controller

Nowadays fuzzy controllers aremost attractive inmany industrial applications due to
its excellent quality that does not require anymathematical modeling of the plant. It is
an intelligent control that mimics the human brain based on the expert’s knowledge.
Any nonlinear system can be handled efficiently by shifting the operating point, and
hence, it can absorb any suddendisturbances of the system.Thebasic structure ofFLC
consists of mainly three stages such as fuzzification, rule base and defuzzification.
During the fuzzification, the crisp input r is converted to fuzzy linguistic variables.
The components of an expert system are the inference mechanism and knowledge
base. The internal parts of the knowledge base are rule base and database. The
expert’s knowledge about the current operation is saved in knowledgebase. The
inference mechanism uses IF-THEN rules to convert the fuzzy input into output with
theMamdani-type controller. The rules are framed by choosing suitable membership
functions for input and output. The fuzzy rule base with seven membership functions
is presented in Table 1.

The seven membership functions which are used for forming the rule base are
negative large (NL), negativemedium (NM), negative small (NS), zero (ZE), positive
small (PS), positive medium (PM), positive large (PL).
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Table 1 Rule base for FLC

Error Change in error

NL NM NS ZE PS PM PL

NL NL NL NL NL NM NS ZE

NM NL NL NL NM NS ZE PS

NS NL NL NM NS ZE PS PM

ZE NL NM NS ZE PS PM PL

PS NM NS ZE PS PM PL PL

PM NS ZE PS PM PL PL PL

PL ZE PS PM PL PL PL PL

Fig. 6 Membership function for reference current

Themembership function for reference current is shown in Fig. 6. The dependency
of the output variable on input variables is estimated by the use of surface viewer.
The reference current as a function of error and change in error is depicted in Fig. 7.
The speed control of SRM with an intelligent fuzzy controller is shown in Fig. 8.

4 Simulation Results and Discussion

The performance of asymmetric bridge converter fed 6/4 SRM embedded with PI
and fuzzy controllers are evaluated by using MATLAB/Simulink environment. The
Simulink model of asymmetric bridge converter fed SRM encapsulated with PI
controller is shown in Fig. 9. The specifications of three phase 6/4 SRM used for
simulation are highlighted in Table 2.

The output waveforms for instantaneous flux, phase current, torque developed
and speed are displayed in Figs. 10, 12, 14 and 16, respectively. The zoomed view
of flux, phase current and torque is represented in Figs. 11, 13 and 15, respectively.

TheSimulinkmodel embeddedwith PI controller is tested based on the parameters
of 0.5Nm load torque and the reference speed of 1800 rpm. The settling time required
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Fig. 7 Surface view

to attain the base speed is too large about nearly 0.35 s. Hence, it reduces the stability
of the system and degrades the performance.

Therefore, to improve the performance of SRM drive, an advanced intelligent
controller FLC is the best candidate. The Simulink model of asymmetric bridge
converter fed SRM incorporatedwith FLC is shown in Fig. 17. The output waveforms
for instantaneous flux, phase current, the torque developed and speed with FLC are
shown in Figs. 18, 20, 22 and 24 respectively. The zoomed viewof flux, phase current,
torque is shown in Figs. 19, 21 and 23 respectively.

From the speed response, it is observed that time required settling and reaches to
its base speed is reduced large amount as compared to PI controller and it is equal
to 0.1 s. Therefore, the FLC gives the best results and the performance of drive is
excellent for an intelligent controller. The enhancement of speed response for PI
and FLC is compared and demonstrated in Fig. 25. The comparative analyses of
both controllers are evaluated with parameter like rise time, settling time for various
speeds with constant load torque is tabulated in Table 3. It is realized that the SRM
speedwith the PI controller has excessive settling time as compared to FLC subjected
to fixed load torque with adjustable speed.

Simulation results are also verified with a step change in reference speed from
1000 to 2000 rpm and the load torque is applied as 1.2 N-m for both the controllers
and the speed response of SRMusing the PI controller and FLC are shown in Fig. 26a,
b.
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Fig. 9 Simulink model of classical converter fed SRM with PI controller

Table 2 Specifications of 6/4
SRM

Parameter Value

Number of phases 3

Stator and rotor poles 6 and 4

Rotor poles 4

Stator phase resistance 0.5 �

Aligned inductance 23.6 mH

Unaligned inductance 0.67 mH

Saturated aligned inductance 0.15 mH

Inertia constant 0.005 Kgm2

Viscous friction coefficient 0.0001 Nm s

Maximum current 30 A

Maximum flux linkages 0.486 Vs

Fig. 10 Flux of SRM using
PI controller
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Fig. 11 Zoomed view of
flux using PI controller
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Fig. 12 Phase current of
SRM using PI controller
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Fig. 13 Zoomed view of
phase current

0.4 0.405 0.41 0.415 0.42

 Time (Sec)

0

5

10

15

20

Ph
as

e 
C

ur
re

nt
 (A

m
p)



58 I. Damarla and M. Venmathi

Fig. 14 Torque of SRM
using PI controller
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Fig. 15 Zoomed view of
torque
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Fig. 16 Speed of SRM
using PI controller
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Fig. 17 Simulink model of classical converter fed SRM with FLC

Fig. 18 Flux of SRM using
FLC

Fig. 19 Zoomed view of
flux using FLC
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Fig. 20 Phase current of
SRM using FLC

Fig. 21 Zoomed view of
phase current using FLC

Fig. 22 Torque of SRM
using FLC

5 Conclusion

To characterize the performance of SRMdrive, this paper is focused on the controller.
In this paper, two controllers are demonstrated and tested in the MATLAB/Simulink
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Fig. 23 Zoomed view of
torque using FLC

Fig. 24 Speed of SRM
using FLC

Fig. 25 Enhancement of
speed response for PI and
FLC

Table 3 Estimation of PI and FLC under different speeds

Specification Load torque At 1800 RPM At 1000 RPM

PI FLC PI FLC

Rise time 0.5 0.3 0.09 0.1 0.05

Settling time 0.5 0.35 0.1 0.16 0.08
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(a) PI controller     (b) FLC

Fig. 26 Speed of SRM using with step change in reference speed using PI and FLC

model for three phase 6/4 SRM drive system. Different aspects of the design study
about the membership function, rule base, have been explained in detail. Over
the wide range of speed control, FLC gives very good stability and robustness as
compared to the PI controller. Lastly, to defeat the periodic speed oscillations and to
upgrade the speed response with less settling time, an intelligent controller is found
to be good its conventional supplement.
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Dynamic Economic Dispatch
Incorporating Commercial Electric
Vehicles

K. Abinaya, Velamuri Suresh, Suresh Kumar Sudabattula,
and S. Kaveripriya

Abstract In future, the electric vehicle will be expected to dominate the other trans-
portation networks.Many commercial electric vehicles are being charged at common
times due to their usage pattern. This results in sudden rise of power demand on the
electricity networks. In this paper, dynamic economicdispatch considering the impact
of commercial electric vehicles is proposed. The objectives of this work are mini-
mization of fuel cost and network power loss. A novel methodology for charging
the commercial electric vehicles is developed and is utilized in conjunction with
dynamic economic dispatch. The proposed work is implemented on IEEE 30 bus
system and the results show that this method is very effective.

Keywords Economic dispatch (ED) · Salp swarm algorithm (SSA) · Electric
vehicles (EVs)

1 Introduction

Economic dispatch (ED) is a significant problem in power system. The aim of this
problem is to schedule the generators in an optimum way to reduce the running cost
(fuel cost) of the system [1–3]. Further, environmental concern and depletion of coal
reserves, it is essential to consider the renewable energy resources alongwith thermal
generators in the present era. Also, minimization of operating cost over a fixed time
interval is not suitable with consideration of renewable sources. So, it is essential to
solve dynamic ED because output of these sources changes from time to time [4].
Also, in pollution aspect, both power industry and transportation sector represent
64% of global emission [5]. So, significant step is required to reduce the pollution
level to considerable extent. Further, the power generation is majorly depending on
coal-based thermal plants and also transport sector depends on conventional internal
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combustion engines. Thus, usage of electric vehicle is an alternative. Although, usage
of more EVs increases peak load demand. So, it is crucial to examine the scheduling
of EVs while developing the optimum dispatch strategy for power systems.

From the last two decades, different authors solved SED problem using various
optimization techniques [6–10]. Considering the load variations throughout the
day, various authors have attempted DED problem [11–14]. Recently, few authors
attempted different methods for incorporating electric vehicles in DED problem.
In [15], DED is solved by considering plug in electric vehicle for peak shaving
and valley filling. In [16], the new scheduling method is proposed for integrating
multiple electric vehicle charging profiles comparatively into a 24-h load demand
in an economic environment. In [17] gives a dual optimization method for the DC
optimal power flowwith cost reduction. Here, PEVs are used for both energy storage
and energy supply device. [18] addresses issues for a conventional unit commitment-
mixed integer optimization problem for power system operators. For solving this
problem, the meta-heuristic algorithm is employed and the transfer functions are
utilized in binary optimization and investigated in a power system with PEVs. In
[19], a framework to identify fleet size capability of a power network in both uncon-
trolled and vehicle-to-grid modes of operation is performed. In this paper, a peak
to average ratio (PAR)-based charging scheme for EVs is implemented and DED is
performed using SSA optimization.

2 Problem Formulation

The main objective of the DED problem is to minimize the cost while satisfying all
constraints.

2.1 Objective Functions

The main objective function is to minimize the cost given by,

min
24∑

i=1

Fc (1)

The fuel cost function of the ith generating unit

Fc(i) = ai P
2
gi + bi Pgi + ci (2)

where Pgi is the power generated by the ith generator in MW and ai , bi and ci are
cost coefficient of ith generators.

The power loss minimization objective is
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minPL =
24∑

i=1

PL(i) (3)

2.2 System Constraints

The various constraints involved in solving DED are

2.2.1 Power Balance Constraint

Considering the charging and discharging time intervals of commercial EVs, the
power balance equation is given by,

N∑

i=1

Pg,t + Pdisch,t = Pd,t + PL ,t + Pch,t (4)

where Pch,t and Pdisch,t are the charging and discharging load of EVs at time interval
of t.

Pg,t , Pd,t , and PL ,t are the power generation, demand, and power loss at tth hour,
respectively.

2.2.2 Commercial Electric Vehicle Constraints

A. Battery storage capacity constraint

The State of Charge (SOC) of the EV at ith hour is

SOCmin ≤ SOCi ≤ SOCmax (5)

B. Charging/discharging power constraints:

The charging and discharging limits of EVs should be within the range of power
limits.

pch,i,t ≤ pmax
ch,i

pdisch,i,t ≤ pmax
disch,i (6)
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3 Proposed Methodology

In this work, an attempt is made to schedule the commercial electric vehicles using
PARmethod integrated with DED. SSA optimization is utilized for solving the DED
problem. This method is very efficient in minimizing the fuel cost and power loss.

Initially, PARmethod is used for determining the charging interval for CEVs. This
information is passed to the DED problem and the demand for the charging intervals
is updated. Further, DED is solved using SSA method and fuel cost is obtained.

3.1 Salp Swarm Algorithm

Salp swarm algorithm is a novel optimization technique which is used for solving
optimization problem [20]. SSA is a recent meta-heuristic method and it is inspired
by the swarming behavior of salp in oceans. Salps belong to the family of Salpidae
that is having transparent barrel-shaped body. Their tissues are similar to the jelly
fish, in which the water is pumped through body as propulsion to move forward. In
deep oceans, the salp that is in the form of chain is called salp chain. The population
is divided into two groups; they are leaders and followers. Front of the chain is
considered as leader and the rest of the salp is considered as followers. The flowchart
of SSA is shown in Fig. 1.

4 Result and Discussion

The study is performed on a standard IEEE 30 bus system [9]. The system consists
of six generators, 41 transmission lines, and 30 buses. The analysis is performed in
MATLAB v16. To prove the efficiency of the method, initially, static economic
dispatch (SED) is performed and the results are compared with recent methods
available in literature. Later, DED is performed considering the CEVs.

4.1 Static Economic Dispatch

SED is performed on IEEE 30 bus test system for a demand of 1263 MW using
SSA optimization. The SSA method considers a population of 40 and maximum
iterations are set to 300. The results are presented in Table 1. From the results, it
can be observed that SSA method is efficient in producing promising results for the
considered objective function. The convergence curve for fuel cost minimization is
shown in Fig. 2. The fuel cost and power loss obtained using SSA method are better
than other methods. So this method is utilized throughout the paper.
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Start

Set the parameters of SSA, no of  salp    and maximum 
iteration

Initialize position of salp , food position and food fitness

Set iteration count=2

it <itmax

For i=1:pop

Select leader to minimize the cost

Update the leader position

Update the position of follower

Variables out of 
bound

Tagging out the boundaries

update leader salp

Calculate fitness value of all salps 
and obtain optimum values

Convergence it=best

end

Read Generation limits, Power demand, EV 
status and cost coefficients

Fig. 1 Flowchart DED with CEVs using SSA
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Table 1 Comparison of fuel
cost and power loss obtained
using SSA

S. No Algorithm Fuel cost ($/hr) Power loss (MW)

1 SSA 15428.97 11.03774

2 DFA [7] 15436.869 11.8952

3 BBO [8] 15443.09 12.446

4 CBA [9] 15450.2381 12.9848

Fig. 2 Convergence curve for IEEE 30 bus system using SSA optimization

4.2 Dynamic Economic Dispatch

DED is performed on IEEE 30 bus system considering the variation in load profile
[22] as shown in Fig. 3. The obtained fuel cost, power loss, and the total power
generation for 24 h are given in Table 2.

4.3 Dynamic Economic Dispatch Considering CEVs

The proposed method illustrates the commercial electric vehicle charging sequence
along with generation scheduling using SSA algorithm. The outcome of this work is
to reduce the generation cost as well as power loss in the system.

CEVs are generally public transport vehicles used in intercity. In this paper,
BYDK9model CEVs are considered and the analysis is performed. It is assumed that
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Fig. 3 Variable load profile of IEEE 30 bus system

Table 2 Variation of fuel
cost and power loss for 24 h

Hour PG (MW) PL (MW) Fuel cost ($/h)

1 840.2401 5.3971 9948.48

2 789.0879 4.7649 9349.097

3 767.3751 4.5231 9091.629

4 739.1754 4.1094 8769.545

5 739.2171 4.1511 8781.112

6 762.2542 4.4542 9038.321

7 953.9709 6.7209 11327.88

8 1099.872 8.6397 13157.1

9 1204.623 9.8246 14515.58

10 1218.743 10.0517 14699.52

11 1214.707 9.8048 14650.16

12 1204.705 9.9067 14516.17

13 1195.521 9.5642 14398.31

14 1218.709 10.0176 14700.56

15 1182.438 9.1105 14230.92

16 1195.471 9.5142 14399.75

17 1250.341 10.0753 15124.36

18 1274.83 11.8295 15428.97

19 1274.83 11.8295 15426.35

20 1218.595 9.9042 14700.77

21 1159.728 9.1345 13934.43

22 1054.967 7.9403 12587.91

23 922.1717 6.4967 10934.02

24 794.3063 4.9313 9398.746
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Table 3 Parameters of
BYDK9 eV Bus [21]

Specifications Rating

Battery capacity 300 kwh

Mileage/full charge 135 km

SOC min and max 0.2 and 0.9

Charging time for one full charge 6 h

the bus covers three trips per day. In each trip, bus will travel 40 km. The specifica-
tions of BYDK9 eV bus are given in Table 3. The CEVswill operate from 6.00AM to
6.00 PMdaily and they are available for charging during the left hours in a day. In this
study, the charging pattern of these CEVs is optimized based on PAR-based strategy
and the generation scheduling is performed. The obtained results are compared with
traditional method and merits of the same are shown in the following section.

Initially, the CEVs are assumed to be charged at the end of all their trips and get
ready for their next day trip. This method is called as dumb charging method, since it
does not consider the systempower demand conditions. The charging anddischarging
intervals for dumb charging method are shown in Fig. 4. It can be observed that the
demand rises suddenly at 6.00 PM which is usually a peak hour. The generation
scheduling with increased load demand is simulated and the results are given in
Table 4.

Later, we introduced a smart charging strategy to handle this surge in demand.
Thismethod considers the systemdemand, scheduling cost, and deadline for charging
before next trip. The hourly peak-to-average ratio (PAR) is chosen as a parameter
for charging the CEVs. This method compares the PAR for each hour and decides

Fig. 4 Charging and discharging of CEVs using dumb charging method

Table 4 Conditions for
charging

Condition Status

If PAR < 1 charging allowed

If PAR > 1 Not allowed
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Fig. 5 Charging and discharging of CEVs using smart charging method

Table 5 DED considering
CEVs in IEEE 30 bus system

Method Power loss (MW/day) Cost ($/day)

Dumb charging +
SSA method

196.097 303556.00

SMART charging +
SSA method

194.584 29325.91

the charging interval. The rule-based approach is given in Table 4. If the condition
is satisfied cumulatively for desired period of charging, then the information will be
passed to the SSA algorithm and optimal generation scheduling is produced. The
charging and discharging patterns obtained from the strategy are shown in Fig. 5. It
is observed that the charging of CEVs has started at 1.00 AM instead of 6.00 PM.

DED is performed on IEEE 30 bus system considering the CEVs charging using
dumb and smart charging methods and the obtained power loss and operating cost of
generators per day is given in Table 5. It can be inferred that our rule based approach
for determining the charging time interval of CEVs aids in minimizing the fuel cost
and power loss of the system significantly. The hourly power loss variation using
dumb and smart methods is shown in Fig. 6 which indicates that the smart charging
strategy is essential for minimizing the operating cost and power loss of the system.

5 Conclusion

In this paper, the impact of CEVs on system power loss and operating cost is studied.
The analysis is performed on an IEEE 30 bus system using SSA optimization. SED is
initially performed and the obtained results are compared with recent methods. Later,
DED is performedwithout andwith CEVs. Dumb and smart charging strategies were
implemented for determining the appropriate time intervals for charging the CEVs.
The results of DED with CEVs using both methods are simulated and it is observed
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Fig. 6 Variation in power loss using dumb and smart charging methods

that proper charging time helps in minimizing the power loss and operating cost
significantly.
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Optimal Allocation of DERs
in Distribution System in Presence of EVs

S. Kaveripriya, Velamuri Suresh, Sudabattula Suresh Kumar,
and K. Abinaya

Abstract Usage of electric vehicles by mankind is increasing rapidly. It is observed
thatmost of the electric vehicles in a distribution system are being charged at common
timewhich indirectly reflects as a considerable load. In this paper, the impact of these
electric vehicles on distribution system performance is studied and a new method-
ology for reducing the power loss is implemented. A standard IEEE 33 bus radial
distribution system with variable load profile is considered for analysis. This method
uses a combined loss sensitivity factor and grasshopper optimization algorithm to
determine the optimal location and size of distributed generation throughout the
day. Various charging patterns for electric vehicles are analyzed and best possible
approach for minimizing the power loss is presented.

Keywords Power loss · Loss sensitivity factor · Grasshopper optimization
algorithm (GOA) · Electric vehicles

1 Introduction

The sales of electric vehicles (EVs) throughout the globe are increased significantly
from last two decades [1]. This shows a glimpse of the future transportation network.
Further, it is necessity to upgrade power sector in order to meet load requirement
of EVs. Finally, from pollution point of view, the power industry represents a major
share in global emission (i.e., 40% of the global CO2 production), followed by the
transportation sector (24%) [2]. Therefore, amajor step has to be taken for curtailment
of this pollution level. Also, the situation becomes more complicated when the coal-
based thermal power plants constitute approximately 40% [3] of the total electrical
energy production.Hence, the future transport network and the power sectorwill have
a strong correlation in order to reduce global pollution. So, for all these, usages of EVs
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and power generation based on renewable energy sources (RES) are the alternatives.
Due to these advantages, government and private organizations promote the usage
of EVs and power generated through RES. From distribution system perspectives,
EVs are connected to the existing system and it draws power from the system and
influences the load generation pattern. So, it is significant to study the performance of
the system [4]. Next, the losses in the DS is very high comparatively the transmission
system [4]. So, it is necessary to reduce these losses as much as possible. For these,
some of the authors solved DG allocation problem and considered power loss was
the major objective [5–10]. Further, connecting EVs to the existing system further
influences the system performance. So, it is significant to consider these sources in
appropriate manner. In the literature, some of the authors solved the EV placement
problem in the DS and studied the performance. Electric vehicles charging is used
effectively in a distribution system based on voltage stability, reliability, and power
loss [11]. In this paper, they proposed an innovative smart grid-based Volt-VAR
optimization engine. It has able to minimize system power loss cost [12]. As the
number of electric vehicles is increased, it causes overloading, power loss, reduced
efficiency in the distribution level. So, they proposed coordinated charging strategy
to minimize losses in the system [13]. Here, they are using two stage optimization
techniques: PSO and TS algorithms for windDGs and EVs placement [14]. Charging
stations are integrated with solar PV modules. Combined EV charging stations and
DGs are studied here for increasing the reliability in the system [15]. In this paper,
effectivemethodology is proposed to solve DG allocation problem inDS considering
the impact of EVs. The charging patterns of EVs are suitably changed in accordance
with the load variance and allocation ofDGs is determined for reducing theDS power
loss to the considerable extent.

2 Problem Formulation

Increased penetration of EVs in DS causes significant power loss in the system.
The main objective of this work is to reduce this power loss while satisfying all
the constraints. At first, using peak-to-average ratio (PAR) analysis is considered
and suitable charging time for EVs is determined. Later optimal location of DGs
is determined using LSF method. Further appropriate size of DGs considering the
impact of EVs is determined throughout the day.

2.1 Objective Functions

The power loss minimization objective is
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min
24∑

i=1

PL(i) (1)

where

PL(i) =
24∑

i=1

I 2i Ri (2)

2.2 Power Balance Constraint

Power balance equation is represented as

24∑

i=1

PG(i) =
24∑

i=1

[PL(i) + PEV(i) + PD(i)] (3)

where PL, Pev, PD are the power loss, power consumed by electric vehicles, and load
demand for the ith hour, respectively.

2.3 Battery Storage Capacity Constraint

The State of Charge (SOC) of the EV at ith hour is

SOCmax ≤ SOCi ≤ SOCmax (4)

2.4 Charging/Discharging Power Constraints

The charging and discharging limits of EVs should be within the range of power
limits.

pch,i,t ≤ pmax
ch,i

pdisch,i,t ≤ pmax
disch,i (5)
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3 Proposed Methodology

A combined method of LSF and GOA techniques is used to reduce the power loss
in the system. LSF technique is used to find the optimal location of the system for
placing DGs and EVs. GOA technique is used to find the sizes of DGs.

3.1 Loss Sensitivity Factor (LSF) Method

Using LSF technique, the vulnerable buses for the placement of DGs are identified
[16]. Further, active and reactive power loss is calculated from Eqs. (6) and (7).

Plineloss[b] =
(
P2
eff[b] + Q2

eff[b])R[k])
(V [b])2 (6)

Qlineloss[b] =
(
P2
eff[b] + Q2

eff[b])X [k])
(V [b])2 (7)

where,Peff[b],Qeff[b] are the total effective active power and reactive power supplied.
Now, the LSF for both cases can be obtained as,

∂Qlineloss[b]
∂Qeff

= (2 ∗ Qeff[b]) ∗ X [k])
(V [b])2 (8)

∂Plineloss[b]
∂Peff

= (2 ∗ Qeff[b]) ∗ R[k])
(V [b])2 (9)

The LSF can be calculated for each and every bus and higher LSF denotes that
at particular bus needs to be compensated first. Similarly, we can find the optimal
location for various DGs as well as EVs.

3.2 Grasshopper Optimization Algorithm (GOA)

TheGOA algorithmwas developed by Shahrzad Saremi et al. in 2017. In this paper, it
is used to identify the optimal sizes of DGs [17]. Here, 24 h load profile is considered
and determines sizes for each and every hour. Also, in GOA, each particle updates the
position by the current position, the global best, and by the positions of all buses. The
flowchart of optimal DG sizing using GOA is shown in Fig 1.

The equation shown below is used for updating the position of each particle

C(t) = Cmax − t
Cmax − Cmin

tmax
(10)



Optimal Allocation of DERs in Distribution System … 81

Fig. 1 Flowchart for optimal
sizing of DGs using GOA start

Read data of test system, EV status & system constraints

Set GOA parameters & generate the  initial 
population

     Update c using equation 10

    Update the position of each search agent

Evaluate the fitness value of each search agent and 
update the best search agent

Normalised the distance between the  grasshoppers in 
equations 11 and 12

Iter< max iter

finish

Evaluate the fitness value of each search agent 
and determine the best search agent

For calculating the distance between each grasshopper

Nb−1∑
Kiri

(
P2
i + Q2

i

)

V 2
i

(11)
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si j ≤ s
max
i j . (12)

4 Results and Discussions

The proposedmethod is implemented byMATLABsoftware. To check the efficiency,
it is tested on IEEE 33 bus system. Before placing the DGs in the system, the power
loss obtained will be very high. After placing DGs and EVs in the system, the power
loss is reduced to half. To examine the supremacy of the developed method, three
cases are to be considered. Also, an observation of loss reduction in each case is
discussed below.

Base case: system without placement of DGs and EVs

Case 1: system with placement of three DGs located optimally
Case 2: system with placement of DGs and EVs optimally with two types of
charging strategies.

4.1 Base Case

In this case, without placement of DGs and EVs is considered. Also, 24 h load profile
is considered and it is represented in Fig. 2. The total power loss for 24 h without
placement of DGs is calculated that is 3520.335 kW.

Fig. 2 Load profile of distribution system [18]
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Table 1 Comparison of
power loss and DG size
obtained using GOA

Method FPA [19] PSO [20] GOA

Base case PL (kW) 210.99 210.9 210.9983

DG size and location
(kW)

936.5(12)
1050(30)
1414(33)

863(16)
925(11)
1200(32)

787.6104(13)
506.514(24)
978.314(31)

PL with DG (kW) 87.4 103.3 73.8009

% PL reduction 58.55 50.99 65.022

4.2 Case 1

Optimal location and sizing of DGswithout considering EVs is solved in this section.
Atfirst, the analysis is presented for one interval and the obtained results are compared
with recentmethods and same is represented in Table 1. This GOAmethod is efficient
in minimizing the power loss to 65% compared to base case. Hence, the method is
utilized throughout the paper.

Now, the analysis is extended for a 24 h interval and the results are presented
in Table 2. Three DGs are placed at 13th, 24th, and 31st buses, respectively. The
overall power loss obtained in this case is 1244.128 kW. It is reduced drastically as
compared to base case. Also, comparison of both cases is illustrated in Fig. 3.

4.3 Case 2

In this case, allocation of DGs in presence of EVs with two different strategies is
presented. The specifications of EV considered for the study are given in Table 3. The
considered vehicle is an office going vehicle which leaves the home at 8.00 AM and
returns back by 17.00 PM. It is assumed that the vehicle cannot be charged during
the trip.

Charging Strategies Used
In this case, two types of charging strategies have been considered and determined

the power loss.
Dumb Charging
In this method, the EVs are connected for charging immediately after they reach

home. They are not concerned of the system demand considerations. The pattern
followed by EVs is shown in Fig. 4.

Smart Charging
In this method, the EV users are concerned about the system demand. They do

not allow the charging of EVs during peak demand. Smart charging follows the load
demand curve and EVs are charged during low demand hours. A rule-based strategy
considering the PAR is implemented for charging the EVs is given in Table 4. The
revised charging pattern of EV considering smart chargingmethod is shown in Fig. 5.
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Table 2 DG sizes for every
hour

Hour DG1 (kW) DG2 (kW) DG3 (kW)

1 547.3 796.94 604.265

2 508.753 692.531 574.9123

3 495.7525 642.3422 561.0475

4 488.7422 642.3422 538.2093

5 479.722 634.9339 541.9059

6 496.8495 645.358 560.3378

7 622.5009 825.678 703.5536

8 716.1227 956.0751 791.8206

9 798.525 1074.523 871.4466

10 799.131 1080.922 890.523

11 799.5139 1074.196 886.2512

12 790.4775 1040.303 874.3798

13 787.6104 1064.601 885.2137

14 792.2505 1093.352 871.02

15 769.064 1054.47 885.2137

16 774.886 1044.291 871.02

17 821.77 1102.751 862.47

18 827.7741 1142.874 911.017

19 834.4326 1135.035 936.875

20 793.938 1072.288 939.172

21 744.2512 1019.808 886.428

22 684.014 941.5154 857.92

23 596.3692 803.8091 774.0542

24 506.5104 698.48 680.446

Fig. 3 Power loss with and without DGs
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Table 3 Electric vehicle
ratings of Chevolt [21]

Specifications Ratings

Energy consumed 18.5 kWh

Miles (km) 53 miles(85)

SOC min and max 0.2 and 0.9

time for one full charge 4 h

Distance travelled per day 60 km

Charge consumed per km 0.1523 kwh

Charge consumed per day 9.138 kwh

Usage time 8:00 am to 9:00 am
4:00 pm to 5:00 pm

Charging time
(after vehicle returns home)

3 h

Fig. 4 Dumb charging pattern of EVs

Table 4 Charging strategy
adopted by EVs for smart
charging

Condition Status

If PAR < 1 Charging allowed

If PAR > 1 Charging not allowed

Fig. 5 Smart charging pattern of EVs
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Table 5 Power loss during
dumb and smart charging

Method Dumb type Smart type

PL (kW) 1251.7723 1248.80

Fig. 6 Power loss for every hour using dumb and smart charging methods

Now, the optimal allocation of DGs considering the impact of EVs is simulated
with both the charging strategies and the obtained power loss for each case throughout
the day is given in Table 5 and the hourly power loss is plotted in Fig. 6. The obtained
results clearly indicate that smart charging method combined with LSF and GOA
yields better results in terms of power loss and improves the system performance
effectively.

5 Conclusion

In this paper, a combined LSF—GOA algorithm is presented to solve the DG allo-
cation problem in presence of EVs is presented. The objective of the work is to
minimize the power loss of DS effectively. First, the sensitivity factors are used to
find out the vulnerable nodes for DGs placement problem. After the identification
of nodes, the GOA algorithm determines the sizes of DGs. The proposed method
was tested by IEEE 33 bus system. EVs are charged using dumb and smart charging
methods before DG placement. The observed result for each case is shown. From
the comparison point of view, it is obvious that the power loss is very less in EVs
and DGs case in smart charging type. Finally, it can be concluded that the optimal
allocation of DGs and EVs reduces the power loss proficiently.
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Transmission System Security
Enhancement with Optimal Placement
of UPFC in Modern Power System

C. H. Nagaraja Kumari

Abstract This paper is aimed to apply the improved particle swarm optimization
(IPSO) algorithm using line stability index (LSI) for the optimal positioning of
unified power flow controller (UPFC) in standard IEEE test system as it can control
real and reactive power simultaneously. It also provides series line compensation
and independent controllable shunt compensation, which can maintain a stable and
secure operation of modern deregulated power system. In this paper, MATLAB
environment was employed to seek the optimum placement of UPFC considering
practical constraints. This work expounds the capability of UPFC in terms of loss
minimization, voltage stability enhancement, and power flow control. The reduced
LSI values can indicate the stress relief over the transmission lines and conjointly
indicating the congestion relief. To show the effectiveness, the proposed method was
demonstrated on IEEE30 bus test system.

Keywords Line stability index · UPFC · Improved particle swarm optimization

1 Introduction

The electric utility industry is one among the largest and complex industries pushing
the electrical engineer to encounter challenging problems in the modern power
system in order to efficiently deliver quality power to the consumer. Hence, the
electrical engineer has great concern at every step of power generation, transmis-
sion, distribution, and utilization. The power system networks are being operated
under exceedingly vital conditions due to the continuous energy demand. This has
imposed the threat of maintaining the required bus voltage, transmission capability,
i.e., system loadability, control of power flow flexibility, transmission congestion
management, and thus the power system has been facing problem of inefficiency in
the maintenance of modern power system. Incorporation of flexible AC transmission
system (FACTS) in the transmission system will assist to enhance the horizons of
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usage of the underneath-applied transmission system, i.e., it could lessen the flows
in closely loaded lines, ensuing in an increased loadability, decreased system loss,
advancedvoltage balance, andminimization of congestionmanagement issueswithin
the network [1].

The unified power flow controller (UPFC) is considered as one of the most tech-
nically promising devices inside the flexible AC transmission system family [2] and
acts as an incredible asset for the financially savvy usage of individual transmission
lines by encouraging the independent control of both active and reactive power flows.
For controlling the receiving-end voltage in order to serve the consumption, reac-
tive power must control and can be effectively handled by UPFC as it can control
both active and reactive power simultaneously. In [3], a steady-state voltage stability
evaluation scheme to evaluate the proximity to the voltage falls apart at every load
bus and in [4] based on sensitivity analysis and rank correlation concept, the optimal
placement of series compensator was identified. A detailed review can be observed
in [5]. Researchers have shown keen interest on UPFC because of its dynamic nature
and its effective contribution to the system study. The optimal location of UPFC
is a complex of combinational analysis. To resolve such kind of problem, heuristic
strategies may be used which enables to obtain acceptable solution within a limited
computation time. Two heuristic strategies are chosen for comparison: Basic particle
swarm optimization (BPSO) and improved particle swarm optimization (IPSO).

In this paper, the size and best place of the FACTS device are selected primarily
based on the line stability index (LSI). With this optimal placement, it is found
that with the replacement of conventional PSO technique with improved PSO tech-
nique has shown considerably good results in terms of loss minimization, voltage
stability enhancement, and power flow control within the network hence reducing
the associated economic loss. Thus, a more green transmission systemmay possible.

2 Transmission System Security

According to the North American Electric Reliability Corporation, i.e., NERC’s
definition, reliability encompasses two ideas: adequacy and security. Adequacy is the
capability of the power system to deliver the specified energy call for demanded via
the client at any given instance of time. Security is described as the ability of a power
system to withstand unexpected disturbances [6]. Transmission system security is
one of the primary concerns of the individual system operator (ISO) since its support
is necessary for successful operation of any competitive electricity market model.
Security is often termed as the ability of a power system to maintain the desired
state without violating any of the imposed operational limits(e.g., bus voltages and
power flows) against predictable changes(demand and generation evolution) and
unpredictable events (called contingencies) likely to occur during real-timeoperation.

The security of this deregulated power system operation is mainly dependent on
the decisions of independent system operator (ISO). For instance, a generating unit
may need to be kept off-line because of auxiliary device failure. By retaining the
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right quantities of spinning reserve, the remaining units on the system can make up
the deficit without a too low-frequency drop or want to shed any load. Similarly,
a transmission line may be broken by a hurricane and brought out with the aid of
automated relaying. If in committing and dispatching technology, right regard for
transmission flows is maintained, the remaining transmission traces can take the
extended loading and still remain within the limit [7]. This takes place in particular
because of the over loading of the transmission lines, voltage deviation, and absence
of reactive power support at the load buses. So it is far critical to limit severity and
analyze the system situation to improve security. As such, this work considers LSI
to come to be aware of the critical line(s) and buses.

3 UPFC Mathematical Model

Due to the high efforts for the voltage source converters and the protection, a UPFC
is getting pretty costly, which limits the realistic applications where the voltage and
strength flow manage is needed simultaneously [6] (Fig. 1).

The operating mode of UPFC can be altered according to the requirement. This
alteration is donewithout any change in hardware structure; this helps theUPFC toget
adapted with the different real-time changes under system operating condition. For
realizing and conducting the power flows in the power system containing the UPFC,
the mathematical model of the UPFC is very important. UPFC can be modeled based
on an ideal voltage sources connected in series or two voltage sources in which, one
is connected in series while the other in parallel. The later model is also called as
power injection model. In power injection model (PIM), two ideal voltage sources
are connected in series with the source impedance, where one set is connected in
series with the transmission line and the other in parallel with the transmission line.
This model is the most suitable one for representing the UPFC in power flow studies.
The representation of PIM for UPFC is as follows.

Fig. 1 Principle configuration of an UPFC
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The apparent power supplied by the series connected converter, Sse can be
expressed as:

Sse
= {

bserV
2
i sin(γ ) − bserVi Vj sin

(
θi + γ − θ j

)}

+ j
{
bserV

2
i cos(γ ) − bserVi Vj sin

(
θi + γ − θ j

)} (1)

By spiting the above equation into real and imaginary part, the above equation
can be written as following:

∴ Pse = bserV
2
i sin(γ ) − bserVi Vj sin

(
θi + γ − θ j

)
(2)

∴ Qse = bserV
2
i cos(γ ) − bserVi Vj cos

(
θi + γ − θ j

)
(3)

The reactive power supplied or taken by the shunt connected converter is not
considered in thismodel. SoQsh canbe takenor assumed tobe zero.Themathematical
model of UPFC can be obtained by combining the series and shunt power injection
model at both ith and jth bus.

Pi,inj,upfc = Psh + Pis = −1.02Pse + Pis

= −1.02
(
bserV

2
i sin(γ ) − bserVi Vj sin

(
θi + γ − θ j

)) − bserV
2
i sin γ

= 0.02rbseV
2
i sin γ − 1.02 rbseViVj sin

(
θi − θ j + γ

)
(4)

Pj,inj, upfc = Pjs = ViVjbser sin
(
θi − θ j + γ

)
(5)

Qi, inj, upfc = Qsh + Qis = 0 − bserV
2
i cos γ = −bserV

2
i cos γ (6)

Q j, inj,upfc = Qsh + Qjs = 0 + ViVjbser cos
(
θi − θ j + γ

)

= ViVjbser cos
(
θi − θ j + γ

)
(7)

where Vi and Vj are the magnitudes, θ i and θ j are the angles of i, j buses respectively
and Xse is the series branch admittance; r and γ are the magnitude and phase angle
series voltage source.

By considering Eqs. (5)–(7), the incident buses of UPFC are modeled as a PQ
buses with power injections. The final representation PIM of UPFC is given in Fig. 2.

4 Line Stability Index

Since FACTS devices are passive in nature, the reactive power control is explored
through computing the line stability index (LSI) in every operative situation. The
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bus-i bus-j

Fig. 2 Representation of PIM for PFC

static security of the network has been assessed with the aid of many techniques
inside the literature. One of the brilliant techniques is line stability index [8] and is
taken into account during this work.

For a transmission line connected between bus-p and bus-q is given by Eq. (8):

LSIpq = 4xpq Qqp
{∣∣Vp

∣∣ sin
(
θpq − δp + δq

)}2 ≤ 1.00 (8)

where Xpq and θpq are the reactance and impedance angle of transmission line,
respectively, Qqp is the reactive power flow of the line at bus-q,

∣∣V p
∣∣ is the voltage

magnitude at bus-p (sending end), δp and δq are the voltage phase angles at bus-p
and bus-q, respectively. For stable operation, the LSI ought to be a great deal less
than 1 for all of the lines. The LSI values greater than one suggests the proximity
of instability or voltage fall apart. Thus, the power flow management or congestion
relief in the network is decided via computing LSI at each case.

If any line running with high values of LSI will challenge to stress operative
circumstance. Thus, it is far useful to have FACTS devices in both this sort of line or
incident buses. In this exploration, the lines which might be the incident to generator
buses, synchronous condensers, and which have tap-changers are excluded from the
priority listing. Among the rest of the traces, the line with the highest value of LSI
has been selected to locate the series type FACTS device and the buses which might
be incident to that line have been chosen for the best placement of shunt FACTS
device.

5 Implementation Algorithm

In this section, the implementation procedure of basic particle swarm optimization
(PSO) algorithm for achieving the minimum losses while improving the system
voltage profile and consequently redistributing the power flows in the transmis-
sion lines toward security margin improvement. The steps given in this section are
followed for UPFC parameters optimization.
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5.1 Basic PSO Algorithm

Step 1) Read system data and run base case load flow and find the voltage profile
and total losses.

Step 2) Compute LSI for all the lines and identify the line which has highest LSI
value and consider this line for UPFC integration.

Step 3) Modify the load bus as generator bus.
Step 4) DefinePSOvariables.Number of particles (NP)=50;Number of variables

(size) = 4 (bus voltages v and UPFC incident bus angles δ; initial weight
(w) = 0.9; specify velocity min and max range.

Step 5) Here, the voltage magnitudes of all buses as [0.9 p.u to 1.1 p.u] and [−π

to +π ] for UPFC series converter angles.
Step 6) Find initial velocity using V = Vmin + U(Vmax − Vmin) for NP times.
Step 7) Find initial solution v0 = vmin + U(vmax − vmin) and q0 = qmin + U(qmax

− qmin).
Step 8) Update all equations of system operating constraints with initial solution

obtained at step 6.
Step 9) Repeat step (7) for NP times and at each time, find Pbest and Gbest values

of v and q which gives minimum losses.
Step 10) Set number of iteration (IT) = 50 and α = 0.5

Step 11) Compute Vmax=
[

Vmin−Vmax
α

qmin−qmax
α

]

Step 12) Update the velocity and variables. Repeat step (6) to step (10) for IT
times and update at each iteration Pbest and Gbest. Stop after reaching the
convergence criterion. Here, we have taken IT as convergence criterion.

Step 13) Print the load flow solution with optimal ratings and determined new LSI
values for all the lines.

5.2 Improved PSO Algorithm

The procedure is same as basic PSO and the major difference is taken place at step
(10) while updating dating the velocity with improved inertial weight as follows:

ωk = ωmax − (
ωmax − ωmin

) k

kmax
if pkgb,i �= xki (9)

ωk = ωmax if pkgb,i = xki (10)

where ωmax and ωmin are the initial and final inertia weights respectively; k and kmax

are the iteration and maximum iteration numbers respectively. Generally, ωmax is set
to 0.9 and ωmin is set to 0.4. The steps are as follows:
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Step 1) Read system data and run base case load flow and find the voltage profile
and total losses.

Step 2) Compute LSI for all the lines and identify the line which has highest LSI
value and consider this line for UPFC integration.

Step 3) Modify the load bus as generator bus.
Step 4) Define IPSO variables as number of particles (NP) = 50; Number of vari-

ables (Size) = 4 (bus voltages v and UPFC incident bus angles δ; Inertial
weight ωmax = 0.9 and ωmin = 0.4; Specify velocity min and max range

Vmin =
[−Vmin ∗ 0.5

−δmin ∗ 0.5

]
and Vmax =

[
Vmax ∗ 0.5
δmax ∗ 0.5

]

Here, the voltage magnitudes of all buses as [0.9 p.u to 1.1 p.u] and [−π to +π ]
for UPFC series converter angles.

Step 5) Find initial velocity using V = Vmin + U(Vmax – Vmin) for NP times.
Step 6) Find initial solution v0 = vmin + U(vmax − vmin) and q0 = qmin + U(qmax

− qmin).
Step 7) Update all equations of system operating constraints with initial solution

obtained at step 6.
Step 8) Repeat step (7) for NP times and at each time, finds Pbest and Gbest values

of v and q which gives minimum losses.
Step 9) Set number of iteration (IT) = 50 and α = 0.5

Step 10) Compute Vmax=
[

Vmin−Vmax
α

qmin−qmax
α

]

Step 11) Update the velocity and variables. Repeat step (6) to step (10) for IT
times and update at each iteration Pbest and Gbest. Stop after reaching the
convergence criterion. Here we have taken IT as convergence criterion.

Step 12) Print the load flow solution with optimal ratings and determined new LSI
values for all the lines.

6 Results and Analysis

The proposed approach for the optimal placement of UPFC has been tested on the
IEEE30 bus device. The IEEE30 bus system represents two generator buses (1 and
2), four synchronous condenser buses (5, 8, 11 and 13). The base case load has
287.452 MW and it has 41 transmission lines [10]. The simulation results for the top
five crucial lines are given on the basis of LSI in Table 1 and it may be found that
line 4–12 has maximum LSI cost in the base case. Hence, line 4–12 is taken into
consideration to have UPFC.

The voltages at the critical buses with the base case and with the implementation
of BPSO and IPSO are given in Table 2.
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Table 1 IEEE30 bus line flow data for base case

Fb Tb LSI

Base case With BPSO With IPSO

4 12 0.222 0.294 0.219

6 9 0.169 0.131 0.11

6 10 0.148 0.15 0.117

9 11 0.123 0.016 0.018

1 2 0.082 0.079 0.075

Table 2 BPSO-based simulation results of IEEE 30-bus system bus data with UPFC in line 4–12

Bus # Voltage (p.u)

Base case With BPSO With IPSO

1 1.06 1.0995 1.0998

2 1.043 1.0842 1.0839

4 1.0129 1.0606 1.0557

6 1.0121 1.0598 1.0553

9 1.0507 1.0914 1.0816

10 1.0438 1.0941 1.0813

11 1.082 1.0958 1.0864

12 1.0576 1.124 1.1024

With the simulation results, we located that the real power loss of 17.528 MW in
the base case is reduced considerably to 16.208 MW for BPSO and 16.112 MW for
IPSO using UPFC. The reactive energy goes with the flow changes in the transmis-
sion system causes to alternate the LSI values as given in Table 3. The widespread
decrement in LSI values is indicating the UPFC impact on now not handiest line flow
control but also on the progressed voltage stability (Table 2).

The LSI value of line 4–12 for the base case is 0.222 and is accelerated exten-
sively to 0.294 with BPSO and decreased to 0.219 with IPSO. This shows the power

Table 3 Simulation results of IEEE 30-bus system bus data with UPFC in line 4–12

Fb Tb Pij (MW) Qij (MVAR) LSI Total system losses
(MW)

Base case

4 12 44.147 −16.795 0.222 17.528

With BPSO

4 12 46.096 −26.057 0.294 16.208

With IPSO

4 12 44.625 −18.621 0.219 16.112
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flow increment capability or control in the network successfully. The convergence
characteristics of BPSO and IPOS are given in Figs. 3 and 4 respectively.

The improved voltage profiles with BPSO and IPSO are given in Table 2. As
compared to BPSO, the IPSO has resulted better result in terms of losses and voltage
profile and also fast convergence.

For better insight, the transmission system security in terms of LSI values of all
the lines obtained with UPFC in IEEE 30 bus test system using BPOS and IPSO are
illustrated in Fig. 5.

Fig. 3 Fitness function of
BPSO with UPFC
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Fig. 5 Transmission system security with UPFC in IEEE 30-bus system

7 Conclusion

This paper has explored the functionality of UPFC in terms of loss minimization,
voltage stability enhancement, and energy flow control. The decreased LSI values
are indicating the stress relief over the transmission lines. The IPSO has proven
its functionality to optimize the complex hassle in power system applications in
comparison to BPSO.
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Fuzzy System Approaching on Designing
Intelligent Process—A Modelling
for Thermal Power Plant

Subodh Panda and Nagesh Deevi

Abstract This research work focuses on power thermal power plant efficiencies,
which are associatedwithmanymore indirect losses and have been broadly examined
for proposeful solution for it.Waste heat can be primary point here, which be suitable
to reuse at certain heating process, is a concept of efficiency improvement. Some of
most sensitive points like draying of fuel, preheating air for combustion monitoring,
and rising of feedwater temperature are observed for better approach during thiswork
plan. It is theoretically proved, minimisation of an extra 3% wt. on moisture of fuel
and rise up to inlet air of 35 °C. Improving efficiencyby1%and savingof 50 tonof fuel
on and average during a year. An intelligent process has been designed that operates,
monitors and controls properly the heat recovery. Due analysis of traditional PID
with proposed FUZZYPID after the result justifies its utility over nonlinear complex
to nonlinear process. So, this proposed intelligent process is accepted for all range
of operating condition with most expected developing of efficiencies.

Keywords Intelligent system · Blow down monitoring · Process efficiency ·
Fuzzy-based controller · Hybrid system · Thermal power plant

1 Introduction

Power generation system and process have a vital role in most production industries.
So, in process plant, beside power generation, stem acts as source of heat for many
more subunit, which has a demand on waste heat of other terminal. Through this
research work, a valuable solution on utilisation of waste heat in optimised way on
improvement of operational efficiency. This also minimised indirect losses, not to
change operational behaviour with valuable technology adaptive to system needs.
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Basic study on earlier work over this found that many more desired outcome
remains unsolved and yet to fulfil for industrial process. Some more character can be
added on development of operational goal. On real efficiency of boiler like process
unit, some of mostly affecting unit be concentrated to regain from minimise indi-
rect losses. Several works have been tested earlier and some where it has been
implemented successfully but it is noticed that the proposed has not being solved.

To fulfil further demands, this research outcome may have great contribu-
tion to technological world. The observation over various processes and associate
units required redesign by utilising this result directly or indirectly for efficiency
enhancing. Present platforms need designed model based on this technology of more
adaptive in nature and user-friendly on operation.

. Blow down station is amajor area for losses of heat source and it can be reutilised
for reheating feed water, drying air pre heating, making fuel free of moisture which
has been noticed during our real-time surveying industrial platform.Abetter structure
with possible technology can be associated for combining all available unutilised heat
loss for a remarkable outcome that improves efficiency up to certain satisfactory level.

2 Proposed Designing of Heat Recovery Unit

Figure 1 expressing the required subbranch which on integral represents a successful
intelligent system on present industrial automation. This also helps on designing an
efficient process keeping all this subgroup individually or together. This research
work designing an intelligent blow down station where the waste heat is minimised
and extra heat out of this can be proposed fully use to develop overall behaviour.

Fig. 1 Conventional method of control
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Fig. 2 Blow down losses control with BPNN

And corresponding systematic diagram shown in Fig. 2, This proposed design regu-
lates the discharge of drum output at required interval, corresponding availed heat
on discharge part be systematically and stepwise used on heating furnace preair,
drying fuel moisture, and in grate helpful on rising the feed water temperature which
ultimately responsible [1]. Most important factor about this designing is, since no
such crisp data on this is possible at plant flora, designed has been attempted on data
on fuzzy nature. It also sequentially optimised the input data for a targeted output.
This experimental observation on increasing boiler efficiency, traditional operation
of blow down station has been focused on waste heat recovery and its proper utilisa-
tion. The possible amount of this unutilised heat can be used through an intelligent
heat transfer system. Associative designed part optimised general working of heat
utilising unit.

Required amount of heat for fuel drying at conveyer can be extracted from some
of the total waste heat at blow down terminal. The proposed heat recovery unit for
this require process may have the characteristic as stated in Table 1.

Table 1 Basic designing
parameter of heat recovery
unit

Parameter under discussion Value

Uo, system overall coefficient heat transfer 18.5 W m2 °C

Air flow rate 3--65 m3s

Heat exchanger (A) surface area 158.18 mm2

Heat exchanger (Qheat_changer) 88.7.9 kW

Temperature different algorithm (TLMTD) 24–28
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The successful operation of complete system depends on characteristic of
designed controller. So, analysis of excising controller is primary job of this work. It
helps to find out the research gap and leads towards intelligent controller modelling.
PID controller is widely accepted in industrial environment due to its simple and
predesigned tuning for assigned work station. The mathematical expression of
complete operation with PID controller is as describe further.

U (K ) = U (K − 1) + KPe(K ) − e(K − 1)

+ K1T

2
[e(e(k)) + e(k − 1)]

+ K0

2
[e(k) + 2e(k − 1) + e(k − 2)] (1)

(kp) Proportional gain
Kd derivative gain kd
Ki interregnal gain
Tis and U represent sampling period,

And discrete time index respectively

For the desire error, the deviation of real plant output
E = r − y
So

�U (K ) = KPeP(K ) + Kie1(K ) + KPeP(K ) (2)

U (K ) = U (K − 1) + �U (K ) (3)

where

eP(K ) = e(K ) − e(K − 1), e1(K ) = T

2
[e(k) + e(k − 1)]

eP(K ) = 1

T
[e(k) + 2e(k − 1) + e(k − 2)] with e(K ) = 0 for K < 0 (4)

Designed controller havewell-defined algorithmbased on automatic control logic.
The model proposed for designing is supported with a logarithm composed of
linguistic control potentiality. In common, an intelligent system designing has five
subingredients associated individual nature [4].

(a) Input and output variables properly define suitably in linguistic nature covering
approximate range.

(b) The well-defined membership function useful in converting will convert the
process behaviour into expressible form.

(c) A system flow diagram designed with knowledge-based configuration
(d) fuzzy rules that based on experience use in developing architecture of system

through inference unit.
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Fig. 3 Systematic model and membership function for input

(e) proportional fuzzy logic control action generated for physical control action
needed develop with designed system (Fig. 3).

2.1 Simulating Model

See Figs. 4 and 5.
The simulating model of total blow down heat recovery model with tradisational

to intelligent, i.e. PID controller, FUZZY and FUZZY-PID controller analysed, indi-
vidual output has shown in Figs. 6 and 7, been demonstrated and evaluated which
gives overall performance of designed controller it FUZZY-PID is consider to be
good.
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Fig. 4 Simulink model for blow down operation with controller in FUZZY–PID mode

Fig. 5 Fuzzy rule-based for proposed control model

Fig. 6 PID controller responding to process reaction
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Fig. 7 Fuzzy—PID controller response to process reaction

The surface view of systematic representation of the process expresses the better
controllability of FUZZY—PID over tradisational PID operation. Basic two param-
eters like overshoot and the settling time have been considered for analysis of the
overall operational behaviour of the system study over the entire process; after
using proposed model, indirect losses have been reduced to some extent that help to
improved efficiency of complete process (Fig. 8).

Table 2 describes that there is a remarkable change on operation system that is
benefited more on fuel moisture, preheat of inlet air, preparing makeup water with
reutilisation of waste heat recovered from this modelling. Theoretical calculation

Fig. 8 Surface view of complete response to heat recovery unit
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Table 2 characteristic of heat recovery of boiler operational after considering and before the
designed system

Parameter
under
observation

Initial without
proposed model

Dryness of
fuel

Air preheater Controlled
combustion

Overall
outcome with
proposed
model
considering

Efficiency of
boiler

76.48 76.89 77.20 80.82 81.63

Overall
consumption
of energy
(kWh)

– 1.73 – – 1.73

Fuel/stem
flow ratio

5.87 5.90 6.12 6.21 6.41

Yearly fuel in
Ton saving

– 18.50 32.50 195.88 246.88

indicates that increasing boiler efficiency by approximately 5% with a considerable
amount of fuel saving/year when this modelling concept has been adopted over all
possible unit.

3 Conclusion

This research leading to modelling of acceptable structure of digital controller with
intelligent operational behaviours.

Adaptation for self-tuned behaviour improved over the controller to rapid changes
of the error deviation is major support of this. Again, the error rate change by delay
effects is no more affecting the proposed model. This proposed model controller
designed of such nature improves heat exchanger optimal operation andmotivates the
researchers on increasing efficiency of overall unit up to certain extent… Extracted
heat can be reused for preheating of inlet air and removing moister content of fuel
and much more possible way to improved boiler efficiency.
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Performance Enhancement of Permanent
Magnet Synchronous Motor Employing
Iterative Learning Controller with Space
Vector Pulse Width Modulation

N. Subha Lakshmi, S. Allirani, S. Sundar, and H. Vidhya

Abstract The PMSM generates the magnetic flux on its own as the rotor has perma-
nent magnet and thus the motor never depend on any exterior source. The torque and
speed ripples are the some of the disadvantages which affect the performance of
drive. This paper proposes the performance enhancement of PMSM employing ILC
and SVPWM driven by FOC to reduce both the speed and torque ripple. The result
is compared with conventional PI controller. The outcome shows the reduction in
torque and speed ripple which enhances the drive performance by using the above
technique. The hardware result is obtained from DSP controller.

Keywords Field-oriented control (FOC) · Torque pulsation · Speed pulsation ·
PI · ILC · SVPWM · PMSM

1 Introduction

As the PMSM rotor is constructed using permanentmagnets, it can be able to produce
magnetic flux of its own and thus does not rely on other source. The efficiency of the
system can be improved by minimum power consumption. The various application
of PMSM is servo and robot drives because of high efficiency, high torque. The
presences of torque and speed ripples affect the usage of motor in low power and
speed drive application.
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The cogging, flux harmonics, and unbalanced phase are the major causes for the
production of oscillations in motor. The various methods to solve this problem are
by either in construction of motor design which is tedious or the other method is to
adapt several schemes to control the oscillations by considering the reference current
and time period which promote smooth torque. Tomaintain the torque to be constant,
the current should be controlled using FOC method.

This paper emphasizes on the utilization of iterative learning controller associ-
ated with field-oriented control to reduce the speed oscillations in the PMSM. The
pulses to the inverter are given by SVPWM technique and the two main controllers
employed, namely ILC and PI are used to give high torque performance in tran-
sient and steady-state conditions. The ILC has ability to compensate the repetitive
disturbances from outside by frequent learning based on preceding iterations.

2 Overview of Field-Oriented Control

The often method used to control the PMSM in variable speed application is vector
control otherwise called as FOC. This method will calculate the drive performance
in terms of DC machine and thus the control of stator current is represented in terms
of vectors. In this method, clarks and parks transformation are used for three-phase
to two-phase transformation and it is done for torque and flux component. The FOC
control works in both steady-state and transient-state operating conditions. The FOC
solves the problemusing twocomponents, namely torque andfluxcomponent thereby
transformed to d and q reference frame. Equation 1 gives the relation between torque
and flux component.

TαΨRisq (1)

Figure 1 shows the block diagram of FOC of PMSM. This includes PMSM
supplied through two-stage inverter, PWM module, Park and Clark transformation
blocks, PI controller, and the load.

2.1 Proposed System

Figure 2 shows the proposed FOCwith ILC for the PMSM. In this proposed scheme,
the conventional PI controller for speed is replaced by the ILC controller. The ILC is
an error correction algorithm which stores the previous iterative values in memory
and compares the new value and produces the error value, which is easier when
compared to other techniques [1–3].

SVPWM The SVPWM is used to generate the desired voltage to be supplied to
the PMSM. Thus, the pulses produced for the gate driver circuit are done by eight
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Fig. 1 Block diagram of existing method

possible switching combinations which nearby estimate to the V ref. The vectors are
referred by V1 to V6 which divides the plane to sectors and called as active vectors
whereas V0 and V7 are called as null vectors.

ILC Iterative learning control uses the previous iteration values and error signal
which tries to make the better control signal for the concurrent iteration to keep the
error value as low as possible. Themajor advantage is the ability to deal with different
system despite its order. Thus, the noise in drive is been reduced as much as possible
[1–3]. The flowchart on working of ILC is shown in Fig. 3.

PI Controller Tuning The main output relies on PI controller tuning. The error
output is given to the vector control block and the value gives the reference current.
The PI controller of current loop compares the values and produces the current
component. Thus, the regulation is carried out using testing and analyzing method.
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Fig. 2 Block diagram of proposed method

2.2 Simulation Result

Figures 4 and 5 show the simulated results obtained using PI controller and ILC
controller.

Inference The speed ripple factor is given by the ratio of ωp−p to the ωrated. From
the above simulation result, the ripple is reduced from 12.3 to 4.8%.
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Fig. 3 Flowchart for ILC control

Fig. 4 Output speed by PI-SVPWM controller
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Fig. 5 Speed output by ILC-SVPWM

2.3 Hardware Setup and Results

Figure 6 shows the hardware setup of ILC-SVPWM control for PMSM motor.

Fig. 6 Hardware setup of ILC-SVPWM
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Fig. 7 Waveform of output voltage and currents for 50% loading at speed 2000 rpm

Output Waveform of voltage and current for 50% loading
See Fig. 7.
Waveform of output voltage and current for 100% loading
See Fig. 8.
Waveform of torque using PI-SVPWM
See Figs. 9 and 10.
SVPWM, line-to-line voltage without filtering and with filtering
Figures 11 and 12 shows the SVPWM, phase output voltage of inverter. The

voltage value is 220 V at 2000 rpm.
Waveform of torque Using ILC-SVPWM
See Figs. 13 and 14.
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Fig. 8 Waveform of output voltage and currents for 100% loading at speed 2000 rpm

Fig. 9 Torque ripple in PI-SVPWM
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Fig. 10 Torque ripple in PI-SVPWM

Fig. 11 SVPWM, voltage waveform
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Fig. 12 ILC-SVPWM, voltage waveform

Fig. 13 Waveform of ILC-SVPWM torque at 50% loading at 2000 rpm
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Fig. 14 Torque using ILC-SVPWM at 2000 rpm

System specification
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3 Conclusion

Thus, from the result obtained, the ILC-based speed controller gives the enhanced
performance over the PI speed controller. The ripple is reduced up to 7.5% by ILC
compared with conventional PI controller. Thus, the model has been simulated. The
desired output is implemented in hardware using DSP controller and the results show
the improved ripple minimization.
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Fault Classification in SRM Drive Using
Hilbert Transform

Padala Lakshmi Sai Vineetha and M. Balaji

Abstract Switched reluctancemotor (SRM) is widely used for variable speed appli-
cations due to its enormous advantages like simplicity, ruggedness, and lower cost.
In variable speed applications, detection and diagnosis of faults are vital. This paper
investigates the performance of SRM drive under faulty condition and proposes a
Hilbert transform-based technique to diagnose the faults. The faults considered in
this work include phase open-circuit fault, short-circuit fault, interturn fault with
uniform and non-uniform turns, and phase-to-phase short-circuit fault. The perfor-
mance of themotor under normal and fault conditions is analyzed using finite element
analysis-based package MagNet 7.5. The features extracted from Hilbert transform
will aid in detection and classification of faults in the motor.

Keywords SRM · Open-circuit fault · Short-circuit fault · Interturn fault ·
Phase-to-phase short-circuit fault · Hilbert transform

1 Introduction

SRM has been widely used in aerospace and automotive applications [1] due to its
advantages like robust structure, reliability, and low production cost. In an industrial
application, reliability of the drive is very important. One of the important features of
SRM is its inherent fault tolerant capability.However, in the event of anymalfunction,
the performance of the drive needs to be monitored and corrective action should be
initiated. The extent of performance deterioration depends on the nature and degree
of the fault. The fault can occur in the power converters as well in the motor [2, 3]. In
[4], the authors have described a procedure for classifying power converter fault. The
remedial action for different types of the fault has beendiscussed in [5]. The literatures
indicate that an effective fault diagnosis system needs to be developed to detect the
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nature and location of the fault. A fast Fourier transform-based fault classification
scheme has been discussed in [6]. In [7], the authors have developed a new algorithm
to identify the location of fault. An online-based fault diagnosis method for detecting
power converter fault has been discussed in [8]. The methods classify the fault based
on the input from current sensors. A lookup table-based method for identifying and
locating the faults has been elaborated in [9]. Amodel-based approach for diagnosing
power converter fault has been discussed in [10].

The thorough analysis of literature indicates that reliability, complexity of the
system, and response time are the major factors that influence the development of
an effective fault diagnosis algorithm. In this context, this paper proposes a Hilbert
transform-based procedure for classifying the faults in SRM. The Hilbert features
extracted from the current profile form the basis of classification.

2 Electromagnetic Analysis of Switched Reluctance Motor

The structure of the 8/6 SRM is shown in Fig. 1. The main dimensions and specifi-
cations of the motor are shown in Table 1. The performance of the SRM under rated
operating conditions has been analyzed using FEA-based software package MagNet
7.5. The flux lines at aligned and unaligned position of rotor are shown in Fig. 2. The
inductance and torque characteristics are depicted in Figs. 3 and 4, respectively.

The dynamic characteristics have been obtained through circuit coupled simula-
tion in FEA-based software packageMagNet 7.5. The dynamic characteristics under
normal operating conditions are presented from Fig. 5.

Fig. 1 Structure of 8/6 SRM
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Table 1 Design
specifications for 8/6 SRM

Design parameter Value

Stator arc, βs 21 degrees

Rotor arc, βr 24 degrees

Air gap length, g 0.5 mm

Stator diameter, Do 90 mm

Bore diameter, D 48 mm

Stack length, L 40 mm

Shaft diameter, Dsh 8.5 mm

Back iron thickness, C 11.25 mm

Height of stator pole, hs 9.25 mm

Height of rotor pole, hr 9 mm

Turns per phase 316

Rated current 4.5 A

Fig. 2 Flux path at aligned and unaligned position

3 Performance Analysis Under Fault Conditions

The SRM drive is prone to fault in the machine and converter. In this work, the fault
in the machine has been considered and the performance is investigated.
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Fig. 3 Inductance profile

Fig. 4 Torque
characteristics
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Fig. 5 Torque, voltage, current, and speed characteristics under normal operating condition

3.1 Open-Circuit Fault

The performance characteristics of SRM under open-circuit condition of a partic-
ular phase have been analyzed. Open-circuit fault has been created in phase C, and
characteristics are investigated. The dynamic characteristics are shown in Fig. 6.

By analyzing the characteristics under open-circuit fault condition, it is evident
that the speed decreases by 16.66% and torque output decreases by 16.49% with
respect to normal operation.

3.2 Short-Circuit Fault

The performance characteristics of SRM under short-circuit condition of a partic-
ular phase have been analyzed. Short-circuit fault has been created in phase C, and
characteristics are investigated. The dynamic characteristics are depicted in Fig. 7.

It is inferred from the characteristics that under short-circuit fault condition the
speed decreases by 33.33% and torque output decreases by 27.83% with respect to
normal operation.
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Fig. 6 Torque, voltage, current, and speed characteristics under open circuit fault condition

Fig. 7 Torque, voltage, current, and speed characteristics under the short-circuit fault condition
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Fig. 8 Torque, voltage, current, and speed characteristics under the interturn short-circuit fault
condition with uniform turns

3.3 Interturn Short-Circuit Fault with Uniform Turns

The performance characteristics of SRM under interturn short-circuit fault with
uniform turns of a particular phase has been analyzed. Interturn short-circuit fault
has been created in phase C, and characteristics are investigated. The dynamic
characteristics are depicted in Fig. 8.

By analyzing the characteristics under interturn short-circuit fault condition with
uniform turns, it is evident that the speed decreases by 8.33% and torque output
decreases by 10.30% with respect to normal operation.

3.4 Interturn Short-Circuit Fault with Non-uniform Turns

The performance characteristics of SRM under interturn short-circuit fault non-
uniform turns of a particular phase have been analyzed. Interturn short-circuit fault
has been created in phase C, and characteristics are investigated. The dynamic
characteristics are presented in Fig. 9.

It is evident from the characteristics under interturn short-circuit fault condition
with non-uniform turns, the speed decreases by 25% and torque output decreases by
12.37% with respect to normal operation.
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Fig. 9 Torque, voltage, current, and speed characteristics under the interturn short-circuit fault
condition with non-uniform turns

3.5 Phase-to-Phase Short-Circuit Fault

The performance characteristics of SRM under phase-to-phase short-circuit fault of
a particular phase have been analyzed. Phase-to-phase short-circuit fault has been
created in phase C, and characteristics are investigated. The dynamic characteristics
are shown in Fig. 10.

It is evident from the characteristics under short-circuit fault condition the speed
decreases by 20.83% and torque output decreases by 22.68% with respect to normal
operation.

The above analysis reveals that the performance of the motor deteriorates in the
presence of fault and fault diagnostic routine needs to be designed to improve the
performance of the motor.

4 Proposed Method of Fault Diagnosis Procedure

The fault signals are time-varying, and it is essential to apply transformation tech-
niques to characterize the faults. This work engages the Hilbert transform to extract
the features that help to characterize the different type of fault. The Hilbert trans-
form is an adaptive method that produces physically meaningful representation of
non-stationary and nonlinear signals. The final result is obtained by the convolution
operation of Original signal x(t) and Hilbert transform. The frequency component of
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Fig. 10 Torque, voltage, current, and speed characteristics under the phase-to-phase short-circuit
fault condition

the resultant signal lags the frequency of the original by 90° with the same amplitude
of the original signal.

Hilbert transform can be defined as the convolution of the signal with the function(
1
π t

)
which emphasizes the local properties of the signal can be expressed as shown

below:

H(x(t)) = ŷ(t) =
(

1

π t

)
∗ x(t) (1)

H
(
ŷ(t)

) = x(t) =
(

1

π t

)
∗ ŷ(t) (2)

As
(

1
π t

)
cannot be integrated, the integrals which define the convolution do not

converge. Hilbert transform can be expressed as below:

H(x(t)) = 1

π
PV

∞∫
−∞

x(τ )

(t − τ)
dτ = 1

π
PV

∞∫
−∞

x(t − τ)

τ
dτ (3)

where PV represents the Cauchy’s principal value of the singular integral. The math-
ematical process used to generate complex signals from real signals is the discrete
Hilbert transform.
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xH (t) = x(t) ∗ 1

π t
= 1

π

∞∫
−∞

x(λ)

t − λ
dλ (4)

Since the output of the DHT is 90° phase shifter version of the original signal
x(t), a complete signal (also known as analytic signal) that is associated with the
original signal can be written as

xc[k] = x[k] + j xH [k] (5)

The envelope of the original signal is then defined as

|xA[k]| =
√
x2[k] + x2H [k] (6)

The fault diagnosis approach involves the application of Hilbert transform. The
transient current is a non-stationary and nonlinear signal. The signal is sensed from
the current sensor, and the Hilbert transform is applied for that sensed signal. From
the output of the Hilbert transform, features are extracted. Based on the features
extracted, fault has been classified. The Hilbert envelope is used to extract features.
The procedure for fault diagnosis is shown in Fig. 11.

The features considered for fault diagnosis are given below

• Feature 1: Mean

Mean, μ = 1

π
∑

k xA[k]
(7)

• Feature 2: Standard deviation

Standard Deviation,SD = 1

N
∑

k

(
xA[k] − 1/N

∑
xA[k]

)2 (8)

• Feature 3: Maximum value

Maximum Value,MX = max(|xA[k]|) (9)

• Feature 4: Kurtosis

Kurtosis,KRT = E(xA[k] − μ)4

SD4 (10)
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Fig. 11 Flowchart of fault
diagnosis approach

The values of various features extracted for the detection of type of fault are shown
in Table 2. The values are tabulated with respect to phase current.

Table 2 presents the features extracted by applying Hilbert transform on the stator
current. From the table, it is evident that the extracted features vary with respect to
the fault and this aids in classification of the fault in SRM drive. The classification of
faults can be done by employing rule-based classifiers ormachine learning classifiers.
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Table 2 Extracted features of SRM

Condition F1 F2 F3 F4

Without fault 1.8489 1.7182 21.7338 34.9783

Open circuit fault 0.5640 1.4649 21.8876 96.29

Short-circuit fault 2.5688 2.1874 24.1772 27.48

Interturn short-circuit fault with uniform turns 2.0171 1.8116 19.4552 21.6615

Interturn short-circuit fault with non-uniform windings 5.030 3.897 15.389 1.7700

Phase-to-phase short-circuit fault 4.6136 3.7283 18.9712 2.0861

5 Conclusion

This study presents a methodology for stator winding fault detection in SRM based
on Hilbert transform based feature extraction. In the proposed approach, Hilbert
transform is applied for the stator currents and features are extracted. The features
extracted are used to classify the normal and fault condition. The simulation results
indicate that the features extracted from the Hilbert envelope differentiate different
type of faults and aid in fault diagnosis. The fault classification can be done by
employing rule-based classifiers or machine learning techniques.
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Impact of Distributed Generation
on Distribution System Under Fault
and Islanding Condition

Pujari Harish Kumar , R. Mageshvaran , Guru Mohan Baleboina ,
and Koppola Vasavi

Abstract The energy drawn from the wind power plant and photovoltaics is consid-
ered to be essential sources in the recent distributed generation (DG) of electrical
power. Since a day-to-day load demand for electricity is increasing rapidly and there-
fore the generation of power, needs to be improved for balancing the current demand.
Because of this growing demand, non-renewable energy sources are on the brink of
extinction. In order to solve this problem, the concept of integration of renewable
energy sources has been introduced in the electrical distribution system and thereby
improves the power quality and reliability to meet out the existing needs of the
customers. Hence, the concept of installation of the DG has an impact on the opera-
tion and characteristics of the electrical distribution system. Installing the DG units
near to the load centers may solve the basic problems such as power losses and
voltage drops. The overall system is simulated in MATLAB environment in which,
the three-phase grid-connected photovoltaic system is integrated with the parallel
loads. The outputs are being measured in the form of the power, voltage and current
at various points in the existing system and are analyzed in both the normal and faulty
conditions. At Point of Common Coupling (PCC), variations in voltage and current
under different types of fault conditions, intentional islanding and nuisance tripping
of load cases are analyzed without protection device.

Keywords Protection coordination · Distribution grid planning · Distributed
generation · Renewable energy source · Voltage regulation
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1 Introduction

In general, the Distributed Generation (DG) is defined to be a technique by which a
little amount of electricity is produced by using non-conventional energy resources
and later distributed to the customer’s end. The methodology of DG is a primary
way of using renewable energy. The distribution system (DS) network performance
is influenced in several ways by DG. DG is connected with the renewable energy
sources to create a less environmental effect on power generation, which provides
enormous scope for installation of more number of DG in a system in the future.
Installation of DG in the system can make the voltage profile improvement of the
system, but in turn, it can affect the voltage regulation [1]. If a DG is installed or
placed close/near to the load, losses generated in theDS can beminimized. Increasing
DG in a system can have significant impacts on the network distribution system [2].
Installing DGs in the distribution systemwill change the utility system configuration.
This assists in a unique challenge for controlling, planning, protection, andmanaging
of the system condition [3]. General, DG, coupled with the DS, is depicted in Fig. 1
[4, 5]. (a) Shows DG coupled in parallel to the grid, (b) Shows DG coupled in parallel
to the grid by a switch.

• When DG coupled in parallel to the main grid under the normal conditions, the
distribution system and DG provide power to the load and DG is reserved in the
standby mode, which can avoid the power interruption.

• DG coupled in parallel to the grid by using a switch when the main power inter-
ruption occurs at grid side, and the switch will open and, in this state, DG will
supply the power to the load.

This paper provides a DG impact on distribution systems based on the technical
point of view. An effect of DG has become a significant concept which is to be anal-
ysed carefully because of the new DG installation at the distribution level. To extract
maximum power, theMPPT regulator begins to control PV voltage through a varying
duty cycle [6]. This paper addresses the monitoring of output DG (Photovoltaics)
voltage, power, and power injected into the grid both in normal case and faulty case

Fig. 1 a DG coupled in parallel to the grid. b DG coupled in parallel to grid by the switch
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and also monitoring of fault current and voltage under different types of fault cases.
Control of voltage and currents at PCC under the conditions of intentional islanding
and nuisance tripping of DG units by adding and removing loads are analysed.

2 Types of DGs

DG is a mini power generating system, which provides a small amount of power
to the customer loads through a utility distribution system [7]. The DG system has
classified into two main groups; one is the inverter-based DG system and the second
is a rotating machine DG system. DGs are classified as follows based on the active
power injection and reactive absorption power in the DS [8]:

• DG injects only the active power into the distribution system (Photovoltaics, fuel
cells, microturbines, and batteries).

• DG which injects only reactive power (Synchronous compensators).
• DGwhich injects the active power and absorbing the reactive power (wind turbine

induction generators).
• DG injects both the active and reactive power into the distribution system

(synchronous machines like combined heat and power generating units and gas
turbines).

Reconfiguration of the distribution system with DGs mainly depends on critical
factors as follows [9, 10]:

• The size and type of DGs connected to DS.
• DG units must be coupled based on voltage levels.
• Depending on previous generation levels, DG has to connect to the distribution

system.

3 Impact of Distributed Generation Integration

DG uses, and integration can improve the power quality and power market relia-
bility. Improvements in power quality and reliability are significant impacts of DG
integration through the active distribution network. Installation of the DG in distri-
bution system causes various effects on it, as presented in [11–13]. The installing and
operating DG radially in the distribution system without any generation can have an
impact on the voltage conditions and power flow both at customers and utility side
[14, 15].
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3.1 Impact of DG on Voltage Regulation

DS controls the voltage at substation with support of the load tap changing trans-
formers. On the distribution feeders, voltage is being controlled by using the line
regulators. By using the shunt, the capacitor voltage is controlled on feeders and
along the transmission lines. The Voltage regulation relies mainly on the unidirec-
tional power flow in the system, where the line regulators are fitted in a distribution
system to compensate the line drop. The DG installation causes a change in the
voltage profile along the feeder resulting in both the direction and magnitude of the
active and reactive power flows in the system. The effect of DG installation on the
voltage regulation factor can either be positive/negative based on the distribution
system design, DG features and location.

3.2 Impact of DG on Power Loss

DG operating in a system shows an impact on the active power losses [15]. The
power losses can be assessed for the lowvoltage distribution systemand compared for
different cases based onDG penetration and location. Inminimizing the power losses
in the distribution system, DG location and capacitor placement play a significant
role. The difference between the position of DG and placement of capacitor is DG
injects both active power and reactive power into the system, and capacitor banks
only provide the system with reactive power [16]. In [17], the optimal power flow
algorithms are used to analyse the impact of DG placement in the operation of the
distribution system, taking into account the study of the voltage profile, power losses
and system price.

3.3 Impact of DG on Harmonics

DGplacement planningmust be studied carefully for determiningwhether harmonics
will be restrictedwithin theDGposition and fulfilling the IEEE-519 standard. In [18],
the impact on system harmonics due to the installation of PV type in the distribution
system has examined. In analyzing the impact of DG on system harmonics, the
parameters considered are the level of penetration of DG insertion into the system,
the number of DG units installed, and their location.
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3.4 Impact of DG on Short Circuit Levels of the Network

Installing DG in the distribution system may increase protection issues, considering
the network short circuit levels [19]. Variation in short circuit currents that are most
subject to DGs network configuration, location and size. The short circuit level can
increase the system fault currents when associated with the system normal operating
conditions. The fault current impact from a small size, power generating unit is not
large, but this will rise in the fault current at which it is located in the system. The
effect of DG of faults current mainly is contingent on the factor like type, location
and size of the DG from fault location.

3.5 Islanding

Islanding of the system occurs when single DG or group of DGs continually generate
power to a part of the utility distribution system, even though grid power is not
supplying [20]. Islanding can be harmful to utility workers, who may not know a
circuit is still powered and may prevent automatic system re-connection. The solar
panels will continue to deliver electricity in the event of a power outage as long
as irradiance is adequate. The circuit disconnected by the disruption becomes an
“Island”. By operating upstream circuit breakers, fuses and automatic sectionalizing
switch can separate the main utility system to form islanding cases. In [21], methods
for finding the islanding of the DG through Multi-gene Genetic Programming has
been proposed.

Islanding can be either unintentional islanding and intentional islanding. Inten-
tional islanding means a state in which DG is continuously delivering the power
to the loads when a disturbance occurs in the main utility system unfortunately to
enhance the reliability of the system. The DG provides the power to required load
demand until reconnection with the main utility system take place. Unintentional
islanding is done during the maintenance of the system and/or failure of feeder’s
network, during these cases, DG is isolated and power to loads is supplied from the
utility system [22].

4 Simulation Results

To measure the performance of the impact of PV type DG integration on the radial
distribution system, consider a PV arraywith 66 parallel strings and series strings five
characterized by a total output power of 100 kW simulated in MATLAB software.
MATLAB model has depicted in Fig. 2 respectively. The following four cases are
considered to identify the impact of PV type DG on the power system.
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Fig. 2 Photovoltaics system connected to the grid in parallel with a load

4.1 Case 1—Performance Evaluation Under Normal
Condition

The normal values of solar irradiation (1000W/m2) and ambient temperature (25 °C)
are considered in this case study. In this case, in the normal operating conditions of
the radial distribution system, PV type DG is coupled to the grid in parallel with the
load. The active power is continually supplied to the load by the main utility system,
and DG is maintained in standby mode to prevent power interruption. In Fig. 3 it
can be seen, the waveforms of DG output power at an irradiance of 1000 W/m2

and temperatures of 25 °C, boost converter input voltage, inverter input DC voltage,
inverter output AC voltage and current, and power injected into the grid under normal
operating condition. The results depict the amount of PV power generated at PCC is
equal to active power, no impact on the system when DG is connected.

4.2 Case 2—Performance Evaluation Under Various Fault
Conditions

In this case study, DG (PV) has coupled to the grid in parallel with the load is
simulated by creating different types of short circuit faults within the system at PCC
point. The following fault sequence is considered to the evaluation of the impact of
PV type DG on the radial DS, with fault occur at t = 2.1 s and fault is cleared at t =
2.8 s having a fault resistance equal to 25 �. Under these faults occurring condition,
the DG provides the power to the load. Figure 4 clearly shows the current and voltage
waveforms at the PCC and fault voltage and current under the influence of LG, LLG,
LLLG with fault occurs at t = 2.1 s and fault is cleared at t = 2.8 s. From the results,
it is concluded that the effect of DG, due to faults depends mainly on the factors like
the size of DG, the type of DG installed and the DG distance from the area of fault
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Fig. 3 Performance under normal conditions when DG (PV) has coupled to the grid in parallel
with the load: a Generated PV output power. b Boost converter input voltage. c Inverter input DC
voltage. d Output inverter voltage. e Output inverter current
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Fig. 3 (continued)

location. Fault current will increase highly during LG fault within the system, when
compared to other faults like LLLG, LLG. Table 1 provides the fault current and
voltage values at different types of fault created in the system and fault resistance
values.
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Fig. 4 Performance under
various fault conditions when
DG (PV) coupled to the grid
in parallel with the load
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Fig. 4 (continued)
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Table 1 Fault current and voltage values at different types of faults and fault resistance

Types of faults Fault resistance value

R = 25 � R = 50 �

Increased fault
current value (A)

Dropped fault
voltage (V)

Increased fault
current value (A)

Dropped fault
voltage (V)

LG 144.8 19.27 77.04 10.843

LLG 135.89 15.66 68.48 7.24

LLLG 94.27 36.13 59.92 18.07

4.3 Case 3—Performance Evaluation Under Islanding
Condition

In this case study, PV type DG has coupled to the grid in parallel with the load, and
intentional islanding has done. In this simulation condition, intentional islanding has
performed by opening the DG at Pulse width = 20% and voltage, current at PCC
have analysed. From results, it has concluded that after at 2 s no voltage and current
is observed in the waveform at PCC point. In this state, the generating units should be
able to sustain the load demand bymaintaining appropriate voltage and the frequency
level in the limit in the islanded system condition. Figure 5 shows clearly the results
of the waveforms of current and the voltage at a PCC point under the intentional
islanding case.

4.4 Case 4—Performance Evaluation Under Nuisance
Tripping of Loads

In this case study, PV type DG has coupled to the grid in parallel with load, and
a nuisance, tripping is created by adding and removing the load like the following
sequence first load(20kW) is added at t = 4.5 s, again another load(40kW) is added
at t = 2.5–3.5 s, and finally, yet the load(40 kW) is removed at t = 3.5–5 s, voltage
and current at the PCC are measured. Figure 6 clearly depicts waveforms of voltage
and current when the load is added and removed at PCC point. From the results, it has
concluded that the voltage and current are suddenly increased with the injecting of
load into the distribution system. Due to this DG power generation gets influenced,
and the system goes into unbalances condition and reliability of the system also gets
affected. Table 2 provides the PCC current and voltage values when load is added
and removed suddenly. Table 3 provides description of simulink components used
for modelling the system in Matlab.



146 P. Harish Kumar et al.

Fig. 5 Performance of the system under intentional islanding is created by opening the DG when
DG (PV) coupled to the grid in parallel with the load

5 Conclusion

From the results obtained, it has been concluded that by interconnecting the renewable
energy sources to the distribution systems, the overall current requirement to the load
has to be shared both by the grid source as well as by the newly inserted DG. From
the results obtained, the most severe voltage dip occurs near the PCC point is due
to the occurrence of LLLG fault, which also raises the fault current level. The fault
current rises in a system when an LG fault occurs at PCC point, which in turns
cause a decrease in the voltage dip. The solution for the protection of the system at
PCC point, due to insertion of DG or a sudden increase in load may increase fault
current levels. This problem can be isolated by the insertion of a solid-state fault
current limiter in series with the existing DG. The circuit breaker installed in the DS
take a long time to detect the fault in the system. To overcome this delay, a fault
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Fig. 6 Performance
evaluation under nuisance
tripping of loads (adding and
removing) when DG (PV)
has coupled to the grid in
parallel with the load
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Fig. 6 (continued)

Table 2 PCC current and
voltage values

Parameters PCC Point voltage PCC Point current

Load added 274.154 V 424.010 A

Load removed 201.154 V 334.241 A

Load value 60 kW

PV power 100 kW

Vdc (boost
converter)

272.82 V

Vdc inverter 500.15 V

The output power of
PV modules

100 KW, (66*5*305.226)

Table 3 Description of the
simulink components

Simulink components Parameters

Boost converter 5 kHz DC-DC,273 V to 500 V
DC

Filter values L = 5e−3, C = 100e−6

Load value 50 kW

PV power 100 kW

Capacitor bank filtering
harmonics

10 k var

3 level 3 phase voltage source
converter

500.15 V to 260 V AC

The output power of PV
Modules

100 kW (66 * 5 * 305.226)

Three-phase Coupling
Transformer

100 kVA, 260/25 kV
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current limiter known as superconductor fault current limiters have to be installed.
The influence of DG current in the faulted area, miscoordination of circuit breakers
have to be avoided, at the very first rise of short circuit current.
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Enhancement of Power Quality
in a 3ph-3bus Distribution System
with Unified Power Quality Conditioner

S. K. Abdul Pasha and N. Prema Kumar

Abstract The main objective towards electrical-distribution system is to experi-
ence the consumer’s demands for energy later acquiring the huge electrical-energy
from the transmission/substation. Various network compositions remain feasible to
suit the needed supply reliability. Protection, control and supervising apparatus are
implemented to empower the adequate process of distribution network. This effort
mainly analyzes on 3phase, 3bus distribution system by introducing an UPQC with
various load configurations. The outcomes are correlated as regards real-power, reac-
tive power, voltage, current-THD. The Significance of the present work is to upgrade
the quality of power for a 3-ph, 3-bus distribution network by introducing an UPQC
with various load configurations.

Keywords Three phase three bus distribution system (TTBDS) · THD · DVR ·
AF · SVM

1 Introduction

Today, the commonly used parameter in case of ‘power systems’ is the sustention of
quality of power. Later developing voltages, the power-engineers are feeling hard to
transmit as well as distribute power to the load end, on account of various loads from
the point of distribution to be more conscious to the interruptions in the voltage and
harmonics. Bharat [1] introduced an ideal procedure for designing a ‘unified power-
quality conditioner’ (UPQC) model along with least conceivable Volt Ampere rating
depends on the ‘compensation’ requirements. A unique design procedure, analogous-
algorithm were recommended to sort the extensive elements in an ‘UPQC’, such-
like the ‘series-inverter’, ‘shunt-inverter’, and ‘series-transformer’ equivalent to the
minimal feasible entire V-A rating. Sachin and Bhim [2] presented for designing
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and outcome study of a 3phase one stage ‘solar-photovoltaic integral unified power
quality conditioner’ (SPV-UPQC). The ‘SPV-UPQC’ consisted of a shunt-series
voltage balancers tied end to end with usual ‘dc-link’.

An innovative procedure to place, integrate and monitor of ‘unified power
quality conditioner’ (U.P.Q.C.) in distributed-generation (D.G) depended grid
tied/’autonomous micro grid/micro-generation (µG)-model will be represented by
ShafiuzzamanK. Khadem [3]. Popular design and control implementation of UPQC-
based on adjustable phase angle monitoring method was presented by Jian-Ye et al.
[4]. For this, the ‘optimal volt-ampere’ (OVA) ratings of the converters in theU.P.Q.C.
were examined due to systemcompensation needs. The ‘phase angle control (P.A.C.)’
technique was reviewed and adorned to have the aspect of altering the online-VA
loading by accommodating the analogous ‘displacement-angle’.

Sachin and Bhim [5] proposed an altered ‘pq-theory’ dependent control of a
solar-photovoltaic (PV) array-integrated unified power quality conditioner (SPV-
U.P.Q.C.). The model incorporated elegant energy production along with enhanced
quality of power by that the increasing performance of the system. Jian Ye et al. [6]
investigated the suitable measures of the U.P.Q.C. model depends on the compen-
sation needs. A well defined approach was defined to revise the measures of the
U.P.Q.C. model, which evaluates the primary ratings of the shunt-series converter,
and series- transformer.

Shubh lakhsmi and Sanjib [7] presented the modeling, pointing approach for
‘open-unified power quality conditioner’ (O-U.P.Q.C.) integrated-photovoltaic (P-
V) resemblance of the system in radial- distribution configurations to raise the
energy-efficiency and ‘PQ’. Flexible parallel filtering and monitoring of ‘U.P.Q.C.
for enhanced non linear-loads was presented by Saurav-Roy-Choudhury et al. [8].
The remaining capability power of U.P.Q.C. (later swell-sag compensations) was
outlined for mitigation of harmonics.

Sachin and Bhim [9] proposed a monitoring process depends on ‘second-
order generalized integrator’ (SOGI) and ‘deferred signal cancellation’ (DSC)
for enhanced monitoring of one-phase 2-stage ‘solar-photovoltaic-array-integrated-
unified power quality conditioner’(SPV-U.P.Q.C.). Leonardo et al. [10] presented
accurated study’s affecting ‘sizing, stability-analysis and power-flow via series,
parallel power-converters in amulti-functional 3-phaseDistributed-Generation (DG)
model comprises of a one-stage photovoltaic (OPV) system incorporated into an
‘unified power quality conditioner’ (U.P.Q.C.).

Sergio and Fernando [11] presented the deployment of a usual 3-phase 4-wire
(3P4W) distribution network utilizing a 1–3phase ‘unified power quality conditioner
(U.P.Q.C.) topology’, called UPQC-1Phase-to-3Phase. A 1-phase transformer less
unified power quality conditioner (OPTL-UPQC) was implemented by Victor et al.
[12]. Away from having no isolation-transformer, the recommended structure uses 4
switching gadgets only, forming 2 half-bridge voltage-source inverters-1 connected
in parallel with the load and another one linked in series with the ac-mains.

Shubh lakshmi presented an ‘on-line operational optimization procedure’ to
find the optimal ‘reactive-power/reactive volt-ampere (VAr) set points’ for “open
unified power quality conditioner (O-U.P.Q.C.)” by changing load-demand of a
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distribution-network. Shubh lakshmi presented a dual-objective planning scheme
to optimal placement of ‘open-unified-power-quality-conditioner (O-U.P.Q.C.) by
concurrently synthesizing the “photo-voltaic-hosting-capacity (PVHC)” and energy-
loss of ‘distribution systems’. A non-linear ‘discrete-time’ model over an superlative
controller utilising an ‘unified power quality conditioner (U.P.Q.C.)’ was proposed
by Hamidreza Nazaripouya for weak/islanded grids.

2 Research Gap

The exceeding literature does not deals with the improvement of power-quality in
a 3-ph, 3-bus distribution model. Hence, present work deals with the power quality
enhancement for a three-phase, three-bus distribution network with the introduction
of an SVM inverter based UPQC topology.

3 System Description

3.1 One Line Diagram of a Three Bus Scheme

The 1-line ‘schematic-model’ for three-bus-system will be delineated in Fig. 1. In
this case bus 1, bus 2 will be the generator-buses where as bus ‘3’ will be a load bus
connected by linear, non linear loads.

3-bus model is considered, power flow is carried for finding the real-reactive
powers, current THD’s through the lines 2-1 and 1-3. When load flow runs between
the lines 2-1 and 1-3, power flow is less in the line 2-3 and THD for the AC source
current of non linear load is high.

Fig. 1 One-line-diagram for
3bus system
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Fig. 2 Circuit diagram of UPQC

Table 1 UPQC-system
parameters

Element Value

Source 3-phase, 415 V, 50 Hz

Shunt active power filter L = 0.02H; C = 0.08 µF

Series active power filter L = 0.09H; C = 10 µF

Transformer capacity 1:1150kVA

DC-link capacitor 2000 µF

3.2 Configuration of UPQC

UPQC have been proposed in recent years for enhancement of power quality in the
electrical distribution-systems. Development in manufacturing of power semicon-
ducting devices have led to better characteristics such as higher voltage rating, current
rating and at the same instant higher switching frequency. Besides to repress voltage
and current distortions, one can also cope up with the power ability disputes such
as voltage-sag, swell, currents, imbalances in voltages, ‘flickers, frequency oscilla-
tions, interruptions, surges”. UPQC has superior sag/swell compensation capability,
as compared to the other FACTS devices (Fig. 2) (Table 1).

3.3 Case Studies

The following cases are considered to analyze the performance of a three bus system
with various considerations.

(i) three phase, Three bus system without UPQC.
(ii) Three phase, Three bus system with UPQC.
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(iii) Three phase Three bus system with SVM inverter based UPQC (Fig. 3).

(i) Three phase, Three bus systemwithout UPQC: The basic representation for a
3-ph,Three-busmodel is presented at Fig. 4which is connectedby twogenerators
and load. This sectionmainly dealswithmodeling and simulation of Three-phase
three bus-systems without UPQC. Linear and non-linear loads will be linked at
load bus (Figs. 5, 6, 7) (Tables 2, 3, 4, 5).

Location of UPQC: Load flow indicates that less power flows through the line
2-3 when compared with lines 2-1 and 1-3. Hence location of UPQC is identified
between the buses 2-3. Now, load flow is performed with UPQC between the buses
2 and 3.

(ii) Three phase, Three bus system with UPQC: The ‘single-line’ diagram for a
three-bus model with UPQC be delineated (Figs. 8, 9, 10, 11, 12, 13) (Table 6,
7).

(iii) Three phase, three bus system with SVM inverter based UPQC: Circuit
diagram of Three phase 3-bus model along with SVM-Inverter based UPQC
is shown below. SVM- method has the benefit of an ideal-output and also
decreases the harmonic-content of the receiving end voltage/current (Figs. 14,
15, 16, 17) (Table 8, 9, 10, 11).

Fig. 3 Block-diagram for 3-phase, 3bus scheme

Fig. 4 Circuit diagram of three phase 3-bus system without UPQC
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Fig. 5 Real-power in third bus

Fig. 6 Reactive-power in third bus

4 Conclusion

From the case studies, it is observed that the value of THD reduces from 12.59%
Without UPQC to 2.86% of SVM-inverter based UPQC. The superior voltage
response of 10.08 kV of with SVM inverter based UPQC is obtained as compared to
all the cases. The improved values of real & reactive powers obtained as 6.830 MW
and 52.31 MVAR respectively. The contribution of this work is to employ SVM-
UPQC in T.B.S and reduce THD to acceptable levels. The advantages of UPQC
are voltage-sag-compensation ability and harmonic attenuation. The disadvantage
of UPQC is that it requires two blocks—i.e. DVR and AF. The present work deals
with simulation of TBS with S.V.M. inverter based UPQC. Simulation of TBS with
non linear RC and RL loads can be done in future. Simulation of 33 bus distribution
system with multiple UPQC’s can be done at a later date.
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Fig. 7 Current-harmonics

Table 2 Line-data of a 3bus system

S. No. Line Line-resistance (�) Line-inductance (H) Line-reactance(�)

1. 1-3 0.023 0.0029 0.018

2. 1-2 0.0480 0.00058 0.182

3. 2-3 0.035 0.00037 0.116
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Table 3 Load-data for 3-bus system

S. No. Bus Line-resistance (�) Line-inductance (H) Line-reactance (�)

1. Bus-2 2.41 0.0192 6.028

2. Bus-3 0.048 0.00255 0.800

Table 4 Harmonic analysis
without UPQC

Harmonic % HD without UPQC

I3 2.93%

I5 8.60%

I7 5.75%

Table 5 Summary of
voltage, real power and
reactive power

Parameters Bus-3

V (KV) 9.35

P (MW) 5.723

Q (MVAR) 38.23

Fig. 8 “Single-line-diagram” for a three bus with UPQC

Fig. 9 Block diagram of 3-phase, 3bus system and UPQC
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Fig. 10 Simulink-diagram of a three phase 3-bus with UPQC

Fig. 11 Real-power in bus 3
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Fig. 12 Reactive power in bus-3

Fig. 13 Current THD in bus-3
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Table 6 Harmonic analysis
with UPQC

Harmonic % HD with UPQC

I3 1.77

I5 0.24

I7 0.31

Table 7 Real power, reactive
power and voltage summary

Parameters Bus-3

V (kV) 10.05

P (MW) 6.12

Q (MVAR) 51.14

V0 (kV)(Non-linear load) 10.05

Fig. 14 Block diagram of SVM inverter

Fig. 15 Circuit diagram of SVM inverter based UPQC
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Fig. 16 Real-power in bus-3

Fig. 17 Reactive-power in bus 3

Table 8 Harmonic analysis
with UPQC-SVM inverter

Harmonic % HD with SVM based UPQC

I3 1.33

I5 0.85

I7 0.27

Table 9 Summary of
real-powers and
reactive-powers

Case Real-power (MW) Reactive-power
(MVAR)

Without UPQC 5.723 38.23

With UPQC 6.12 51.14

SVM based UPQC 6.830 52.31

Table 10 Comparison of
voltage responses

Case Voltage (kV)

Without UPQC 9.00

With UPQC 10.05

SVM based UPQC 10.08
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Table 11 Summary of
current THD’S

Case THD (%)

Without UPQC 12.59

With UPQC 3.55

SVM based UPQC 2.86
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Genetic Algorithm and Graph Theory
Approach to Select Protection Zone
in Distribution System

S Ramana Kumar Joga, Pampa Sinha, and Manoj Kumar Maharana

Abstract In this paper, a Genetic Algorithm and Graph Theory-based approach
has been proposed for the Protection Zone Selection for Distribution System. The
Proposed method is designed and developed to split electrical distribution system
into protection zones containing busses and protection relays or fault detectors and
also to decrease the calculation burden in dealing with a large set of signal data.
Genetic Algorithm based heuristic Search method is used to place fault detectors
at optimal location, and it carried out in MATLAB. IEEE33 bus radial distribution
system is tested for validating the proposed system.

Keywords Graph theory · Fault detection · Expert system · Protection zone · High
impedance faults · Genetic algorithm

1 Introduction

Faults in Electrical Distribution System are unavoidable for many uncontrollable
reasons like birds,weather-related reasons. These faults lead to the blackout including
equipment failure, lightening at conductors in power system. In a power distribu-
tion system, many faults may occur like high impedance faults, short circuit faults,
open circuit faults and ground faults etc.; early detection of fault ensure the reli-
ability of the power system and also decrease the human and property loss, and
it is more discussed in [1]. It is necessary to protect the distribution system from
faults; the fault affected area must be kept isolated from the rest of the power system.
This type of Protection Scheme is known as “Zone Protection”. In this scheme,
when a fault occurs in the particular zone, the circuit breakers within that zone only
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opened and it is isolated from the distribution system [2]. The primary consideration
to select a protection zone is to reduce the fault effect on consumers by isolating
them in the fault zone. Bus Bar Protection involves frame leakage, high impedance
relays, medium impedance relays, and low impedance relays based upon centralised
units, and all these are discussed in [3, 4]. Conventionally, electromechanical relays
were the devices used to detect and isolate the faulty section by tripping the circuit
breaker [5]. Subsequently, these electromechanical relays were substituted by static
and numerical relays for greater accuracy, speed and reliability. To detect the type of
fault occurs in the distribution system several machine learning and artificial intel-
ligence approaches have been proposed by many researchers; most of them used
multilayer perceptron. Sinha and Maharana proposed a fault classification method
by using Artificial intelligence based classifiers such as back propagation neural
network, Probabilistic Neural Network. Salat and Osowski proposed a fault detec-
tion technique by using support vector machine based machine learning classifier,
it is discussed in [6]. A wavelet fuzzy based classification of faults are discussed
in [7]. Reddy and Mohanta proposed an adaptive network based fuzzy inference
system approach for locating faults in transmission system and it is discussed in
[8]. The overall protection zone scheme for IEEE34 radial distribution bus system
is discussed in [9]. A distance relay based protection zone scheme is developed
in MATLAB Simulink by Farhana Ferdous and it is discussed in [10]. Kumar and
Hansen proposed a numerical bus zonemicroprocessor based protection scheme, and
it is given in [11]. A Transient based zone protection scheme using wavelet transform
is discussed in [12]. The overall protection schemes for zone protection are reviewed
by Singh and it is discussed in [13].

Most of the above mentioned researchers proposed zone protection schemes
without considering any economic considerations. In this paper a genetic algorithm-
graph theory approach based Protection Zone Selection is proposed for isolating
fault zone from healthy zone in Electrical Distribution System. This methodology
is proposed considering the economic consideration, by placing fault detectors at
optimal location. The need of measurement devices and sensors are reduced, thereby
the cost of protection scheme also get reduced. This proposed is used to separate
zone in any fault conditions that occur in the Distribution System.

2 Proposed Methodology

2.1 Optimal Placement of Fault Detector

It is necessary to detect the fault in the distribution line; in order to detect the fault,
Fault detectors should be placed to detect the fault. By reducing the number of fault
detectors, the installation cost of protection system can be minimized. To minimize
the number of fault detector and to find the optimal placement of a fault detector,
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a necessary optimization technique should be used. In this paper, a Genetic Algo-
rithm based optimization technique is used to find the optimal location of the fault
detector. A Genetic Algorithm is a heuristic search method used to find optimal
solution for the optimization and search-related problems. This method is one of the
Evolutionary Search method inspired by biological background named “Genetics”.
Genetic Algorithm has its advantages compared to traditional computing methods,
they are

a. It provides a list of optimal solutions, unlike traditional methods give only single
solution.

b. Convergence to Optimal Solution is faster compared to traditional methods.
c. It is used for solving multi-objective problems
d. It doesn’t require any derivative information

InBasicGeneticAlgorithm optimization technique, it involves four stages namely
initialization, Selection, Crossover and Mutation. Selection is the process that deter-
mines which population is to be survived and should allow to crossover process
in the search method. There are different techniques to implement the selection
process in the genetic algorithm; they are Tournament Selection, Rank Selection,
Roulette Wheel Selection and Stochastic Universal Sampling. Crossover Process
exactly imitates the biological reproduction process. In this process crossover oper-
ator selects any two solution strings randomly from the population with high prob-
ability Pc, called the crossover probability and some portion of the strings are
exchanged between the strings. It results new offspring’s from the parent’s string.
These Child strings contain the selected good behavior of the parent string. There
are different techniques to implement the crossover process in the genetic algorithm;
they are Uniform Crossover, One-Point Crossover and Multipoint crossover. Muta-
tion Process introduces the new features to the new strings formed from the parent
strings by crossover process. This Process ensures the diversity in the population.

The Objective function of the optimal placement problem (OPP) is taken as

n∑

i=1

xi (1)

where x denotes the fault detector, i denote the bus number. Sum of all fault detectors
to be placed at each and every bus is taken as objective function. Here IEEE33 radial
distribution bus is considered for locating the optimal placement of fault detectors,
i.e. the optimization problem must minimize the fault detectors to reduce the cost.
In this we are considering non-constraint objective function, shown in Eq. (1), as we
are not considering the cost function of the objective function. The main objective
of this optimization problem is to minimize the fault detectors and place them at
optimal location. This optimization problem (OPP) is solved by an evolutionary
optimization technique known as genetic algorithm [14]. The basic flow chart of the
genetic algorithm optimization technique is shown in Fig. 1.
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Fig. 1 Basic flow chart of
genetic algorithm

The Specification considered for genetic algorithm optimization technique are

Population Size = 200
Crossover = uniform
Selection = Roulette wheel method
Fitness function = ∑n

i=1 xi
Method = Single Objective function with no constraints

In this OPP, each fault detector at bus in objective function is considered as one
gene, and all genes are combined to form a fitness function. Now it is required to
find the fitness of each and every gene in the bus by checking the observability. It is
considered that every bus must have one fault detector to check for the observability.
From the measured values obtained from the measuring device, apply Kirchhoff and
ohms law to measure the other variables. Check whether the bus is observable by
this process. This analysis is repeated until all the busses are completely observable,
if any bus is not observable, a pseudo-measurement current phasor can be assigned.
The placement problem have following steps, they are

Step 1: from the given power system, assign chromosome
Step 2: generate initial population, let it be 200
Step 3: Calculate fitness function
Step 4: Apply Selection Operator
Step 5: Apply Crossover Operator
Step 6: Apply Mutation Crossover
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Step 7: Repeat the process until G generations are completed, if not go to step 3

The genetic algorithm optimization is carried out in MATLAB considering the
above specifications. After the Optimization of fitness function, Authors observed
that 11 optimal locations are minimized out of 33 bus locations.

Number of Optimal Locations = 11
The 11 optimal bus locations are observed are 2, 3, 5, 9, 14, 17, 19, 22, 24, 26,

30.
By Considering these optimal measuring devices location, a new zone protection

scheme should be designed. A newZone Protection scheme for electrical distribution
system is proposed which is based on Graph Theory.

3 Graph Theory-Based Protection Zone Selection

Graph theory based expert system search method is used to select the protection
zone. In graph theory any complex power system can be simplified. The detailed
explanation of expert system is discussed in [15]. It is one of the main reasons to
choose graph theory based searchmethod to choose protection zone. In this all power
system topology is now called in graph theory topology like busses in distribution
system are named as Edge in graph theory topology, similarly distribution line in
power system are named as Vertex in graph theory topology. There are set of rules
considered for the zone separation, they are

1. TheBus connectedwith an existed protection zonewith a vertexwill be combined
to configure a new protection zone.

2. For the protection zones containing the same busses, only one of them is kept,
and others should be eliminated.

According to these two rules of proposed protection zone selection, the following
steps for IEEE4 bus system of Fig. 2 can be illustrated in Figs. 3, 4, 5.

a. Initially, each bus configures a new zone. For Example, there is a zone B1 for
Bus 1;

b. For EachProtectionZone, the combinations of busses are connected to the nearest
zone to form a new zone. For Example, Zone B1 evolve for zone B1PB2, while
B1PB2 in Fig. 3 will evolve for zone B1P B2PB3 and B1PB2PB4 in Fig. 4; in
the same way, zone B1PB2PB3 and B1PB2PB4 evolve for zone B1PB2PB3PB4
in Fig. 5

c. The Graph Theory approach step search method will compare the new zone with
one another, the zone with the same bus will be terminated; For Example in
Fig. 5, there should be two-zone yield from B1PB2PB3 and B1PB2PB4, and the
Identical one will be terminated according rule number 2.

d. If all the busses of a zone equal to number of busses in the distribution system,
complete the search process. If not, Take step b for finding new zones.
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Fig. 2 Single line diagram
of IEEE4 bus system

Fig. 3 Step b in search method

Fig. 4 Step b in search method

4 Results and Discussions

The Proposed Protection Zone Selection search method is tested on IEEE33 Radial
Distribution System. The Single line diagram of the IEEE33 bus is shown in Fig. 6.
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Fig. 5 Step c and d in search method

Fig. 6 Single line diagram of IEEE33 bus system

The step wise search procedure is developed in program; the following steps are
applied to the IEEE33 bus in order to select a zone protection through the proposed
method. The following steps are

Step1: Initially, Every basic bus configures a primary zone, for a case, bus 1 in
the IEEE33 bus shown in Fig. 6 itself a Zone. This Initial zone is shown in
Fig. 7

Step2: For Each Protection Zone, it will combine with any bus that connects with
zone from the new zone.

Step 3: Now, the Search rule compares the new zone with one other, the zone which
has same bus connection will be terminated. It is shown in Fig. 8.

Step 4: if all the busses of a zone equal to the number of busses of the distribution
system, then complete the search process. If not, Take step 2.
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Fig. 7 Step 1 in search
method

Fig. 8 Step 3 in search
method

The results obtained after the step-4 in the search process is stored for further
fault detection, the results are tabulated in Table 1.

In Table, it is clearly obtained that all the measuring devices are placed in each
and every zone. Measuring devices that are bolded 2, 3, 19, 22 and 24 are grouped in
zone 1, similarly measuring devices that are bolded 5, 26, 30 are grouped in zone 2
and measuring devices that are bolded 9, 14, 17 are grouped in zone 3. It assures that
every zone is distributed with measuring devices with protective relays for gathering
the fault signal data. It also ensures the smooth run of the power system and ensures
the problem of power outages to the non-fault regions.

Table 1 Protection zone
selection results for IEEE33
bus RDS

Zone Bus numbers

Zone 1 1, 2, 3, 19, 20, 21, 22, 23, 24, 25

Zone 2 4, 5, 26, 27, 28, 29, 30, 31, 32, 33.

Zone 3 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18

Bolded Measuring Devices are Optimal Measuring devices from
33 busses
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5 Conclusions

In this paper from the obtained results, the following conclusions are made

a. Through genetic algorithm based optimization technique, measuring devices are
placed at optimal locations successfully.

b. AGraphTheory based searchmethod is proposed ensuring themeasuring devices
at each and every zone.

c. The Proposed method is successfully tested on IEEE33 bus, it satisfied the above
conclusions.

d. Most of the previous zone selection methods either divided zone according to
impedances values obtained frommeasuring devices or analyzing the fault signal
through the signal processing analyzers, in this paper zone protection doesn’t
depend on fault type and condition.

e. This proposed zone protection is tested successfully and detected the location
of short circuit faults in electrical distribution system by using Support Vector
Machine classifier with more than 96% accuracy in performance.

6 Future Scope

In this paper only zone selection search method is proposed, there are some
applications and future scope are mentioned below

a. Short Circuit Faults in Electrical Distributions are detected through Artificial
Intelligence based classifiers and can be grouped into protection zones by this
proposed method.

b. A microprocessor based Fault detector can be developed though this proposed
search method and can apply to any fault zone identification process.
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Analysis on DVR Based
on the Classification of Converter
Structure and Compensation Schemes

P. Priyadharshini and P. Usha Rani

Abstract Nowadays power quality issues are the greatest challenges to the
upcoming development. Especially in case of using the sensitive loads the voltage
disturbanceswill be high.Many research based solutions has been raised to overcome
the PQ issues. One the best solution is power electronic switches based dynamic
voltage restorer. The DVR becomes mature power quality device. The Converter
structure and compensation schemes plays a major role in deciding the capability
of the DVR. Hence in this paper, classification of DVR based on converter structure
and compensation schemes have been analysed.

Keywords Power quality (PQ) · Dynamic voltage restorer (DVR) · Total harmonic
distortion (THD) · Unscented kalman filter (UKF) · Improved synchronous
reference frame (ISRF)

1 Introduction

During the past decades the usage of the critical loads has been increased, moreover
the electronic devices has been used for inevitable applications. The applications
like controlling, computerized applications and power conversions are done in more
level. So the PQproblems also increased that leads to data loss, productivity reduction
etc. The PQ mainly related with the voltage are voltage Sag, voltage Swell, Flicker,
Voltage Fluctuations and unbalance. Generally voltage according to the definition of
IEEE standard it is the decrease in the rms voltage between 0.1 and 0.9 p.u at normal
frequency. Similarly the voltage swell is the increase in the rms voltage between 1.1
and 1.8 p.u. [1, 2]. These are the major problems in PQ which causes overheating,
the sudden voltage dip affects the performance of the device.
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2 Principle of Operation of DVR

The block diagram of DVR is shown in Fig. 1. The main components of the DVR
are Converter, Injection Transformer, Filter, Energy Storage Device and By Pass
Switch. There are three modes of operation namely Standby mode, Injection Mode
and Protection Mode [3]. Whenever the voltage dip occurs DVR will injects the
voltage in series with the supply voltage to safe guard the sensitive loads form the
grid side disturbance.

Standby mode:

In this mode, the DVR will be in standby it will not supply any voltage since there
is no voltage disturbance in the grid side voltage

Fig. 1 Typical schematic diagram of DVR
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Injection mode:

In this mode when the voltage disturbance is detected by the controller, then control
signals will be generated which allows the bypass switch to open. Now the DVRwill
go into the injection mode and supply the voltage through the injection Transformer.

Bypass mode:

In this mode DVR will be protected from the fault current during the downstream.
This mode is also called as protection mode. The current path should not be cut down
because it will give arise to heavy voltage so an another way will be provided for the
current to flow.

3 Comparison of DVR Based on Converter Topology [4–7]

In the DVR the important part is converter, hence based on the structure of converter
it is classified mainly into

• AC–AC Converter
• DC–AC Converter

Figure 2 shows the classification of DVR based on the converter structure. Table 1
gives the comparison of the DVR with its capabilities and restrictions. Table 2 gives
the comparison between switching cell based DVR and conventional DVR.

4 Evaluation of DVR Based on the Compensation Schemes

4.1 Commensurable Voltage Dip/Raise [8, 9]

Methodology: Positive and Negative Sequence Extraction by Using Multiple
Reference Frame (Fig. 3).

Concepts: This technique used the multiple dq transformation used to extract
the negative and positive sequence from the fundamental and harmonic waves to
analyze and adjust the each component. This is easy to judge whether smooth dq
transformation is possible.

Disadvantages: THD level is not reduced.

Advantages: Accuracy is very high. Dynamic Response time is meliorating without
any voltage loss.
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Table 1 Comparison of DVR based on converter structure

S. No. Topology Capabilities Restrictions

1 a. Flying capacitor based
multi level converter

More reliability switching
combination. Allowing
more control in the voltage
balance
Using FC more than three
level is more attractive

Increases the number of
capacitors based on the
output voltage
Voltage balancing is quite
challenging

b. Cascaded H bridge
multi level converter

Injection transformer is
neglected portable and
reliable

More isolated DC source for
each H bridge

2 Two level six switch
converter

Design is simple Unable to compensate the
voltage disturbance
up to the level

3 Split capacitor-six switch
inverter

Deign topology is easy
based on the switches
Voltage disturbance can be
balanced

Output and input voltage
ratio based on the capacitors
voltage

4 Three full bridge Independent phase control
on the voltage disturbance

Construction is complex

5 Four leg DC link is removed
Compensation is done for
longer time period

Switching frequency is high.
Additional switches are used

6 AC–AC Not employing the DC
bulky capacitor Size of the
converter is reduced
Power loss is reduced
Overall efficiency can be
increased

Voltage compensation is not
up to the depth. Voltage sag
is not supported by the grid

7 Multilevel direct PWM
AC–AC converter (RC
Snubbed)

Used for scaling higher
voltage higher power level

Commutation problem
occurs due to bidirectional
switches
Converter efficiency also
reduced
Output is distorted because
energy is dissipated in the
RC circuit

8 Multilevel direct PWM
(pulse width modulation)
AC–AC converter (soft
commutation)

Voltage level is improved
Power level is increased

Reliable operation cannot be
obtained
Input/Output voltage and
current waveforms are
highly distorted

9 Switching cell based
cascaded multilevel
converter

Commutation problem is
reduced
Polarity of the voltage and
current is not sensed
Highly reliable robust

Control schemes are
required for each phase

Data obtained from [1, 3]
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4.2 Commensurable and in Commensurable Voltage
Dip/Raise

Methodology I

DVR with two three phase Inverter with open end winding Transformer with either
level-shifted carrier PWM (LSPWM) or single-carrier PWM (SCPWM) strategy
[10].

Concepts: This technique is used to find out voltage sag using hysteresis control. The
superior threshold voltage is measured then the system will select the two closest
high voltage levels and get the difference with reference voltage and it discharges
through the capacitor. Similarly inferior threshold voltage is measured two closest
lower voltage is selected and the voltage is charged through the capacitor.

Advantages: Harmonics are reduced and converter loss is reduced.

Disadvantages: Cost is very high

Methodology II
Diode Bridge Rectified Transformer less DVR unidirectional power flow control
algorithm is proposed [11].

Concept: In this method three phase rotating compensation angle is measured within
the three phase compensation limit. With the reference to the two values proposed
three phase reference angle is calculated. In order to prevent the distortion in the
compensation voltage the progressive phase rotating scheme is used.

Advantages: Maximum Compensation limit, Progressive phase rotating speed and
dc-link safety operation considerations, the proposed control algorithm can solve
reverse power flow problems.

Disadvantages: Response time of the DVR is extended.

Methodology III
Minimum Power Injection without introducing sudden phase shift [12].

Concept: By using the injection voltage control strategy the angle between the
voltage and the current is controlled so that DVR is injecting the voltage with the
minimum power sudden phase shift is also controlled.

Advantage: Sudden phase jump can be avoided on the load side. With minimum
power injection Disadvantage: It is not reliable:

Methodology IV
Ultracapacitor is used for improving the power quality [13].

Concept: The ultracapacitor is linked with dc link of the DVR.This combination
providing stiff compensation and also it provides the compensation separately for
sag and swell without depending on the grid voltage.
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Advantage:Voltage Restoration has been improved. Independently compensates the
voltage sag and swell without considering the grid voltage.

Disadvantage: Size is increased due to the use of capacitor.

4.3 Commensurable/ In Commensurable Voltage Dip/Raise
and Commensurable Voltage Harmonics

Methodology I
Selective Voltage Harmonic Compensation Control in Medium Level Voltage [14].

Concept: Resonant Feedback based Controllers have been used to remove the
selective voltage harmonics. It is applicable for both single and three phases.

Advantages: Effective Voltage Regulation on Harmonics is obtained.

Disadvantages: Cut off Frequency Variation has to be considered.

Methodology II
Repetitive Control Scheme is used to compensate the Voltage Disturbance [12]:

Concept: The entire voltage disturbance is considered with the bandwidth. The
control structure is using the feedforward term which is developed to overcome the
transient response. The feed backward term is used for zero voltage control.

Advantages: Very Simple, Single controller is used to control the voltage sag/swell
and harmonics, Realistic, Excellent Voltage Regulation.

Disadvantages: For Sensitive Loads the compensation is not up to the level.

4.4 Commensurable Voltage Dip/Raise and Commensurable
Voltage Harmonics

Methodology: DVR with the Battery Energy Storage Systems using SRF theory
[15].

Concept: The compensation can be done by injecting or absorbing the real or Reac-
tive power. When the injected voltage is in the quadrature with the current then DVR
supplies the reactive power using the self supported DC bus.

Advantages: Compensation is done using battery source for the reduced rating
voltage source converter.

Disadvantages: Voltage injection Capability and Energy optimization is less.
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4.5 Commensurable/ in Commensurable Voltage Dip/Raise
Commensurable/ in Commensurable Voltage Harmonics

Methodology I
Adaptive Perceptron-Based Control Algorithm [16].

Concept: This adaptively tracks and gets the selected voltage harmonics. The funda-
mental and harmonic component is extracted in a well versed manner. Flow chart
sets the three bench marks if any disturbance is detected and it is compared with
the top threshold value then the corresponding signal is produced to compensate the
voltage dip

Advantages: Robust, Highly superior, Compensate the voltage swell even it occurs
along with the voltage sag.

Disadvantages: Voltage harmonics is minimized but the percentage is less.

Methodology II
Static Series Compensators by Use of PQR Instantaneous Power Theory [17].

Concept: The three phase voltage is directly converted into pqr coordinates without
the time delay, compensation voltages are produced by this coordinated systems
separately for each phase without time delay. By using this theory harmonics is
selected and compensated.

Advantages: Reference Wave Generator is used to find out information about the
proper terminal voltage. By controlling one dc value compensation is done for all
three phase.

Disadvantages: Transformer design is not considered.

4.6 Commensurable/ In Commensurable Voltage Dip/Raise
Commensurable/ In Commensurable Selective Voltage
Harmonics

Methodology
Selective harmonic Elimination by using FFT integrated with ISRF theory [18].

Concept: FFT is integratedwith ISRF theory in this the grid voltage is used to find out
the fundamental component and selective harmonics. The mathematical evaluation
has been done to find out the reference voltage dip/arise and harmonics. The original
signal is compared with the PWM signal. Based on this the inverter will get the signal
and inject the control voltage.

Advantage: Very effectively compensates the voltage.
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Table 3 Comparison of THD
level [9, 16, 18]

Compensation schemes THD level %

Unscented kalman filter based DVR 5.32

Adaptive perceptron 4.53

Repetitive csontroller 3.07

ISRF integrated with FFT 2

Fig. 4 Comparison of
compensation schemes based
on THD level

5 Comparison of the Compensation Schemes Based
on the THD Level

THD values of different compensation schemes are given in the Table 3 and Fig. 4.
By comparing the compensation schemes the FFT Integrated with ISRF technique
gives the better THD level. From the inference the best scheme is ISRF with FFT
technique which yields reduced THD level.

6 Conclusion

This paper provides the brief idea relating to the converter structure and compensation
schemes of the DVR. Based on the converter structure switching cell based DVR is
efficient since it has less switching loss, reliable, THD level is also less. Based on the
compensation schemes FFT with ISRF provides maximum output with less THD.
The combination of switching cell with FFT integrated with ISRF will provide the
high output with less loss.
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Modeling and Simulation Analysis
of Shunt Active Filter for Harmonic
Mitigation in Islanded Microgrid
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Abstract TheMicrogrid is a combinationof the distributedgeneration (DG) systems
that deliver power to its local networks. The DG system constitutes non-conventional
sources such as wind turbine, fuel cell, battery, and Solar. By connecting microgrid
to the non-linear loads, it generates harmonic current into the system, which disturbs
the sinusoidal waveform and power factor. The power quality compensator is used
for improvement of the reliability and efficiency of the system. In this paper, first
power quality issues are analyzed by connecting loads. As the system is connected
to load it disturbs the sinusoidal waveform by introducing harmonics. To reduce
these harmonics, passive filters are used. But due to the certain drawbacks such
as complication in design and huge size of filter shunt active power filter (SAPF)
is introduced in this system. These SAPF is controlled by an instantaneous power
theory,whichworks as on line power quality analyzer and limitsTHDaccording to the
IEEE 519-1992 standard. Depending on the power requirement of the nonlinear load,
the proposed control for SAPF allows balanced line with near sinusoidal current and
also maintains unity power factor. The presented model is simulated in the Matlab/
simpower environment and results are validated.
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1 Introduction

To generate pollution free and environmental friendly power with Renewable Energy
Source (RES), a large number of micro-producers will see the electrical grid in near
future. To meet up the major power demand, it is necessary to utilize the RES such
as wind energy, solar energy, biomass energy, etc. [1]. Photovoltaic (PV) energy and
wind energy are increasing resources in distributed energy source (DES) [2]. The
cluster of the DGs built in with biomass, solar energy and wind energy forms the
Micro Grid (MG). Figure 1 presents the model of various DG’s connected to non
linear load. The MG’s are emerging alternative source for developing green energy
scenario and extending its support of utility grid [3]. The role of power electronic
devices has become vital in distributed generation and integrating the RES with
grid. Power electronic devices act as interface between RES and power grid. The
power quality issues raises when the loads switches to the islanded mode from the
grid connected mode. Extra harmonics are Injected in grid with the increased use of
non-linear loads and sensitive equipment in the industrial and domestic area [4].

Harmonics distortion causes raise in temperature, malfunctioning of protective
relays,mains andother control units. Therefore, it is essential to reduce theTHDof the
systemwithin standard limit [5]. IEEE 519, IEEE 929-2000 and IEEE P-1547 are the
standards available tomonitor the limits of harmonics and other power quality issues.
An enhanced awareness of power quality compensators has been developed among
electricity consumers for enabling the working of the system within the restricted,
standard limit. These compensators monitor the voltage and frequency in the line and
when any deviation occurs, they compensatewith proper controlmethods. Therefore,
microgrid ensures better-quality power in the network [6]. The controller based on
instantaneous power theory is connected at the point of common coupling (PCC) [7].
The conventional PI regulator along with feed forward compensation supports the
controller in order to achieve a high dynamic response. The Clarke’s transformation
converts a–b–c coordinate of voltage and current into α–β–o coordinate, which helps
to generate the reference signal for controlling Voltage Source Inverter (VSI) [8, 9].

Fig. 1 Non-linear loads connected to distributed generation systems
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The output of VSI is fed back to the line with inductor for compensation. The
main objective of this work is to indicate improvement of the quality of power
supply by attaining adequate voltage, current and frequency of the microgrid along
with acceptable power sharing among the DG units [10, 11]. In this paper, Sect. 1
introduces the paper. Section 2, explains the modeling of various DG systems such
as wind, PV cell, fuel cell, and battery. Section 3, deals with shunt active filter.
Sections 4 and 5, validates and conclude the results.

A non-linear load is connected to the DG system through bus, which creates
a disturbance in voltage and current magnitude. With the Fast Fourier transform
(FFT), THD is measured, which is beyond the standard limit due to disturbances in
the system. For lower rating, passive filters are implemented for compensating the
disturbances. As the system size increases, the designing of passive filter becomes
complicated.Moreover, the passive filters will be bulky in size for high rating system.
To overcome this drawback, SAPF is used in this paper. In Section 3, SAPF design
and its control method are discussed, in which simple and best control technique is
used in this system to control VSI.

2 Modelling of Distributed Energy Sources

TheRES such aswind energy, PV arrays, SOFC and battery are designed and coupled
to the AC bus system through converters [9, 10]. Equations (1)–(3) give a complete
sketch of the SOFC model [12]. Equations (4)–(10) show the design of wind turbine
with several subsystems modeling [13, 14]. Equations (11)–(16) gives the design
expression for the PV cells. Equations (17)–(22) gives the lead acid battery model,
which acts as back up source for the system. The modelled PV cells and batteries
are coupled to a load through the converter, with which it can supply to AC load. For
improving the quality of power, the SAPF is connected at PCC. VSI is operated with
current controlled technique for the Microgrid operating in grid connected. With this
technique, it maintains unity power factor in AC bus. In addition, islandedMicrogrid
operatesVSI in voltage-controlled technique, tomaintain theACbus voltage stability
[15].

2.1 Modeling of Solid Oxide Fuel Cell (SOFC)

A SOFC is an electrochemical energy conversion system, where it converts
chemical energy into heat and electrical energy [12]. Figure 2 shows SOFC
simulated model. Equation (1) gives the chemical reaction, which is due to
the material balance, is included with the change in the concentration of input
and output flows into a volume of control as well as net production. Equa-
tions (2) and (3) expresses the voltage and current of the stack. Figure 3
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Fig. 2 Modelling of fuel cell

Fig. 3 SOFC output voltage and SOFC output current

shows the voltage and current output waveformafter connecting via an inverter
that produces a voltage of about 320 V and 6.5A.

(
PrVo

RgasT

)
ẋ = Nin

i = Nr
i − No

i (1)

where, V o is the volume of the cell,
No
i are theflow levels at the cell input andoutput of the eight reactants respectively,

Nr
i is the reaction rate of the ith reactant. Pr is the pressure of the cells,

T is the temperature of the cells in K, and RGass is the constant of gas (8.31 J/
mole °K). V dc is the number stack voltage and Idc is the number stack current,
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Vdc = CnEo +
(
CnRgasT

2F

) [
ln

(
PH

√
po2

PH2O

)]
(2)

Idc = km

∫ (
PG − Pref

)
V

dt (3)

Whereas, Cn is the number of cells in the stack associated with the series F is
Faradays constant; Km is the anode valve constant,
PG is the power generator, and Pref the reference power.

2.2 Modelling of the Wind Turbine

Kinetic energy is produced as the wind passed through the blades of the rotor. The
energy derived from the rotor is double thewind speed, so the turbinemust be planned
to withstand the storms [13, 14]. Equation (4) gives the output power.

Po = 0.5 PcV
3
ω Aσ (4)

where, Po and Pc denotes Power and Power coefficient, Vω gives the Velocity of the
Wind, A is the rotor and density of air is denoted by σ . The Pc given in Eq. (3) is a
kinetic energy extracted by the wind turbine. Pc is a function of the tip speed ratio
δ and the Blade angle α which goes through furthermore analysis as expressed in
Eqs. (5) and (6) [15]. Figure 4 shows the wind turbine modeling. With δ = 8.1 and
α = 0°, Maximum value of Pc can be achieved.

Fig. 4 Modeling of wind turbine
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Pc(δ, α) = 0.5176

(
116

δi
− 0.4α − 5

)
e−21/δi + 0.0068 δ (5)

1

δi
= 1

δ + 0.08α
− 0.035

α3 + 1
(6)

Equations (7) and (8) give the expression of the voltage function of PMSM in the
dq axes reference frame.

Vd = Rid + Ld
did
dt

− ωeLqiq (7)

Vq = Riq + Lq
diq
dt

− ωeLdid + ωeλr (8)

In the dq-axes reference frame, Vd and Vq are instantaneous stator voltages, id
and iq are instantaneous stator currents,
Ld and Lq are the inductances,
ωe is the electrical angular speed of the rotor,
λr is the peak/maximum phase flux linkage due to the rotor.

The Active power stated as in Eqs. (9) and (10) derives the electromagnetic torque
developed by a PMSM.

Pem = 3

2
ωe

(
λd iq − λq id

)
(9)

Te = 3p

4

(
λriq + (

Ld − Lq
)
iq id

)
(10)

2.3 Modeling of PV Cell

Equivalent circuit model is shown in Fig. 5, which consists of a diode in parallel
with a constant current source and a shunt resistor [11]. Equation (11) furnish the
PV cell’s output current (Ipv), which is equal to the light-generated current I lg as
expressed in Eq. (15). Equation (12) specifies the open circuit voltage (V oc) of the
pv cell with zero load current (I). Id is the diode current given in Eq. (13), and Ish is
the shunt-leakage current.

Ipv = Ilg − Id − Ish (11)

Voc = Vt + I Rse (12)
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Fig. 5 PV module’s equiva-
lent circuit

Id = Is(qVoc/γaβzT ) − 1 (13)

where Vt is the PV cell terminal voltage and Rse and Rsh are series and shunt resis-
tance, Is is the diode saturation current, curve fitting constant given as γ a, the electron
charge (1.6 * 10−19) in C is given as q, βz is the Boltzmann constant (1.38 * 10−23)
J/K, T = temperatureK [16]. Equation (14) gives the expression of load current (IL),
in which Isc (cell reverse saturation current) is expressed in Eq. (16).

IL = Ilg − Isc

{
e
(

qVoc
γaβz T

)
− 1

}
Voc

Rsh
(14)
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100

{
Isc + KI (T − 25)

}
(15)
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(
T 3
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)
· e qbs

Bk

(
1
Tr

− 1
T

)
(16)

where, ideality factor of p-n junction diode is given as B, cell temperature [°C]
as T, KI is short circuit current temperature coefficient (0.0017 A/°C), Sr is solar
irradiation in W/m2, bs is a band gap of silicon, Tr represents reference temperature
(301.18 ± K), Ic represents cell saturation current.

2.4 Modeling of Lead-Acid Battery

To meet the additional peak demands, the batteries are coupled with the inverter in
the system [11]. These batteries are used as spinning reserve during peak seasons.
The chemical reactions that occur in a lead-acid battery represented by Eq. (17).
Figure 6 shows simulation output voltage.

PbO2 + Pb + 2H2SO2
discharge/Charge←→ 2PbSO4 + 2H2O (17)
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Fig. 6 Voltage waveform of battery source

Terminal voltage (Vt) is expressed as in Eqs. (18), and (19) to Eq. (22) gives
charging and discharging voltage and resistance.

Vt = V + IR (18)

Vc = [2 + 0.148 soc] ∗ Ns (19)

Rch = 0.758 + 0.1309
[1.06−soc] ∗ Ns

Q m c
(20)

where Ns is the number of 2 V battery cells in series; Qmc is maximum battery
capacity; soc is the current state of charge (Fig. 7).

Vdcg = [1.926 + 0.124soc] ∗ Ns (21)

Fig. 7 Shunt active power filter with a voltage source inverter
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Rdcg = 0.19 + 0.1037
[soc−0.14] ∗ Ns

Qmc
(22)

3 Shunt Active Filter

The shunt APF concept was first introduced by Gyugyi and strycula in 1976. APF
cancels harmonics and compensates for reactive power. Akagi et al. in 1983 have
suggested “The generalized theory of the instantaneous reactive power in three-phase
circuits”, also known as the instantaneous power theory, or p-q theory. Figure 8 shows
the SAPF connection at PCC. Sensed Voltage and current of ‘a–b–c’ coordinate is
converted to ‘α-β-o’ coordinate with Clarke’s transformation as shown in Eq. (23)
and (24). Real, Reactive power andZero sequence power are calculated as in Eq. (25).
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where, Po is the instantaneous zero-sequence power; P the instantaneous real power;
Q the instantaneous imaginary power. Equation (26) derives the 3	 reference current,

Fig. 8 Calculations for the constant instantaneous supply power control strategy
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which is then subtracted with the load current and used to generate the corresponding
PWM signal using hysteresis band. The hysteresis band produces six PWM signals
for inverter. The output of the inverter is then transferred back to the line. As a result,
the distortion is compensated and produces a near sine waveform [17, 18]. Figure 7
shows the overall block diagram of the system connected with shunt active filter.
Figure 8 gives the detailed flow of calculating compensation current.

4 Simulation Analysis

Microgrid is modelled by multiple DG systems like PV cell, SOFC, wind and battery
source in the MATLAB/Simulink 2014 package [19, 20]. The MATLAB/Simulink
software helps to model, simulate, and analyze the system with linear and nonlinear
loads in continuous timeand sampled time.With this output of each source is analyzed
and then connected to a linear and nonlinear load, to check the response of island grid
[25–28]. Figure 9 shows the linear load response, inwhich it givesTHDof 5.35%[21–
23], which is acceptable limit as refereed to harmonics standard. When the system
connected to non-linear loads, then the voltage and current waveform is distorted as
shown in Figs. (10 and 11). In which the THD is measured as 16.19% for voltage
waveform and 24.64% for current waveform, which is exceeding the limit of the
harmonic standard shown in Table 1 [24]. Hence, to obtain the limits, compensation
is necessary, which will satisfy the harmonic standards and to improves the power
factor. SAPF with the hysteresis current controller is modelled and connected to the
grid at PCC. The simulation is carried out using MATLAB/Simulink software in
order to verify the proposed system. Figures 12a and b shows the real and reactive
power of the system and to achieve balanced sinusoidal grid currents at unity power

Fig. 9 Linear load Current waveform with 5.35% THD
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Fig. 10 Voltage distortion before filter with THD 16.19%

Fig. 11 Current THD before filtering

Table 1 Distortion limits as per IEEE 519_1992 harmonic standard

Maximum harmonic current distortion in percent of IL

Individual harmonic order (odd harmonics)

ISC/IL <11 11 < h <17 17 < h <23 23 < h < 35 35 < h THD

<20 4.0 2.0 1.5 0.6 0.3 5.0

20 < 50 7.0 3.5 2.5 1.0 0.5 8.0

50 < 100 10.0 4.5 4.0 1.5 0.7 12.0

100 < 1000 12.0 5.5 5.0 2.2 1.0 15.0

>1000 15.0 7.0 6.0 2.5 1.4 20.0
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factor, the Three-leg grid interfacing inverter is controlled using renewable energy
sources. The Frequency spectrum analysis without and with filter is shown in Figs.
(13 and 14) in which it is analyzed that compensating power the improves to 42
dB from 38 dB.The simulation result after compensation with reduced harmonic
distortion of 2.57% is shown in Fig. 15.

Consolidated analysis of current THD and power factor of unbalanced load with
and without filter are shown in Table 2. Power factor will be unity for linear load.
As it connected to the non-linear load, power factor is reduced to 0.821 and it affects
the system efficiency [26, 27]. These Power factor can be improved to near unity as
0.9925 through compensation. Table 3 gives a clear picture of harmonic reduction is
each phase. In phase A, THD of 25.78% is reduced to 2.66%. For phase B, it attains
2.62% from 25.22% and finally for phase C it is reduced to 2.57% to 24.64%. Figure
16 shows the statistical analysis of THD and Fig. 17 gives the detailed representation
of harmonic reduction for each harmonic order.
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Fig. 13 Frequency spectrum analysis before filter
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Fig. 14 Frequency spectrum analysis after filter

Fig. 15 Compensated current waveform with THD 2.57%

Table 2 Details of power factor and current THD

Linear load output before
connecting filter

Non-linear load output
before connecting filter

After connecting filter

Power factor 1 0.821 0.9925

THD (%) 5.35 24.64 2.66
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Table 3 Total harmonic distortion with harmonic order

Harmonics
order

Phase A Phase B Phase C

Before
connecting
filter (%)

After
connecting
filter (%)

Before
connecting
filter (%)

After
connecting
filter (%)

Before
connecting
filter (%)

After
connecting
filter (%)

3 0.03 0.13 1.43 0.28 0.59 0.12

4 0.12 0.35 1.95 0.36 0.97 0.34

5 22.33 1.88 22.49 1.85 22.09 1.91

6 0.02 0.01 0.87 0.1 0.38 0.01

7 9.32 1.07 7.87 1.09 7.87 1.06

8 0.02 0.43 1.56 0.41 0.77 0.39

9 0.02 0.02 0.86 0.06 0.41 0.07

10 0.06 0.58 1.06 0.58 0.54 0.52

11 6.96 0.13 6.06 0.11 5.6 0.13

12 0.03 0.01 0.58 0.03 0.22 0.01

13 4.02 0.17 3 0.18 2.91 0.17

14 0.02 0.11 0.87 0.1 0.43 0.1

15 0.01 0 0.4 0.01 0.19 0

16 0.04 0.04 0.48 0.05 0.27 0.04

17 2.74 0.17 2.08 0.16 1.79 0.17

18 0.03 0.01 0.31 0.02 0.11 0.03

19 1.88 0.11 1.17 0.12 1.08 0.09
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Fig. 16 Statistical graph of current THD—with and without filter
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Fig. 17 Graphical representation of THD versus harmonic order for all phases

Table 3 shows the results before and after compensation in which the harmonic
order 5th, 7th, 11th, 13th, and 17th causes the disturbances. After compensation,
this level is within the limit according to IEEE harmonic standard 519 as in Table 1.
Figure 17 represents the comparative graph of Total harmonic distortion with and
without filter. For Phase A, the fifth harmonic reduces from 22.33% to 1.88%, 7th
from 9.32% to 1.07%, 11th, 6.96% to 0.13%, 13th from 4.02% to 0.17% [27].

From Fig. 17 it is clear that the harmonic is reduced to the better level. The odd
harmonics from 3rd to 19th range are mainly produces the large disturbances in the
system. The THD levels of 5th harmonics are examined as 22.33% for phase A,
22.49% for phase B and 22.09%, for phase C. which is very well reduced to 1.88%
for phase A, 1.85% for phase B and 1.91% for phase C respectively. Likewise, 7th
harmonic THD level are reduced to 1.07, 1.09 and 1.06%.

5 Conclusion

In this paper, a dynamic simulationmodel including differentmicro sources likewind
turbine, fuel cell, battery and PV cell has been presented in the Microgrid system.
In addition, the quality of power is analyzed in the system when connected to linear
and non-linear loads. The simulation results show that, the harmonic disturbances
normally appearwhen connected to non-linear loads and the compensation is required
for making the system reliable and efficient with neat power.

Traditionally, passive filters are used to eliminate line current harmonics and to
increase the power factor. However, in some practical applications, the conventional
solution becomes ineffective due to variation of magnitude and frequency, which
creates random variation in the harmonic distortion. So, SAPF with pq theory is used
for eliminating harmonics from the system and to improve the power factor.
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The simulation has been carried out in the matlab environment. From Table 3, it is
noticed that overall THD level of 2.66, 2.62 and 2.57% is achieved by connecting the
proposed shunt active filter and it satisfies the harmonic standards shown in Table 1.
Also it is found that the technique works satisfactorily yielding a sinusoidal unity
power factor source current though the three-phase load connected is a non-linear
reactive one.
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Fault Diagnosis of Self-aligning Conveyor
Idler in Coal Handling Belt Conveyor
System by Statistical Features Using
Random Forest Algorithm

S. Ravikumar, V. Muralidharan, P. Ramesh, and Cheran Pandian

Abstract A coal handling system equipment is a bulk material handling system; it
plays an important role in key mechanical industries. It holds the important aspects
of a country economy inmining, smelter plants, thermal power plants, process indus-
tries, etc.Considering operation attributes of the coal handling belt conveyors, various
parameters have to be taken into account while designing, as it has to convey mate-
rials from one location to another continuously for most part of the year. In broad
spectrum, the flat belt coal conveyor has to be with maximum load handling ability,
for conveying over long distance in a single stroke. Hence, it has to be steadfast in
design, with easy operation and maintenance and high dependability in function.
Self-aligning conveyor roller (SACR) is an important element in coal belt conveyor.
It is placed between the carrying conveyor idlers to vary the sideways dislocation
caused by imbalance loading which is difficult to avoid in harsh loading conditions.
When the coal conveyor belt moves against the carrying rollers, there is a difference
in frictional force between two sides, which will make the top strand of the coal belt
conveyor to twist toward the center. Further, the crisscross movement, offset from
the center line, and damage of coal conveyor belt were competently prevented by
self-aligning conveyor roller. As SACR is found to be critical in coal belt conveyor
systems, it becomes compulsory to supervise its smooth and continuous functioning.
To make sure this certain, condition monitoring of self-aligning conveyor roller
(SACR) should be done periodically which principally creates a classification or
categorization problem. Self-aligning conveyor roller is made of vital elements like
groove ball bearing, main central shaft, and the external shell. In this case, it is cate-
gorized with the below mentioned cases such as coal handling belt conveyor with
SACR running in no-fault condition (NFC), with groove ball bearing fault condition
(BBFC), with main shaft fault (MSF), with combined ball bearing fault condition
and main shaft fault (BFC & MSF). A model investigational arrangement has been
made as per the actual coal handling belt conveyor operating conditions and research
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requirement. Followed by the fabrication of SACR setup, the vibration signatures
were obtained from the model for frequently occurring fault discussed earlier. These
vibration signatures are fed to digital convertor and transformed to digital signals.
From the digital vibration signals, statistical features were calculated. Then, effective
statistical features were extracted and provided as input to random forest algorithm,
followed by categorization, which was performed by random forest algorithm. In
the current work, the random forest algorithm achieved 90.2% categorization accu-
racy, which summarizes the algorithm correctness in fault prediction self-aligning
conveyor roller failure and life assessment.

Keywords Self-aligning conveyor roller (SACR) · Coal belt conveyor system
(CBCS) · Random forest · Confusion matrix

1 Introduction

Self-aligning conveyor roller is an inevitable module of (CBCS) coal belt conveyor
system; it will become damaged due to certain unavoidable operating conditions
such as incoherent stresses, contemptible oil usage in lubricating in site conditions,
wearable rubber seals, multidimensional angle loading of coal from ship unloader,
traveling hoppers and from transfer towers, and continuous operation of coal handling
conveyors due to demanding conditions of operation. The vital elements of SACR
which fail often are groove ball bearing which balances the outer roller revolution
and main shaft which holds the entire load of the SACR. Any malfunction of these
vital SACR elements will consequently develop poor operating conditions of the coal
belt conveyor, which subsequently will trail to failure of coal belt conveyor system.
In this regard, huge economical and fatal damages have been reported in various coal
handling belt conveyor thermal power plants in TNEB as well as across the world.
This unquestionably insists the ultimate need for malfunction prediction system in
SACR, which is the main focus of this research work and purpose of exploration
of this industrial work. The assorted faults measured for this research work were
SACR operating in no-fault condition (NFC), with groove ball bearing fault condi-
tion (BBFC), with main shaft fault (MSF), with ball bearing fault condition, and
main shaft fault (BBFC & MSF). The damage caused to any of these vital elements
in SACR influences the operation and effectiveness of the coal belt conveyor system.
The traditional used technique uses the oil residue and componentwear identification,
which are not as effective in predication of the faults in advance. These traditional
monitoring methods detect the faults after the fault was developed in SACR and
create a failure in the system. As a change, fast Fourier transform (FFT) technique
dependence was employed for the type of continuous operating elements. In FFT-
type system, the vibration signature data signals are evaluated in frequency domain.
The focal issue with FFT-based technique is it is very influential and effectual for the
stationary vibration signature data, (i.e.) for the signal data for which the attribute
frequency does not vary with respect to time. But the SACR considered for research
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and fault exploration rotates continuously, while the coal belt conveyor system is in
operation. Hence, it becomes obvious that the attribute frequency will vary insignif-
icantly with respect to time domain. In this regard, it is impossible to sideline with
FFT-based techniques for the fatal damage causing component of SACR. Thus, it can
be confirmed that vibration signature data alonewill overcome this signal exploration
that will lead to augmented results with vibration signature. Considering the vibra-
tion signature acquisition, the components in a coal belt conveyor system interact
each other a making vibration signature acquiring a bit tedious. But the variation
signatures are acquired with advanced sensors and the various faults are categorized.

1.1 Random Forest Algorithm

Random forest algorithm (RF) generally referred as a universal solution provider in
algorithm study. It is a versatile and smart machine learning method that can perform
both classifications and regression tasks and can also perform dimensional reduction
methods, outlier values, treat missing values, and other steps of data exploration as
well. The reliability of RF lies on developing real-time solution for most of the tech-
nical problem as it is known for the ensemble way of learning as a group of weak
models are combined to form a powerful model [1]. Advanced hybrid fuzzy decision
tree in random forest algorithm can be used to identify the disease by analyzing the
medical records of the patient in this research work. An expert system was built that
can diagnose disease using the random forest algorithm. The use of medical informa-
tion for diagnosing an illness a sickness is on the growth, and the tool developed in
this research work helps to improve the analytic accurateness of diagnosing. [2] The
random forest algorithm can be for estimation of traffic based on the traffic conges-
tion level occurs due to social media usage. It also deals with applying sentiment
analysis for the tweets to classify it either into positive or negative or neutral tweets.
Priority is given to the traffic level, which is tweeted by the majority of people. A
system is developed to predict traffic based on date, day and holiday or not data along
with three hours of traffic data prior to the targeted hour, and the results were aston-
ishing as the data traffic measure was very precise. This algorithm is more useful
as it is applicable to both classification and regression (prediction). This algorithm
has given a great accuracy of about 86% when applied to real-time traffic [3]. An
improved random forest algorithm with multiple weight-based majority voting has
been that presented for imbalanced credit score datasets. The proposed method is
compared with the traditional random forest and single weight-based random forest
classifiers. Further, the misclassification rate of minority class instances is highly
reduced using the proposed method [4]. The Apache Spark Random forest algo-
rithm model was used in the breast cancer diagnosis in an effective manner. The
algorithm with the provided dataset predicts the cancer faster and provided accurate
results. Random forest algorithm’s baseline and pipeline features was implemented
and compared in terms of accuracy, error, and performance and found to be good
with real time diagnosis [5]. A comparative study between Naïve Bayes classifier
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and Bayes net classifier has been made to find fault and diagnosis of monoblock
centrifugal pump. The algorithms are based on conditional probability, and litera-
tures related to applications of these algorithms are only few. The comparative study
concludes that the Bayes net algorithms perform better than its counterpart [6]. A
rough set-based rule learning and fuzzy classification of wavelet features for fault
diagnosis of monoblock centrifugal pump has been evolved, and the results were
good when compared to traditional algorithms [7]. Monoblock centrifugal pump
fault was diagnosed using discrete wavelets, and J48 decision tree algorithm was
helpful in identification of effective statistical features; the discrete wavelet-based
technique provided a much better accuracy when compared with similar algorithm in
the data field [8]. This research work explores the fault identification of self-aligning
troughing rollers in belt conveyor system using k star algorithm in an elucidated
new approach for condition monitoring [9]. Further, the condition monitoring of
self-aligning carrying idler (SAI) in coal handling belt conveyor system uses crit-
ical statistical features like mean, standard deviation, and kurtosis. Decision tree
algorithm was effectively utilized in fault diagnosis of SAI critical elements [10].
In this research, the initial errors seem to progress gradually with respect to time,
and there is a swop of typical operation to error operation, using of non-continuous
decision function provide essential backing in establishing the progress and intensity
of the error. It identifies the proper decision function in identifying the fault through
diagnosis of a continuous binary mixture distillation column and the result proved
it is practically achievable [11]. The effectiveness of the research lies in effectual
utilization of the lazy algorithms and its variants. This ultimately proved that the k
star lazy algorithm was efficient in categorization and data mining province, which
can further be explored. Subsequently, the authors have effectively found special
classification methods as unique fusion system for fault identification. It utilizes
wavelet-dependent categorization technique which can be implemented with multi-
gradient attributes for error identification in revolving machines [12]; the gear failure
causes were found out using vibration signatures acquired under various conditions
of the gear damage and wavelet theory utilized generated very good results [13].
In this work, the researchers have explored the errors of reciprocating compressors
where the piston clearance increase causes failure of the system and performance
issues; support vector machine (SVM) was utilized for this error categorization with
big data analysis [14]; further, the wavelet features were used in transmission line
fault identification using discrete methods uniquely developed for this application
[15]. It also explains the spectral attributes of higher order which is an excellent
choice of categorization problem with efficient output dependent [16]. The wind
turbine fault was categorized using texture analysis, and the categorization accuracy
used in this fault diagnosis was found to be more than 80% which was accepted as a
better output efficiency in this field [17]. The algorithm developed using K star was
able to reduce the maintenance cost by 15–20%, which was an ultimate achievement
in this domain [18]. The authors studied about the vibration signature capturing
method for disorder finding in journal bearing on multiscale permutation entropy
(MPE) when evaluated with similar classifiers (ISVM-BT). The random forest algo-
rithm was implied in categorization of tool used for plain turning and milling as
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the algorithm was able to categorize the faults causing the tool failure. Even though
random forest has been utilized in researched here, and\there has not been a proper
application of this universal algorithm in effective manner in many research areas in
spite of its wonder applicability in the mechanical component applications

1.2 Bulk Material Handling Systems

Power utilization and requirement surge everyday in a country like India the neces-
sitate for power generation is ultimatum and the methods are highly questionable
irrespective of the difficulties in the operation and maintenance methods. Coal-based
thermal power generating stations are prominently installed throughout the country
due to abundant availability of coal in the country, which is mined and conveyed
through various huge earth moving equipments and unimaginable methods. When it
comes to conveying millions of tons of coal per annum, huge equipments like stacker
and reclaimer are prominently used in most of the thermal power stations depending
upon the generation capacity and boiler fuel need. Inmining sites, high-capacity long-
distance overland conveyors, primary crushers with high material crushing capacity,
and secondary crushers with good pulverizing ability are the best choices. In Mettur
thermal power station, wagon tipplers are used for unloading coal from railway
wagons conveyed via Chennai port and a dedicated railway line for uninterrupted
coal supply to the 1050 MW unit. Such huge demand of 40–50 thousand tons of
coal per day is managed by long-distance overland conveyors in most of the coal-
based thermal power generating stations. TheNCTPS (North Chennai thermal power
station) has 16 km of internal conveyor throughout the plant.

Belt conveyor system
One of the important aspects and means of convening coal throughout the plant
continuously in an uninterrupted manner is coal belt conveyor system. It has impor-
tant components like head pulley which has the driving unit arrangement in the
order of ht motor, fluid coupling, rigid coupling, and helical gar box which is in turn
connected to the drive pulley. Over the drive pulley, a fibermultilayered belt of having
4 or more plays is laid and connected like an endless belt through a tail pulley on
the other end. The important aspects of belt conveyor system are that it can transfer
coal continuously for most time in any type of terrain with ease without much human
intervention. Further, the operation and maintenance of coal handling belt conveyor
system is much more obliged when compared to other means of material handling
system under testing conditions. Hence, for conveying such bulk quantity of mate-
rials, belt conveyors are preferred in most of the thermal power unit’s throughout the
world, which seems to be wise choice until now.
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1.3 Self-Aligning Conveyor Roller (SACR)

Self-aligning conveying roller (SACR) is a vital element for conveyor operation
without any hazardous manner. It helps to transmit the power of conveyor of the
conveyor in a silky manner without any component damage and failure. Hence it
is subjected to heavy forces and high amount of strain in the internal elements.
The SACR is very essential in any coal handling belt conveyor system, which can
adjust itself automatically to the type of load because of its free swiveling nature.
The SACR frame is fixed over the conveyor supports in between the coal carrying
rollers. It has important groove ball bearing andmain shaft which is a key in handling
the heavy conveyor belt. Failure in any of these key elements has to be addressed
immediately; if delayed, it may cause grave danger to the entire conveying system.
It has caused fatal fire accidents in TNEB-based thermal power plants. Hence, the
design and fabrication of SACR is given utmost importance. But still because of the
grave operating circumstances, these components tend to fail which can cause huge
financial loss and fatal.

In this situation, to keep the conveyor under proper operation, there is a need for
fault preventive system, which is essential for a bulk material handling equipment
which supplies the basic need of power generating stations. So ultimately a high-level
fault and failure deterrent system is high priority. A high-end technique considering
the basic onsite and field conditions has to be utilized in this scenario, since it has
to operate under rough environment. Taking such critical factors into consideration,
an investigational setup was made after taking relevant precautionary needs while
deigning and fabricating the setup. The set was integrated with sensors and apt
vibration signature data acquiring devices. The raw vibration signatures obtained
from the integrated setup of sensors; NDC devices were converted to digital data.

The raw data collected from the investigational setup after conversion into digital
ones were analyzed using LabVIEW software and converted into basic MS excel
files for simple usage for further processing. The data in xls format were utilized for
calculating the mathematical statistical features like median mode, range, variance,
etc. Once the statistical features are calculated using relevant macro programs which
is shown in Fig. 1. Consequently only statistical feature which had high influential
over the error and failure which is very critical as utilization of all the calculated
statistical features cannot provide an effectual output. Hence, selection of vital and
influential statistical attributes is topmost priority since this can substantially have
an impact on the processing speed and time taken.

Once the assortment of important statistical attributes is completed, a better cate-
gorization algorithm has to be chosen for further error and failure detection. It has
been established that random forest categorization has been a universal tool under
this kind of classification. Hence, it is good choice to choose random forest algorithm
tool for detection of SACR faults. Apart from this, a good-quality fault diagnosing
tool has to be utilized for classification, random forest classifier has been chosen for
classification of faults
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Fig. 1 Macro programs

Further the raw data collected, the conversion process and environment of data
obtained were quite complex, which may reduce the efficiency and effectiveness
of the entire condition monitoring process; hence, selection of categorization algo-
rithm is quite critical. As random forest algorithm is entropy-dependent algorithm
which will be able to cope up with the complexity nature of the vibration signature
articulated, random forest algorithm has been chosen for this exploration work.

2 Investigational Exploration and Vibration Signals
Acquisition

A sequential process explained in stages can be clearly seen in the flowchart shown
in Fig. 2. The investigational integrated setup fabricated is meant for collecting of
all different faults to be analyzed.

In view of this, all the four categories of fault which occur frequently are studied in
this researchwork: SACRoperates under no-fault condition (NFC), SACRhasgroove
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Fig. 2 Flowchart for fault
diagnosis of using random
forest

ball bearing fault condition (BBFC). The external ring thickness 8.5 mm—actual
measured thickness 9 mm), SACR having main shaft fault condition (MSFC), (main
central shaft ground to 11.8 mm—actual diameter 13 mm), SACR having main shaft
and groove ball bearing fault (BBFC&MSFC). The investigational arrangement has
a drive unit which is powered by anACmotor of 2HP; it has nylon 3 ply conveyor belt
similar to that of used in coal belt conveyor. It has SACR installed as per the different
conditions to be analyzed. The AC motor of 2 Hp is integrated with a rigid coupling
to a “v” belt speed reducer for lessening the rotational rpm of the investigational
arrangement to the specified rotational rpm. Subsequently, self-aligning conveyor
roller was installed at correct transition distance which was followed in coal belt
conveyor design, fabrication, and installation. SACR fault identification is carried
out in the subsequent stage by stage process (a) design, fabrication and installation of
SACR investigational setup with various error conditions, (b) raw vibration signature
data acquisition, (c)mathematical statistical feature calculation, and (d)mathematical
statistical feature categorization. Initially, the belt conveyor model was allowed.

The vibration signatures were collected from various SACR elements which were
considered as critical for failure as discussed earlier. Based on the data collected from
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Table 1 Main shaft internal diameter readings

S. No. Dia of shaft before grinding in mm Dia of shaft after grinding in mm Side

1 13.01 9.88 Left side 1

2 13.00 9.90

3 13.00 9.98 Right side 2

4 12.99 9.99

Table 2 Groove ball bearing external ring thickness readings

S. No. Dia of roller bearing before grinding in mm Dia of roller bearing after grinding in mm

1 6.50 4.0

2 6.51 3.90

coal belt conveyor fields, the groove ball bearing and the main shaft with relevant
wear and tear were prefabricated as per Tables 1 and 2, and the vibration signature
readings are obtained.

Various conditions of SACR having groove ball bearing wear andmain shaft wear
and tear set one by in the investigational arrangement and corresponding vibration
signature data were collected. A sample of 250 nos of reading were collected for
each conditions from the investigational setup for analysis.

.The investigational arrangement can be viewed in Fig. 3. A smart accelerometer
sensor (Sl. No. 3055B1) was installed over the vibration area in the SCAR frame to
obtain the vibration data (Fig. 4).

The signal received must be properly trained before being utilized for fault anal-
ysis. So a signal conditioning (ADC—analog-to-digital converter) shown in Fig. 5
unit is integrated with the investigational setup. The vibration signatures obtained
from the training unit was fed to the relevant software for further doling out. The
LabView software was used to record the vibration signals in the digital form and
store in the computer hard disk memory.

Fig. 3 Dyatron
accelerometer sensor
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Fig. 4 Experimental setup OF SACR

Fig. 5 Data acquisition
NSIC device

3 Statistical Features Extraction and Selection

Feature Extraction
Mathematical statistical features were extracted from the vibration digital signature.
The various parameters are mean, median, mode, standard error, standard deviation,
kurtosis, skewness, minimum value, maximum value, sample variance, and range.

Selection of Important Features
All the extracted features might not be used for classification. Only statistical feature
which had high influential over the error and failure which is very critical is utilized,
and the inefficient ones are eliminated. Hence, selection of vital and influential statis-
tical attributes is topmost priority since this can substantially have an impact on
the processing speed and time taken. Certain features such as standard deviation,
kurtosis, range, and mean were supportive for categorizing various fault conditions.
Hence, othermathematical statistic features could be purged from the set of feature to
improve the effectiveness of the random forest algorithm and decrease the processing
time.
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4 Result and Discussion

The result of the 1000 samples fed into the random classifier has been given below,
and it is discussed in detail in this section. The grouping of faultwith randomclassifier
is discussed as follows:

i. Categorization using random forest classifier
ii. Random forest performance evaluation.

Relation: fo1
(Combined faults)-
weka filters unsupervised attribute Remove-R3, 9-12
Instances: 1000
Attributes: 8
Mean, Standard Error, Standard Deviation, Sample
Variance, Kurtosis
Skewness, Range, Class
Test mode: 10-fold cross-validation
KStar options: -B 20 -M a
Classifier model (full training set)
Random Forest
Bagging with 100 iterations and base learner weka.
Classifiers. Random Forest Tree
Time taken to build model: 0.31 s
Correctly categorized Instances 902.00 90.20%
Incorrectly categorized Instances 98.00 9.80%
Kappa statistic 0.86
Mean absolute error 0.07
Root mean squared error 0.19
Relative absolute error 18.65%
Root relative squared error 44.42%
Total Number of Instances 1000.00

The final result received from 1000 no. of samples was analyzed with the help
of confusion matrix generated along the random forest output. From the output
received, it is known that the no fault-free condition (NFC) is mentioned in the
first row, continued by main shaft fault condition (MSFC). Then, the groove ball
bearing fault condition (BBFC) and the combined main shaft fault (MSFC) and
groove ball bearing fault condition (BBFC) represented in the third and fourth rows
in the Table 3. One can clearly understood from the confusion matrix (Table 3) that
out of the 250 sample Nos, a portion of the data were considered for training and
the remaining data is classified for different error conditions of the self-aligning
conveyor roller. In the confusion matrix, the diagonal elements are used to indicate
the number of correctly categorized vibration signal and the incorrectly categorized
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Table 3 Confusion matrix of random forest algorithm with selected features

NFC MSFC BBFC MSF& BBFC

FFC 212 38 0 0

CSF 33 202 0 15

(BFC) 0 0 250 0

CSF& BBFC 0 12 0 238

data signals are located as non- diagonal elements. This is how the categorization
accuracy is represented in the confusion matrix. In SACR case (Table 3), inferring
the result of the algorithm, out of 1000 trial data 212 were no-fault condition (FFC)
data signals have been exactly categorized and the balance thirty eight points infer
they were main shaft fault (MSFC). Similarly, 202 data points of main shaft fault
(MSFC) have been correctly categorized and 32 were incorrectly categorized as no-
fault condition. Thus, the confusion matrix is inferred and categorization accuracy
was 90.20%. These results achieved are for a sample data for the signals acquired in
particular site conditions so the categorization accuracy of 90.20% does guarantee
a parallel efficiency for all such feature vibration signal data. Based on the result, it
can be accomplished that 90.2% accuracy achieved by RF is best in this category

5 Conclusion

An investigational arrangement was designed, fabricated, and installed for the self-
aligning conveyor roller. It was fabricated to replicate different faults and error
that would occur in actual coal handling belt conveyors. The vibration signal data
were acquired using ADC. The collected vibration signal in analog form has been
processed by data mining tools to convert to digital format and further processed to
extract the mathematical statistical features like mean, median, etc. All the extracted
features might not be used for classification. Only statistical features which had high
influential over the fault classification are utilized, and the inefficient ones are elim-
inated. The filtered processed digital data were fed into random forest algorithm for
further categorization. The result achieved is for a set of sample data and signals
obtained in particular site conditions. And a categorization accuracy of 90.20% was
achieved, which does guarantee a similar efficiency for all such feature vibration
signature data. Hence, it can be concluded that random forest algorithm is better in
fault diagnosis of SACR among the existing classifiers.
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Levy Interior Search Algorithm-Based
Multi-objective Optimal Reactive Power
Dispatch for Voltage Stability
Enhancement

N. Karthik, A. K. Parvathy, R. Arul, and K. Padmanathan

Abstract Reactive power resource management is a crucial and vital step in order
to have a safe and cost-effective power system option when it comes to voltage
stability. The optimal reactive power dispatch (ORPD) has a key aim to find out the
appropriate control variable values, for example, shunt VAR compensator settings,
generator bus voltages, and tap settings of on-load tap change (OLTC) transformers.
This objective is designed, by taking the constraints into account, and to ensure
that the objective function is reduced. In the current research work, the researchers
proposed a levy interior search algorithm (LISA) in order to elucidatemulti-objective
optimal reactive power dispatch challenges thatmitigate the real power loss, and at the
same time, it also saves the voltage quality. In this research article, the researchers
considered real power loss and voltage stability index as objective functions. The
paper has a primary objective, i.e., by taking large-scale power system into account,
the researchers proposed a multi-objective interior search algorithm in order to get
rid of multi-objective ORPD problem and to yield the best results from the secure
and cost-effective operation of electric power systems. The researchers simulated
the setup under IEEE 57-bus and large-scale IEEE 300-bus system to emphasize the
efficacy of LISA. From the results, it can be confirmed that the proposed approach
yielded much better results than the existing algorithms.
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1 Introduction

In today’s electric power systems, the optimal reactive power dispatch (ORPD)
remains a prominent challenge that needs to be addressed. The key aim of the
conventional ORPD problem is to mitigate the loss of real power and simultane-
ously meeting different requirements [1]. In the researcher conducted earlier [2],
the researchers proposed a method to find out the voltage stability index. The study
conducted by Raghunatha et al. [3] proposed a numerically stable and sequential
primal–dual LP algorithm with the aim to enhance the system static voltage stability
index. The literature overcomes the multi-objective reactive power flow challenge
through the adaptive immune algorithm proposed in one of the studies [4]. In this
study, the researchers selected voltage deviation at load bus, real power loss as well
as voltage stability index as the objective functions. In case of few real applications,
it becomes mildly not enough to consider a single target of power loss. In the recent
times, the ORPD problem is rechristened as multi-objective optimization problem
(MOP). The study [5] proposed the enhanced particle swarm optimization (PSO) in
order to eliminate the multi-objective optimal power flow problem with the help of
four various objective functions.

According to the studies [6, 7], there is a reduction in the power loss in addition
to L-index as well, in case of multi-objective ORPD (MOORPD). The MOORPD
is one of the parts in OPF challenge that consists of various elements like deviation
in voltage stability index or voltage, quantity of reactive power supplied by parallel
compensators in order to mitigate the real power loss, determination of optimal
adjustment of magnitudes of generator voltages, and the position of transformer
taps. In continuation to these, it also meets various physical as well as operational
challenges brought by the power system itself. TheMOORPD is nothing but a gener-
ally known large-scale, multifaceted, multi-constrained, highly nonlinear and mixed
integer programming problem created by various entities such as nonlinear power
flow equations, discrete variables, and many such constraints [8]. For the past ten
years, there is a tremendous increase experienced in electric power systems, thanks
to basic alterations that are required in both supply as well as demand ends and this
improvement tends to impact the security concerns in power system and may result
in increased losses. In line with this, these enhancements mandate the transmission
system operations to be updated in terms of their optimization strategies so as to
ensure the economic scheme as well as to overcome all security concerns. Such opti-
mization strategies usually have parallellyworking, two or threeminimizing ormaxi-
mizing (i.e., conflicting) objectives which are subjected under different constraints
[9, 10].

The researchers shifted their interest toward ORPD problem in the recent years
and that can be understood through the flourishing research in this area to ensure a
stable, safe, and secure operation of the electric power systems. Currently, a number
of algorithms have been proposed by various researchers as a solution for MOORPD
problem. For instance, in the study [11], a modified NSGA-II was proposed by the
researchers based on the strategies such as dynamic crowding distance and controlled
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elitism. The purpose was to enhance the range of non-dominated solutions. At the
time of validating the technique, the voltage deviation and the large-scale test systems
were not considered and the method was implemented in medium-sized test systems,
for instance, IEEE-30-bus and IEEE 118-bus. In the study [12], the researchers
proposed an improved version of multi-objective PSO so as to mitigate the power
losses and at the same time reduce the voltage deviations in power systems. But the
control variables were reported in the exterior end of the acceptable limits due to the
non-induction of constraint handling method. In the literature [13], the researchers
proposed an updated version of the MOPSO to overcome MOORPD, though this
study did not focus on the control variables. A chaotic improved PSO-based multi-
objective optimizationwas proposed by the researchers and implemented inmedium-
sized systems, and in this research, Chen et al. [14] aimed at reducing voltage stability
index as well as power losses. The results yielded for the control variables were
observed only outside the imposed limits.

The study conducted by Ghasemi et al. [15] proposed a novel multi-objective
algorithm, named as chaotic parallel vector evaluated interactive honey bee mating
optimization (CPVEIHBMO) algorithm as a solution to tackle MOORPD problem.
However, this study remained unfeasible for the dependent variables. The firefly algo-
rithm was modified and proposed in the study [16] to overcome the multi-objective
active/reactive ORPD problem that accompanies load as well as wind power gener-
ation uncertainties in a standard IEEE 30-bus system. Though this was an insuffi-
cient test system, this experimentation was conducted to assure the evenness of the
proposed algorithm.As few other studies, this study toomissed to discuss the optimal
control variables. As a result, the prominent drawback of these algorithms is that it
cannot dominate to converge to the Pareto frontier at the time when maintaining
enough diversity. Further, the complex nature of the objective functions utilized (for
instance, ORPD problem), it lasts to converge toward the local optimum. In other
terms, it is interesting to determine the optimal solution or near optimal solution of
such problem simultaneous to providing the assurance for the safety concerns and
guarantee for the admissible limits of the control variables.

In the study [17], quasi-oppositional differential evolution was proposed to eluci-
date the ORPD problem. Various optimization algorithms such as hybrid PSO and
imperialist competitive algorithm [18], Gaussian bare-bones water cycle algorithm
[19], and ant lion optimization algorithm (ALO) [20] were successfully experi-
mented to elucidate the ORPD problem. As per the literature [20], active power
loss and voltage stability index were chosen as objective functions. Simulation was
carried out on IEEE 30-bus, IEEE 118-bus and large-scale IEEE 300-bus systems.
In the study conducted by Souhil et al. [21], a multi-objective ALO algorithm was
proposed, taking three objective functions into consideration, to get rid of multi-
objective ORPD problem. Arul et al. [22] conducted a study in which the researchers
proposed chaotic self-adaptive differential harmony search algorithm to handle the
optimal power flow problem. In the literature [23], optimal VAR dispatch problem
was successfully solved using chaos-embedded krill herd algorithm. Rajan et al.,
[24] developed weighted elitism-based ALO algorithm to elucidate the optimal VAR
problem. In the recent years, various optimization techniques, for instance, whale
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optimization algorithm [25], moth-flame optimization algorithm [26], differential
search algorithm [27], and fuzzy adaptive PSO [28] were proposed to overcome the
ORPD problem. The study conducted by Gandomi [29] proposed art-inspired opti-
mization algorithm titled interior search algorithm (ISA) which had interior design
and decoration as its base, and the algorithm is aimed at determining the global
optimum solution. In [30], ISA was implemented to address the multi-objective
economic emission dispatch problem. In case of conventional ISA, new variables
were generated using rand functions which resulted in the local optima. To enhance
the search capability of ISA, the levy flight was integrated with ISA to generate
better optimal solution. In LISA, the levy flight method was used to generate random
variables. In this paper, a novel multi-objective optimization algorithm named levy
interior search algorithm (LISA), based on ISAoptimization algorithm,was proposed
to elucidate the MOORPD problem in large-scale power system.

Further, LISA algorithm has not been applied so far to handleMOORPDproblem,
especially in large-scale power systems. The effectiveness of the proposed LISA
algorithm was already validated in both medium-sized IEEE 57-bus system and
large-scale IEEE 300-bus system. Furthermore, simulation is carried out using the
LISA algorithm employing two different strategies and the ISA algorithms with
regard to computation efficiency and solution quality.

2 Problem Formulation

The ORPD problem formulation was modeled with two different objective functions
such as real power loss and voltage stability index.

As portrayed in any other optimization problem, the traditional ORPD problem
can be formulated as (1)–(3) [6].

2.1 Real Power Loss Mitigation

Then, the transmission line loss can be determined as

F1(x, u) = Ploss =
NL∑

n=1

gn
[
V 2
j + V 2

k − 2VjVk cos
(
δ j − δk

)]
(1)

where gn denotes the conductance of nth line that associates bus j to bus k, whereas
the NL denotes the number of transmission lines.
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2.2 Minimization of Voltage Stability Index

Since the operations of state-of-the-art power systems are nearby the stability limits,
the investigation of voltage stability has become an increasing phenomenon in power
system analysis. So, the voltage stability index was inducted as an objective function
in the current study in order to enhance the security of electric power systems and to
forecast the voltage collapse. Kessel and Glavitsch [2] set the operating range of the
indicator L between 0 and 1. So, one can define the above-mentioned objective as.

F2(x, u) = min VSI = Minimize
(
max

(
L j

))
(2)

where L j of the jth bus is characterized by the following expression:

L j =
∣∣∣∣∣1 −

NPV∑

i=1

Fji X
Vi

Vj

{
θ j i + (

δi − δ j
)}

∣∣∣∣∣ j = 1, 2, . . . , NPQ

With

Fji = ∣∣Fji

∣∣θ j i , Vi = |Vi |δi , Vj = ∣∣Vj

∣∣δ j Fji = −[Y1]−1[Y2]

2.3 Equality and Inequality Constraints

Transmission line losses must be taken into consideration with the objective of
accomplishing proper economic load dispatch. Transmission line losses can be found
out by the following Newton–Raphson and B-coefficients approaches. The optimal
power flow solution, attained by employing Newton–Raphson, was used to decide
the real power loss Ploss. The active power loss subjected to equality constraints can
be expressed as:

Pg j − PD j − Vj

NB∑

j=1

Vk
[
G jk cos

(
δ j − δk

) + Bjk sin
(
δ j − δk

)] = 0 (3)

Qg j − QD j − Vj

NB∑

j=1

Vk
[
G jk sin

(
δ j − δk

) + Bjk cos
(
δ j − δk

)] = 0 (4)

where j = 1,2, … NB; NB denotes the total number of buses; Vj and Vk represent
the magnitude of the voltage at bus j and bus k, respectively;Qg j denotes the reactive
power output at jth bus; δ j and δk are voltage angles at bus j and bus k, respectively;
Bjk and G jk are the transfer susceptance and conductance between bus j and bus k,
respectively; PD j and QD j are the jth bus active and reactive power load, respectively.
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Every generating unit’s real power generation output must be confined by
maximum as well as minimum boundaries as follows.

Pgimin ≤ Pgi ≤ Pgimax (5)

Pgi represents the real power output of ith generating unit, whereas Pgimax and
Pgimin are the maximum and minimum real power outputs of ith generating unit
correspondingly.

Qgimin ≤ Qgi ≤ Qgimax (6)

Vgimin ≤ Vgi ≤ Vgimax (7)

Equation (8) is related to tap changer of transformers which are used with the
intention of regulating the magnitude of the voltage. Equation (9) is associated with
output of all the switchable shunt components, for instance, capacitor banks.As afinal
point, (10) & (11) are security limitations that comprise of loading of transmission
lines’ constraints and magnitude of the load voltage.

Tmin
r ≤ Tr ≤ Tmax

r (8)

Qmin
Cs

≤ QCs ≤ Qmax
Cs

(9)

Vmin
Lk

≤ VLk ≤ Lmax
Lk

(10)

∣∣Slt
∣∣ ≤ Smax

lt (11)

3 Fuzzy Logic-Based Assortment of Finest Compromise
Solution

The selection of the finest compromise solution in decision making method from
the set of available optimal solutions is an important task. The researchers deployed
fuzzy membership approach [27] to identify the finest compromise solution. The jth
objective function f j of individual k is classified by a membership function μk

j due
to indeterminate feature of the decision maker’s conclusion defined as

μk
j =

⎧
⎪⎨

⎪⎩

1 f j ≤ f min
j

f max
j − f j

f max
j − f min

j
f min
j < f j < f max

j

0 f j ≥ f max
j

(12)
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where f max
j and f min

j denote the minimum and maximum value of jth fitness func-
tion available in the non-dominated solutions, whereas the normalized membership
function μk is also calculated similarly for every non-dominated result k as

μk =
∑N

j=1 μk
j∑r

k=1

∑N
j=1 μk

j

(13)

where r denotes the whole non-dominated solutions. The finest compromise solution
consists of the maximum value, μk .

4 Levy Interior Search Algorithm

ISA is an aesthetic optimization algorithm that replicates the attractive approaches
used in embellishing and designing a particular interior space [29]. ISA incorporates
two indispensable features to determine the solution in search space. In order to
improve the optimization capability of ISA, the levy interior search algorithm is
generated through the implementation of levy flights principle, a flight pattern that
can be observed in birds, whereas the proposed algorithm is termed as levy interior
search algorithm (LISA).

(i) Composition stage to address exploration

The objective of this feature is to find out an appropriate composition for components
that create an attractive background so as to meet the requirements of the customer.
In this stage, the composition of elements gets altered with the intention of obtaining
a better aesthetic view.

(ii) Mirror inspection approach to address exploitation

In order to create an attractive decoration, the mirror inspection work is modeled.
In this stage, a mirror is located in the vicinity of the global best to establish an
appropriate outlook.

The primary objective of using LISA is to formulate a design problem in such a
way that it overcomes all constraints. Figure 1 represents the flowchart for LISA.

The steps followed in the implementation of LISA algorithm is summarized as:
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Is the new 
fitness values 
be er than 

preceding value

Replace old elements 
by new values

Start

End of 
Itera ons

Stop

Yes

Yes

Construct an array of solu ons for variables

Generate ini al popula on and allocate maximum number of itera ons

Find out the fitness of every element and record the finest agent

If
the value of 

element is less 
than α

Element goes into 
mirror group

Element goes into 
composi on group

Determine loca on of elements 
in mirror phase and determine
their fitness value

Determine the recent 
value of elements among 
the ranges of solu on and 
determine their fitness 
value

Preserve old value of 
element

No

Yes No

Apply Levy flight on all the elements and determine 
the new fitness value. Update the posi on of the 
elements based on the value of fitness. 

No

Yes

Fig. 1 Flowchart for Levy interior search algorithm
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Step 1: Characterize the search space and indiscriminately construct a population
of elements xk for k = 1, 2, 3 … n between lower boundaries (LB) and upper
boundaries (UB).

Step 2: The objective fk should be assessed for complete elements. The finest
fitness element is showcased as the global best, which otherwise denoted as xgb.

Step 3: Indiscriminately categorize the other elements into two groups based on
the probability of α, composition stage, and mirror inspection work. If the value of
r3 is less than α, the element is placed into the mirror group or else it falls under the
composition group. Here r3 is a random number between 0 and 1.

In a conventional ISA, α has been considered as a predetermined value [4]. It can
be observed that when there are huge number of elements in composition phase, it
enhances the ability to conduct global search. With the purpose of improving the
convergence speed, the current study utilized a dynamic α that differs linearly up to
80% of the iterations, yet it is retained as a constant close to 1 after that. When the α

is kept near 1 at the final stages of the iterations, it leads to larger mirror group that
can probably help in the process of local search. To conclude, the variable α results
in faster convergence.

Step4: Every element needs to bemodified in the compositionphase in an arbitrary
fashion enclosed by the narrow search space.

xkj = LBk + (
UBk − LBk

)
r2 (14)

where xkj corresponds to jth solution in kth run and r2 is an indiscriminate value
between 0 and 1.

Step 5: In the mirror phase, a mirror is positioned expansively flanked by each
element and the best element. The position of the mirror can be determined as:

xkm, j = r3x
k−1
j + (1 − r3)x

k
gb (15)

where r3 is an indiscriminate value ranging from 0 to 1. The image’s altered position
is denoted via

xki = 2xkm,i − xk−1
i (16)

Step 6: The location of the global finest component is to some extent altered by
employing levy flight approach. This levy flight method is employed for exploration
process which is related to confined search.

x j
gb = x j−1

gb + δ ∗ Levy(λ) (17)

where δ is referred as a scale factor which is assigned in proportion to dimension
of the exploration space. Here δ is fixed as 1. Levy(λ) characterizes the step length
which is incorporated by the levy distribution with infinite values of variance and
mean with 1 < λ < 3.
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Step 7: The fitness value of the altered locations of element as well as the images
should be calculated followed by careful preservation of the global best element
when the fitness value at the updated position outperforms the preceding position.

Step 8: The steps 2–7 mentioned above need to be repeated until the time the
maximum number of iterations is reached.

5 Simulation Results

In order to substantiate the capability of LISA in elucidating the ORPD problem,
LISA was implemented in IEEE 57-bus and IEEE 300-bus test systems. The simu-
lation was carried out using MATLAB software for 50 independent test runs using
LISA and ISA algorithm. As per the literature [31, 32], the number of control vari-
ables as well as the active power losses in the initial conditions for IEEE 57-bus and
300-bus system were considered.

5.1 Test System 1 (IEEE 57-Bus Test System)

In the standard IEEE 57-bus test system, there exists a total of 7 generating units
at buses 1, 2, 3, 6, 8, 9, and 12. In this, seventeen transformers had an off-nominal
tap ratio, whereas three parallel compensators were in the buses 18, 25, and 53. The
power demand was considered to be 12.508 p.u. In order to overcome the ORPD
problem, the proposed LISA algorithm was incorporated whereas the application
results obtainedwere compared and analyzedwith the results obtainedwhen applying
MOCIPSO, MOIPSO, MOPSO, MOEPSO, and ISA optimization techniques. From
the comparison of simulation results, it can be observed that LISA provides better
efficiency than MOCIPSO, MOIPSO, MOPSO, MOALO, and ISA in terms of supe-
riority of solution and computation time. The convergence characteristics attained
using ISA, LISA strategy-I, and strategy-II are presented in Figs. 2,3, and 4, respec-
tively. The trade-off characteristics between active power loss and voltage stability
index attained when using ISA, LISA strategy-I, and LISA strategy-II are shown in
Figs. 5, 6, and 7, respectively. It can be concluded from the application results that
the proposed LISA algorithm revealed a very modest performance when compared
to ISA, MOCIPSO, MOIPSO, MOPSO, andMOALO. Moreover, the computational
time for LISA was less when compared to ISA, MOALO, MOPSO, and MOEPSO
algorithms. The application results amply substantiate the ability of LISA to over-
come the equality and inequality constraints brought by the ORPD problem (Tables 1
and 2).
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Fig. 2 Convergence characteristic for IEEE 57-bus system using ISA

Fig. 3 Convergence characteristic for IEEE 57-bus system using LISA Strategy-I

Fig. 4 Convergence characteristic for IEEE 57-bus system using LISA Strategy-II
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Fig. 5 Best-obtained Pareto-fronts for IEEE 57-bus system using ISA

Fig. 6 Best-obtained Pareto-fronts for IEEE 57-bus system using LISA Strategy-I

Fig. 7 Best-obtained Pareto-fronts for IEEE 57-bus system using LISA Strategy-II
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Table 2 Statistical results for IEEE 57-bus system

Objective functions Obtained results ISA LISA Strategy-I LISA Strategy-II

Active power losses (MW) Best solution 25.6456 25.5613 25.4762

Average value 26.1564 26.0948 26.0015

Worst solution 27.2156 27.1346 27.0154

Standard deviation 0.1356 0.1294 0.1210

L-Index Best solution 0.2815 0.2801 0.2798

Average value 0.2886 0.2864 0.2845

Worst solution 0.2993 0.2947 0.2905

Standard deviation 0.0119 0.0112 0.0108

5.2 Test System 2 (IEEE 300-Bus Test System)

With the purpose of testing the capability of LISA simulation in large-scale power
systems, the researchers utilized IEEE 300-bus system [32] which had a total of
69 generating units along with 411 transmission lines from which 107 branches
protrude with off-nominal tap ratios. Further, an additional 14 parallel compensators
were also considered as per the suggestions in the literature [14]. The total load
demand considered was 235.258 p.u. The minimum and maximum value of the
control variables were chosen from [20]. Figures 8, 9, and 10 portray the convergence
characteristics attained using ISA, LISA strategy-I, and strategy-II, respectively. The
trade-off characteristics between real power loss and voltage stability index attained
when using ISA, LISA strategy-I, and LISA strategy-II are presented in Figs. 11, 12,
and 13, respectively. Table 3 presents the best solution obtained for real power loss
and voltage deviation Index. The simulation results revealed that the magnitudes of
the voltages at all load buses were inside the enacted boundaries. It can be concluded
from the application results that the proposed LISA algorithm yielded better solution

Fig. 8 Convergence characteristic for IEEE 300-bus system using ISA
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Fig. 9 Convergence characteristic for IEEE 300-bus system using LISA Strategy-I

Fig. 10 Convergence characteristic for IEEE 300-bus system using LISA Strategy-II

Fig. 11 Best-obtained Pareto-fronts for IEEE 300-bus system using ISA
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Fig. 12 Best-obtained Pareto-fronts for IEEE 300-bus system using LISA Strategy-I

Fig. 13 Best-obtained Pareto-fronts for IEEE 300-bus system using LISA Strategy-II

with respect to ISA and MOALO optimization techniques in terms of convergence
characteristic and computational time (Tables 4 and 5).



Levy Interior Search Algorithm Based Multi-Objective Optimal … 241

Table 3 Comparison of optimal results for theminimization of real power loss and voltage deviation
for IEEE 300-bus system

Limits MOALO [21] ISA

Variables Qmin Qmax Min PLoss Min VSI BCS Min PLoss Min VSI BCS

Q96 0 4.5 1.991 1.915 1.962 1.993 1.914 1.958

Q99 0 0.59 0.509 0.500 0.506 0.510 0.498 0.508

Q133 0 0.59 0.444 0.433 0.440 0.439 0.432 0.438

Q143 4.5 0 −2.574 −2.621 −2.59 −2.572 −2.619 −2.60

Q145 4.5 0 −3.377 −3.428 −3.95 −3.375 −3.431 −3.94

Q152 0 0.59 0.1721 0.1629 0.1685 0.1719 0.1630 0.1679

Q158 0 0.59 0.5325 0.5163 0.5274 0.5324 0.5159 0.5276

Q169 2.5 0 −2.231 −2.262 −2.238 −2.229 −2.263 −2.237

Q210 4.5 0 −4.194 −4.214 −4.201 −4.196 −4.215 −4.203

Q217 4.5 0 −3.305 −3.386 −3.328 −3.306 −3.387 −3.329

Q219 1.5 0 −0.8038 −0.8135 −0.807 −0.8037 −0.8136 −0.809

Q227 0 0.59 0.375 0.362 0.369 0.377 0.363 0.371

Q268 0 0.15 0.1180 0.1157 0.1170 0.1182 0.1153 0.1169

Q283 0 0.15 0.0847 0.0825 0.0839 0.0850 0.0823 0.0841

PLoss 384.5104 392.7140 386.241 383.6948 391.8125 385.346

L-Index 0.2058 0.1983 0.2010 0.2049 0.1946 0.2002

LISA Strategy-I LISA Strategy-II

Min PLoss Min VSI BCS Min PLoss Min VSI BCS

1.994 1.916 1.959 1.992 1.917 1.963

0.509 0.497 0.507 0.512 0.501 0.509

0.436 0.431 0.437 0.438 0.429 0.439

−2.569 −2.617 −2.599 −2.570 −2.620 −2.597

−3.372 −3.427 −3.941 −3.373 −3.429 −3.938

0.1716 0.1625 0.1677 0.1718 0.1627 0.1678

0.5325 0.5160 0.5274 0.5327 0.5161 0.5275

−2.227 −2.259 −2.236 −2.231 −2.262 −2.233

-4.194 −4.213 −4.204 −4.197 −4.214 −4.202

-3.305 −3.388 −3.322 −3.308 −3.391 −3.317

-0.8035 −0.8136 −0.812 −0.8039 −0.8138 −0.811

0.374 0.361 0.369 0.376 0.364 0.373

0.1179 0.1148 0.1170 0.1181 0.1152 0.1172

0.0847 0.0824 0.0843 0.0849 0.0826 0.0842

383.1634 391.2156 384.956 382.7892 390.9154 384.465

0.2037 0.1939 0.1989 0.2024 0.1931 0.1976
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Table 4 Statistical results for IEEE 300-bus system

Objective functions Obtained results ISA LISA Strategy-I LISA Strategy-II

Active power losses (MW) Best solution 385.346 384.956 384.465

Average value 386.514 385.965 385.376

Worst solution 389.469 388.946 388.617

Standard deviation 0.1638 0.1694 0.1564

L-Index Best solution 0.2002 0.1989 0.1976

Average value 0.2024 0.1998 0.1992

Worst solution 0.2057 0.2053 0.2049

Standard deviation 0.0106 0.0101 0.0096

Table 5 Comparison of CPU
time (s) of various methods in
test system 1 and test system 2

Algorithms IEEE 57-bus system IEEE 300-bus system

MOCIPSO [14] 432.71375 NA

MOIPSO [14] 431.29943 NA

MOPSO [14] 424.59392 NA

MOALO [21] 151.55 NA

ALO [20] NA 4022.9

ISA 147.34 4017.32

LISA Strategy-I 142.17 4015.47

LISA Strategy-II 140.78 4013.68

6 Conclusion

This paper presented the application of LISA to elucidate the ORPD problem by
considering real power loss and voltage stability index. This research article assesses
the capability of LISA algorithm to overcome the large-scale multi-objective ORPD
problem so as to enhance the performance of power systems operation and simulta-
neously reduce the real power losses through precise fine-tuning of control variables.
Being an intricatemulti-objective optimization problem, theORPDhas both indepen-
dent decision variables and multiple conflicting objectives. The proposed algorithm
was successfully validated on standard IEEE 57-bus and IEEE 300-bus test systems.
The simulation results obtained using LISAwere comparedwith othermeta-heuristic
optimization techniques such as ISA, MOALO, MOPSO, and MOEPSO. The appli-
cation results revealed that the LISA was highly effective than ISA, MOALO,
MOPSO, andMOEPSO in terms of the superiority in attaining the optimum solutions
and computational time.Moreover, the application results evidently substantiated the
effectiveness of LISA to create a set of Pareto optimal solutions. The proposed LISA
algorithm subsequently revealed an upright capability to even handle large-scale
power systems when it comes to elucidating the sophisticated multi-objective opti-
mization problems. Thus, the future researchers can consider LISA algorithm as an
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efficient tool as a solution for various complex engineering optimization problems.
With regard to the future scope of the current research, the authors would like to
explore the areas of reduction in active power loss and voltage stability index in view
of the fact that there are uncertainties in system load and wind power generations
in a wind-integrated power system. LISA is robust and consumes higher execution
time compared to other optimization algorithms. Furthermore, LISA seeks for the
global optimal solution by hitting a fine steadiness among exploration and exploita-
tion progressions. LISA can be employed to elucidate large-scale power system
optimization problems.

References

1. Yan W, Liu F, Chung CY, Wong KP (2006) A hybrid genetic algorithm-interior point method
for optimal reactive power flow. IEEE Trans Power Syst 21(3):1163–1169

2. Kessel P, Glavitsch H (1986) Estimating the voltage stability of a power system. IEEE Trans
Power Delivery 1(3):346–354

3. Raghunatha R, Ramanujam R, Parthasarathy K, Thukaram D (1999) Optimal static voltage
stability improvement using a numerically stable SLP algorithm, for real time applications. Int
J Electr Power Energy Syst 21(4):289–297

4. Xiong H, Cheng H, Li H (2008) Optimal reactive power flow incorporating static voltage
stability based on multi-objective adaptive immune algorithm. Energy Convers Manag
49(5):1175–1181

5. NiknamT,NarimaniMR,Aghaei J, Azizpanah-Abarghooee R (2012) Improved particle swarm
optimisation for multi-objective optimal power flow considering the cost, loss, emission and
voltage stability index. Gener Transmiss Distrib 6:515–527

6. Roy PK, Mandal B, Bhattacharya K (2012) Gravitational search algorithm based optimal
reactive power dispatch for voltage stability enhancement. Electr Power Components Syst
40:956–976

7. SaraswatA,SainiA (2013)Multi-objective optimal reactive power dispatch consideringvoltage
stability in power systems using HFMOEA. Eng Appl Artif Intell 26:390–404

8. Sayah S, Zehar K (2008)Modified differential evolution algorithm for optimal power flowwith
non-smooth cost functions. Energy Convers Manage 49(11):3036–2042

9. Abido MA, Bakhashwain JM (2005) Optimal VAR dispatch using a multi-objective evolu-
tionary algorithm. Int J Electr Power Energy Syst 27(1):13–20

10. Khorsandi A, Hosseinian SH, Ghazanfari A (2013) Modified artificial bee colony algorithm
based on fuzzy multi-objective technique for optimal power flow problem. Electr Power Syst
Res 95:206–213

11. Jeyadevi S, Baskar S, Babulal CK, Iruthayarajan MW (2011) Electrical power and energy
systems solving multiobjective optimal reactive power dispatch using modified NSGA-II. Int
J Electr Power Energy Syst 33(2):219–228

12. ChenG, Liu L,YanyanGuo SH (2016)Multi-objective enhanced PSO algorithm for optimizing
power losses and voltage deviation in power systems. Compel—Int J Comput Math Electr
Electron Eng 35(1):350–372

13. Zeng Y, Sun Y (2014) Solving multi-objective optimal reactive power dispatch using improved
multiobjective particle swarm optimization. In: Control and decision conference (2014CCDC),
China, 31 May–2 June 2014. IEEE, pp 1010–1015

14. Chen G, Liu L, Song P, Dua Y (2014) Chaotic improved PSO-based multi-objective optimiza-
tion for minimization of power losses and L index in power systems. Energy Convers Manage
86:548–560



244 N. Karthik et al.

15. Ghasemi A, Valipour K, Tohidi A (2014)Multi objective optimal reactive power dispatch using
a new multi objective strategy. Int J Electr Power Energy Syst 57:318–334

16. Liang R, Wang J, Chen Y, Tseng W (2015) An enhanced firefly algorithm to multi-objective
optimal active/reactive power dispatch with uncertainties consideration. Int J Electri Power
Energy Syst 64:1088–1097

17. Basu M (2016) Quasi-oppositional differential evolution for optimal reactive power dispatch.
Electr Power Energy Syst 78:29–40

18. Mehdinejad M, Mohammadi-Ivatloo B, Dadashzadeh-Bonab R, Zare K (2016) Solution of
optimal reactive power dispatch of power systems using hybrid particle swarm optimization
and imperialist competitive algorithms. Electr Power Energy Syst 83:104–116

19. Jordehi R (2017) Gaussian bare-bones water cycle algorithm for optimal reactive power
dispatch in electrical power systems. Appl Soft Comput J 57:657–671

20. Mouassa S, Bouktir T, Salhi A (2017) Ant lion optimizer for solving optimal reactive power
dispatch problem in power systems. Eng Sci Technol 20(3)

21. Mouassa S, Bouktir T (2018) Multi-objective ant lion optimization algorithm to solve large-
scale multi-objective optimal reactive power dispatch problem. COMPEL: Int J Comput Math
Electr Electron Eng 35(1):350–372

22. Arul R, Ravi G, Velusami S (2013) Solving optimal power flow problems using chaotic self-
adaptive differential harmony search algorithm. Electr Power Components Syst 48:782–805

23. Mukherjee A, Mukherjee V (2016) Chaos embedded krill herd algorithm for optimal VAR
dispatch problem of power system. Electr Power Energy Syst 82:37–48

24. Rajan A, Jeevan K, Malakar T (2017) Weighted elitism based ant lion optimizer to solve
optimum VAr planning problem. Appl Soft Comput J 55:352–370

25. ben oualid Medani K, Sayah S, Bekrar A (2017) Whale optimization algorithm based optimal
reactive power dispatch: a case study of the Algerian power system. Electr Power Syst Res

26. Ng R, Mei S, Herwan M, Mustaffa Z, Daniyal H (2017) Optimal reactive power dispatch
solution by loss minimization using moth-flame optimization technique. Appl Soft Comput J
59:210–222

27. Abaci K, Yamacli V (2017) Optimal reactive-power dispatch using differential search
algorithm. Electr Eng 99

28. Naderi E, Narimani H, Fathi M, Narimani MR (2017) A novel fuzzy adaptive configuration
of particle swarm optimization to solve large-scale optimal reactive power dispatch. Appl Soft
Comput

29. Gandomi AH (2014) Interior search algorithm (ISA): a novel approach for global optimization.
ISA Trans

30. Karthik N, Krishnamoorthy Parvathy A, Arul R (2019) Multi-objective economic emission
dispatch using interior search algorithm. Int Trans Electr Energy Syst 29(1)

31. The IEEE 57-Bus Test System [online]. Available at http://www.eewashington.edu/research/
pstca/pf57/pg_tca57bus.htm

32. Zimmerman RD, Murillo Sänchez CE, Thomas RJ (2011) MATPOWER: steady-state opera-
tions, planning, and analysis tools for power systems research and education, power systems.
IEEE Trans Power Syst 26(1):12–19

http://www.eewashington.edu/research/pstca/pf57/pg_tca57bus.htm


Feasible Settlement Process for Primary
Market Using Distributed Slack Power
Flow Strategy

F. Ruby Vincy Roy , A. Peer Fathima , and Arunachalam Sundaram

Abstract The paper proposes feasible and acceptable distributed slack power flow
(DSPF) formulation for the settlement process of active power market in deregulated
system with single-sided bidding. In general market clearing is done using single
slack bus model but whenever marginal bus changes loss price varies drastically.
In order to prevent the sudden changes in loss price, optimization using distributed
slackmodel is suggested in this paper. The loss factor approach is used in determining
the feasible participation factor. The proposed strategy is verified using PJM 5 bus
system.

Keywords Locational marginal pricing · OPF · DSPF

1 Introduction

For decades, vertically integrated electric utilities monopolized the generation, trans-
mission and distribution services to the customers. To implement competition, these
monopolies have to unbundle their services so as to bring privatization into the
picture, thereby proposed restructured models that brought open access environment
for the customers to choose their service provider for electric energy. The consumer
has to pay back the generation, transmission and distribution companies for supplying
the expected demand.

Henceforth tariffs are charged for the customers based on their usage. Different
methods are available for the price calculation. But there is need for giving a feasible
strategy for the usage of supply for the customers. This strategy needs to address the
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contribution of each generating company in the market structure thereby acceptable
prices can be charged for their contribution and for the usage by the customers.
The Independent system operator (ISO) provides the freedom to the customers to
choose the suppliers. This increases the mode of competition in the restructured
environment. The paper carries out a simple technique of charging the prices of the
energy consumed by the distribution company.

2 Literature Survey

For primary transaction, clearing and settlement in a deregulated power system for
the active power market is posed as optimal power flow (OPF) problem. The paper
[1] proposes ACOPF model for the purpose of producing optimal power flows for
the participants of market clearing and analyzes locational marginal pricing method-
ology. It has been a dominant approach in power markets because the losses are
included and produce accurate results. Due to robustness and high computational
speed the DCOPF model is most widely used than ACOPF in all conventional
methodology [2]. The resistance of the lines and the transformers are neglected
in DCOPF formulation.

The major challenge in DCOPF methodology is to address the loss allocation and
calculation of loss price [3]. Energy transactions are done using location marginal
pricing strategy and LMP is decomposed into reference price at the slack bus, the
marginal price for loss in transmission, and the limiting price of constraints in power
with single slack bus.

Similar LMPdecomposition is obtainedwhendistributed slack bus concept is used
in the power-flow formulation [4]. But selection of participation factor plays a very
important role in proper loss allocation. This paper suggests the importance of partic-
ipation factors which will uniquely allocate loss according to the loss contributed by
each generator.

3 Distributed Slack Bus

In balanced transmission systems, distributed slack buses were introduced in order
to overcome the limitations of the single slack bus concept. System losses during
the clearing and settlement process are to be addressed by the generating companies
using participation factors. The concept of distributed slack bus was introduced in
order to overcome the following drawbacks:

• The main drawback of single slack bus approach is that whenever the marginal
bus changes, there is a large variation in the loss component of the LMP.
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• All the existing methods use marginal bus as the reference bus for calculating
LMPs. LMPs change drastically when the marginal bus changes for every hour
in the hour-ahead market (HAM).

• Major impact took place in pricing for the contribution made by the generating
companies when single slack bus was used.

4 OPF Formulation Using DSPF Model

The objective is to calculate the optimized schedules of generation and marginal
prices so as to produce feasible results for the market clearing problem.

4.1 Assumptions

The major assumptions are:

• Each bus has at most one resource.
• Bus voltage are constant at 1 p.u
• PV buses ordered from 1 to N − 1 where N is the total no. of buses.
• Reference bus is N th bus with phase angle θN = 0
• A distributed slack bus (imaginary bus at the pseudo node) whose injection δ (the

mismatch) is dispersed to all the buses by participation factors αi

4.2 Mathematical Model

Mathematical model for the market clearing problem with loss is given below [1],

To Determine: Optimum schedule of GENCOs PG
To minimize objective function:

Min
NG∑

i=1

CGi · PGi (1)

Sub. to:

Equality constraint: Zero difference (Initial mismatch at imaginary node)

δ = 0 (2)

Equality constraint:
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Pi
(
θ ′) − (Pgi − Pdi ) − αiδ = 0, i = 1, 2 . . . N (3)

Inequality constraint: Line flow constraint,

g
(
θ ′) − gMax ≤ 0 (4)

Limits:

PGimin ≤ PGi ≤ PGimax , i = 1, 2 . . . ..NG (5)

where

θ ′ = [θ1, θ2, . . . , θN−1]T represents the voltage phase angle and θN = 0
Pi

(
θ ′) nonlinear function of active power injections at bus i

Pi (θ) = Vi

N∑

i=1

Vj
[
Gi j cos(θi − θ j ) + Bi j sin(θi − θ j )

]
(6)

g(θ ′) active power flows carried by transmission lines
gMax transmission line rating
PGi active power generation at the ith Genco
αi is the participation factor at ith bus
δ is the injection at the pseudo node where distributed slack bus is located
NG is the total no. of GENCOs.

4.3 Optimization for Lossy Model

The constrained optimization is carried out using the linear programming solver in
MATLABwhich solves the nonlinear equations and produces optimized results of the
generation schedules and the locational marginal prices (LMPs) at each Generating
company (GENCo). The initial value for the problem is taken from the lossless
dispatch schedules (obtained from aggregated supply offer curve) [5].

4.4 Segregation of LMPs

Each LMP is decomposed into three components:

(1) Marginal price at the distributed slack bus
(2) The marginal price of the transmission losses and
(3) The marginal price of the network constraint.
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The LMP decomposition is mainly meant for settlement process and to introduce
financial price risk hedging instruments. For the decomposition, DSPF analysis is
carried out.

The Lagrangian function:

L
(
PG1 . . . PGN ,θ1 . . . θN , δ, λ, μ

) =
NG∑

i=1

CGi .PGi + λoδ

+
N∑

i=1

λi [Pi
(
θ ′) − (Pgi − Pdi ) − αiδ

+
NL∑

k=1

μK[gK
(
θ ′) − gMax

K ] (7)

where

CGi · PGi Energy bid function of ith bus
λo LMP at distributed slack bus
λi LMP of real power at bus i
μk Transmission constraint cost
NL Total no. of line.

5 Distributed Slack Bus Formulation

The DSPF is carried out using the power flow equation given in (3).The first-order
Taylor series expansion of the power flow equation is given below;

[
∂P ′(θ ′)

∂θ ′ −α′
∂PN (θ ′)

∂θ ′ −αN

][
∂θ ′

∂δ

]
=

[
�P ′(X (h)

)

�PN
(
Xh

)
]

(8)

Transmission losses of the system in terms of active power in given by:

PLoss =
N∑

i=1

Pi + δ (9)

The incremental loss factor is given by:

∂PLoss
∂P

= [11 . . . 1]T + ∂δ

∂P
(10)

Calculated by Jacobian matrix inversion as,
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[
∂θ ′
∂P
∂δ
∂P

]
=

[
∂P ′(θ ′)

∂θ ′ −α′
∂PN (θ ′)

∂θ ′ −αN

]−1

(11)

where

P ′ = [P1, P2 . . . PN−1], α′ = [α1, α2 . . . αN−1] (12)

By referring to the KKT condition in Yong and Zuyi, 2010 the equation for the
bus prices are given below;

[
λ′

λN

]
=

⎡

⎢⎢⎢⎢⎢⎣

1
1
.

.

1

⎤

⎥⎥⎥⎥⎥⎦
λo −

(
∂PLoss
∂P

)T

− T Tμ (13)

where λ′ = [λ1, λ2, . . . λN−1].
The Power Transfer distribution Matrix (PTDF) or T Matrix is given by,

T = ∂g

∂P
= ∂g

∂θ

∂θ

∂P
(14)

can be obtained from Eq. (11).

6 Participation Factor

The concept of participant-based pricing used in deregulated power system is
discussed in [6, 7]. In general, there are three methods to calculate the participa-
tion factors. They are (1) slack bus variation, (2) generator power adjustment (GPA)
variation, and (3) load power adjustment (LPA) variation [4].

The existing system uses one of the above methods for calculating the participa-
tion factor for the various buses. Using this participation factor the market clearing
problem is done using linear programming and the optimized schedules and the
LMP at various buses are obtained [9]. For the LMP decomposition, DSPF analysis
is carried out.

But selection of participation factor plays a very important role in proper loss
allocation to the participants. The proposed method uses Loss Factor Approach
(LFA) for calculating the participation factors whose values will be proportional to
the incremental transmission loss, thus resulting in feasible and optimal LMPs at
various buses [10].

The loss factor (LFi) at the ith bus is given as
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LFi = ∂PLoss
∂P

∗ Pi (15)

where
∂PLoss
∂P is the incremental loss factor
Pi is the power injection at the ith bus.

The participation factor αi is expressed as

αi = LFi
N∑
i=1

LFi

(16)

7 Solution Procedure for Single-Side Auction Power Loss
Market

1. Collect the bus-wise real power demand data
2. Collect the supply offer- price and quantity from GENCOs
3. Clear the lossless real power market
4. With the cleared quantities as the initial value and participation factors obtained

from the any one of the three methods, perform the constrained optimization in
section C using MATLAB linear programming solver.

5. Using the schedules obtained from the linear programming; perform the
distributed slack power flow analysis for Eq. (3) and determine the LMP
components [8]

6. Repeat step 4 and 5 using Participation factors obtained from LFA
7. Compare the price results obtained from existing and proposed method
8. Carry out the settlement procedure for the GENCO.

8 Results and Discussions

A sample PJM five-bus system is considered for the market clearing of single side
auction primary market. The single-line diagram is shown in Fig. 1.

The lossless dispatch for a single side auction primary market is performed using
the demand data and GENCOs bid data as shown in Tables 1 and 2, respectively.

Schedules of successful GENCOs obtained from lossless dispatch are given in
Table 3. It is obtained from the aggregated supply offer curve given in Fig. 2.

Using the schedules (Table 3) and the participation factor obtained from LPA
(Table 4), the market clearing problem is carried out. The results of the opti-
mized schedules and the LMPs for various buses are displayed in Tables 5 and
6, respectively.
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Fig. 1 Sample PJM 5 bus system

Table 1 Demand data for
PJM five bus system

BUS B C D

DISCOs D1 D2 D3

PDMax (MW) 300 300 300

Table 2 GENCOs offer data for PJM five bus system

BUS A A C D E

GENCOs Gen 1 Gen 2 Gen 3 Gen 4 Gen 5

PGMax (MW) 110 100 520 200 600

Bid price ($/Mwh) 14 15 30 35 10

Table 3 Optimal schedules
of the GENCOs

Bus No. GENCO NO Quantity (MW)

1 Gen 1 110

Gen 2 100

2 – –

3 Gen 3 90

4 – –

5 Gen 5 600

Total generation 900

From the optimized schedules obtained in Table 5 and the total demand the gener-
ation loss is estimated as 8.84 MW. On carrying out the DSPF formulation, the total
line loss is estimated as 9.041 MW and the LMP components are obtained and given
in Table 7

Repeating the steps of optimization using participation factors obtained from LFA
(given in Table 4), the LMP components are listed in Table 8. The total loss obtained
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Fig. 2 Lossless dispatch of the aggregated supply offer curve

Table 4 Participation factors
using LPA

Bus No. P.F from LPA P.F. from LFA

1 0 0.097

2 0.333 0.2216

3 0.333 0.2514

4 0.333 0.01738

5 0 0.4123

Table 5 Optimized
schedules using LPA

Bus No./GENCO No. Schedules (MW)
PG

Phase angle θ

1 (G1) 110 −0.11488

1 (G2) 100 −0.12337

3 (G3) 0 −0.05822

4 (G4) 116.75 0.74053

5(G5) 582.09 −0.008566

Table 6 Bus prices obtained
using LPA

Bus No. LMP at Bus ($/Mwh)

1 15.77

2 24.121

3 27.182

4 35.0000

5 10.0000

fromLMPdecomposition for the proposedmethod after performing distributed slack
optimal power flow studies is 8.933 MW.

On comparing the results in Tables 7 and 8, we can determine that reduced and
feasible values of pure energy price, loss price, and congestion price can be obtained
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Table 7 LMP decomposition at various buses for existing method

BUS No. Pure energy price
($/Mwh)

Loss price ($/Mwh) Congestion price
($/Mwh)

Total LMP price
($/Mwh)

1 28.4059 −0.2395 −12.5764 15.8461

2 28.4059 0.3807 −4.8060 24.2415

3 28.4059 0.4306 −1.7709 27.3283

4 28.4059 0.0494 6.5771 35.2912

5 28.4059 −0.3631 −18.3466 9.9532

Table 8 LMP decomposition for the proposed method

Bus No. Pure energy price
($/Mwh)

Loss price ($/Mwh) Congestion price
($/Mwh)

Total LMP price
($/Mwh)

1 18.4747 −0.1558 −2.4703 15.8486

2 18.4747 0.2476 5.4734 24.1957

3 18.4747 0.2801 8.5078 27.2626

4 18.4747 0.0322 16.6761 35.1829

5 18.4747 −0.2362 −8.2519 9.9867

from the proposedmethod. It helps in producing accurate LMP values in less compu-
tational time. These accurate prices can be used in settlement process and to reduce
the hedging risks. The difference in results from both the methods proves that partic-
ipation factor have a high impact on the LMP decomposition. Hence, the proposed
method would be beneficial for the participants to perform market clearing and
settlement process.

8.1 Settlement Process

Table 9 gives the comparison of settlement process for both the existing and the
proposedmethod. The surplus amount in the proposedmethod is lesswhen compared
to the existing method, and thus, it is financially reasonable for the customers.

Table 9 Comparison of settlement process for existing & proposed method

Net MW of
DISCOs

Net MW of
GENCOs

Net payment by
DISCOs ($)

Net payment to
GENCOs ($)

Surplus

Existing
method

900 909.047 25,823.55 12,955.18 12,868.36

Proposed
method

900 908.933 25,984.92 13,278.20 12,706.72
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9 Conclusion

This paper presents a detailed study onmarket clearing and settlement for the primary
market with transmission loss using DSPF. The locational marginal prices are esti-
mated and the segregation is done using distributed load flow analysis. A new
approach in determining the participation factor is discussed in this paper. Thus,
optimal and feasible prices can be calculated from this approach.

Appendix

The line data of PJM 5 bus system in given below:

From
Bus (NL)

To
BUS (NR)

R (P.U) X (P.U) 1/2 B (P.U) X’MER
TAP (A)

LINE
LIMIT
(MVAR)

1 2 0.00281 0.0281 0.01 1 999

1 4 0.00304 0.0304 0.01 1 999

1 5 0.00064 0.0064 0.01 1 999

2 3 0.00108 0.0108 0.01 1 999

3 4 0.00297 0.0297 0.01 1 999

4 5 0.00297 0.0297 0.01 1 240
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Optimal Placement of DG
and Controlled Impedance FCL Sizing
Using Salp Swarm Algorithm

C. Vasavi and T. Gowri Manohar

Abstract Smart grids have become one of the most emerging technologies in power
systems by its fashionable design, reliability, and efficiency. Smart grid is the integra-
tion of multiple DGs. In this context, DG (Distributed generation) plays a significant
role in power system. When DG is connected to the distribution network, the impact
of fault currents is high which can cause protection coordination failure in smart
grids. In this paper, three phase fault current which is the highest fault current in
distribution network and its effect on DG is discussed. Controlled Impedance Fault
Current Limiter (CI FCL) combination of both resistive and reactive component is
used to maintain fault currents. The problem is formulated as integer, non-linear
constrained problem. Optimal location of DG and CI FCL sizing is determined by
using Salp SwarmAlgorithm (SSA) and it is tested on IEEE 33 and 69 standard distri-
bution bus systems in MATLAB2017. A comparison between the developed SSA
and PSO is executed in terms of complexity, No. of iterations, and computational
time. The results show that the proposed method is effective.

Keywords Distributed generation · Fault current limit (FCL) · Salp swarm
algorithm (SSA) · FCL sizing · Optimal DG location

1 Introduction

Traditional grids are the interconnection of all transmission lines, sub transmission
network, distribution substation. Transmitting and distribution of power causesmany
losses and power outages in the system. This results in failure inmeeting the demands
of the consumers. Now, the recent trend is smart grids. It provides more reliable and
efficient two way of communication between utility and grid. The major advantage
of smart grid is adjustment to differ situations by its fashionable design. Smart grids
is the combination (or) integration of all DGs in the network in order to have clean
environment DGs plays a vital role by meeting the demands of the consumer. While
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using DGs in the power distribution network we are enjoying many benefits such as
power quality, voltage profile improvement and reduction in power losses also[1].
Mohammadi et al. has discussed the various effects of distributed generation in terms
of voltage profile, fault currents and voltage stability.

However, besides its merits the main problem is when DG is placed in the distri-
bution network its fault currents increases. This causes the protection coordination
problem in the network. Traditionally Relays and C.Bs are used in order to trip the
unhealthy part of the system from distribution network. Whereas, the amplitudes of
the fault currents in the system is very high that fuses, Relays, C.Bs cannot withstand
Hence in order to limit the fault current a new approach has been found, i.e., Fault
Current Limiter(FCL) [2]. Behazadirafi.et al. explained the problems due to over-
current’s in power system and uses a new a model fault current limiter. This helps in
preventing the increase of failure rate and increases reliability.

FCL is a semiconductor device which suppresses the fault current to maintain
constant. There are different types of FCLs and research is going on to utilize these
FCLS in the distribution network. In [3] Bayati et al., proposed a method based on
hybrid Genetic Algorithm is used to find optimal placement of FCL and restore the
coordination of direct overcurrent relays and reduce the operating time of DOCL.
This method is also used to reduce the size of the FCL and which in turn minimizes
the cost of FCL. Resistive type of FCL is used due to its lower cost compared to
other types of FCL.

In [4] Yasin et al. proposed the concept of installing small scale energy sources
namely DG over the distribution network which has gained a great interest. DG is
defined as the limited power resource applied less than 10 MW that connected either
to the substation or a distribution feeder (or) load levels. In this paper, different types
of faults are analyzed in the distribution network while connecting to DG and find
the optimal location and sizing of DG with minimum power losses.

In [5] HTS FCL is considered. The optimization problem is solved by using
PSCAD considering angular and voltage stability issues instead of conventional
FCL. The basic type of HTS–FCL contains a short resistor in parallel with the HTS
element. In this case the HTS element will provide a very fast fault limitation and due
to its high resistivity in comparison with the shunt element for the remaining fault
duration which lowers the stresses on the HTS wire and boosts the recovery time. In
[6], Cuckoo optimization and PSO algorithmwere adopted to coordinate overcurrent
relays of micro grid. It was tested both for grid connected mode and island mode
using resistive and inductive FCLs. In [7] Inductive and resistive FCLs are examined
to limit the current drawn by DG anywhere in the looped power delivery systems to
restore the original relay coordination.

Fault current limiters can be either passive or active. Passive type of FCL causes
extra impedance and results in voltage drop during normal operation because they are
placed constantly in the power system circuit.Whereas the active type of FCLprovide
low impedance during normal operation and high impedance during fault condition.
Active type of FCL would be possible to increase or decrease the impedance under
appropriate conditions. Figure 1 presents the active type of FCL.
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Fig. 1 Active type of FCL

In [8, 9] presents the controlled impedance (CI) which is active type of FCL used
for the protection of distribution system. In [10, 11] explained that the protection coor-
dination is important for islanded mode of operation and PSCAD is implemented in
practical network to overcome the problems of using overcurrent relays, the applica-
tion of FCL type and size is proposed [12]. In [13] Hoshyarzadeh Genetic algorithm
(GA) is implemented for optimal placement of DG and FCL sizing. GA and other
optimization algorithms have been used for various engineering problems [14–17].
The previous studies from the literature clearly shows the revolution of emerging
meta-heuristic based algorithms such as GA [3], PSO, Cuckoo search algorithm
[6] which are evolutionary [19] and swarm intelligence [20]. Therefore a new Salp
Swarm Algorithm [18] is employed to deal the objective function.

SSA is heuristic swarm based approach which is inspired by the social behavior
of salps. The salps which are similar to jelly fishes have translucent—cylinder
shaped body. The interesting behavior of salps is they form as salp chains for
food foraging.SSA has been applied to most of the power system problems [21–23]
because of its merits

• It is able to solve non-linear problems as most of the power system problems are
non-linear in nature.

• It gives best fitness values.
• Requires less no. of. Iterations.
• Less computational time when compared to GA and PSO.
• Fine tuning performance can be obtained with less no of adjustments.

In this paper SSA is adopted for both optimal placement of DG andCI FCL sizing.
The power system network is grid connected and synchronous based type of DG is
considered.

2 Contributions of the Paper

1. Fault current levels in DG connected mode and non-DG connected mode differs
from each other. In order to maintain constant current magnitudes we are using
CI FCL and optimal location of DG by using Salp swarm algorithm (SSA).
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2. This method gives importance in finding the correct buses for placing the DGs
and FCL size. FCL may be Resistive, Inductive or both.

3. This problem is tested on IEEE 33, 69 bus systems for faults like three phase
fault that occur in the power system network and the results are verified.

3 Problem Formulation

Distributed generation is one of the most important aspects discussed in smart grids
and micro grids because DG provides power supply at the customer site. However,
using DG in the power system network changes the short-circuit current. Under
normal configuration there is no change in the basic current butwhenDG is connected
to the power system network there is change in the directions of short-circuit currents
and the problems are taken into consideration and is solved by using SSA optimiza-
tion by taking IEEE 33 and 69 bus standard distribution systems in two different
configurations

Configuration A: Grid connected without DG Connection
Configuration B: Grid connected with DG connection.

In Figs. 6 and 9 we are comparing three phase fault currents without DG and with
DG connected mode at buses 2, 3, 19 for 33 bus 3 DG operation and at buses 2, 8 for
2 DG operation. In 69 bus systemDG is connected at buses 18, 32, 49 for 3DG and 5,
17 for 2 DG operations. The difference between the fault currents is calculated and
we are installing FCL in the distribution systems in series with DG at buses where
DG’s are connected in order to minimize the change in the impedance matrices of
these configurations.

For both IEEE 33 and 69 bus systems the total demand is about 4.5 MW and this
is provided by three 1.5MWDGS or two 2MWDGS for 3 DG and 2 DG operations.
The impedance matrix in Configuration A is without DG connected to the grid, in
Configuration B is DG connected to the grid and here both the optimal placement of
DG and FCL sizing is considered as the objective function.

ZB = F(Cir , Lr , Pr ,Cis) ∀r = 1:m (1)

ZB represents the impedance matrix of the Configuration B,
m is the no of DGs in the system, r represents DG between m DG’S.
Cir Controlled Impedance in series with the DG number r
Lr Location of DG number
Pr Power generated by DG number r
Cis Source Impedance at the utility.

FCL source impedance is connected to bus 1. FCL is always placed in series
with DG to reduce the fault current magnitude. Both real and imaginary parts are
considered. It is given as follows
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Zcir = Rr + j Xr ∀r = 1:m (2)

Zcis = Rs + j Xs (3)

where Rr and Rs are resistive part and Xr and Xs are for reactance.
The ith diagonal element (Zii) of the matrix represents Thevenin’s impedance the

fault current of this bus is calculated as follows. Consider a circuit connected to no.
of series and parallel resistors and a load resistance and convert it into Thevenin’s
equivalent circuit (Fig. 2).

Remove all loads at the output find open circuit voltageV th andThevenin’s equiva-
lent resistanceRth bymaking all the voltages sources short-circuit and current sources
open circuit and calculate resistance seen from the output (Fig. 3).

Then find the short-circuit current at the fault bus

Ishort = Vth/Rth

In this way, calculate fault current at bus i, assuming the voltage at all the buses
as 1 P.u, V = 1 P.u

I f bus i = 1/Zii (4)

Fig. 2 Thevenin’s
equivalent circuit

Fig. 3 Circuit for Rth and Ish
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Zij is the fault current between bus i and bus j, As mentioned earlier the objective
function is expressed as

m m
∑ ∑ [

ZAi, j − ZBi, j

]

i = 1 j = 1 (5)

Therefore fault current levels can be maintained by minimizing the difference in
two matrices as low. By running the optimization the location of DG and FCL size
are obtained

No. of variables for m DG’S is given as

No. of variables = mFCL + mDG = mFCL(R+ j X) + mDG (6)

FCL consists of both resistive and reactive components and the limitations of
controlled impedance (FCL) is given as follows

0 ≤ Rr ≤ Rmaxr (7)

Xminr
≤ Xr ≤ Xmaxr (8)

0 ≤ Rs ≤ Rmaxs (9)

Xmins
≤ Xs ≤ Xmaxs (10)

Equations (7) and (8) are limitations of CI FCL, Eqs. (9) and (10) boundaries of
Source FCL connected at PCC.

3.1 Salp Swarm Algorithm

The optimization techniques like Meta-heuristic algorithms are categorized into
Evolutionary [19] and swarm intelligence [20] whereas swarm intelligence algo-
rithm depends on the intelligence of collective behavior of creatures. SALPS belong
to the family of salpide and have translucent-cylinder shaped body, their tissues are
highly similar to jelly fishes. They also move very similar to jelly fish, in which the
water is pumped through body as propulsion to move forward (Fig. 4) [24].

The swarming behavior of salps when navigating and foraging in oceans is the
main inspiration for Salp swarm algorithm.
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Fig. 4 a Individual salp,
b salp chain

3.2 General Form

Let us consider a function

fi (x) = { f 1(x), f 2(x) . . . f n(x)} (11)

Subject to

gk(x) ≥ 0, i = 1, 2 . . . a (12)

hi (x) = 0, i = 1, 2 . . . b (13)

lbi ≤ xi ≤ ubi i = 1, 2 . . . c (14)

where

n no. of objectives
a no. of inequality constraints
b no. of equality constraints
lbi lower bound of the ith variable
ubi upper bound of the ith variable.

The three main challenges for a multiobjective optimization to find a Pareto
optimal front, convergence and distribution of solutions.

3.2.1 Def 1: Pareto Governing

Assume two vectors Y = (y1, y2 . . . yk).
And Z = (z1, z2 . . . zk)
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Vector Y dominates Z then (Y < Z)
If and only if

∀i ∈ {1, 2 . . . k}, [ f i(Y ) ≤ f i(z)] ∧ ∃i ∈ {1, 2 . . . t}
[ f i(Y ) < f i(Z)]

Pareto governs means with at least one objective function return a better value
with no other objective function becoming worse-off.

3.2.2 Def 2: Pareto Optimal

Assuming Y e V, Y is a Pareto optimal solution if and only if

{∃Z ∈ V |Z < Y }

In every Multi objective problem, there is a set of feasible solutions are Pareto
optimal where no further improvement can bemade is called Pareto optimal solution.

3.2.3 Def 3: Pareto Optimal Set

The set that includes Pareto optimal solutions

Ps = {Y, Z ∈ V |∃Z < Y }

3.2.4 Def 4: Pareto Optimal Front

The Pareto optimal solutions are called ineffective solution lies on the optimal front

∀i ∈ {1, 2 . . . t}

P f = { f i(Y )|Y ∈ Ps}

From the four definitions, solutions can be easily justified for solving the multiob-
jective situations. During Optimization, each Salp is compared against all the vault
residents using the Pareto governing operators

• If a Salp overcomes a solution in the stockpile they have to be swapped
• If a Salp governs a set of solution in the storehouse, they all should be removed

from the repository and the Salp should be added in the stockpile.
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For mathematical model of the salp chains, the salp population is divided into
leader and followers. The leader is front of the chain and guides the remaining salps
directly or indirectly. Similar to other Swarm Optimization methods; the position of
salps is defined in an n-dimensional search space where n is the no of variables of a
given problem. The position of all salps are stored in a two dimensional matrix ‘X’
it is also assumed that there is a food source called ‘F’ in the search space as the
swarms target

3.3 Algorithm by Using Salp Swarm Optimization

Step 1: Initialize
Read the line data, load data
No.of search agents
No. of population of Salps
No. of iterations
The search agents here is the DG location and CI–FCL sizing.
Let Salp population

Xi = (i = 1, 2, . . . n) Considering Ub and lb (15)

Step 2.: Calculate the fitness of each search agent and determine the ineffective
Salps.
Step3: Update the stockpile considering the obtained ineffective Salps
Step 4: If the stockpile becomes full, call the repository maintenance procedure
to remove one repository resident add the ineffective Salp to the storehouse.
Step 5: Choose a source of food from repository F
Step 6: Update r1 by Eq. 16

r1 = 2e − (4t/Mt )2 (16)

It balances the exploration and exploitation

t is the current iteration
Mt is the maximum no of iterations.

Step 7: For each Salp (X i)
If (i == 1)
Update the position of leading Salp by

X1
j = {

Fj + r1
((
Ub j − lb j

)
r2 + lb j

)
r3 ≥ 0

Fj − r1
((
Ubj − lb j

)
r2 + lb j

)
r3 ≤ 0

}
(17)

X1
j shows position of first Salp (leader) in the jth dimension
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Table 1 Optimization
variables constraints for SSA
in 33 and 69 bus systems

Variable Minimum Maximum

33 bus system

Xr & Xs −10 10

Rr & Rs 0 10

m 2 33

69 bus sytem

Xr & Xs −10 10

Rr & Rs 0 10

M 2 69

Table 2 SSA
Implementation data to 33
and 69 bus systems

Search agents 30

Max. no. iterations 50

Upper boundary 80.60

Lower boundary 42.20

Table 3 Simulation data 33 bus and 69 bus source and DG system data

Utility data MVAsc = 100 MVA, X/R = 6

DG transformer reactance X+ = X− = 5%
Y-grounded

DG reactance X+ =X− = 9.67%

Base KV 12.47

Base MVA 100

Fj Position of food source
r1, r2, r3 random numbers

Else
Update the position of follower Salp (Tables 1, 2 and 3).

4 Results and Discussion

Simulation is carried out inMATLAB2017 for both IEEE33&69 bus standard distri-
bution systems in 3 DG and 2DG operations and the results obtained are compared
with PSO optimization. MOSSA is used to find the best location for DG and FCL
sizing. In traditional power systems we use fuses, relays and C.B’s whenever fault
occurs but in modern power systems like smart grid and micro grids the protection
coordination failure mainly occurs when the power system network is connected
to DG. Hence, therefore CIFCL(controlled impedance Fault current limiter) is used
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Fig. 5 Single-line diagram of IEE33 bus sytem

for controlling the tremendous amount of fault currents occurring at the buses and
reduce the magnitude of fault current. This active type of FCL is connected in series
with DG acts at high impedance during fault condition and less impedance during
normal operation.FCL source is connected at the PCC.

4.1 33 Bus System

Figure 5 shows the single-line diagram of IEEE 33 bus system. It consists of onemain
lateral (1–18) and three sub laterals (19–22, 23–25, 26–33) the total real and reactive
power loads is P = 3715 kW, Q = 2300 kVAr The DGS are connected to buses 2, 3,
and 19 for 3 DG (three 1.5 MWDG’s) at buses 2, 8 for 2 DG operation(2 MWDG’s)
and Fig. 6 shows the comparison of three phase fault current during normal operation
andDGconnectedmode. The buseswhich is connected near to the substation has high
fault current whereas the buses far away from the substation has low fault current.
Figure 7 shows comparison of three phase fault current with the DG connected and
FCL sizing.

4.2 69 Bus System

Figure 8 shows the single-line diagram of IEEE 69 bus system it consists of one
main lateral (1–27) and seven sub laterals(28–35, 36–46, 47–50, 51–52, 53–65,66–
67, 68–69) and the total real and reactive power loads is P = 3,801.9 kW, Q =
2694.1 kVAr and the DGS are connected to 18,32,49 buses for 3 DG and at buses
5,17 for 2DG operations. Figure 9 shows comparison of fault current in normalmode
and DG Connected mode. Figure 10 shows comparison of fault current with DG and
FCL size. Tables 4 and 5 gives the optimal location for DG, FCL sizing and fitness
values for 33 & 69 bus systems in 3DG and 2DG operations by using Salp swarm
optimization and the results are compared with PSO.SSA gives the best optimal size
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Fig. 6 Comparison of three phase fault current in normal mode and DG connected mode

Fig. 7 Comparison of three phase fault current after optimum DG location and FCL size
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Fig. 8 Single line diagram of IEEE 69 bus system

Fig. 9 Comparison of three phase fault current in normal mode and DG connected mode

of fault current limiter so that the fault current magnitude is reduced and maintained
constant and also results shows that no.of.iterations required for PSO is more when
compared to MOSSA this reduces the complexity and time for optimization.

5 Conclusion

This paper discuss about the distribution network connected to DG and its impact
on short-circuit currents. During normal operation of the system the fault currents
may not cause much damage to the system whereas protection coordination failure
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Fig. 10 Comparison of three phase fault current after optimum DG location and FCL size

occurs when the power system network is connected to DG. This paper introduces
new Meta-heuristic optimization called Salp swarm Algorithm (SSA) to obtain the
best location for DG placement and FCL sizing (As FCL sizing is also important
factor) when larger FCL size is connected the installation cost will increase. Hence,
the obtained SSA results are verified with PSO shows that the FCL size is minimized
and the best fitness value is achieved.
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Delicate Flower Pollination Algorithm
for Optimal Power Flow

S. Dhivya, R. Arul, and K. Padmanathan

Abstract This paper has been emphasized to develop a new methodology for
optimal power flow (OPF) using delicate flower pollination algorithm (DFPA). Being
an essential key factor in the ocean of power sector, its operational features and
controlling attributes have been making the available power resources to flow in a
fair manner. The DFPA, a nature intriguing algorithm, has originated from the polli-
nating characteristics of flowers. The proposed method has sounded very louder on
the global optimum solution using DFPA through propagating the exploitation phase
of optimization by considering two test-case studies such as shortened fuel cost and
real power loss decrement. Simulation results on IEEE_Standard 30 bus test system
have clearly exhibited that the proposed method outperforms the existing numerous
strategies.

Keywords Optimal power flow · Delicate flower pollination algorithm · Global
optimum
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DFPA Delicate flower pollination algorithm
FPA Flower pollination algorithm
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itermax Maximum number of iterations
J(x, u) Objective function
k Iteration counter
L Levy distribution
NF Number of flowers
NFC Net fuel cost
NR Newton--Raphson
nef Number of elite flowers
ng Number of generators
nt Number of transformers
OPF Optimal power flow
PV bus Generator bus other than slack bus
PGi Real power generation at bus-i
PDi Real power demand at bus-i
Plimit
Gs Limit of real power generation at slack generator

p Switch probability
QGi Reactive power generation at bus-i
QDi Reactive power demand at bus-i
QCk Reactive power supplied by kth shunt compensator
QCnc Reactive power supplied by nth shunt compensator
Qlimit

Gi Reactive power limit at ith PV bus
RPL Real power loss
RL Line resistance
TTS Transformer tap settings
Tt Tap settings of tth transformer
Tnt Tap settings of n-th transformer
Vi Voltage at ith bus
V limit

Ls Voltage limit violation at ith load bus
VGi Voltage magnitude at ith generator bus
VGng Voltage magnitude at nth generator bus
VLi Voltage magnitude at ith load bus
XL Line reactance
X Vector of dependent variables
xti Pollen of flower-l at tth iteration
λv, λQ Penalty factors
δij Phase angle between buses-i and j
E Uniform probability distribution
G Standard gamma function
γ Scaling factor
r A set of load buses, whose voltages violate either the lower or upper limits
Z A set of generator buses, whose QG violate either the lower or upper limits
ϕ A set of transmission lines
� A set of generator buses
ψ Augmented objective function to be minimized
min Lower limit
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max Upper limit

1 Introduction

An elite real and reactive power transmission analysis have been detecting the best
control parameters within its threshold limits through the objective functions for
given loads. Since the common objective of optimal programming of power flow is
cutting down the fuel cost, there have also been prevailing certain goals like minimal
level of loss, profile assessment, and stability enrichment of voltage. As per the
bus terminology, the known quantities of generator bus such as real power, magni-
tude of voltage, and similarly, reactive power at load bus and shunt compensators
could be considered as control parameters. Moreover, the transformer tap settings
are also included along with reactive power limits and voltage limits even though
those of which fall under the unknown quantities at generator bus and load bus. The
Newton--Raphson equations of power flow programming have been modelled under
the equality constraints while the above said quantities on the bounds of inequality
constraints [1–3].

Neither convexity nor linearity, an OPF has been portrayed as a highly constrained
problem in the presence of uninterrupted and distinct control parameters. The
minimization function has served its purpose for obtaining the best solution [4–6].

On looking back the last few decades, various methodologies have been forged
with the vision over fine-optimal point for evaluating the OPF scenario, based on
the mathematical tools, gradient search [3], linear programming [7, 8], nonlinear
programming [9, 10], interior point method [11–13], and quadratic programming
[14]. Eventhough most of the above methods had good rate of converging behaviors,
they had the shortcomings such as local region of convergence and some illusions
on constraint handling discontinuous variables.

The complexities arising in performingOPF analysis could be diminished by new-
age heuristic algorithms like genetic algorithm (GA) [15–18], evolutionary program-
ming [19–21], particle swarm optimization (PSO) [22], differential evolution (DE)
[23], gravitational search [24], teaching-learning [25, 26], and harmony-search [27,
28]. Among all above-seen algorithms, the population vector comprising of several
control variables had been framed through some key-processing tools which might
be varied between one another. The volatile parameters could be picked up and
carried into next stage of evolution through appropriate principle. However, the
global departure of solution space has been attained at the end point in the task
of OPF.

Now, flower pollination algorithm (FPA) have been authorized for multimodal
optimization problems [29, 30]. This paper aims to suggest a new modified version
of this algorithm known as a delicate flower pollination algorithm (DFPA)-based
method for solving OPF in order to obtain the elite solution globally that could be
validated on IEEE standard_30 bus test system for studying the performance.
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2 Formulation of OPF Problem

The optimal analysis of power flow problem could be addressed as a minimization
function of one or more objectives being optimized by manipulating number of
constraints entitled with an overall representation as given below.

2.1 OBJECTIVE-1: Net Fuel Cost Minimization

The fuel cost of thermal power plants has been consideredwhich follows the quadratic
equation of second order. A net fuel cost (NFC) could be formulated as,

Minimize J1(x, u) =
∑

i∈�

Fi (PGi ) (1)

where

Fi (PGi ) = ai P
2
Gi + bi PGi + ci (2)

2.2 OBJECTIVE-2: Real Power Loss Reduction

The RPL of the system can be expressed as

Minimize J2(x, u) = PL (3)

where

PL =
∑

k∈φ

Gi j

(
|Vi |2 + ∣∣Vj

∣∣2 − 2|Vi |
∣∣Vj

∣∣ cos δi j

)
(4)

The N-R power flow equations have been employed as equality constraints
revolving around the power system.

PGi − PDi − Vi

nb∑

j=1‘

Vj
(
Gi j cos δi j + Bi j sin δi j

) = 0 (5)

QGi − QDi − Vi

nb∑

j=1‘

Vj
(
Gi j sin δi j − Bi j cos δi j

) = 0 (6)
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x could be indicated as dependent vector containing unknown quantities such as
magnitudes of voltage at load bus, reactive power supplied at PV buses, and active
power produced at slack bus.

u could be expressed as independent tunable vector consisting magnitudes of
voltages at generator bus, transformer tap settings, and reactive power injected by
shunt compensators.

Pmin
Gi ≤ PGi ≤ Pmax

Gi (7)

Qmin
Gi ≤ QGi ≤ Qmax

Gi (8)

Qmin
Ci ≤ QCi ≤ Qmax

Ci (9)

Tmin
i ≤ Ti ≤ Tmax

i (10)

Vmin
Gi ≤ VGi ≤ Vmax

Gi (11)

Vmin
Li ≤ VLi ≤ Vmax

Li (12)

3 Delicate Flower Pollination Algorithm

The flowering plants have been evolving for more than billions of years, and flowers
had strategic insight in evolution thereby spreading the fragrance around the plant
world. As the ultimate aim of a particular flower is being able to reproduce new pollen
gamete from which new flower could be flourished. The pollen from angiosperms is
attached with gymnosperms through some pollinators in the form of small insects,
wind, water, air, animals, and birds. Different kinds of flowers could make succes-
sive pollination through attraction over pollinator and yield new pollen with some
delicacy.

First, pollination could be differentiated in two attributes: cross and self. On
second hand, pollination could be classified based on its location either dependent or
independent. Cross-pollination is the process of transferring pollen from one flower
to other through some pollinating agents such as bees, whereas self-pollination does
not require any pollinating agents. The transfer of pollen gamete could be happened
by diffusion of wind and water. The fertilizing capability of a single flower has been
made possible only in a way to get the pollen produced by another plant species
which defines the dependent pollination. The self-reproduction of a plant could be
possible frompollen of individual flower or group of flowers in a plantwhichmight be
called as independent pollination. Grass in land might perform self-pollination [29,
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30]. Bees could have been entitled flower constancy in a way that these pollinators
tend to contact the delicate flower species to have more pollen exchange through the
scented fragrance. The strength of reproduction tends to attain the maximum range
thereby nectar transportation smoothly entangled in a way to yield more number of
flowering species.

The dependent, cross-pollination could be happened at indefinite distance by
which the pollinating agents like birds and animals travel over the large areas could
represent a whole reproduction around the global level. This indefinite modelling
of distance has been calculated by Levy probability distribution in terms of varying
step sizes. All random motion of pollen activities have been taken into account as
constant reproductive nature of flower patches.

The phenomenon of flowering reproduction gives rise to a new supremacy called
flower pollination algorithm whose objective must be the survival among the fittest.
The elite flower could be observed which might replicate number of births to new
younger species. All the above factors have been put together to form the rule base
for this algorithm:

Rule 1: Global optimizationmust be represented in cross and dependent pollination
actions, because pollinators have been training Levy flight.

Rule 2: Local optimization must be represented in self and independent pollination
in which normal probability distribution takes place.

Rule 3: Flower delicacy should be increased by insects in relation with a repro-
duction capability that is in proportion to the resemblance of two different
flowers.

Rule 4: The interface boundary between local and global optimization should be
supervised by a switching probability p ∈ [0,1].

Curiously, in real world, uncountable flowers could be rising from different plant
species, and rate of producing gametes might be progressive in nature. In order
to make the overall computation easier, one flower has been taken to yield one
pollen gamete from which another one offspring is being protruding out. For easy
understanding, a pollen xi has been considered as a flower vector or solution vector.

As per the four rules, a pollen-reproduction-based algorithm, namely delicate
flower pollination algorithm (DFPA), could be formulated with the two key factors
envisioning on global and local optimization. In case of global optimization, pollens
could be taken and diffused by pollinating agents which run over a long distance
thereby reproducing the best pollen or flower (g*). In order to elongate the global
zone of optimization, a delicate factor has been introduced in FPA. Then, it could be
called as delicate flower pollination algorithm (DFPA). Hence, global optimization
and flower delicacy step along with a levy flight can be expressed as,

xt+1
l = xtl + γ L(λ) (xtl − g∗)d (13)

where xtl indicates the pollen of flower-l at t th iteration and g∗ tends to be the current
best solution found among all solutions at the current generation. Here, γ is a scaling
factor controlling the step size, and d is delicate factor.
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Usually, L(λ) the Levy flights-based index corresponds to the pollinating
tendency. As long indefinite distances could be crossed using various distance steps,
a Levy distribution might be used to enhance this random activity efficiently. Levy
distribution confirms that L should not be void (L > 0).

L ≈ λ	(λ) sin(πλ/2)

π

1

s1+λ
, (s � so > 0) (14)

Here, 	(λ) is the standard gamma function, and this distribution is valid for large
steps s > 0. For the local optimization, both rule 2 and rule 3 could be represented
as

xt+1
l = xtl + ε(xtn − xtp) (15)

where xtn and xtp denotes the pollen from different flowers of the same plant species
enrolling the flower delicacy in a limited neighborhood. For a local random motion,
xtn and xtp comes from the same species, then ε is drawn from a uniform distribution
as [0, 1]. The exploitation characteristics of delicate factor are implemented in DFPA
to depart at global optimum zone.

As per the rule base, flower optimization could take place at all scales, both local
optimization and global optimization. The optimization, in the sense, pollination
could be carried out randomlywhichmight be pointed out by switching probability in
the extensive search space of all species. The preliminary parametric studies showed
that p = 0.9 might work better for our solution.

3.1 The DFPA Pseudocode Is Given Below

1. Select the variables such as population size, maximum number of iterations for
termination, switch probability p, and delicate factor d.

2. Allot a population of NF flower vectors with random solutions.
3. Compute the objective function of each flower vector in the entire population.
4. Choose the current best solution and carry the corresponding solution vector.
5. For each flower vector in the population, generate a random number in a range

of (0, 1). If this random number is greater than p (p = 0.9), perform local
optimization, else do global optimization using Levy flight with delicate factor.

6. Output the best solution if the termination criteria is fulfilled
7. Otherwise update the iteration with the preceding solution vector. Proceed with

step (3).
8. Stop.
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4 Delicate Flower Pollination Algorithm Based OPF
Program

Being a large-scale and complex optimization problem with a nonlinear objective
function and related operating constraints, a fascinating effort is taken to develop an
elegant strategy, involving theDFPAwith its victorious vision in exploring the search
space and obtain the elite solution forOPF. In general, the optimization task elongates
over a volatile solutions for a given problem. Moreover, the pollen vectors of flowers
are initialized by random storage of values enclosed within the upper and lower
boundaries of the variables. The proposed DFPA-based solution method (DFPA) has
been devised for representing the pollen vector and modelling the cost-augmented
function.

4.1 Pollen Representing Control Vector

The control vectors have taken the forms of active power generations and magnitude
of voltages at PV buses, tap settings of transformer, and reactive power supplied by
shunt compensators. The position matrix of each pollen in the DFPA is formulated
a vector form to contain these control variables as

flower = x = [
PG2, . . . , PG j , VG1, VG2, . . . , VGng, T1, T2, . . . , Tnt, QC1, QC2, . . . , QCnc

]

(16)

4.2 Cost-Augmented Function

The algorithm suspects for optimality in its solution byminimizing a cost-augmented
function, which could be framed from the objective function and the penalty terms
containing the limit violation of the dependent variables such as reactive power
generation at PV buses and voltage magnitude at PQ buses. The cost-augmented
function is written as

Minimize � = J (x, u) + λV

∑

i∈�

(
VLi − V limit

Li

)2 + λQ

∑

i∈Z

(
QGi − Qlimit

Gi

)2

+ λP
(
PGs − P limit

Gs

)2
(17)

where

V limit
Li =

{
Vmin
Li if VLi < Vmin

Li

Vmax
Li if VLi > Vmax

Li
(18)
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Qlimit
Gi =

{
Qmin

Gi if QGi < Qmin
Gi

Qmax
Gi if QGi > Qmax

Gi
(19)

P limit
Gs =

{
Pmin
Gs if PGs < Pmin

Gs

Pmax
Gs if PGs > Pmax

Gs
(20)

4.3 Strategy Direction

The random process of creating a newer pollen vector of flowers through major
exploration and minor exploitation might be considered as one iterative procedure.
It might be continued by taking the flowers obtained in the previous step as the
initial pollen vector for next step. The position vector of flowers having the best cost
function value has been present in memory along with its objective function at all
steps. An entire DFPA iterative process could terminate its loop after reaching the
fixed number of iterative steps. The solution process is depicted in the flowchart of
Fig. 1.

5 Numerical Results

The twominimal objectives of net fuel cost and real power loss have been considered
in this problem as mentioned earlier in Eqs. (1) and (3). The DFPA-based OPF have
been simulated on IEEE standard_30 bus test system, whose data is being retrieved
fromRef. [1]. Them-codes are developed inMATLAB8.0 and executedon a2GHz i3
core processor-based computer. NR technique [31] has been incorporated to perform
the load flow at iterative process. An optimal solution vector obtained by DFPA have
been put forth to demonstrate the effectiveness with respect to the base case as given
in Table 1.

The optimal functions such as NFC of case-1 and RPL of test-2 derived by the
DFPA for IEEE_Standard 30 bus system have been distinguished between those
techniques, namely ABC [32], enhanced and adapted GA (EGA) [17] and (AGA)
[18], DE [23], and FPA [33] in Table 2.

It is obvious fromTable 2 that theDFPA tends for shortening theNFC to the lowest
value of 799.1532 $/h, and corresponding real power loss is noted as 8.615 MW.
Since, our objective is fuel cost, loss has been neglected in case-1. Similarly, when
we have considered the real power loss reduction as the main objective in case-2,
we have yielded it as 4.3724 MW, and its respective fuel cost is 900.9635 $/hr. The
fuel cost has been neglected in case-2. The percentage savings of fuel cost could be
calculated by taking the difference between base case solution and the final solution
and then multiplied by 100 for percentage and then divided by base case for several
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Fig. 1 Flowchart of the
DFPA based OPF
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for i=nef+1: nf, do

algorithms that have been plotted in Fig. 2. The heuristic algorithms of ABC [32],
AGA [18], EGA [17], DE [23], and FPA [33] resulted in the savings of NFC of
11.22%, 11.31%, 11.35%, 11.38%, and 11.04%, respectively, while the DFPA leads
to 11.40% savings of NFC. It has been inferred from the radar chart in Fig. 2 that
the DFPA departs at incremental NFC savings than the other methods.

The converging curve orientation of the DFPA considering case-1 and case-2 of
IEEE Standard_30 bus system has been shown in Figs. 3 and 4, respectively. It is
very clear from Fig. 3 that the DFPA converges at iteration number 43 to the final



Delicate Flower Pollination Algorithm … 285

Table 1 Numerical results of
DFPA-OPF

Control
variables

Base case Case-1: NFC
optimization

Case-2: RPL
optimization

PG1 99.217 178.2138 90.2676

PG2 80 47.9426 55.4874

PG5 50 21.3346 47.1564

PG8 20 20.5437 32.6934

PG11 20 11.5232 23.6416

PG13 20 12.5378 38.5259

VG1 1.05 1.10000 1.0993

VG2 1.04 1.0864 1.0900

VG5 1.01 1.0577 1.0367

VG8 1.01 1.0600 1.0612

VG11 1.05 1.0569 1.0490

VG13 1.05 1.0816 1.0929

T6–9 1.078 0.9811 0.9831

T6–10 1.069 0.9204 1.0581

T4–12 1.032 0.9418 1.0154

T28–27 1.068 0.9580 1.0935

QC10 0.0 0.0499 0.0472

QC12 0.0 0.0483 0.0500

QC15 0.0 0.0478 0.0500

QC17 0.0 0.0479 0.0500

QC20 0.0 0.0479 0.0341

QC21 0.0 0.0473 0.0500

QC23 0.0 0.0328 0.0376

Q C24 0.0 0.0394 0.0500

QC29 0.0 0.0132 0.0076

Table 2 Distinguishable
solutions of DFPA with other
algorithms for all two tests of
IEEE_Standard 30 bus OPF

Base case NFC ($/h) RPL (MW)

901.9354 5.812

ABC [32] 800.66 9.0328

AGA [18] 799.8441 8.9166

EGA [17] 799.56 8.697

DE [23] 799.2891 8.6150

FPA [33] 802.3491 9.527

Case-1 DFPA 799.1532 8.615

Case-2 DFPA 900.9635 4.3724
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Fig. 2 Percentage NFC
savings of DFPA for case-1
of IEEE_Standard 30 bus
OPF
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Fig. 5 Distinguishing
features of RPL decrement
for test-2 in IEEE_Standard
30 bus system
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solution of cheaper fuel cost 799.1532 $/h, whereas in Fig. 4, DFPA converges faster
at iteration number 25 to the final solution of loss reduction as 0.043724%.

It has been noted from Fig. 5 that the DFPA is relatively yielding the better
result such that the real power loss gets reduced than the other approaches. The
global optimum could be attained in the embedded pollen at the exponential rate
of convergence. It could reveal that the DFPA has been landed at global zone of
optimization.

6 Conclusion

An innovative DFPA strategy for resolving OPF analysis which has been incorpo-
rating a complexity and non-convexity in optimal characteristics has been elucidated
in this paper. This method has been gliding with DFPA, inspired from the pollinating
behaviors of flowers, foreseen an optimal solution spectating in unique optimiza-
tion problems through the exploration and exploitation sequences. Its effectiveness
in terms of global best solution, computational efficiency, and robustness has been
demonstrated through the improved results on IEEE Standard_30 bus test system.
The computational efforts are being found to be simple.

In forthcoming period, the flowers could be finely extended to multiple
angiosperms for multiple objectives of OPF problems.
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Optimization of Electric Field
Distribution Along a 400-kV Composite
Insulator

C. Archana and K. Usha

Abstract Polymeric insulators are being widely used over ceramic insulators due
to their tremendous merits. However, due to absence of the intermediate metal part,
electric field and potential distribution along these insulators are non-uniform, which
can be minimized by using suitable corona ring and grading ring. The aim of this
work is to provide an optimum design of corona ring and grading ring for a 400-kV
suspension-type polymeric insulator. Finite element method-based software is used
for simulation purposes. This paper presents the results of 3D finite element calcula-
tions of electric field distribution along a 400-kV polymeric insulator. An optimum
dimensions are predicted using multi-objective genetic algorithm. The predicted
electric fields are compared with the actual values.

Keywords Corona ring · Grading ring · Electric field · Finite element method ·
Polymeric insulator · Genetic algorithm

1 Introduction

An uninterrupted power supply is the motive of all the power systems across the
world. For efficient use of the power generated, the transmission and distribution lines
play a vital role in improving the transmission capacity, therebymeeting the demand.
High-voltage insulators take a significant part in transmission line for their factors like
electrical insulation, corona discharge, mechanical support which affects the main
motive of uninterrupted power supply. The reliable operation of the insulator directly
affects the reliability of the grid [1, 2]. Polymeric insulators or non-ceramic insulators
are now being widely used compared to ceramic insulators due to their advantages
of surface hydrophobicity, pollution flashover performance, mechanical strength,
less weight, low cost, resistance to vandalism (damage due to gun shots), high wet
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Fig. 1 Structure of a
polymeric insulator

flashover and flashover voltage, withstand voltage is better than ceramic insulators.
In addition to these features, polymeric insulators have higher mechanical strength-
to-weight ratio [3]. But the surface field distribution and potential distribution for
polymeric insulator is uneven due to the composite insulator structure characteristics.
The intermediate metal parts in ceramic insulator which provided proper grading are
absent in polymeric insulator. High surface electric field produces corona discharge
or partial discharge which deteriorates the insulator surface leading to conduction
inside the insulator. The enormous field not only produces corona discharge but also
affects the transmission line electromagnetic environment, produces audible sound
pollution, and causes electric erosion which leads to insulator ageing. The structure
of a polymeric insulator is shown in Fig. 1. It consists of fibre reinforced plastic
(FRP), silicon rubber (SiR) which provides sheading (housing) for the fibre rod to
avoid contamination of the rod. It also provides leakage distance within a limited
insulator length under contaminated and wet conditions. The metal end fittings are
attached to the either end of the rod, where one end is attached to the line and other
end to the tower.

The electric field is generally high in threemain regions of the polymeric insulator
which are at the triple junction point (interface of polymer, air, and metal fittings),
around the grading ring and corona ring. [4, 5]. The electric strength in the vicinity
of the critical regions should be below the critical limits. As per the literature, the
critical field limits in these critical regions on dry clean polymeric insulators are

(1) On the surface of the shed, surrounding the end fitting and air surrounding
(Triple Junction)—0.64 kV/mm

(2) Surrounding the corona ring—2.97 kV/mm
(3) Surrounding the grading ring—2.97 kV/mm.

Generally, the electric field is much higher in the high-voltage side compared to
other parts of the insulator. When the electric field exceeds the critical values, corona
discharge takes place which reduces the life span of the insulator. Installation of
corona ring is the solution to minimize the field below the mentioned critical values.
Corona ring transfers the maximum field density from the insulator surface to the
ring surface, thus reducing the electrical stress on the insulator. Corona ring transfers
the maximum field density between the end fittings and the first shed to the outer
side of the ring, whereas grading ring is used to make voltage and electric field more
uniform over the entire shed [9].

As per the literature, it is understood that there are no proper standards for design
parameters and placement of corona ring and grading ring for all voltage ratings.
The placement of corona ring has a major role as improper placement inflates the
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Fig. 2 Different design
parameters used for the study

electric field rather minimizing it. Therefore, there is a need in designing the corona
ring and grading ring to the optimum values for uniform electric field distribution on
the surface of the insulator. Different design parameters of the ring such as corona
ring radius (Rc), corona ring thickness (rc), corona ring height (Hc), grading ring
height (Hg), grading ring radius (Rg), and grading ring thickness (rg) are varied, and
an optimum solution is suggested. The parameters which are varied are shown in
Fig. 2.

2 Simulation Studies

A 400-kV suspension-type insulator is taken for study. The length of the insulator is
about 3400 mm long with 121 sheds with two metallic ends, namely ball and socket.
The dimensions of ball and socket are as per IEC120.One of themetallic ends is fitted
to the tower, and the other end carries bundled conductorwith two subconductors. The
length of the conductor is 1.5 times the total length of the insulator. The dimensions
of the housing are as per IEC 60815-3. The ball end (high voltage) is energized with a
voltage of 400 ×

√
2√
3

= 326 kV and the socket (Ground) is energized with 0 V. Finite
element method-based (FEM) software (Maxwell) is used. Finite element method
is a numerical method which reduces complexity and produces accurate results.
Simplified 3D model of a 400-kV insulator is designed, and the results are analysed.
The simulation is computedwith the relative permittivity of 4.3 for silicone rubber and
5.0 for fibre rod. The insulator is assumed to be under clean and dry condition. From
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Table 1 Maximum electric
field in the critical regions
with corona ring

Critical regions Example

Triple junction 1.7389

Corona ring 3.466

the simulation result, the maximum electric field in the critical regions is analysed.
Literature survey summarizes that increasing number of sheds would increase the
computational time [6, 7]. Therefore, number of sheds is decreased to 5 sheds at HV
(high-voltage end) and 2 sheds at LV (low-voltage end). The forthcoming simulations
are performed with 5 sheds at HV and 2 sheds at LV to reduce the computational
time. As per the manufactures design Rc = 100 mm, Hc = 50 mm, rc = 20 mm. A
400-kV insulator is simulated with corona ring alone, and the results are summarized
in Table 1.

The electric field is beyond the critical limits in spite of placing corona ring.
Therefore, the parameters are varied to analyse the field. One parameter is varied
keeping other two constant. The maximum electric field is beyond the critical limits
under all the cases. Therefore, the analyses are further continued by installing grading
ring. From the manufactures design Rg = 175 mm, rg = 30 mm and Hg = 75 mm
is opted. Figure 3 shows the 3D simulation of a 400-kV insulator with tower under
study.

The enlarged section of the high-voltage end (HV) of the insulator with the
conductor, corona ring, and grading ring is shown in Fig. 4. The equipotential plot
of 400-kV insulator is shown in Fig. 5.

From Table 2, it is clearly understood that the field is beyond the critical limits in
the triple junction in spite of installation of the corona ring and grading ring. Figure 6
shows the maximum electric field at triple junction.

It can be inferred from the analyses that the location and the dimensions of corona
ring and grading ring play a vital role in influencing the electric field in the critical
regions. In spite of the electric field around corona ring and grading ring within
the limits, the analyses are still studied even at the rings in order to ensure that the

Fig. 3 3D simulation of a
400-kV insulator and tower
in Maxwell
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Fig. 4 Enlarged view of
high-voltage end of the
insulator

Fig. 5 Equipotential plot of a 400-kV insulator

Table 2 Maximum electric
field in the critical region with
both rings

Critical regions Example

Triple junction 0.797

Corona ring 1.002

Grading ring 1.925

Fig. 6 Maximum electric field value at triple junction
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Fig. 7 Electric field values
by varying corona ring height
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field is within the limits at all cases. Also, the location of rings reduces the dry
acing distance by increasing the length of the insulator. Therefore, it is necessary to
determine an optimum location and dimension to ensure longest dry arching distance
without reducing the basic insulation level [8].

3 Analysis of Design Parameters

In order to obtain an optimum design of corona ring and grading ring for uniform
electric field distribution in the critical regions, one parameter is varied keeping
other five parameters constant as per manufactures design. When the corona ring is
analysed, the grading ring parameters are kept constant and vice versa.

3.1 Variation of Corona Ring Height (Hc)

In this case,Hc is varied by keeping other parameters constant and the electric field is
analysed in the triple junction region, corona ring, and grading ring. Now, an attempt
is made by varying corona ring height (Hc) from 40 to 120 mm keeping rc and Rc

constant. The electric field at various locations is represented in Fig. 7. As the height
of the corona ring increases, the electric field decreases gradually around the grading
ring and triple junction, decreases and then increases at 100 mm around corona ring.

3.2 Variation of Corona Ring Radius (Rc)

In this case, Rc is varied; other parameters of corona ring and grading ring are kept
constant.

Figure 8 shows the electric field values at the critical areas by varying Rc. It can
be observed that the as the radius of the ring is increased, the field around the grading
ring reduces. But the field around the corona ring increases. Similarly field around
the triple junction also increases.
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Fig. 8 Electric field values
by varying corona ring radius
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Fig. 9 Electric field values
by varying corona ring
thickness

0.2

0.7

1.2

1.7

10 15 20 25 30

E
le

ct
ri

c 
Fi

el
d(

kV
/m

m
)

Corona Ring Thickess (mm)

Triple Junc�on

around corona ring

Around Grading ring

3.3 Variation of Corona Ring Thickness (Rc)

The analyses are carried out by varying from 10 to 30 mm, and the other parameters
are kept constant. Figure 9 shows the electric field values at the critical areas by
varying rc.

When the thickness of the corona ring increases, the field around the grading ring
and triple junction decreases. But the field near the corona ring increases.

3.4 Variation of Grading Ring Height (Hg)

The simulation is further extended by varying Hg from 40 to 95 mm keeping the
remaining parameters constant.

Figure 10 shows the electric field at the critical regions whenHg is varied. Electric
field near the triple junction and the grading ring decreases,while field near the corona
ring increases.

Fig. 10 Electric field values
by varying grading ring
height
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Fig. 11 Electric field values
by varying grading ring
radius
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Fig. 12 Electric field values
by varying grading ring
thickness
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3.5 Variation of Grading Ring Radius (Rg)

In this case, rg is varied and the other parameters are kept constant. It is noticed that
the field decreases gradually when the grading ring radius is increased. Figure 11
shows the variation of electric field at the critical areas when the grading ring radius
is varied.

3.6 Variation of Grading Ring Thickness (rg)

The thickness of the grading ring is varied from 20 to 45 mm where Hg and Rg are
kept constant. The field at all critical regions is observed to be at the maximumwhen
the thickness of the grading ring is of least value. And as the ring size is increased,
electric field reduces gradually. Figure 12 shows the variation of electric field at the
critical regions when the thickness of the grading rings is varied.

4 Optimization of Corona and Grading Ring

From the above simulations, it is observed that there aremany parameters and combi-
nations involved in this case; it can considerably influence the maximum field in the
surface of the insulator and the rings. Therefore, optimization technique is used to find
out the optimum dimensions of corona ring and grading ring using OPTIMIZATION
tool in MATLAB software.

The analyses are extended by,
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1. Finding a mathematical relation between the maximum electric field and the ring
parameters.

2. Applying multi-objective genetic algorithm as an optimization technique to find
out the optimized parameters.

Nonlinear curve fitting is performed using curve fitting software, which gives the
best fit equations for the above six considered cases where one parameter is varied
keeping other five parameters constant. Equations (1), (2), and (3) correspond to the
mean electric field equations at the triple junction, around the corona ring, around
the grading ring, respectively. E is the function of corona ring height, corona ring
radius, corona ring thickness, grading ring height, grading ring radius, and grading
ring thickness.

E
(
Hc, Rc, rc, Hg, Rg, rg

) = 2.52 + 2.5 × 10−7x31 − 9.6 × 10−3x1

+ 3.24 × 10−7x32 − 3.5 × 105x22 + 3.17 × 10−7x33
− 0.06x3 + 7.05 × 10−7x34 − 1.56 × 10−4x24

+ 4.756 × 10−3x4 − 2.615 × 108x35 + 2.27 × 10−5x25
− 7.68 × 10−3x5 − 2.15 × 10−4x36 + 0.02x6 − 0.811x6

(1)

E
(
Hc, Rc, rc, Hg, Rg, rg

) = 3.9165 − 3.1 × 10−6x31 + 9.48 × 10−4x21
− 8.4 × 10−2x1 + 0.0001x22 − 0.001381x2

+ 4.36 × 10−4x33 − 3.03 × 10−2x23 + 0.66x3

− 9.106 × 10−6x34 + 2.06 × 10−3x24 − 0.142x4

− 3.4 × 10−7x
3
5 + 2.59 × 10−4x25 − 6.3 × 10−2x5

− 3.85 × 10−4x36 + 4.14 × 10−2x26 − 1.453x6 (2)

(
Hc, Rc, rc, Hg, Rg, rg

) = 7.2987 − 6.45 × 10−8x31 − 3.23 × 10−5x21

+ 3.5 × 10−3x1 − 0.72 × 10−2x52 + 3.16 × 10−3x2

+ 9.6 × 10−6x33 − 3.51 × 10−4x23 − 1.25 × 10−8x44
+ 3.57 × 10−6x34 − 3.9 × 10−4x24 + 1.83 × 10−2x4

− 1.14 × 10−7x36 + 9.3 × 10−5x26 − 2.9 × 10−2x3

− 7.18 × 10−4x36 + 7.7 × 10−2x26 − 2.701x6 (3)

As electric field (E) is the function of more than one variable, multi-objective
genetic algorithm is used using OPTIM tool in MATLAB. These equations are given
as an input tomulti-objective genetic algorithmoptimization technique. Theobjective
functions are

Triple junction min E (Hc, Rc, rc, Hg, Rg, rg) ≤ 0.64
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Table 3 Constraints of the
rings

Critical Regions Constraints

Triple junction lb(50) ≤ Hc ≤ ub(100)
lb(80) ≤ Rc ≤ ub(120)
lb(20) ≤ rc ≤ ub(30)
lb(50) ≤ Hg ≤ ub(100)
lb(175) ≤ Rg ≤ ub(225)
lb(30) ≤ rg ≤ ub(45)

Corona ring and grading ring lb(40) ≤ Hc ≤ ub(120)
lb(60) ≤ Rc ≤ ub(120)
lb(10) ≤ rc ≤ ub(30)
lb(40) ≤ Hg ≤ ub(95)
lb(160) ≤ Rg ≤ ub(260)
lb(20) ≤ rg ≤ ub(45)

Corona ring min E (Hc, Rc, rc, Hg, Rg, rg) ≤ 2.97
Grading ring min E (Hc, Rc, rc, Hg, Rg, rg) ≤ 2.97.

The constraints with maximum bound and the minimum bound for all the critical
cases (triple junction, corona ring, and grading ring) are listed in Table 3.

The bounds are increased in steps initially and then stopped when the critical limit
is met. The electric field values at corona ring and grading ring are always within the
limit (i.e. less than 2.97 kV/mm), whereas the field values at the triple junction are
not within the limits. Therefore, the electric field at the triple junction region is of
major concern and the analysis has been carried out at the triple junction region. The
optimized dimensions of corona ring and grading ring are predicted and are listed in
Table 4.

The simulation of the 400-kV insulator with the optimized dimensions of corona
and grading ring is performed using MAXWELL, and the obtained electric field
values are compared with the predicted values as shown in Table 5.

Table 4 Optimized dimensions of the rings

Hc (mm) Rc (mm) rc (mm) Hg (mm) Rg (mm) rg (mm)

80.3 89.7 22 84 193.2 35

Table 5 Percentage
difference between the
predicted and actual electric
field at various locations

Location Predicted
electric field

Actual electric
field

% difference in
electric field

Triple
junction

0.6345 0.6176 −2.736

Corona
ring

0.685 0.669 −2.391

Grading
ring

1.69 1.64 −2.86
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Fig. 13 Actual electric field plot for optimized dimensions

It is observed that the error is less than 3%. Hence, the predicted dimensions are
the optimized dimensions where the field is well below the critical limits (Fig. 13).

5 Conclusion

Corona ring plays a vital role as they increase the life span of the insulator by
decreasing the electric field below their critical limits. By installing corona ring
alone, the field in the critical regions remains high. The design parameters are
varied, and a mathematical relation between the electric field and the ring parameters
(corona and grading) is formulated using curve fitting and fed as an input to multi-
objective genetic algorithm optimization technique. Genetic algorithm predicts the
optimized design parameterswhich are comparedwith the actual value. The proposed
method optimizes corona ring and grading ring dimensions systematically rather
than performing an old methodology of trial-and-error method. As a future work, it
is proposed to use neural network as a replacement for curve fitting.
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Vector Control Scheme
for the PMSG-Based WPS Under
Various Grid Disturbances

R. Vijaya Priya and R. Elavarasi

Abstract This paper proposes a simple modified vector control scheme for
restraining the impacts on permanent magnet synchronous generator (PMSG)-based
wind power system (WPS) integration under various grid disturbances. Voltage sag
and harmonics are the major causes of grid voltage disturbances. The percentage
of voltage sag for which WPS remains to be connected with the grid is dictated
by fault ride-through (FRT) characteristics. Moreover, voltage sag occurred due to
short-circuit fault has its associated phase-angle jump. Hence, it is necessary to map
the voltage sag with phase-angle jump to meet the broad range of FRT requirements.
A new analysis with major types of faults that can occur at the point of grid inte-
gration is presented in this paper. In order to satisfy the grid code compliances and
reduced harmonic distortions, the modified vector control scheme is modelled with
additional voltage and current oscillation cancellation blocks without the need for
dual vector control loop. Extensive analytical simulation has been carried out in
PSCAD/EMTDC to validate the superiority of proposed control scheme over the
conventional schemes in terms of transient overshoots and oscillations that appear
in dc-link voltage and real and reactive power of grid when PMSG is subjected to
various disturbances.

Keywords WPS · FRT · PMSG

1 Introduction

Power quality improvement at the point of grid interface with the high-level integra-
tion of wind power systems (WPS) is the most important aspect to be given attention.
Modern grid codes are emerging with a substantial rise in the integration of WPS
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into the transmission and distribution grid. Essentially, these grid codes firmly frame
the fault ride-through (FRT) requirements at the interconnection point of WPSs to
the grid, commonly referred as point of common coupling (PCC). FRT is explicitly
defined with voltage-time profile, for which the wind farm must remain connected
to the grid during grid disturbances. Figure 1 shows the FRT profile framed by the
Indian Electricity Grid Code (IEGC) forWPS connected at the voltage level of 66 kV
and above [1]. It is noted from Fig. 1 that a wind farm shall remain connected to the
power network under the sag conditions when the voltage measured at PCC is within
the shaded region for various grid fault conditions. A voltage sag of 85% is the most
severe fault condition, as dictated by IEGC.

Most of the commercially available new MW scale wind turbines are based on
variable-speed generators of either a doubly fed induction generator (DFIG) or a
PMSG [2]. The DFIG based wind turbines are completely exposed to the grid faults,
and special control measures must be incorporated to safeguard it against grid fault
conditions. However, PMSG-based wind turbine is fully decoupled from the grid
through power converters employed for interfacing and power control. Hence, with
more fringing grid codes, PMSG-based WPSs are becoming more promising in ease
of accomplishing FRT rather thanDFIG. In addition to that, PMSGalso offers several
advantages of gearless construction [3, 4], full controllability of speed for evacuating
maximum power, maximum reactive power support to the grid.

The operation of PMSG-basedWPSs under various grid fault conditions has been
periodically investigated in the literature. Initial works weremainly aimed to develop
a scheme to use a dc-link braking chopper with and without an energy storage system
to enhance the FRT requirement [5–7]. However, an additional hardware requirement
increases the overall cost of the system.

The recent works have been focusing more and more on the controlling aspects
of the WPS power converters to inject the generated wind power into the grid even
under grid fault conditions. Hence, to meet up with the grid code compliance, several
configurations ofWPSs are employed [8–12]: voltage source converter (VSC)-based
back–back topology, neutral point clamped (NPC) back–back converts, uncontrolled
rectifier with DC chopper. The primary goal of these configurations is to suppress

Fig. 1 FRT requirements of
IEGC
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the oscillation in the dc-link voltage and real and reactive power of the gird under
symmetrical and unsymmetrical voltage sag. Specifically, the VSC-based back–
back topology is gaining utmost importance with new innovative control techniques
in recent decades. With the conventional dc-link voltage control on the grid side
converter (GSC) a dual vector control scheme has been implemented in [13–15] for
the positive and negative sequence of inner current loop. However, during grid fault,
the GSC goes out of control in maintaining the dc-link voltage. As the machine side
converter (MSC) is not directly connected to the grid, an alternative method has been
suggested in [16] to employ the dc-link voltage control strategies on the MSC. The
GSC dictates the amount of power to be injected into the grid. Hence, under fault
conditions the speed of the generator is increased, thereby reducing the power injec-
tion into the grid to maintain the dc-link voltage for the given wind velocity. This
controlling technique has also been addressed with hybrid adaptive proportional–
integral (PI) controller in [17] and with the feedback linearization controller in [18].
Though the power of PMSG is controlled by GSC, still there is a need for dual
current controllers for the positive and negative-sequence reference frames. Also,
the reported works examine very limited grid disturbances with only the voltage sag
magnitude without considering the corresponding phase jump.

This paper aims to develop a novel control scheme for PMSG-based WPS, which
possibly addresses all kinds of abnormal gird conditions of symmetrical and unsym-
metrical voltage sags, phase-angle jump and harmonics. Section 2 presents the d–q
modelling of MSC and GSC. This section also examines the classification and char-
acterization of various gird disturbances that occur at PCC. Section 3 proposes a
simple modified vector control scheme for the GSC, which will be used to validate
the simulation results over the conventional schemes under various grid faults. The
control scheme is implemented in the positive synchronous frame (PSF) with the
additional voltage and current oscillations compensation blocks, without the need
for dual vector control loops. Finally, Sect. 4 simulates the analytical modelling of
WPS in PSCAD/EMTDC and is subjected to various grid disturbances to investi-
gate the transient overshoots and steady-state oscillations that appear in the dc-link
voltage and real and reactive power of the grid.

2 A System Modelling

Figure 2 depicts the overall configuration of PMSG-based grid-integrated WPS. A
two-level VSC topology is used for both the MSC and GSC. The MSC is needed to
be controlled for maximumwind power evacuation for the given wind velocity. Also,
in addition to the regular power flow control (dc-link voltage and grid reactive power
control), the GSC is needed to be controlled for oscillation suppression in the system
parameters during grid disturbances. Hence, for the proper modelling of a controller
structure a complete analysis from modelling of wind turbine to the characterization
of grid disturbances is required.
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Fig. 2 PMSG-based grid-integrated WPSs

2.1 Modelling of Wind Turbine

The mechanical output power Pm of a wind turbine is formulated as given in (1) [19]

Pm = 1

2
ρACpν

3 (1)

Since the air density (ρ) and the swept area of the turbine (A) are constant, for
the given wind velocity (ν), the output power of the turbine can be maximized
by maximizing the power conversion coefficient Cp. Without pitch angle control
mechanism, Cp will be the function of only tip-speed ratio λ, which is defined as

λ = ωmr

ν
(2)

The Cp–λ characteristics is constant for a given wind turbine. Hence by fixing
λ for the maximum coefficient of Cp, the optimum speed is determined for a given
wind velocity, which corresponds to the speed of the maximum output power of the
turbine.

2.2 Modelling of PMSG

Figure 3 shows the space vector representation of PMSG, the permanent magnet;
i.e., the flux of the machine is aligned along the d-axis, and q-axis is in front of axis d
by an electrical degree of 900. For sinusoidal flux distributions of permanent magnet
AC machine [26], the stator voltage in d–q axis in generator mode is modelled as
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Fig. 3 Space vector
representation of PMSG

vsd = Lsd
disd
dt

+ Rsisd − Lsqisqωes (3)

vsq = Lsq
disq
dt

+ Rsisq + Lsdisdωes + ψPMωes (4)

with

ψq = Lsqisq (5)

ψd = Lsdisd + ψPM (6)

Also, the expression for the generator electrical torque T e, stator real and reactive
power in d–q model is derived to be

Te = 1.5pp
(
ψPMisq + (

Lsd − Lsq
)
isdisq

)
(7)

Ps= 1.5
(
vsqisq + vsdisd

)
(8)

Qs = 1.5
(
vsqisd − vsdisq

)
(9)

The dynamic one mass model of the mechanical system is described by

Tm − Te = J
dωm

dt
+ Bωm (10)

The generator torque T e for the surface mounted PMSG is obtained by equating
Lsq= Lsd in (7), which results in

Te = 1.5pp
(
ψPMisq

)
(11)
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Since speed control is employed for maximum power extraction Te can be
controlled by controlling the speed of the generator, which in turn controls the real
power of the generator. Hence, from (11) it is clear that isq corresponds to a real power
current component. However, the reactive power of the generator is controlled by
controlling isd.

2.3 Modelling of GSC

The GSC control is also modelled in d–q frame by aligning the grid phase voltage
along the q-axis. The GSC model in the d–q frame is given as

L f
digd
dt

= ωgigqL f + vgd − Rfigd − vc2d (12)

L f
digq
dt

= −ωgL figd + vgq − Rfigq − vc2q (13)

C
dVdc

dt
= idc2 − idc1 (14)

The average active and reactive power of the grid under the steady-state condition
in d–q frame is defined in (15) and (16)

Pg = 1.5
(
vgqigq + vgdigd

)
(15)

Qg = 1.5
(
vgqigd − vgdigq

)
(16)

Since grid voltage is aligned with q-axis vgd becomes zero, and hence grid real
and reactive power is controlled by controlling igq and igd, respectively.

2.4 Characterization of Grid Disturbances

For achieving FRT requirements and to improve the controller performance of WPS,
insight knowledge of various grid disturbances that occur at PCC should be known
properly. When a fault occurs at any point in the power network, the grid voltage will
drop to the lower levels (voltage sag). The type of voltage sag that can be expected at
PCC is A, C, D, and F [23]. The main causes of voltage sag are short-circuited and
earth faults in the grid. Since the voltage in the 50 Hz system is a phasor quantity
with magnitude and phase angle, a short-circuit in the system not only causes a drop
in voltage magnitude but also a change in the phase angle of the voltage. The degree
of phase-angle jump (ϕ) for the respective voltage sag is determined by (17) [25]
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arg
(
Vsag

) = arg(ZF) − arg(ZS + ZF) (17)

where the voltage sag magnitude V sag at PCC during fault is defined with source
impedance ZS and fault feeder impedance ZF and it is given as

Vsag = Vs
ZF

ZS + ZF
(18)

with (ZF/ZS= τejϕγ ), (18) can be rewritten as

Vsag = Vs
τe jγ

1 + τe jγ
(19)

where τ is a measure of the electrical distance to the fault and γ the impedance angle,
is the measure of angle between ZS and ZF, which is constant for any feeder/source
combination.As a result, a unique relation between voltage sagmagnitude and phase-
angle jump exists for a given impedance angle. A typical impedance angle value for
transmission, distribution, and offshore wind farms with submarine/underground AC
cables is defined to be 0°, −20°, and −60°, respectively [25]. Figure 4 shows the
relation between the sagmagnitude and the corresponding phase-angle jump for these
impedance angles. Hence, it is inferred that for any voltage sag conditions specified
in IEGC, the corresponding phase-angle jump can be predicted from Fig. 4. e.g., for
90, 70, and 50% of voltage sag magnitudes, the phase-angle jump is predicted as
−5.7°, °9.5°, and −12.5°, respectively, as per tabulated in [24], for the distributed
system. Utility harmonics is another important issue to be addressed under grid
disturbance, which is the result of modern developments in electricity utility with
the use of electronic power conditioning modules.

Fig. 4 Voltage sag
magnitude versus
phase-angle jump for various
impedance angles
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3 Proposed Control Scheme

3.1 Impact of Grid Voltage Disturbances

The voltage sag of x% in a—phase of the grid voltage with its associated phase-angle
jump creates a double times grid frequency oscillation in the d–q frame voltages.
Similarly, the grid voltage in d–q frame with the presence of predominant harmonics
of 5th and 7th in the grid voltage has six times grid frequency oscillation [27]. Hence,
in general, the grid voltage in PSF under various grid disturbances can be expressed
in terms of dc component and oscillating component. The same will hold for the grid
currents also. The grid voltage and current in PSF is expressed as

v+
gd = v+

gddc + v+
gdosc (20)

v+
gq = v+

gqdc + v+
gqosc (21)

i+gd = i+gddc + i+gdosc (22)

i+gq = i+gqdc + i+gqosc (23)

Correspondingly, the real and reactive power of the grid in PSF is given by

Pg = 1.5

(
v+
gqdci

+
gqdc + v+

gddci
+
gddc + v+

gqosci
+
gq cos c + v+

gdosci
+
gqosc

+v+
gqosci

+
gddc + v+

gdosci
+
gqdc + v+

gqdci
+
gdosc + v+

gddci
+
gqosc

)

(24)

Qg = 1.5

(
v+
gddci

+
gqdc − v+

gqdci
+
gddc + v+

gdosci
+
gdosc − v+

gqosci
+
gqosc

+v+
gdosci

+
gddc − v+

gqosci
+
gqdc + v+

gddci
+
gdosc − v+

gqdci
+
gqosc

)

(25)

It is clear from (24) and (25) that the real and reactive power injected into the grid
contains oscillating components in addition to the required power.

3.2 Control Structure

For various grid voltage disturbances, there is a noticeable oscillation in the d–q
frame of grid voltages and currents. Hence, under grid voltage disturbances, two
primary controls need to be adopted, one for the proper tracking of the grid voltage
phase - angle and frequency and the other to suppress the oscillation in the system
quantities. The phase lock loop (PLL) structure with themoving average filter (MAF)
employed in [22] is used in this paper, to efficiently track the grid voltage phase angle
θg and frequency ωeg under grid disturbances of voltage sag, phase-angle jump, and
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harmonics. The MAF in discrete-domain is realized in (26) [21]

X(Z) = 1

N

(
1 − Z−N

1 − Z−1

)
X(Z) (26)

Since most practical grid disturbances result in the integer multiples of grid
frequency oscillations, the order of the filter N is chosen to filter oscillation with
the frequency of 100, 200, 300, etc.

The controller structure for GSC starts with the analytical modelling from (12)–
(14). When power loss in both MSC and GSC are ignored, the dc-link power on the
GSC is equated to grid real power i.e.

Pdc2 = idc2Vdc2 = 3

2

(
vgqigq + vgdigd

)
(27)

By substituting (27) in (14), isq is found to be

igq =
2Vdc
3vgq

(
V dVdc

dt + idc1
) − vgdigd

Vdc
(28)

Figure 5 gives the block diagram representation of the system along with its
controller structure for the dc-link voltage control. It is clear from the block diagram
representation that the term (2V dc − vgdigd)/3vgq must be included in the controller
structure for the cancellation of a similar term that presents in the plant modelling.
Exclusion of this block may not affect the system performance under normal grid
conditions; however, for grid disturbance the oscillation in the systemparameterswill
not cancel out significantly. Hence, this voltage cancellation block must be included
in the controller design.

From (24) and (25) it is evident that grid disturbance introduces a considerable
amount of oscillation in real and reactive power of the grid. Because of this oscillating
power flow, there will be an oscillation in the dc-link voltage. If these oscillations

Fig. 5 Block diagram representation of GSC with the dc-link controller
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Fig. 6 Proposed controller structure for GSC

are not controlled properly it may lead to a severe problem of degrading the perfor-
mance of dc-link capacitance and VSCs. Hence, a proper measure should be taken to
suppress the oscillation in the dc-link voltage and real and reactive power of the grid.
Since the real and reactive power of the grid is controlled by controlling the currents
igq and igd, respectively, the amount of oscillation in the current components can be
determined, and the same can be used to cancel out the oscillation in the grid current.
The oscillating current components can be determined by rewriting (24) and (25)
in matrix form and the oscillation current components in d–q axis are determined
by forcing the oscillation components of real and reactive power of grid (Pgosc and
Qgosc) to be zero [27].

Hence, by knowing the average powerPg from (35) and reactive powerQg demand
by the grid, the oscillating current component in the d–q frame is derived. This current
oscillating term is added with the reference current generated in Fig. 5 to cancel out
for significant oscillation in the system parameters. Hence, the proposed controller is
farmed with two additional oscillation cancellation blocks of voltage and current as
shown in Fig. 6 to enhance the PMSG operation even during the grid disturbances.
Also, the current oscillation compensation components are derived analytically. As
depicted in Fig. 7 the MSC control uses the conventional speed control design to
evacuate the maximum power from the wind.

4 Simulation Results

In this section, extensive analytical simulation is carried out in PSCAD/EMTDC
software to examine the performance improvement of the 1.5 MW PMSG system
under different types of grid disturbance with the proposed controller structure. A
comparative analysis is also presented for each case of disturbancewith three different
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Fig. 7 MSC speed and reactive power controller block

control techniques: (i) conventional vector control; (ii) vector control with current
oscillation cancellation method; (iii) proposed control method. The PI controllers for
MSC and GSC are designed as per the guidelines presented in [20] with a damping
ratio ε = 0.707, and its estimated values are given in the Appendix (Table 2).

Different cases are analysed for the performance evaluation of the system, and
the simulated indices are presented below.

Case 1: The transient analysis of PMSG for the change in wind velocity is depicted
in Fig. 8. Initially, the system operates with the wind velocity of 12 m/s, and the
wind velocity is changed to 8 m/s at t = 10 s. The simulation results are presented
only for the proposed controller to show the system performance under normal grid
conditions.

Case 2: The fault condition of 10% voltage sag is created in a-phase voltage at t = 5 s,
and the notable system performance for the rated wind velocity is depicted in Fig. 9.
It is clear that with proposed controller the amount of oscillation is considerably
suppressed in real and reactive power of the grid.

Case 3: The PMSG operation under symmetrical three-phase fault is tested by
imposing a 70% Type-A fault (three-phase fault) with zero phase jump. Figure 10
shows the comparative analysis for three controllers. Controller (iii) maintains the
dc-link voltage constant irrespective of the fault condition, whereas controllers (i)
and (ii) fails to maintain the dc-link voltage constant. However, the simulation study
is also carried out with 90 and 80% of Type-A fault, where the controllers (i) and
(ii) maintained the dc-link voltage constant. Hence it is clear that even for higher
symmetrical voltage sag the proposed controller works effectively.

Case 4: A system performance index for Type-C voltage sag is tested by creating
voltage sagmagnitude and phase-angle jumpof 80%and−80, respectively. Figure 11
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Fig. 8 Performance of PMSG system during wind speed change from 12 to 8 m/s: a Actual (ωm)
and reference (ωmref) speed; b PMSG Stator Power (MW); (c) Stator voltages in d–q frame (V);
d Stator current in d–q frame (A); e dc-link voltage (V); f Grid currents (A); g Grid phase voltages
(V); h Grid real power (kW); i Grid reactive power (VAR)

gives the comparative study of three controllers. With controller (iii), the percentage
of oscillation in dc-link voltage, real power, and reactive power of gird is reduced
considerably compared to other controllers.

Case 5: A 7% of 5th and 7th harmonics are injected into the grid voltage to test the
effectiveness of the system performance. Figure 12 shows the dc-link voltage and
real power injected into the grid. The amount of oscillation in dc-link voltage and
grid real power is measured to be 0.008% and 4.1%, respectively.

Also, the performance analysis is carried out for other different fault conditions
of phase to phase (Type C and D) and two-phase to ground (Type F) faults. The
numerical value of system parameters comparison for three controllers is presented
in Table 1. The simulation study is performed for a voltage sag magnitude of 90%,
70%, and 50% with their corresponding phase-angle jump (ϕ) of −5.70, −9.70 and
−12.50, respectively. For 50% voltage sagmagnitude Type F fault with phase – angle
jump of 00, controllers (i), and (ii) failed to maintain the dc-link voltage constant. A
similar case arises for controller (i) under Type C fault with ϕ = -12.50.

5 Conclusion

Amodified vector controller with voltage and current oscillation cancellation blocks
is proposed in this paper to enhance the FRT characteristics of the PMSG-based
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Fig. 9 Performance of controllers (i) Conventional vector control; (ii) current oscillation cancella-
tion method and (iii) Proposed method during a voltage dip of 10% in ‘a-phase’: a dc-link voltage
(V); b Grid real power (MW); c Grid reactive power (VAR); d Grid currents (A)

Fig. 10 Performance of controllers (i) Conventional vector control; (ii) current oscillation cancel-
lation method and (iii) Proposed method during Type-A (3φ symmetrical) fault with 70% voltage
sag magnitude: a Grid phase voltages (V); b dc-link voltage (V)



316 R. Vijaya Priya and R. Elavarasi

Fig. 11 Performance of controllers (i) conventional vector control; (ii) current oscillation cancel-
lation and (iii) Proposed metho during Type-C fault with 80% voltage sag magnitude and −80
phase-angle jump: a dc-link voltage (V); b Grid real power (kW); c Grid reactive power (VAR);
d Grid currents (A); e Zoomed in view of grid currents (A)

Fig. 12 Simulated results with distorted grid voltage: a Grid phase voltages (V); b dc-link voltage
(V); c grid real power (MW)
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Table 1 Summarized controller’s performance for different types of faults

Type of fault % of oscillation in Vdc and Pg

Controller (i) Controller (ii) Controller (iii)

Voltage Sag
magnitude of
90%

ϕ Vdc Pg Vdc Pg Vdc Pg

Type-C 0° 0.057 6.1 0.023 4.4 0.023 2.6

−5.7° 0.0307 2.7 0.0307 2 0.0066 1.3

Type-D 0° 0.024 2.58 0.018 1.42 0.003 0.63

−5.7° 0.028 2.95 0.039 1.57 0.02 0.6

Type-F 0° 0.032 3.97 0.025 2.42 0.006 1.24

−5.7° 0.0169 1.92 0.0124 1.11 0.002 0.054

Voltage Sag
magnitude of
70%

Type-C 0° 0.153 10.3 0.063 7.03 0.022 4.2

−9.5° 0.021 11.3 0.0072 9.7 0.0032 5.7

Type-D 0° 0.142 9.9 0.06 6.05 0.020 4.1

−9.5° 0.166 10.52 0.066 6.41 0.023 4.73

Type-F 0° 0.0413 4.9 0.028 3.17 0.008 1.93

−9.5° 0.156 8.8 0.05 5.87 0.017 3.9

Voltage Sag
magnitude of
50%

Type-C 0° 0.866 32.9 0.233 13.9 0.123 11.4

−12.5° – – 0.124 17.8 0.032 16.6

Type - D 0° 0.848 33.2 0.2 13.7 0.066 12.7

−12.5° 0.866 33.5 0.327 14.89 0.066 10.5

Type-F 0° – – – – 0.09 10.7

‘−’ controller failed to maintain dc-link voltage constant

wind power systems. The system rating of 1.5 MW is considered for testing the
controller performance. The control scheme is implemented without the need for
dual loop vector control, and a simple analytical method is used to determine the
current oscillating components. The effectiveness of the control scheme is validated
for various types of grid faults with various types of voltage sag and also with
the distorted grid voltage. The superior performance of the proposed controller in
comparison with the conventional controllers is proved.

Appendix

See Table 2.
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Table 2 Types of fault Types of faults Voltage expression

A Va = V

Vb = − 1
2V − j

√
3
2 V

Vc = − 1
2V + j

√
3
2 V

C Va = E1

Vb = − 1
2 E1 − j

√
3
2 V

Vc = − 1
2 E1 + j

√
3
2 V

D Va = V

Vb = − 1
2V − j

√
3
2 E1

Vc = − 1
2V + j

√
3
2 E1

F Va = V

Vb = − 1
2V − j

√
3
( 1
3 E1 + 1

6V
)

Vc = − 1
2V + j

√
3
( 1
3 E1 + 1

6V
)
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Phase Balancing of DG-Integrated Smart
Secondary Distribution Network

Swapna Mansani, R. Y. Udaykumar, Santoshkumar, M. A. Asha Rani,
and S. Sreejith

Abstract Distribution system is a complicated and significant contributor to the
overall losses of power system, wherein the loss due to unbalanced loading at each
bus is often overlooked and is vital to consider the same. Unbalance in the system can
be mitigated by using one or more of the following techniques: network reconfigu-
ration, Phase Balancing (PB), reactive compensation, distributed generations (DG)
integration, etc. With the evolution of smart meters, PB of whole feeder by rephasing
Consumer ServiceMains (CSM) is achievable. As renewable generation at consumer
level is making headway, balancing a distribution system by considering consumer
load pattern in DG-integrated system is essential. With this motivation, the effect of
PB at each bus in the presence of DG on system losses is examined and investigated
in this paper. It is achieved through the development of phase balancing algorithm
(PBA) in combination with backward sweep technique requiring an overall lesser
computational effort. The developed algorithm is tested in MATLAB considering
the IEEE 13 bus feeder along with optimally placed DGs. The performance of the
developed algorithm is evaluated with an objective to reduce line losses, the number
of rephasings, branch current and neutral current, thereby to enhance the bus voltage
profile.

Keywords Distributed generation · Phase Balancing · Secondary distribution
network

S. Mansani (B) · M. A. Asha Rani · S. Sreejith
Department of Electrical Engineering, National Insitute of Technology Silchar, Silchar, Assam,
India
e-mail: swapnamansani@gmail.com

R. Y. Udaykumar
Malaviya National Institute of Technology Jaipur, Jaipur, Rajasthan, India

Santoshkumar
School of Electrical and Electronics Engineering, REVA University, Bengaluru, Karnataka, India

© Springer Nature Singapore Pte Ltd. 2021
N. Zhou and S. Hemamalini (eds.), Advances in Smart Grid Technology, Lecture Notes
in Electrical Engineering 688, https://doi.org/10.1007/978-981-15-7241-8_23

321

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7241-8_23&domain=pdf
mailto:swapnamansani@gmail.com
https://doi.org/10.1007/978-981-15-7241-8_23


322 S. Mansani et al.

1 Introduction

The increase in population, urbanization, depleting fossil fuels, and increased envi-
ronmental concerns has led to the concept of energy saving and DG utilizing green
resources. The most effective approach for meeting energy demands (when power
demand is more than the generation) is through efficient use of energy and its
conservation. The typical power system with different levels of voltage at each step
comprising generation, transmission, and distribution (T&D) is shown in Fig. 1.

In the process of T&Dof power,we come across a lot of losses due to transformers,
lines, protection equipment, power factor, etc. The losses in the distribution system
are relatively high as compared to other loss contributors in power system and are to
be attended to make the system more efficient by reducing them.

These losses are categorized into: conductor impedance (unbalanced loading,
network designing, I2R loss), improper earthing, low power factor (inductive loads,
converters), equipment losses (distribution transformer core and winding losses,
energy metering losses), protection and monitoring device losses. The loss due to
unbalanced loading is one of the significant contributors to distribution loss, and the
methods ameliorating the same need more emphasis.

Distribution networks are often unbalanced due to feeder laterals design/structure
(single- and two-phase feeder laterals), and unequal loading by CSM (single, two
and three-phase CSM) as shown in Fig. 2. The effects of unbalance on system perfor-
mance are (i) reduced system peak load supplying capability, (ii) deteriorated trans-
former’s, and other equipment’s lifespan, (iii) increased neutral current, (iv) poor
voltage regulation, and (v) mal-operation of the protection system.

Fig. 1 Single line diagram
of the power system
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Fig. 2 Schematic diagram of secondary LV distribution network

The load unbalances can be addressed using two approaches: (i) Network recon-
figuration: It is carried out at the system level by proper switching of sectionalizing
and tie switches. The load from the heavily loaded area is transferred to the lightly
loaded area. (ii) PB: It is carried out at feeder level by rephasing the CSM loads
among the phases with a motto to have all three phases equally loaded. Among the
approaches mentioned above, the former leads to heavy current flow and voltage
unbalance in some cases and also may not result in effective balancing among the
phases as it addresses unbalance due to feeder lateral. Whereas the latter approach
reduces the unbalance problem at the location of unbalance instigation (unbalanced
loading by CSMs).

In general, the implementation of such rephasings is achieved through algo-
rithms referred to as PBAs. The various programming technique-based PBAs till
date are using mixed-integer programming technique [1], simulated annealing [2],
genetic algorithm [3], [4], heuristic backtracking search [5], [6] immune algorithm
[7], bacterial foraging oriented by particle swarm optimization [8], fuzzy logic [9],
[10, 11], automated mapping, facilities management, geographic information system
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[12], hybrid greedy fuzzy logic [13], and self-adaptive hybrid differential evolution
algorithms [14].

A few of the widely used objective functions for the above said PBAs are: the
critical branch PB of single-phase CSM loads to minimize the maximum unbalanced
flow of branch current is computed in [1, 15]. The average unbalance per phase is
calculated and compared with the threshold value, further a fuzzy logic technique is
applied for load balancing in [9, 16]. ThePB tominimize power loss andphase current
deviation is presented in [3, 14, 17]. The phase unbalance index (PUI) is mentioned
in [5, 18] and multi-objective function is reported in [8, 19, 20], utilization factor
[21].

In nutshell, the above PB techniques as applied to Fig. 2 can be categorized as:

Substation alone balancing: Balancing at point A only.
Partial feeder balancing: Balancing at feeder point B1 or B2 individually or
collectively.
Whole feeder balancing: In contrast to previous methods, balancing at each
individual bus refers to entire feeder balancing.

Recently, PBAs have demonstrated balancing of whole secondary distribution
feeder by rephasing single-phase and three-phase CSMs, smart meters, and capacitor
placement [22–28]. Backward sweep PBA balances the whole feeder using simple
mathematical formulations by considering time-varying individual CSM load profile
and movable feeder laterals [23, 24]. The Backward sweep technique is used to
achieve a complete balancing of the selected bus accounting downstream loads. The
effectiveness of the backward sweep PBA (i.e., whole feeder balancing) over the
existing PBAs given in the literature (like substation alone balancing and partial
feeder balancing) is demonstrated for the secondary distribution system without DG
integration.

Owing to the current integration of many renewable energy sources like a roof-top
photovoltaic, electric vehicle, biogas, etc., into the distribution utility, it is imperative
to include their presence in PB, which is worth investigating.

This paper aims at developing a backward sweep PBA for DG-integrated smart
secondary distribution system. One of the ways to achieve this is by considering
such DGs as the negative lumped load in the process of balancing the bus while
keeping the remaining aspects intact. The proposed algorithm is applied to the IEEE
standard unbalanced 13 bus test feeder with optimally placedDG [29] to demonstrate
its performance with the motive of line loss reduction, enhancement of the voltage
profile, diminution of neutral current, and a minimum number of phase moves.
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Fig. 3 Renumbered IEEE 13 bus test feeder

2 System Considered for the Study: IEEE 13 Bus Test
Feeder

The IEEE 13 bus system [29] shown in Fig. 3 is an unbalanced distribution system
with a base voltage of 4.16 kV and load data is enlisted in Table 1. The load data
considered for the study is generated randomly (aggregate load at each bus is equal
to the load data of IEEE 13 bus test feeder) as PB needs individual CSMs load data
at each bus.

3 Proposed PBA Using Backward Sweep Technique

The proposed algorithm aims to obtain the rephasing arrangement of single-phase
CSMs and feeder laterals in a DG-integrated secondary distribution system. Here,
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Table 1 IEEE 13 bus test feeder load data

Spot load

Bus Phase A Phase B Phase C

kW kVAr kW kVAr kW kVAr

4 160 110 120 90 120 90

5 0 0 170 125 0 0

6 0 0 230 132 0 0

7 385 220 385 220 385 220

8 0 0 0 0 170 151

9 485 190 68 60 290 212

11 128 86 0 0 0 0

12 0 0 0 0 170 80

Total 1158 606 973 627 1135 753

Distributed load

Bus 1 Bus 2 Phase A Phase B Phase C

kW kVAr kW kVAr kW kVAr

2 7 17 10 66 38 117 68

algorithm considers DG capacity as a negative load and uses simple mathematical
terms such as average load per phase, average load per CSM, and possible combi-
nations of the required number of CSM to be rephased as they are self-sufficient to
obtain the rephasing arrangement of CSM at each bus. Such an approach is consid-
ered since the number of CSMs will be very few as the balancing is performed at
each individual bus.

As a first step, the average load per phase and average load per single-phase CSM
are computed. The amount of load to be moved in/out of the phase is the difference
between the existing load on phase and average load per phase. The approximate
number of CSMs to be moved in/out is estimated based on the computed values.
Secondly, all the possible combinations of CSMs are computed for the obtained
number of CSMs to be moved. Finally, that combination of CSMs resulting in the
overall loading equal to the computed amount of load to be moved is selected. As
per the selected combination, the respective CSMs are rephased. The same is shown
in Figs. 4 and 5, respectively. Case A of Fig. 4 is presented in Fig. 5 and is similar to
other cases from B to F.

However, balancing at each bus is considered to treat the instigation of the unbal-
ance problem at its root level. Further to achieve whole feeder balance to reduce
all branch currents and neutral current, single-phase CSMs are balanced at each bus
using a backward sweep technique by considering single-phase and two-phase feeder
laterals as movable from tail end to the feeder origination. In the backward sweep,
the load on the rephased bus is considered as a lumped/immovable load at the next
monitoring bus. Thereby this combination results in network balance with respect to
any bus as swept from the forward end.
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Fig. 4 Proposed single-phase CSMs PBA flowchart
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Fig. 5 Continuation of proposed single-phase CSMs PBA flowchart

The process of PB from tail end to the origin of the feeder is explained below by
considering IEEE 13-bus test feeder.

• As the load at bus 13 is absent, it does not require PB.
• Since the branches 12–10 and 11–10 are single-phase feeder laterals, bus 11 and

12 does not require PB.
• Bus 9 is of three-phase nature having both three-phase and single-phase

CSMs. Balancing of single-phase CSMs is carried out by assuming three-phase
consumers load as lumped load irrespective of its balance status.
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• Bus 8 is of three-phase natures consisting of only single-phase CSMs on phase
C. Thus, a few CSMs on phase C are transferred to phase A and B by accounting
load at bus 9 as lumped.

• Bus 7 is of three-phase nature having both three-phase and single-phase CSMs.
Balancing of single-phase CSMs is carried out by considering the load at bus
10 as movable and assuming three-phase consumers load and loads at bus 8 as
lumped.

• Bus 6 is of two-phase nature consisting of CSMs on phase B alone. While
transferring a few loads on phase B to phase C, bus 6 is balanced.

• PB at bus 5 is accomplished in the same manner as that of bus 6 by considering
the load at bus 6 as lumped.

• Balancing at bus 4 is accomplished in the similar way as that of bus 9. The load
on bus 4 is reflected as lumped load on bus 3 and thus bus 3 does not require
balancing since it has no CSMs.

• Bus 2 is of three-phase nature having both three-phase and single-phase CSMs.
Balancing of single-phase CSMs is carried out by considering the load at bus 5
as movable and assuming three-phase consumers load and loads at bus 7 and 3 as
lumped.

4 Results and Discussion

PB of single-phase CSM using a backward sweep technique algorithm is developed
in MATLAB. The performance of the algorithm is evaluated by considering the
following figures of merits like line loss, individual bus loading, branch current,
neutral current, bus voltage, and average unbalance index (AUI)

( |(Sa − Sb)| + |(Sb − Sc)| + |(Sc − Sa)|
3

)
.

The IEEE 13 bus test system with DG is considered and the backward forward
sweep load flowmethod is employed for computing line loss, branch current, neutral
current, and bus voltage. In [30], the IEEE 13-node system was tested to identify
the optimal locations and capacities for DGs installation, with an objective function
including static voltage stability index, three-phase unbalance index, system relia-
bility index, and DG investment cost; the study showed that bus 11 phase a and bus
12 phase c are the best DG location with DG capacities of 200 kW and 150 kW,
respectively [30]. The same results are used here to study the effect of PBA in DG
integrated smart secondary distribution network.

Here, four different cases are considered to evaluate the performance of the
proposed algorithm. They are (i) System without DG and PB, (ii) System with DG
and without PB, (iii) System without DG and with PB, (iv) System with DG and PB.

With the application of backward sweep technique for balancing single-phase
CSMs alone, the line losses before and after balancing are 622.04 kWand 516.83 kW,
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Table 2 Load profile, AUI, and power loss for PB of single-phase CSMs using backward sweep
technique

Pa Pb Pc Qa Qb Qc AUI Loss

!DG !PB 1175 1039 1252 616 665 821 175.73 622.04

DG !PB 975 1039 1102 616 665 821 147.28 558.22

!DG PB 1223.47 1204.60 1037.93 705.91 765.20 630.88 141.64 563.14

DG PB 1120.31 1107.76 887.93 761.29 709.83 630.88 176.84 516.83

!DG !PB: without DG and PB; DG !PB: with DG and without PB; !DG PB: without DG and with
PB; DG PB: with DG and PB; P (in kW); Q (in kVAR); Loss(in kW)

respectively, with a loss reduction of 16.91%. The feeder load profiles, their AUI, and
losses are listed in Table 2 and it can be inferred that there is a decrease in loss and
the system has achieved an enhanced balance, which is also evident from the plots in
Fig. 6. It is evident from the Fig. 6, neutral current has reduced, voltage profile has
improved, and unbalance among phase branch currents is reduced by reducing their
line losses. Further results demonstrated that backward sweep PBA is applicable for
DG-integrated secondary distribution systems also.

5 Conclusion

PB is one of the preferred methods in secondary distribution energy management.
In this work, the development of an algorithm for balancing the single-phase CSMs
along with feeder laterals to achieve the whole feeder balancing of DG-integrated
secondary distribution system is the prime focus.

On this line, an algorithm was developed for balancing single-phase CSMs using
a backward sweep technique by considering feeder laterals as movable at each bus,
respectively, with an objective of line loss reduction, minimum number of phase
moves, branch current and neutral current reduction, and enhanced voltage profile.
Performances of the developed algorithms were evaluated by considering the IEEE
13 bus test feeder system with DG.

Following the successful evaluation of algorithm and the corresponding results
presented, it is worth mentioning that for the standard IEEE 13 bus test feeder, PB of
single-phase CSM using backward sweep technique by considering movable feeder
laterals is found to have an appreciable line loss reduction of 16.91%.
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Fig. 6 Results for PB of single-phase CSMs using backward sweep technique : a neutral current,
b branch current, c node voltage
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Estimation of Payback Period
Incorporating SVC and TCSC in SCUC
Problem

S. Sreejith, M. A. Asha Rani, and Swapna Mansani

Abstract This paper focuses in estimating the payback period and percentage
recovery with static var compensator (SVC) and thyristor controller series compen-
sator (TCSC) in an SCUC problem applying artificial bee colony (ABC) algorithm.
ABC algorithm mimics the foraging behavior of employed, unemployed, and scout
bee in a bee colony system. SCUC problem aims in reducing the operating cost satis-
fying all system, unit, and security constraints. The SCUC problem is disintegrated
as master problem (unit commitment—UC) and subproblem (security-constrained
economic dispatch—SCED). The capability of SVC and TCSC to regulate the power
flow in lines and alleviating the overloading is exploited here. The optimal location
of the SVC and TCSC in a power system network is clearly illustrated. The profit
obtained with SVC, TCSC, and the payback period of these devices are explained
with respect to installation cost. The gain obtained with SVC and TCSC including
annual maintenance cost for a certain period of time is illustrated. SVC and TCSC
are modeled based on variable reactance modeling technique and incorporated in
IEEE 118-bus and south Indian 86 bus systems at their optimal locations. The total
generation cost obtained by solving SCUC using the heuristic approach is compared
with existing methods in literature.

Keywords Security-constrained unit commitment · Equated monthly installment
(EMI) · Artificial bee colony · Line outage
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Dt Total power demand at time t
fitp Fitness function of the solution p
Gi j , Bi j Y bus values between bus i and bus j
I(i,t) Commitment status of ith generation unit at tth hour
N Number of generator units
NB Number of busses
NB−1 Total number of buses without slack bus
NPQ Number of load buses
PG(i,t), QG(i,t) Power generation at ith bus at time t
PD(i,t), QD(i,t) Power demand at ith bus at time t
P(

i,min
),P(i,max) Power output limits of ith generator (MW)

Qmin
Gi , Qmax

Gi Reactive power generation limits for ith generating unit
R(i,t) Spinning reserve in MW/hour at tth hour
SUt

i , SD
t
i Startup and shut down cost of ith generator unit at time t,

T on
(i) ,T

off
(i) Up and down time of ith generator

T Generation dispatch time (hours)
UR(i), DR(i) Ramp up and ramp down rate limits for ith generator

Vmin
i , Vmax

i Limits of voltage magnitude at bus i (pu)
Xon(i, t) “ON” duration till time t for ith generator
Xoff(i, t) “OFF” duration till time t for ith generator
i Generator index
t Time index
Ne Number of bee positions
Bsvc, XTCSC Reactance of SVC and TCSC
i Interest rate per annum
L Period for which EMI has to be paid in months
S Range of operation of FACTS devices (MVAR)
Q2 Reactive power flowing in transmission line with FACTS devices

(MVAR)
Q1 Reactive power flowing in transmission line without FACTS

device (MVAR)

1 Introduction

Unit commitment problem (UCP) is an important decision-making problem for the
steady and economic operation of power system. The aim of UC problem is to
identify optimum schedule to commit the generators, while minimizing the cost of
power dispatched. This is obtained by satisfying the unit and system constraints.
When scheduling of the generators are carried out, it is ensured that the line flows
and bus voltages are within the specified limits. Such a commitment is called
as security-constrained unit commitment (SCUC) [1]. Flexible AC transmission
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systems (FACTS) devices are mostly employed for increasing the load ability of
the existing transmission lines [2]. UCP along with transmission security limits is
termed as SCUCP. In [3], Lagrangian relaxation (LR) method is used to solve SCUC
problem, which results in unreasonable relaxations when used for discrete variables.

Hybrid subgradient Dantzig--Wolfe method, an efficient decomposition method,
is used to solve long-term SCUC in [4]. Coupled flow and system voltage constraints
are incorporated with SCUC in [5]. In [6], the SCUC problem is decomposed into
master problem (UC) and subproblem (security checking) using Benders decompo-
sition, which are finally coordinated through Benders cut. But, excess decomposition
leads to suboptimal solution. In [7], SCUC is solved incorporating AC constrains.
Here, the augmented Lagrangian relaxation (LR) method and dynamic program-
ming (DP) are applied to solve UC. The subproblem checks AC network security
constraints. Semi-definite programming-based method is used to solve SCUC in [8].
Heuristic method could fail as generation constraints becomemore complicated. The
installation of FACTS devices is still limited because of complexity in control and
cost factor. The analysis of the recovery cost and payback period of FACTS devices
is essential to explain the importance.

The restructured power system in which security and economic conditions are
considered to be essential, this paper analyzes the effectiveness and payback benefits
of SVC and TCSC when incorporated with SCUC problem.

1.1 Proposed Work

In this paper, SCUC problem incorporating SVC and TCSC is solved using ABC
algorithm [9]. The cost recovery with FACTS devices and their payback period is
also discussed. The following analyses are carried out by incorporating SVC and
TCSC into the power system network

(a) Optimal location of SVC and TCSC is identified on an IEEE 118-bus system
and 86 bus system.

(b) The role of SVC and TCSC for improving and controlling the power flow in
transmission lines while reducing the total generation cost.

(c) The enhancement of system security by SVC and TCSC during a contingency
situation. Here, the contingency is created by opening a heavily loaded trans-
mission line. The ability of the FACTS devices to control the power flowwithout
violating the security constraints during the line outage is also studied.

(d) The cost recovery by the FACTS devices, and their payback period is
approximately analyzed with respect to the operating cost.

Here, ABC algorithm, which efficiently solves the constrained optimization prob-
lems, is used. UC, the master problem, is solved using binary coded ABC, and the
subproblem SCED is solved using real coded ABC algorithm [10].
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2 Problem Formulation

The objective of SCUC problem is to reduce the operating cost while satisfying the
system, network, and security constraints. TCSC and SVC are incorporated in the
network for improving the power transmission. Considering the installation cost of
SVC and TCSC, it is assumed that an equated monthly installment (EMI) is paid for
a specific span of time. This EMI calculation term is incorporated into the SCUC
problem formulation. This problem can be formulated as

Minimize
T∑
t=1

(
N∑
i=1

{
Fi

(
Pi,t

) · Ii,t + SUt
i · Ii,t · [1 − Ii,t−1] + SDt

i · [1 − Ii,t ]
}

+ Q

720

[
i ∗

(
(1 + i)L

(1 + i)L − 1

)
+ M

12

])
(1)

Fi (Pi,t ) = a + b ∗ Pi,t + c ∗ P2
i,t (2)

Q = 0.0003S2 − 0.3051S + 127.38 (For SVC) (3)

Q = 0.0015S2 − 0.7130S + 153.75 (For TCSC) (4)

where S = |Q2| − |Q1|
Subjected to

1. Power balance constraints

PGi,t − PDi,t = Vi,t

N∑
j=1

Vj,t (Gi j cos θi j + Bi j sin θi j ) i ∈ NB−1 (5)

QGi,t − QDi,t = Vi,t

N∑
j=1

Vj,t (Gi j sin θi j − Bi j cos θi j ) i ∈ NPQ (6)

2. ON/OFF constraints

[
Xon(i, t − 1) − T on(i)

] ∗ [
I(i,t−1) − I(i,t)

] ≥ 0 (7)

[
Xof f (i, t − 1) − T of f (i)

] ∗ [
I(i,t) − I(i,t−1)

] ≥ 0 (8)
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3. Generating capacity and ramp up/down constraints

Pr,min
i,t = max

{
Pmin
i , Pi,t−1 − DRi

}
(9)

Pr,max
i,t = max

{
Pmax
i , Pi,t−1 +URi

}
(10)

Pr,min
i,t Ii,t ≤ Pi,t ≤ Pr,max

i,t Ii,t (11)

4. Spinning reserve constraints

N∑
i=1

(Pi,max ∗ Ii,t ) ≥ Loadt + PLi,t , k ∈ [1, T ] (12)

5. Voltage and power flow constraints (security)

Vmin
i ≤ Vi,t ≤ Vmax

i i ∈ NB−1 (13)

∣∣BFi,t
∣∣ ≤ BFmax

i i ∈ NB (14)

Vmin
i,r ≤ Vi,r,t ≤ Vmax

i,r i ∈ NB−1, r ∈ Sc (15)

∣∣BFi,r,t
∣∣ ≤ BFmax

i,r i ∈ Nb r ∈ Sc (16)

6. Reactive power limits

Qmin
Gi ≤ QGi,t ≤ Qmax

Gi (17)

7. FACTS device limits

Bsvcmin ≤ Bsvc ≤ Bsvcmax (18)

XTCSCmin ≤ XTCSC ≤ XTCSCmax (19)

The EMI is calculated by

R = P ∗ r ∗ (1 + r)n

(1 + r)n − 1
(20)

where
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Fig. 1 Static var
compensator

Vi

I svc

Bsvc

P Cost of installation of FACTS devices, r = Rate of interest per annum,
n Number of EMI payments

3 Modeling of FACTS Devices

3.1 Modeling of SVC

Static var compensator (SVC) can provide variable reactive power to control the
variation in system voltages. This improves the stability of the transmission system.
If the reactive load in the system is leading, the SVC uses reactors (usually thyristor-
controlled reactors) which consumes the reactive power from the network, so that
the voltage reduces to the specified value. If the load in the system is lagging,
capacitive banks are switched on depending on the requirement, so that the voltage
profile is improved. The equivalent circuit of SVC under variable reactancemodeling
technique [11] is shown in Fig. 1. The power equation [3] is given below.

The reactive power injected by SVC at bus “i” is given by

Qsvc = −V2
i Bsvc (21)

where BSVC is the SVC susceptance.

3.2 Modeling of TCSC

TCSC is a series connected device which has the parallel combination of thyristor-
controlled reactor (TCR) and capacitor which is shown in Fig. 2. This has two
modes of operation namely inductive and capacitive depending on the reactive power
requirement.

In inductive mode
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Fig. 2 Thyristor-controlled
series compensator

i j

Vi Vj

Ii I j

XC

XL

ILOOP

Bii = Bj j = −1

XTCSC
(22)

Bi j = Bji = 1

XTCSC
(23)

where XTCSC is the TCSC reactance.
In capacitive mode, the signs are reversed.
At bus i, the real and reactive power equations are given by

Pi = ViVj Bi j sin
(
θi − θ j

)
(24)

Qi = −V 2
i Bii − ViVj Bi j cos

(
θi − θ j

)
(25)

Similarly, at bus j,

Pj = VjVi B ji sin
(
θ j − θi

)
(26)

Q j = −V 2
j B j j − VjVi B ji cos

(
θ j − θi

)
(27)

4 ABC Algorithm

ABC algorithm belongs to the category of swarm intelligence in which the intelligent
behavior of honey bees for finding sources around their hives is utilized [10]. There
are three groups of bees in the colony namely: employed, scout, and onlooker bees.
The total number of bees in the colony is divided into employed and onlooker bees
equally. Each food position represents the set of parameters of the problem to be
optimized. The number of food sources is equal to the number of employed bees.
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The quality of the food source corresponds to the fitness value of the function, which
is also associated with its position. The employed bees start searching for the food
sources by its own experience. Once it finds a source, the information is exchanged to
the onlooker bees. The possible solution is given by the food sources, and the quality
of the solution is given by the nectar amount. The nectar information is evaluated by
the onlooker bees and chooses a food source with respect to the probability value of
that food source. This is given by

Pr
p

= fitp∑Ne
p=1 fitq

(28)

where the fitness value of the solution p is given by fitp. This is proportional to the
amount of nectar of the food in that position p. Now, the position of the onlookers is
modified using (29), and the nectar amount for the new source is evaluated by

vpq = xpq + ϕpq
(
xpq − xkq

)
(29)

where q ∈ {1, 2 … D} and k ∈ {1, 2, … ne}. The production of nearby food sources
is controlled by k. If the calculated nectar amount of the new source is better than
the previous one, that new position is used. Else, the old position is retained. If the
nectar of a food source is not getting improved by a specified number of trials, then
that food source is neglected, and that bee is converted to a scout. The new scout bee
finds a new food source using

xpq = xqmin + rand(0, 1) ×
(
xqmax − xqmin

)
(30)

where xqmin and xqmax are the limits of the parameters.

5 Optimal Location of SVC and TCSC

The optimal location of FACTS device in a power system network is important to
reduce the line loss, for controlling the power flow and to reduce the operating cost.
Locating the optimal position is not a simple task since the system is complex. The
optimal location is identified by considering loss minimization, economic generation
cost, and improvement in power flow. The total cost includes the power generation
cost and installation cost of SVC and TCSC.

As, the selected line is only compensated, this will reduce the investment on the
compensating devices. SVC and TCSC are kept in all buses in the system, and the
location corresponding to minimum operating and installation cost, minimum power
loss, better power flow control, and voltage profile is considered as the optimal
location for installing the device. The total operating cost and the total installation
cost for SVC and TCSC are calculated by using (3) and (4). The optimal location,



Estimation of Payback Period Incorporating SVC … 343

Table 1 Optimal location, loss, and cost with FACTS devices

Device\parameters IEEE 118abus system South Indian 86 bus utility

SVC TCSC SVC TCSC

Optimal location 11 65–81 34 66–88

Generation cost $ 94995.04 $ 94957.96 | 715,177.16 | 718,880.6
FACTS device cost (*10e5) $ 0.978 $ 4.63 | 1.06 | 4.62
Power loss (MW) 142.3 143.46 70.38 66.33

generation cost, device installation cost, and the real power loss for SVC and TCSC
are given in Table 1.

6 SCUC Incorporating FACTS Devices

The SCUC is solved without FACTS devices employing ABC algorithm, and the
results are discussed and compared with references in literature. SCUC problem
is then solved with FACTS devices (SVC and TCSC), and the operation of each
device during contingency situation is analyzed. The percentage cost recovered with
FACTS devices with certain period of time is illustrated. The payback period of each
FACTS devices (SVC and TCSC) and the profit incurred with the installation of them
are clearly demonstrated. The parameters of the ABC algorithm are calculated by
statistical assessment. The maximum cycle number and colony size are considered
as 200 and 300, respectively. The same analysis is also carried out with south Indian
86 bus utility. The system data is available in [16].

6.1 Case 1: SCUC for 118-Bus System Without FACTS
Devices

UC is first solved without any security constraints and FACTS devices. Bus voltage
and line flow violation are noticed in this case. Line flow violation occurred in line
1–4 during nineth and tenth hour, and voltage violation occurred in bus 2 and 4.

The violation occurred in line 1–4 since the power flow exceeded the maximum
capacity of 100 MW. In SCUC solution, economical units such as G4, G5, G10, G11,
G24,G25,G27,G27,G36,G39, andG40 are used as base units. The expensive generating
units such as G6, G8, G9, G15, G17, G18, G31, G32, G33, G38, G41, G42, G49, G50, and
G54 are not committed. According to the demand, the remaining units are committed.
The total generation cost per day is $1,713,370.01. The generation cost obtained with
the proposed method (Table 2) is less compared to the other methods in literature.
Figure 3 shows the convergence characteristics of the proposed algorithm.
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Table 2 Total generation cost

S. no. Solution techniques Total cost in $ (without FACTS devices)

1 LR [12] 1,984,081.00

2 MILP [12] 1,979,625.00

3 SDP [13] 1,714,255.63

4 Hybrid ABC 1,713,370.01

Incorporating FACTS
devices

IEEE 118-bus system 86 bus system

Without contingency
($)

With contingency ($) Without contingency
(|)

1 Hybrid ABC (SVC) 171,2667.38 183,8730.21 148,60773.31

2 Hybrid ABC (TCSC) 171,2671.86 184,0171.03 148,61238.2

Fig. 3 Convergance
characteristics of Hybrid
ABC without SVC and
TCSC
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6.2 Case 2: SCUC for 118abus System with FACTS Devices

SVC and TCSC are kept in their optimal locations (Table 1) in both the test systems.
The devices are placed individually, SCUC is solved for 10 trails, and the best cost
is furnished in Table 2.

The commitment status is found to be same even with SVC and TCSC. The active
power dispatch for the generating units with SVC and TCSC during contingency
for 14th, 15th, and 16th hour is furnished in Table 3. The difference reflected in the
operating cost is because of the reduction in power losses to the incorporation of
FACTS devices. As losses are reduced, the active power generation decreases which
reduces the generation cost. The cost for 24 h in IEEE 118 bus system is furnished
in Table 4. The generation cost incorporating the FACTS devices in 86 bus utility is
furnished in Table 2. The generation dispatch for 14th, 15th, and 16th hour in 86 bus
system is given in Table 5. However, during the commitment of generators, all the
units are committed for dispatch. Since the load demand in 86 bus utility is higher,
all generators are turned ON for the demand.
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Table 3 Dispatch in MW with SVC and TCSC during contingency

Hour/
Gen no

SVC TCSC

Hour 14 Hour 15 Hour 16 Hour 14 Hour 15 Hour 16

1 030.00 025.28 OFF 030.00 010.33 OFF

2 030.00 022.89 OFF 030.00 015.00 OFF

3 025.00 021.77 OFF 030.00 030.00 OFF

4 300.00 212.00 171.20 300.00 255.34 229.66

5 235.70 229.60 231.45 295.73 232.32 290.11

6 OFF OFF OFF OFF OFF OFF

7 100.00 084.38 100.00 100.00 061.61 079.36

8 OFF OFF 025.58 OFF OFF 005.00

9 OFF OFF OFF OFF OFF OFF

10 300.00 218.00 197.95 151.13 300.00 OFF

11 129.70 350.00 350.00 350.00 116.01 174.30

12 OFF OFF OFF OFF OFF OFF

13 100.00 033.80 100.00 100.00 032.09 043.94

14 030.00 030.00 026.49 030.00 020.16 030.00

15 060.49 100.00 051.24 100.00 086.54 085.81

16 OFF OFF OFF OFF OFF OFF

17 OFF OFF OFF OFF OFF OFF

18 095.05 072.79 030.68 100.00 097.04 079.44

19 117.40 095.05 075.98 250.00 050.00 084.12

20 083.12 250.00 192.13 250.00 247.5 114.91

21 081.11 100.00 026.88 100.00 25.00 066.17

22 036.42 039.53 058.79 100.00 041.81 025.00

23 074.53 103.76 192.03 200.00 200.00 087.13

24 172.50 200.00 200.00 200.00 149.49 107.30

25 085.00 027.00 090.15 100.00 025.00 100.00

26 146.50 118.78 238.05 420.00 265.56 210.81

27 146.30 297.44 143.54 420.00 176.33 213.47

28 168.30 300.00 267.66 241.80 175.79 296.17

29 041.99 052.34 033.79 052.87 059.41 058.52

30 OFF OFF OFF OFF OFF OFF

31 OFF OFF OFF OFF OFF OFF

32 OFF OFF OFF OFF OFF OFF

33 029.48 096.05 034.89 046.56 070.52 067.21

34 028.22 047.03 042.60 056.24 075.69 062.04

35 262.70 170.60 175.34 193.92 215.80 197.81

(continued)
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Table 3 (continued)

Hour/
Gen no

SVC TCSC

Hour 14 Hour 15 Hour 16 Hour 14 Hour 15 Hour 16

36 076.50 050.85 066.02 094.12 082.47 035.11

37 OFF OFF OFF OFF OFF OFF

38 189.30 155.00 285.87 282.79 174.66 264.20

39 153.80 141.10 095.95 078.42 077.93 083.32

40 012.20 019.90 015.73 016.53 015.61 012.80

41 OFF OFF OFF OFF OFF OFF

42 268.80 171.00 141.54 125.55 187.63 104.57

43 163.20 164.80 138.95 217.16 243.29 282.82

44 280.90 103.80 162.20 143.17 192.33 218.71

45 012.90 019.88 019.75 010.19 013.78 019.09

46 041.63 097.02 069.61 091.57 063.07 031.36

47 063.08 080.04 033.80 063.54 039.68 081.56

48 OFF OFF OFF OFF OFF OFF

49 OFF OFF OFF OFF OFF OFF

50 061.66 066.79 047.44 097.20 031.73 040.95

51 099.09 052.05 071.80 083.48 093.92 059.84

52 032.40 034.74 027.83 087.48 032.96 037.07

53 043.03 033.90 031.54 029.09 032.14 033.56

54 OFF OFF OFF OFF OFF OFF

6.3 Case 3. Performance of SVC and TCSC During
Contingency

In this case, SCUC is solved with single line outage and FACTS devices. From
line 17–30 in IEEE 118 bus system, one of the heavily loaded line is opened for
contingency. Here, SVC and TCSC are placed in their optimal locations, and their
performance in regulating the power flow and reducing the overloading of lines are
investigated. SVC and TCSC control the power flow and inject power whenever
required, and thus, the stability of the system is maintained. The generation cost for
SVC and TCSC during contingency is furnished in Table 4. The operating cost during
contingency is more than the cost without contingency since some costly generators
are committed to supply power during the contingency stage. The convergence char-
acteristics of the algorithm with TCSC in 86 bus system during contingency devices
is shown in Fig. 4. During contingency condition, the number of iterations required
to obtain the optimal value is more than the normal case
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Table 4 Generation cost with FACTS devices

Device/Hour Without contingency With contingency

SVC TCSC SVC TCSC

1 77,198.85 70689.94 84,638.58 70,692.00

2 68,077.34 67,887.5 74,638.02 67,889.48

3 67,804.6 77,541.57 74,339.00 77,543.83

4 68,177.83 85,632.5 74,748.20 85,635.00

5 76,851.9 61,337.33 84,258.20 61,339.12

6 72,618.67 94,860.23 79,617.01 94,863.00

7 71,222.06 60,684.81 78,085.80 60,686.58

8 65,735.96 63,148.79 72,071.00 63150.63

9 82,086.56 70,431.94 89,997.33 70,434.00

10 72,168.88 69859.96 79,123.87 69,862.00

11 61,647.01 70,927.8 67,588.00 70,929.87

12 78,518.28 60,711.35 86,085.17 60,713.12

13 66,046.89 70,112.39 72411.90 70,114.44

14 77,563.2 66,242.11 85,038.04 66,244.04

15 73,801.66 76,211.87 80,914.00 76214.10

16 80,246.66 68,042.01 87,980.11 68,044.00

17 72,082.35 69,742.96 79,029.00 69,745.00

18 63,633.92 79,004.69 69,766.38 79,007.00

19 58,864.84 66,298.17 64,537.70 66,300.11

20 85,467.14 77,668.1 93,703.70 77,670.37

21 630,99.08 69,925.54 69,180.00 69,927.58

22 71,013.32 68,681.99 77,856.95 68,684.00

23 67,249.77 80,927.45 73,730.70 80,929.81

24 72,015.77 66,582.06 78,956.00 66,584.00

Total 17,13,235.10 1,713,252.90 1,878,294.66 1,845,334.27

7 Estimation of Cost Recovery and Payback Period

The cost recoveredwithFACTSdevices and the paybackperiodof themare illustrated
using two approaches. The first one is the EMI scheme in which a specified EMI
is paid for a month. This EMI is calculated using (20). The next approach is the
non-EMI scheme in which the installation cost of the FACTS devices along with the
rate of interest is used while calculating the profits.
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Table 5 Dispatch in MW with FACTS devices (86 bus utility)

Hour/G. no SVC TCSC

Hour 14 Hour 15 Hour 16 Hour 14 Hour 15 Hour 16

1 075.02 088.53 070.97 075.17 087.37 068.13

2 075.02 088.53 070.97 075.17 087.37 068.13

3 075.02 088.53 070.97 075.17 087.37 068.13

4 075.02 088.53 070.97 075.17 087.37 068.13

5 075.02 088.53 070.97 075.17 087.37 068.13

6 093.77 110.70 088.72 092.55 105.02 108.23

7 093.77 110.70 088.72 092.55 105.02 108.23

8 093.77 110.70 088.72 092.55 105.02 108.23

9 093.77 110.70 088.72 092.55 105.02 108.23

10 093.89 117.40 142.40 096.70 092.01 135.28

11 093.89 117.40 142.40 096.707 092.01 135.28

12 093.89 117.40 142.40 096.70 092.01 109.25

13 077.58 051.93 115.00 076.80 076.64 120.75

14 077.58 051.93 115.00 076.80 076.64 120.75

15 077.58 051.93 115.00 076.80 076.64 120.75

16 077.58 051.93 115.00 076.80 076.64 120.75

17 077.58 051.93 115.00 076.80 076.64 120.75

Fig. 4 Convergance
characteristics of Hybrid
ABC with TCSC in 86 bus
system
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7.1 EMI Scheme for SVC

Assume that the initial cost of SVC is taken as loan with an annual interest of 8%.
For this amount, EMI should be paid for a certain period of time. Considering the
paybackperiod for the loan amount as 15years, the calculatedEMI is 9368.9 $/month.
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With SVC installed, the total gain obtained in operating cost annually is 2.5646e5
$. If this is deposited with an annual interest of 8%, then the amount obtained is
3.846900e6 $ in 15 years. Form the total gain, the total EMI paid is reduced to obtain
the profit obtained with SVC. The total gain obtained with the incorporation of SVC
after 15 years is 2.1605e6 $. This is approximately 220.91% of the cost invested
for installing SVC and 128.11% of the total EMI paid for the loan amount. The
installation cost of SVC can be taken back within a period of 6–7 years, and the cost
recovered after the pay back time will be of significant gain. This gain corresponds
only to the gain in operating cost without considering the cost due to congestion
management, cost of land for construction purpose. For the 86 bus system, the EMI
calculated is 1.0442e4 |/month. Installing SVC in its optimal location yields a gain
of | 51,7205 annually. Assuming that this amount is deposited for 15 years, with a
rate of interest of 8%, its total amount obtained will be | 3.846900e6. The total profit
obtained is | 2.1605e6 which is 345.78% of the EMI paid for SVC and 133.2% of
the initial installation cost of SVC.

7.2 Non-EMI Scheme for SVC

In this case, the gain obtained with non-EMI scheme is analyzed. The initial instal-
lation cost of SVC for IEEE 118 bus test system is 0.978000e6$. Assume that this
amount is obtained as loan against the rate of interest of 8% per annum. For a span of
15 years, the amount needed to be paid will be 1.056240e6$.With SVC in its optimal
location, the total gain obtained in operating cost annually is 2.5646e5 $ (Table 6).

Table 6 Installation and recovery cost for SVC and TCSC (IEEE 118 bus system)

Particulars SVC TCSC

Device installation cost (M$) 0.978 4.63

Annual rate of interest 8% 8%

Total span 180 months 180 months

Monthly EMI ($) 9368.9 44354.7

Annual gain with FACTS devices 2.5646*10e5 2.5482*10e5

Gain for a period of 15 years with 8% interest 3.846900*10e6 3.8220*10e6

Total EMI for 15 years 1.684*10e6 7.98372*10e6

Total profit in 15 years 2.1605e6 –

Profit obtained in %of EMI 128.11 47.88

Profit obtained in % of installation cost 220.91 51.7023

Recovery cost considering only initial installation cost
(after payback)

786.69 165.11

Recovery cost considering installation cost and 3%
maintenance cost (after payback)

414.05 86.90
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Depositing this with an annual interest of 8% yields 3.846900e6$ for a span of
15 years. The gain achieved by SVCover its installation cost in 15 years is 2.1606e6$,
which is 204.5% of the installation cost against an interest of 8% per annum. After
installation, for every component, a percentage of amount will be allocated as a
maintenance cost. Considering an annual maintenance cost of 3% for SVC, the
total installation cost will be 1.44810e6$ for 15 years. The gain obtained with SVC
considering the maintenance cost will be approximately 2.428800e6 $, and a gain of
167.2% of the installation cost can be obtained. For the 86 bus system, with a time
period of 15 years, the amount that is needed to be paid after 15 years with 8% rate
of interest will be | 2.332e6. This profit is 249.74% of the device installation cost.
The gain from SVC with 8% rate of interest for 15 years will be | 3.846900e6, and
the resulted profit is | 1,514,900. Considering an annual maintenance cost of 3% for
SVC, the total profit obtained will be 190.07% of the installation cost. This profit
is obtained after paying back the installation cost of SVC. Profit cannot be obtained
immediately after the installation of FACTS device. The advantages in terms of
security and gain will be remarkable and can be obtained only based on a long time
basis.

7.3 EMI and Non-EMI Scheme for TCSC

Assume that initial installation cost of TCSC is obtained as a loan having an annual
interest of 8%. The total EMI that has to be paid will be 4.4354e4 $. For a period
of 15 years, the total EMI paid will be 7.9837e6 $. The gain with TCSC annually
will be 2.548e5 $, and for a period of 15 years having an interest of 8% annum,
the total amount will be 4.127760e6 $. 47.88% of the TCSC installation cost can
be recovered with EMI scheme. With the non-EMI scheme approximately 51.7%
of the device installation cost can be recovered. For south Indian system, the initial
installation cost is 2.94e6.TheEMIpaidwith 8% interest for 15yearswill be 559,656.
Approximately, 11.04%of the EMI can be obtained as a profit apart from the payback
amount. Considering the installation cost with 8% interest, the profit obtained will
be 87.03% of the installation cost, and the profit obtained will be 72.25% if 3% of
maintenance cost is included with the installation cost (Table 7).

8 Conclusion

This paper investigates the payback period and percentage cost recovery on the
investment cost made on SVC and TCSC in a power system network. The master
problem (UC) and the subproblem (SCED) are solved simultaneously incorporating
FACTS devices (SVC and TCSC) employing ABC algorithm to obtain the economic
operation schedule of the generating units while satisfying unit, system, and security
constraints. The cost benefits with SVC and TCSC in operating cost is converted into
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Table 7 Installation and recovery cost for SVC and TCSC (south Indian 86 bus)

Particulars SVC TCSC

Installation cost of FACTS devices (M |) 1.06 2.94

Annual rate of interest 8% 8%

Total span 180 months 180 months

EMI per month EMI (|) 1.0442e+004 2.8164e+004

Annual gain with FACTS devices 517,205 347,480

Gain for a period of 15 years with 8% interest 8,378,721 5,629,176

Total EMI for 15 years 1,879,560 5,069,520

Total profit in 15 years 6,499,161 559,656

Profit in percentage of EMI after payback 345.78 11.04

Profit in percentage of installation cost 133.28 38.92

Recovery cost considering only device installation cost
maintenance cost(after payback)

249.74 87.03

Recovery cost considering device installation and 3%
maintenance cost(after payback)

190.07 72.25

monetary values for recovering the investment made on them. The investigations are
validated on an IEEE 118abus system and 86 bus utility. The effect of SVC and TCSC
in improving the power flow, reducing the losses, and alleviating the overloading of
lines during contingency is illustrated. The cost recovery with FACTS devices and
their payback period analysis clearly illustrate the significance of installing SVC and
TCSC in the network.
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Investigations on Salp Swarm Algorithm
to Solve Combined Heat and Power
Economic Dispatch

Arunachalam Sundaram , A. Peer Fathima , Morris Stella ,
and F. Ruby Vincy Roy

Abstract Combined heat and power economic dispatch is an important optimiza-
tion problem in a power system integrated with cogeneration units. In addition to the
optimal solution satisfying the power balance equality constraint and the bounds of
the thermal units, it must also lie within feasible operating region of the cogeneration
units. This increases the complexity of the problem, and a potent meta-heuristic algo-
rithm is required to solve the problem. This paper investigates the optimal solutions
of the combined heat and power economic dispatch problem obtained by a recent
meta-heuristic salp swarm algorithm. Transmission losses of the power system and
valve point loading have been taken into consideration in this work. The algorithm
is tested on standard test system available in literature. The results indicate there
is scope for improvement of the salp swarm algorithm to solve combined heat and
power economic dispatch problem.

Keywords Economic dispatch · Meta-heuristic algorithm · Salp swarm algorithm

1 Introduction

In many countries around the world, to reduce the pollution caused by the thermal
power plants, regulations are imposed on power system companies [1]. To improve
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the efficiency of the heat conversion process, combined heat and power (CHP) units
also called as cogeneration units are integrated to the existing power system [2]. The
increase in efficiency of the heat conversion process is significant when CHP units
are used to supply power and heat simultaneously [3]. Incorporation of CHP units to
existing power system can reduce air pollutants by 18% and cost savings up to 40%
[4, 5].

Many meta-heuristic algorithms have been employed to solve combined heat and
power economic dispatch (CHPED) in the literature. A genetic algorithm (GA) with
penalty functions to handle the heat power dependency of CHP units is proposed in
[6], improvedGA in [7], and self-adaptiveGA to solve this problem is proposed in [8].
The greedy heuristics of the ant colony algorithm is used in [9] to find the optimal
solutions of the CHPED problem. A explicit formula is developed in [10] to find
the direct solution of CHPED problem. Bee colony optimization algorithm in [11],
artificial immune system in [12], particle swarm optimization (PSO) with penalty
function in [13], PSO with time varying acceleration in [14], two-level flexible algo-
rithm in [15], improved group search optimization in [16], opposition-based group
search optimization in [17], cuckoo optimization in [18, 19], gravitational search
algorithm in [20], gray wolf optimization in [21], teaching learning algorithm in
[22], harmony search algorithm in [5], hybrid harmony search with Nelder-Mead
algorithm in [23], differential evolution in [24], integrated civilized swarm opti-
mization in [25], whale optimization in [3], and hybrid bat-artificial bee colony in
[26] have all been successfully employed to solve this highly important and compli-
cated single-objective problem. Moreover, the literature survey indicates salp swarm
algorithm is not implemented to solve this CHPED problem.

No free lunch theorem [27] states that there is no specific algorithm which can
produce best results for all optimization problems. There is always a scope for new
algorithm to solve a specific problem better than an existing algorithm is the main
motivation for applying a recent salp swarm algorithm proposed in [28] to solve this
highly nonlinear CHPED problem. The rest of the paper is organized as follows: The
next section briefs the problem formulation of CHPED problem. Section three briefs
the stochastic salp search algorithm. Section four investigates the results obtained by
the algorithm for test systems, and the last section concludes the paper.

2 Formulation of the CHPED Problem

This CHPED formulation considers Np coal-fired power plants, Nc CHP units, and
Nh heat only units. The decision variable vector x in (1) contains the real power
production of power only units given by P , the power and heat produced by CHP
units given by O and H respectively, and heat produced by heat only units given by
T .

x = [P1, P2, P3, . . . , PNP , O1, O2, . . . ONC , H1, H2, . . . HNc, T1, T2, . . . TNh]
t

(1)
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The fuel cost objective function of the i th coal-fired power unit with the valve
point effect is given by Cpi (Pi ), the fuel cost objective function of i th cogeneration
unit is given byCci (Oi , Hi ) and the fuel cost objective of i th heat only unit is given by
Chi (Ti ) [29]. The total fuel cost is represented by f1(x) in (2). The optimal solution
obtained by solving the CHPED problemwill minimize the total fuel production cost
given by f1(x) andwill also satisfy the power balance equality constraint h1(x) in (3),
heat balance operating constraint in (4), feasible operating region (FOR) inequality
constraints given by (5)–(8), and bounds of the thermal units given by (9), and heat
only units given by (10). The total power demand in the system is Pd and total heat
demand in the system is Hd. The transmission loss Pl in the system is calculated
using B-loss coefficients as in (11).

Objective Function
To minimize f1(x)

f1(x) =
Np∑

i=1

CPi (Pi ) +
Nc∑

i=1

Cci (Oi,Hi ) +
Nh∑

i=1

Chi (Ti )

=
Np∑

i=1

[
ai P

2
i + bi Pi + ci +

∣∣∣di sin
{
ei (P

min
i − Pi )

}∣∣∣
]

+
Nc∑

i=1

[αi O
2
i + βi Oi + γi + δi H

2
i + εi Hi + ζi Oi Hi ] +

Nh∑

i=1

[
ηi T

2
i + θi Ti + λi

]

(2)

Subject to constraints

h1(x) =
Np∑

i=1

Pi +
Nc∑

i=1

Oi − Pd − Pl = 0 (3)

h2(x) =
Nc∑

i=1

Hi +
Nh∑

i=1

Ti − Hd = 0 (4)

g1(x) = Pi − Pmax
i (Hi ) ≤ 0; i ∈ 1, 2, . . . , Nc (5)

g2(x) = Pmin
i (Hi ) − Pi ≤ 0; i ∈ 1, 2, . . . , Nc (6)

g3(x) = Hi − Hmax
i (Pi ) ≤ 0; i ∈ 1, 2, . . . , Nc (7)

g4(x) = Hmin
i (Pi ) − Hi ≤ 0; i ∈ 1, 2, . . . , Nc (8)

Pmin
i ≤ Pi ≤ Pmax

i ; i ∈ 1, 2, . . . , Np (9)
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Hmin
i ≤ Hi ≤ Hmax

i ; i ∈ 1, 2, . . . , Nh (10)

Transmission loss calculation

Pl =
Np∑

i=1

Np∑

j=1

Pi Bi j Pj +
Np∑

i=1

Nc∑

j=1

Pi Bi j O j +
Nc∑

i=1

Nc∑

j=1

Oi Bi j O j +
Np∑

i=1

B0i Pi+

Nc∑

i=1

B0i Oi + B00 (11)

List of Symbols

Np The number of power only units.
Nc The number of CHP (cogeneration) units.
Nh The number of heat only units.
Pi The power generation of ith power only unit.
Oi The real power produced by the ith cogeneration unit.
Hi The heat generated by the ith cogeneration unit.
Ti The heat generated by the ith heat only unit
hi (x) The ith equality constraint
gi (x) The ith inequality constraint
Pl The transmission loss for the power network
Cpi The fuel cost of the ith power only unit
Cci The fuel cost of the ith cogeneration unit
Chi The fuel cost of the ith heat only generator
ai , bi , ci The fuel cost coefficient of the ith generator
di , ei The valve point coefficients of the ith generator
αi , βi , γi , δi , εi , ζi The fuel cost coefficient of the ith CHP unit.
ηi , θi , λi The fuel cost coefficient of the ith heat only unit.
Pmin
i The lower bound for power generation of unit i

Pmax
i The upper bound for power generation of unit i

Hmin
i The lower bound for heat produced by ith heat only unit

Hmax
i The upper bound for heat produced by ith heat only unit

Bi j The transmission loss coefficients of the line connecting the
buses i and j.

3 Salp Swarm Algorithm

To model the swarming behavior of the salps chains, the entire population of the
salps are divided into two groups: leaders and followers [28]. The foraging behavior
of the salps in an n-dimensional search space to find the food source F is stored in a
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two-dimensional matrix X . The leader’s position of the first slap in the j th dimension
is updated using (12). c1, c2, and c3 are random numbers.

X1
j =

{
Fj + c1((ub j − lb j )c2 + lb j )c3 ≥ 0
Fj − c1((ub j − lb j )c2 + lb j )c3 < 0

}
(12)

The global and local search capability of salp search algorithm is balanced by
coefficient c1 and is defined in (13). Maximum number of iteration is indicated by L
,and the current iteration of the algorithm is indicated by l in (13).

c1 = 2e−( 4l
L )

2

(13)

The coefficients c2 and c3 is in the range of 0–1 define the movement of the salp
in the next iteration. The ith follower in the dimension j is updated using (14)

Xi
j = 1

2
at2 + ν0t; i ≥ 2; Xi

j = 1

2

(
Xi

j + Xi−1
j

)
(14)

The initial speed of salp is ν0, and a = vfinal
v0

, v = x−x0
t . The detail salp swarm

algorithm (SSA) is available in [28].

4 Case Study

4.1 Test Case 1

This test case consists of four power units, twoCHP units, and one heat only unit. The
data of this widely used seven units test case including transmission loss coefficients
is available in [11] and is used in [14, 22, 24, 26]. The FOR of the two CHP units
is also available in [22]. The system heat and power demands are 150 MWth and
600 MW, respectively. The best solution obtained from 20 runs of salp algorithm is
presented in Table 1, and the solution is compared with other algorithm available in
the literature. The best solution provided by salp algorithm is 10153.037$ which is
better than most of the algorithms, but TVAC-PSO in [14] and TLBO, OTLBO in
[22] outperform the salp swarm algorithm (SSA). The convergence curve of the salp
swarm algorithm (SSA) is shown in Fig. 1.

4.2 Test Case 2

This test system consists of thirteen thermal units, six cogeneration units, and five
heat only units. The data for this test system and the FOR of the CHP units are
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Fig. 1 The convergence curve for SSA algorithm for test case 1

available in [22]. In this test case, transmission losses are not considered. The total
heat demand in this test system is 1250 MWth and the power demand is 2350 MW.
The best solution obtained by SSA in 20 runs is given in Table 2. The fuel cost
obtained by SSA for the schedule shown in Table 2 is 58,807.74 $. When compared
to the results obtained by the existing methods, this fuel cost is better than CPSO(
59,736.26 $

)
in [14], but inferior to TVAC-PSO

(
58,122.74 $

)
in [14], and TLBO(

58,006.99$
)
in [22].

Table 2 Schedules obtained for test system 2 using SSA

Variable SSA Variable SSA Variable SSA

P1 (MW) 631.1234 P11 (MW) 40.0000 H2 (MWth) 74.8999

P2 (MW) 360.0000 P12 (MW) 55.0000 H3 (MWth) 104.8000

P3 (MW) 360.0000 P13 (MW) 55.0000 H4 (MWth) 75.0000

P4 (MW) 60.0187 O1 (MW) 81.0000 H5 (MWth) 40.0000

P5 (MW) 101.8503 O2 (MW) 40.0077 H6 (MWth) 19.1504

P6 (MW) 60.0000 O3 (MW) 81.0000 T1 (MWth) 490.1657

P7 (MW) 60.0000 O4 (MW) 40.0000 T2 (MWth) 57.6411

P8 (MW) 60.0000 O5 (MW) 10.0000 T3 (MWth) 59.9312

P9 (MW) 180.0000 O6 (MW) 35.0000 T4 (MWth) 116.4431

P10 (MW) 40.0000 H1 (MWth) 104.8000 T5 (MWth) 107.1686
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5 Conclusion

In this work, salp swarm algorithm is used to solve highly nonlinear and complex
single-objective combined heat and power economic dispatch optimization problem.
The formulation of the combinedheat andpower economic dispatch considered trans-
mission losses and valve point loading effects. The results obtained by salp swarm
algorithm for two test cases indicate this algorithm outperforms some existing algo-
rithms, but inferior to other algorithms. In future, to further improve the performance
of this algorithm, it would be hybridized with a local search algorithm.
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A Review on Topological Aspects
of Transformerless Dynamic Voltage
Compensators

Mohanasundaram Ravi and R. Chendur Kumaran

Abstract The necessity of Power Quality (PQ) is always in demand by the power
consumers. This paper presents a review on Transformerless Dynamic Voltage
Compensators (TDVC) topologies for voltage relatedPQenhancement. Transformer-
less topology ensures that the device is less cost, smaller in size compared to ordinary
compensators. This paper gives the knowledge of all past and recent TDVCs which
helps engineers and researchers to find out which transformerless topology suites
better for their compensation.

Keywords Power quality · Dynamic voltage restorer (DVR) · Transformerless
DVR · AC-to-AC converters

1 Introduction

Due to the rapid growth ofmodern electrical and electronic loads, power suppliers are
unable to deliver the quality of power to their customers. Engineers and researchers
are continuously searching solutions for the Power Quality (PQ) improvement
along with cost and size effectiveness [1, 2]. Other than these loads, integration
of Distributed Generation (DG) systems and Renewable Energy Source (RES) with
power grid leads to PQ problems to the customers; which affect the sensitive loads
to malfunction. Some IEEE standards are followed to avoid malfunctioning and
increase in the life span of the loads [3, 4]. Some of the common PQ problems
faced by customers are voltage sag, swell, unbalance, flickering and harmonics.
To compensate these aforementioned PQ problems Custom Power Device (CPD)s
are introduced [5]. CPDs are made up of power electronics components basically
derived from Flexible Alternating Current Transmission System (FACTS) devices
[6]. CPDs are of three types; series compensation device called Dynamic Voltage
Restorer (DVR) [7, 8], shunt compensation device called D-STATCOM and Unified
PQ Conditioner (UPQC) which consist of a combination of DVR and D-STATCOM
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with common dc link. DVR is dominant in solving voltage quality related problems
whereas D-STATCOM is dominant in solving current quality related problems and
UPQC does both. A regular DVR consists of a current transformer for the purpose of
grid synchronization through which compensation voltage is injected to the system.
This requires DVR to take more space, costly and more weight [9]. Hence, in recent
years transformerless dynamic voltage compensator (TDVC)was introduced to over-
come the aforementioned transformer issues. Hence knowledge of TDVC topologies
should be known by engineers and researchers before the implementation.

2 DVR Basic Working

Voltage sag, swell, unbalance, and flickering cause damages to the sensitive loads.
Voltage interruption causes production loss for the customers. Since DVR is
connected in series, voltage quality related problems can be mitigated effectively
[10, 11]. Configuration of conventional DVR with power system is shown (see
Fig. 1). Power grid supplies two loads in which load 2 is considered as sensitive
load. The source voltage is denoted as Vsource followed by line impedance Rs and
Ls are connected respectively. A DVR consists of a DC-link capacitor fed by DC
energy storage device or rectifier support from an auxiliary AC supply [12, 13],
a converter which converts DC to AC supply, a filter circuit, a series-connected
injection transformer and a controller. The controller generates PWM for converter
switches such that injection voltage Vinj should synchronous with PCC voltage Vpcc

to make constant load voltage Vload magnitude as per Eq. (1). The controller also gets
feedback signal of DC-link capacitor voltage Vdc to make constant during converter
operation.

Fig. 1 Conventional dynamic voltage compensator
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Vload = Vpcc + Vinj (1)

3 Topologies of TDVC

Categories of TDVC topologies are shown (see Fig. 2). It is broadly classified into two
main categories: TDVCbasedonDC-to-ACconverter andTDVCbasedonAC-to-AC
converter. DC/AC converter classified into H-Bridge inverter and multilevel inverter
(MLI)-based TDVC. H-Bridge inverter-based TDVCs are of two types: full-bridge-
based TDVC and half-bridge-based TDVC. MLI-based TDVC are of classified into
two groups. They are conventional MLI-based TDVC and new MLI topology-based
TDVC. Cascaded MLI and flying capacitor MLI are the conventional MLI-based
TDVC. Reduced switch count MLI-based TDVC is the new MLI topology-based
TDVC. On the other side, parasitic boost converter-based TDVC and AC-to-AC
buck boost converter-based TDVC are the AC/AC converter-based TDVC.

3.1 TDVC Based on H-Bridge Converter

Configuration of TDVC achieved by series-connected voltage source synchronized
with the grid power supply by means of capacitor or bypass switch for the power of
voltage quality enhancement.

Half Bridge. Transformerless Dynamic Voltage compensator (TDVC) based on half
bridge inverter integrated with the power system is shown (see Fig. 3a). Grid power
supplied to a sensitive load in which source voltage is denoted as vs followed by

Fig. 2 Transformerless dynamic voltage compensator topology classification
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Fig. 3 a Half bridge
converter-based TDVC.
b Full-bridge
converter-based TDVC

line impedance Rs and Ls are connected respectively. vse and vl are the voltage
injected through a series capacitor and load voltage respectively. The half bridge
inverter consists of series-connected capacitor, filter inductor L f and resistor R f

respectively. Half bridge inverter supplied by series-connected split capacitor Vdc.
Upper switch Su and lower switch Sl operates such that half bridge inverter is in
phase during sag operation and 180° phase shift during swell operation to maintain
Vdc constant.

In [14] dynamic sag compensator was introduced for voltage sag mitigation
with half bridge inverter in series and parallel diodes connected to the supply
for capacitor charging. In 2015 predictive controller for TDVC using half bridge
inverter is proposed [15]. It is found that TDVC based on half bridge inverter can
mitigate voltage sag and swell with small filter size. However, when filter size is
decreased switching frequency increases which cause more switching loss. Consid-
ering medium filter size, switching frequency decrease and decrease in switching
loss. Hence for choosing right filter size calculation of load voltage, harmonics and
switching frequency must be considered. Split capacitor made the DC voltage by
half during compensation. Hence the power rating of the compensator is also less. In
[16] two voltage sources are used instead of split capacitor with sliding mode control
made the system more reliable.
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Fig. 4 Three-phase full-bridge transformerless dynamic voltage compensator

Full bridge. The system configuration of TDVC based on full-bridge inverter is
same as half bridge except the inverter topology is shown (see Fig. 3b). Full-bridge
inverter consists of four switches S1, S2, S3 and S4. In which S1 is equal to S2 and
S3 is equal to S4. Where S3 is compliment of S1. DC capacitor ensures ripple free
input DC voltage source for the compensator during compensation. Power rating
and compensation level of the compensator is high. In [17] Vdc is controlled by
another converter associated with the energy storage system and made the system as
a self-charging system. TDVC based on full-bridge inverter for three-phase power
is proposed is shown (see Fig. 4). In [18, 19] proposed three individual single phase
inverter is connected in series with grid power supply makes three-phase TDVC.
Three individual DC voltages for each phase is denoted as Vdc1, Vdc2 and Vdc3.

3.2 TDVC Based on MLI

Transformerless dynamic voltage compensator (TDVC) based on multilevel inverter
(MLI) are of classified into two main categories.

1. TDVC based on conventional MLI topology
2. TDVC based on new MLI topology.

Under conventional topology cascaded multilevel inverters are mostly used for
TDVC. Other than cascade MLI, Flying capacitor multilevel inverters are also used
for TDVC.

TDVC based on Cascaded MLI. Power distribution system with integrated TDVC
based on CascadedMLI is shown (see Fig. 5).Where grid power supply is denoted as
Vsource followed by line impedance Rs and Ls are connected respectively. Cascaded
MLI topology consists of series-connected H-Bridge inverter with independent DC
voltage source denoted as Vdc. Number of H-Bridge connected in series varies
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Fig. 5 Cascaded MLI-based TDVC

depending on desired output voltage levels. Hence the number of DC sources
increases with the number of inverters increases from Vdc1 to Vdcn. Each inverter
consist of four switches, inverter 1 consist of switches namely S11, S12, S13 and S14.
In which S11 is equal to S12 and S13 is equal to S14. Where S13 is compliment of S11.
The number of switches of MLI increases when the number of inverters connected
increases and it is denoted as Sn1, Sn2,Sn3 and Sn4. Output MLI voltage is filtered
using the passive filter Rf and L f. Cascaded MLI connected to the system through a
series-connected capacitor. The output voltage ofMLI is denoted as Vdvr. MLI injects
Vdvr such that it synchronous with grid supply and compensate voltage quality issues
at PCC Vpcc to maintain smooth sine waveform with maintained load voltage Vload

[20–23, 12]. Error voltage signal verror for controllingMLI is given by Eq. (2).Where
vref and vpcc are reference voltage and PCC voltage respectively.

Verror = Vref − Vpcc (2)

In [24, 19] cascaded multilevel inverter-based TDVCwas introduced. For Investi-
gation of cost-effective TDVC based on cascadedMLI by eliminating the large injec-
tion transformer for compensating 250 kVA load proposed in [21]. Results proved
that control is easy and compensated for different voltage sag levels. Followed by
in 2014 HVDVR (High Voltage Dynamic Voltage Restorer) using P+ resonant and
Posicast compensators as a controller for tracking reference voltage effectively and
compensated transient during voltage sag without injecting transformer is proposed
[22]. During 2012 a scheme for TDVC based on cascaded MLI for compensating
unbalanced load and voltage swell is proposed [23]. In [25] an adjustable DC-link
DVR based on cascaded MLI in which common DC supply is adjusted by a boost
converter is proposed.
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Fig. 6 TDVC based on MLI with reduced number of switches

TDVC based on flying capacitorMLI. In 2014 a Stacked Multicell converter (SM)
Converter basedonMulticell flying capacitor converter for the purpose ofTDVC[26].
Voltage sag and voltage unbalance is compensated using this proposed converter.
Energy stored in the capacitor is compared between SM and FCM for the same
compensation level and found out SMC requires less energy than FCM.

TDVC-based MLI with less switch count. In 2010 Transformerless dynamic
voltage restorer with a reduced number of topology for compensating voltage sag
and swell is proposed [27] (see Fig. 6). TDVR connected with the power system
through a series-connected capacitor. The grid voltage is denoted as Vs followed by
line impedance Zs and grid current is denoted as is . The voltage across a series capac-
itor is denoted as Vc connected to load impedance Z l. Reduced number of switch
topology consists of Multilevel DC circuit (MLDC) and Voltage source inverter
(VSI). MLDC consist of several cells, each cell consists of a switch in the positive
side of input DC source and a parallel switch to the DC source. S1, S2, S3 and S4 are
the VSI switches. S5, S7, S9 up to S(n+2) are the MLDC positive switches and S5, S7,
S9 up to S(n+3) are the MLDC negative switches.

3.3 Transformerless Series Active Power Filter (TSeAPF)

In [28] three-phase TseAPF is proposed for protecting the sensitive load from voltage
harmonics. TseAPF consists of three isolated DC supply for three single phase VSI
connected in series with the grid. In [29, 30] TseAPF with shunt connected passive
filter is proposed for mitigating PQ problems related to electric transportation and
energy management. A controller is designed to enhance PQ to protect the sensitive
load and also for improving grid power factor. Results proved that proposed hybrid
TseAPF able to mitigate sag, swell, voltage and current harmonics. In [31] same
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aforementioned hybrid filter is investigated for mitigating harmonics and PQ prob-
lems generated by house hold machines. Sliding Mode Controller (SMC) is used for
controlling this hybrid filter. Harmonic analysis aremade for all house holdmachines
and compensated within the range of IEEE standards. In [32] diode clamped multi-
level inverter-based hybrid filter is proposed controlled by propositional resonant (P
+ R) controller for enhancing power PQ of a smart home.

3.4 Transformerless Unified Power Quality Conditioner
(TUPQC)

The system configuration of TUPQC with power system is shown in (see Fig. 7).
In [33] Configuration TUPQC consists of TDVC and D-STATCOM linked with a
commonDC supply. Series connection of TDVC achieved through a series capacitor.
Filter inductors Le

2 are connected in parallel to a series capacitor. Converter 2 is
parallel connected with filter inductor denoted as Lh

2 and a filter capacitor. Converter
1 current, converter 2 current and load current are denoted as ie, ih and il respectively.
Figure 9 shows system configuration of three phases TUPQC with isolated DC link.
In [34] [35] configuration of TUPQC in which converter 1 act as TDVC based on half
bridge inverter and converter 2 act as transformerless shunt active power filter (see
Fig. 8). There is no commonDC link for this type of compensator. Harmonics created
by three-phase nonlinear load ismitigated by shunt connected active filter by injecting
negative harmonics to the system. Voltage quality problems are compensated by
injecting voltage through series-connected converter 1. S1, S4 and S5 are the upper
side switches of converter 1 and S2, S5 and S6 are the lower side switches of the
same converter. Sa, Sb and Sc are the upper end switches of converter 2 with each
120° phase shifted. Sa′ , Sb′ and Sc′ are the lower end switches of converter 2. Lower
end switches are the compliment of upper end switches in both the converter 1 and
converter 2.

Fig. 7 TUPQC with common DC link
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Fig. 8 TUPQC with isolated DC link

In [36], three-phase multiconverter UPQC is proposed with a common DC bus
of 800 Vdc. A parallel converter connected to DC bus is used for renewable energy
interface. In [37] flexible PQ conditioner is proposed for voltage sag, swell and
harmonics mitigation. Amodel predictive controller is used for controlling and pulse
generation. [38] presents common dc link with six switch converter-based TUPQC.

3.5 Transformerless Interline Dynamic Voltage Compensator
(TIDVC)

Interline dynamic voltage restorer with one end transformerless connection is shown
(see Fig. 9). In [39] TDVC connected in series through a series-connected capacitor
with grid power supply 1. A conventional dynamic voltage compensator is connected
through a series injection transformer with grid power supply 2. Converter 1 and
converter 2 are made up of cascaded MLI topology coupled with a common DC
capacitor Vdc Voltage injected by TDVC and conventional DVR for compensation
is denoted as Vinj1 and Vinj2 respectively. Rs1 and Ls1 are the line impedance of
supply 1; Rs2 and Ls2 are the line impedance of supply 2 respectively. Vinj1 and Vinj2

are the injected voltages by compensators such that sensitive load 1 and sensitive
load 2 should maintain desired load voltage magnitude Vload1 and Vload2 constant by
synchronizing with Vpcc1 and Vpcc2 respectively as per Eqs. (3, 4).

Vload1 = Vpcc1 + Vinj1 (3)

Vload2 = Vpcc2 + Vinj2 (4)
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Fig. 9 IDVC with one end transformerless

4 Topologies of TDVC Based on AC-to-AC Converter

Basics of AC-to-AC voltage regulators are used in the application of TDVC for
voltage quality improvement. Some of these types of TDVC are as follow.

4.1 Parasitic Boost Converter-Based TDVC

In [40] Simplified Parasitic Boost Active Voltage Quality Regulator (SPB-AVQR)
and PB-AVQR and are proposed on the basis of AC-to-AC voltage regulator. Config-
uration of PB-AVQR shown (see Fig. 10a). Deep voltage sag is mitigated through
improved shunt connected boost converter. It is long duration voltage sag compen-
sator under 50% and it is transformerless. T1 and T2 are the bypass switch operates
during normal condition when there is no sag or swell event occurring. T3 and T4
are the shunt connected converter switch. Voltage injection is done through a series
capacitor and a filter inductor L f.
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Fig. 10 a TDVC based on PB-AVQR, b TDVC based on AC-to-AC buck boost converter

4.2 Buck Boost Converter-Based TDVC

In [41] AC-to-AC buck boost converter supported TDVC is proposed for compen-
sation of different voltage quality problems such as voltage sag, swell, flickering
without any bounce in phase angle. The configuration of this compensatorwith power
system is shown (see Fig. 10b). Since the boost or buck voltage during compensa-
tion is directly delivered from the grid hence no necessary of DC-link capacitor. S1,
S2, S3,S4 and S5 are the bi-directional IGBT switches operates such that compen-
sating voltage vinj injected through a series capacitor. The voltage across buck boost
inductor is denoted as vind and the current flowing through the inductor is denoted
as iL .

5 Conclusion

A review on various topologies of TDVC has been presented. Topologies are clas-
sified in a clear manner such that beginners, researchers and engineers get knowl-
edge before the implementation of any TDVC. Performance of different topologies
with respect to cost, size, and compensation capabilities are analyzed. Each TDVC
topology consists of merits and demerits from which best topology should be chosen
to get the desired output.
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A Novel Index Method for Distributed
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Distribution System Using Pandapower
Python Module
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Abstract A novel index method to find out the optimal location and optimal size of
DGs in a distribution system is presented with the objective of loss minimization and
reduction in voltage deviation. To highlight the importance of nodes in terms of loss
reduction and improvement in voltage profile, a new metric called Aggregate Loss
andVoltage Sensitivity Index (ALVSI) is proposed. The optimal location and size are
found out to maximize the Aggregate Loss and Voltage Sensitivity Index (ALVSI). A
detailed analysis was presented for the CIGRE medium voltage distribution system
benchmark. The simulation platform used is the Pandapower Python module.
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1 Introduction

The traditional power grid is characterized by centrally located power plants and
one-way power flow. Due to the increase in power demand, it became necessary to
go for additional energy resources. Building supplemental large power plants is not
a practical option due to high cost involved. The large transmission power loss, need
for additional transmission lines and increasing awareness about global warming and
carbon emission forced us to rethink the conventional energy sources. The remedy
is to generate power locally near the load center.

An important factor that decides the power transfer capability is the line losses. For
maintaining voltage stability, it is important to reduce the line losses. By providing
active and reactive power support locally, we can improve voltage regulation and
minimize power transmission losses. Distributed generators (DG) like wind, solar
CHP and micro-generators can do this job at a lower cost. It is not a practical option
to give support to every bus of the distribution grid. Therefore, it is necessary to select
an appropriate site and sizing for DGs in such a way to get maximum benefits. The
optimal DG placement problem is one of the key steps in the distribution planning
process. If this is not done effectively, it will reduce DG owner’s profit and also will
cause severe problems to the grid.

The objectives for DG sizing and placement can be loss minimization [1–
4], congestion management [5], voltage profile improvement [6], voltage stability
enhancement [7–9], increasing system loadability [10], harmonic minimization [11,
12], etc. The level of DG penetration is defined as the ratio of total active power
generated by DG to the active power demand in the distribution network (DN).
As per Government of India regulations, the maximum DG penetration level in the
distribution system should be between 40 and 50% [13]. Another factor that limits
the DG penetration level is the transient stability of the system [14]. Under the low
level of penetration, it will not affect the transient stability of the system but as the
DG penetration level increases, the impact on transient stability also increases [15].
Another important factor is the steady-state voltage rise of the network [16].

Tomodel, the effect of solar generation anAggregate Loss andVoltage Sensitivity
Index (ALVSI) is formulated which can picture the ability of each bus generation to
improve the system parameters. The differential evolution (DE) optimization algo-
rithm is developed to find out the optimal location of DGs based on ALVSI. The
proposed method was tested using the CIGRE 14 bus radial distribution system
using the Pandapower Python module. This paper is organized as follows. The first
section gives an introduction and some of the prominent researches related to the DG
placement problems. Second section discusses the performance indexes employed in
this study. A load flow-based method which employs the DE optimization technique
is developed to find out the optimal location as well as the optimal size simultane-
ously using the proposed performance index. Fifth section presents the results of the
DG placement problem. The conclusion of the study is presented in sixth section.
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2 Problem Formulation

The distribution system considered in the study is radial, and for the optimal location
of DG, the objective is taken as simultaneous minimization of the loss and voltage
deviation. In this section, a novel performance index called Aggregate Loss and
Voltage Sensitivity Index (ALVSI) is formulated to indicate the importance of each
bus in terms of its capability in minimization of loss and reduction in voltage devi-
ation. Metrics called loss sensitivity index (LSI) and voltage sensitivity index (VSI)
are also explained briefly.

2.1 Loss Sensitivity Index (LSI)

Loss sensitivity index for line k, with respect to bus j (LSIkj), is defined as the
reduction in kth line loss as a fraction of base case loss for the integration of solar
power in bus j. It characterizes the influence of jth bus generation on kth line’s loss.

LSI for kth line, with respect to jth bus can be represented as given in Eq. 1:

LSIk j = PLkBC − PLkGj

PLkBC
(1)

LSI j Ag =
Nl∑

j,k=1

LSIk j (2)

LSIjAg (Eq. 2) is the aggregate value of LSI for a bus and it shows the effect of
solar integration in jth bus in reducing the line losses in the entire distribution system.

2.2 Voltage Sensitivity Index (VSI)

VSI is defined as the change in voltage deviation with and without DG. VSI for ith
bus with DG on jth bus can be represented as given in Eq. 3:

V SIi j = �V i BC − �V iGj

�V i
(3)

V SI j Ag =
Nb∑

j,i=1

V SIi j
Nb

(4)

VSIjAg as given in Eq. 4 indicates the power of the respective bus generation in
improving the whole system voltage profile.
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2.3 Aggregate Loss and Voltage Sensitivity Index (ALVSI)

In this section, a new metric Aggregate Loss and Voltage Sensitivity Index (ALVSI)
is proposed to find out the optimal location of DG in the given DN. To consider
the effectiveness of DG in loss reduction and voltage profile improvement, a new
metric named Aggregate Loss and Voltage Sensitivity Index (ALVSI) is formulated.
ALVSI,which is theweighted sumofVSIjAg andLSIjAg, gives a good indication of the
capability of each bus generation for loss reduction and voltage profile improvement.
ALVSI of jth bus at a penetration level of G can be written as:

ALV SI jG = w1 ∗ LSI j Ag + w2 ∗ V SI j Ag (5)

As both LSI and VSI are dimensionless quantities, they can be added together
without a further scaling operation. As in this study, both loss reduction and voltage
enhancement are given with equal priority, the constants w1 and w2 are taken as 0.5.
The obtained ALVSI values are in the range between 0 and 1. Table 1 depicts the
ranges and inferences of ALVSI values obtained through power flow solutions.

3 Algorithm for Selecting the Optimal Location and Size
for Installing Solar PV

The optimal DG location and sizing problem are explained briefly in this section
using a novel performance index called as Aggregate Loss and Voltage Sensitivity
Index (ALVSI). The optimal DG placement problem is a multi-objective problem
with objective of loss minimization and reduction in voltage deviation. In this paper,
these two objectives are mapped together into a single performance index known
as Aggregate Loss and Voltage Sensitivity Index (ALVSI). The problem of finding
out the optimum size and location of DG is modeled as an optimization problem to
maximize the performance index ALVSI and is solved by using differential evolution
(DE) algorithm.

The objective function for DG allocation problem is given by:

Maximize ALV SI jG (6)

Table 1 Inference from ALVSI values

ALV SIjG Inference

0 No further decrease in losses and voltage deviation from the base case

1 losses and voltage deviation became zero

0 ≤ ALVSIjG ≤ 1 Losses and voltage deviation are less than that of the base case

ALV SIjG ≤ 0 Losses and voltage deviation are more than that of the base case
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Subject to the constraints:

Vmin < Vk < VmaxVmin = 0.95 pu Vmax = 1.05 pu

The detailed procedure for the optimal DG allocation problem is given in Fig. 1.
The first step in the DE algorithm is initialization. A population of DG allocation
vectors is generated randomly during this stage. The trial vectors formed bymutation
and crossover operation are compared with the target vectors during the selection
stage. The vectors which give the highest ALVSI are selected for the next generation.
The process stops when the maximum number of generations is reached.

4 Results and Discussion

A case study on CIGRE 14 bus distribution system [17] is given in this section. The
bus connected to the external grid and buses without load is not considered in this
study for DG placement. Bus 2 does not have any load connected to it, and therefore,
it is not considered for DG placement.

4.1 Loss Sensitivity Index

The present analysis has been carried out in CIGRE Medium Voltage 14 bus test
system. LSI for one unit of solar power penetration is shown in Table 2. One unit
of solar generation is integrated with the first bus, and the line losses are calculated
in every line. The change in line loss from the base case value (line loss before
incrementing solar generation) is calculated. The same process will be repeated in
each bus in the system, and the corresponding LSI is calculated. An LSI greater than
0.3 represents a strong interdependency between a line and a bus. It is clear from
Table 2 that lines 0, 1, 6, 7, 8 and 9 strongly depend on bus 10. It may be highlighted
that a change in the solar generation on bus 10 will highly influence the line losses in
these lines. For a unit increment in solar generation, there will be a loss reduction of
39.99% in line 0, 39.62% in line 1, 79% in line 6, 92.1% in line 7 and 65.89% in line
9. Further, the lines 2, 3 and 4 are strongly depended on bus 6, where a unit increment
in solar generation resulted in line losses decline of 79.48% in line 2, 91.06% in line
3 and 32.9% in line 4.

The study further tried to calculate the aggregate loss sensitivity index (LSIAg) of
each bus.LSIAg quantifies the influence of a particular bus in reducing the losses of the
entire distribution system. It is found from theLSIAg that bus 10 is themost influencing
bus in the system with a LSIAg of 3.254. Therefore, bus 10 can be selected as an
optimal site for installing solar generation for this particular solar energy penetration
level. The next most participating bus is bus 6 with LSIAg Index of 2.9016. Therefore,
bus 6 is the most suitable bus to install the next DG.
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Fig. 1 DE algorithm for optimal DG allocation
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Fig. 2 LSI versus penetration

Figure 2 shows the variation of LSI with penetration level. Up to a penetration
level of 2.5% bus, 11 is the most influencing bus in terms of loss reduction. After
that bus 10 predominates up to around 5%. The optimal location is bus 9 from about
5 to 7.5% of penetration level, and after that, bus 8 has a maximum value of LSI and
hence it predominates. From Fig. 2, it is clear that the optimum penetration level is
10%, and the optimal location is bus 8. For a penetration level greater than 10%, bus
3 predominates up to 25% and after that bus 1 is the only bus capable of making loss
reduction. LSI value of all the other buses is negative, which means that installing
PV on these buses results in increasing losses beyond the base case value.

4.2 Voltage Sensitivity Index (VSI)

Table 3 shows theVoltageSensitivity Index of each bus in the distribution system.VSI
depicts the interdependency between system voltage profile and generation profile.
From the table, we can see that the voltage profile of buses 1, 2, 3, 8 and 9 strongly
depends on solar generation on bus 10. The voltage profile of buses 4 and 5 greatly
depends on the bus 6 generation. Similarly, buses 12 and 13 depend on generation
on bus 14. The Aggregate Voltage Sensitivity Index (VSIAg) of each bus is calculated
further. VSIAg indicates the power of the respective bus generation in improving the
whole system voltage profile. Penetrating solar panel in the bus having high VSIAg
will improve the system voltage profile. Further, it improves the voltage stability of
the whole system. It is clear from Table 3 that for a penetration level of one unit of
solar power, VSIAg of bus 11 is the maximum, and hence, it is the ideal bus for PV
placement. The next optimal position is bus 10 with VSIAg of 2.0789. Variation of
VSI with penetration level is shown in Fig. 3.
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Fig. 3 VSI versus penetration

4.3 Aggregate Loss and Voltage Sensitivity Index (ALVSI)

A graph of ALVSI versus penetration level is shown in Fig. 4. Up to a penetration
level of 4% bus, 11 has a maximum value of ALVSI and is the optimum position of
DG. Bus 10 is the most influencing bus for a penetration level up to 9.27%. After that
bus 9 predominates up to 13.6%. From 13.6 to 14.6%, bus 8 is the most influencing
bus. After that, bus 3 is dominating. After 31% of penetration level, bus 1 is the only
bus which has a positive value of ALVSI. This value of all the other buses is negative

Fig. 4 ALVSI versus penetration
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which indicates that increasing the DG penetration beyond this value in those buses
will increase the line losses and deteriorate the voltage profile compared to the base
case without DG.

The ranking of buses for each penetration level together with corresponding
ALVSI values is given in Table 4. From the table, it is understood that the most
influencing bus will be the one which is at the edge of a feeder at low penetration
levels (bus 11), and as the penetration level increases, the interior buses (bus 9, bus
10) will become more superior in terms of loss reduction and voltage improvement.
At high penetration levels, the bus at the beginning of a feeder will be the dominant
one.

After a particular penetration level (34.3%), only the starting bus which is fed
directly from the external grid (bus 1) is capable of doing loss reduction and voltage
improvement that too at a very little extent (ALVSI value is only 0.1456). All the

Table 4 Bus ranking andALVSI values for different penetration level in CIGRE 14 bus distribution
system

Penetration
(%)

Size (MW) Rank 1 Rank 2 Rank 3 Rank 4 Rank 5

2.2 1 (11, 0.1753) (10, 0.175) (9, 0.1724) (7, 0.1709) (8,
0.1705)

4.4 2 (10, 0.3272) (11, 0.327) (9, 0.3238) (8, 0.3208) (7,
0.3182)

6.8 3 (10, 0.4591) (11, 0.4578) (9, 0.4565) (8, 0.4531) (7,
0.4445)

9 4 (10, 0.5726) (9, 0.5722) (11,
0.5698)

(8, 0.5689) (7,
0.5517)

11.3 5 (9, 0.6722) (8, 0.6697) (10,
0.6694)

(11,0.6645) (5,
0.6427)

13.3 6 (9, 0.7566) (8, 0.7564) (10,
0.7353)

(4, 0.7274) (5,
0.7247)

15.9 7 (3, 0.7815) (4, 0.758) (8, 0.742) (5,0.7398) (9,
0.7325)

18.18 8 (3, 0.7056) (4,0.6877) (5,0.6769) (6,0.6631) (8,
0.645)

20.45 9 (3, 0.6091) (4, 0.589) (5, 0.577) (6,0.5618) (8,
0.5415)

22.7 10 (3, 0.511) (4,0.4888) (5,0.4756) (6,0.4589) (8,
0.4366)

25 11 (3, 0.4116) (4,0.3873) (5,0.3728) (6,0.3545) (8,
0.3302)

31.81 14 (1, 0.1395) (3,0.1043) (4,0.0736) (5,0.0554) (6,
0.0323)

34.09 15 (1, 0.1456) (4, −0.034) (5, −
0.0535)

(6, −
0.0783)

(3, −
0.0012)
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other buses will aggravate the situation than the base case (ALVSI values for all the
other buses are negative). A negative value for ALVSI indicates that increasing the
DG penetration beyond this value will intensify the line losses and deteriorate the
voltage profile than the base case without DG.

4.4 Optimal DG Placement Based on ALVSI

Comparison of DG placement based on LSI, VSI and ALVSI are given in Table 5.
In the above base case, the losses and voltage deviation are, respectively, 0.233 MW
and 0.7468without DG. The impact of DG placement on voltage stability is analyzed
by drawing the PV curve as shown in Fig. 5a, b.

FromFig. 5a, it is clear that themaximum loadability limit of the base casewithout
DG is only 20 and the corresponding voltage stability margin is 19. When single DG
placement is done through LSI, the loadability margin is increased to 28, the voltage

Table 5 DG allocation and comparison of system parameters. number of DG performance index
bus no: size loss (MW) voltage deviation voltage stability margin

Without DG – – – 0.233 0.7468 19

1 DG LSI VSI
ALVSI

8
3
3

4.0905
7.0724
6.1

0.0329
0.098
0.06068

0.2684
0.0625
0.1219

27
29
29

2 DG LSI
VSI
ALVSI

8
5
8
5
9
5

2.07
2.30
3.58
2.94
3.59
2.6

0.0228
0.0710
0.059

0.2468
0.053
0.0690

25.66
28.0033
29.0033

(a) Single DG placement (b) 2DG placement

Fig. 5 Impact ofDGplacement usingdifferent indices onmaximum loadability andvoltage stability
margin at bus 6
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stability margin is increased to 27, the total system losses are decreased to 0.0329
and the voltage deviation has decreased to 0.2684 from the base case. In the case
of VSI-based single DG placement, the losses are more (0.098 MW) and voltage
deviation (0.0625) is less than that of LSI based one.

Further, the loadability limit is 30 and the stability margin is 29 for VSI-based
optimum DG placement. ALVSI-based DG placement results in reduced losses
compared to VSI-based DG placement. It also achieves the same system load-
ability that results in the same voltage stability margin as that of the VSI-based
DG placement.

LSI-based 2DG placement results in a total system loss of 0.0228 and a voltage
deviation of 0.2468. The voltage stability margin corresponding to LSI based 2DG
placement is 25.66. VSI-based 2DG placement improves the system voltage profile
than that of 1DG case but the voltage stability margin (28) is less than that of VSI and
ALVSI-based 1DG placement. ALVSI-based 2DG placement gives a high voltage
stability margin of 29.003 with reduced total system losses of 0.059 than that of VSI
based counterpart.

5 Conclusion

A novel performance index for the optimal placement of distributed generators in
a radial distribution system is proposed with the objective of loss reduction and
reduction in voltage deviation. The capability of the DGs that optimally placed based
on the three indicesLSI,VSI andALVSI for improving the various systemparameters
is analyzed. Results are presented for CIGRE 14 bus distribution system.
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Haar FCM with DEMATEL Technique
to Analyze the Solid Waste Management

A. Felix and Saroj Kumar Dash

Abstract An interesting attempt is taken to form a hybrid model by integrating
Fuzzy Cognitive Map (FCM), the Delphi Method, and the DEMATEL method
through the Haar ranking of Hexagonal Fuzzy Number. To examine this model,
the problem of solid waste management is taken. Solid waste arises from human and
animal activities can generate major health problems and horrible living environ-
ment when they are not dumped of safely and appropriately. The proper disposal of
solid waste helps to reduce the terrible impacts on both human health and environ-
ment to sustain economic growth and better quality of life. Therefore, this present
study analyzes the solid waste management through the Haar FCMwith DEMATEL
technique.

Keywords Fuzzy logic · Hexagonal fuzzy number · Haar ranking · FCM · Delphi
method · DEMATEL

1 Introduction

Multiple attribute decisionmaking (MADM)method is thewell knowbranch of deci-
sion making. DEMATEL, AHP, ANP, VIKOR, TOPSIS, etc., are powerful tools for
solving multi attribute decision making problems in fuzzy environment. DEMATEL
is one of the effective techniques, designed by theBattelleMemorial Institute through
its Geneva Research Centre [8, 9]. It is a practical tool which is used for visualizing
the complex structure into a simple structure. It can also be defined by the matrices
or directed graphs. Recently, DEMATEL has been attracted by the many researchers
and applied successfully in software system design [11], hospital service quality [20],
and social related problems [2]. When designing this model, the relationships among
the factors are usually assigned by the crisp values. Nevertheless, in many situations,
human decisions with preferences are often complex in nature so crisp values are
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inadequate due to inherent uncertainties in the data. Hence, linguistic terms facilitate
the decision makers to describe the correlation between criteria [23, 24].

Fuzzy Cognitive Map (FCM) was designed by Kosco [13] from the Cognitive
maps. It is one of the simple and powerful techniques in decision making, which
motivated by the cognition of human brain. FCM is a directed graph relating the
concepts. The relationship between concepts is determined by the weights of the
link joining the concepts. In FCM, fuzzy weights are used rather than crisp values to
describe the strength of the connection between concepts. It is one of the prominent
techniques to acquire the experts’ opinion in a natural manner. Classical cognitive
maps take the connectionweights only from {−1, 0, 1}whereas FCM takes intervals,
linguistic terms or fuzzy numbers as the connection weights.

The current research has paid more attention on uncertain linguistic terms to solve
decision making problems where linguistic terms are employed as the input vari-
ables in decision making problems and fuzzy numbers are used to assign the values
for the linguistic terms. Fuzzy DEMATEL method was extended using different
fuzzy numbers triangular [2, 15], trapezoidal [21]. Currently, few of the researchers
are interested in designing the hybrid model to have more flexibility and to reduce
the time complexity. The hybrid models such as DEMATEL-CETD [19], FCM is
combined with VIKOR [3] and with DEMATEL [7] TOPSIS-FCM [6], TOPSIS-
DEMATEL [1], etc. were designed in the recent years. Hence, a new attempt is made
to design a hybrid system called Fuzzy Haar FCMwith DEMATEL using Hexagonal
fuzzy number [18] and Haar ranking [4]. To examine this method, the problem of
solid waste management is chosen.

It is stated by Britannica that “Solid-waste management, the collecting, treating,
and disposing of solid material that is discarded because it has served its purpose or
is no longer useful. Improper disposal of municipal solid waste can create unsanitary
conditions, and these conditions in turn can lead to pollution of the environment
and to outbreaks of vector-borne disease that is, diseases spread by rodents and
insects.” In the past two decades, many researchers have designed multi criteria
decision making models on solid waste management which is briefed as follows.
Multi criteria decision analysis for the proper land fill capacity [10], land planning of
regional solidwastemanagement systems [12], anticipation of solidwaste generation
in a fast-growingmetropolitan cities [5], A sustainablemunicipal solid waste (MSW)
management [16], selecting appropriatemunicipal solidwaste disposalmethods [14],
causal structure of urban solid waste management [22], waste management system
in metropolitan city councils in Melbourne [17]. From the review it is observed that
all the researchers have focused either triangular or trapezoidal fuzzy number to
represent the value for linguistic term. Hence, this paper designs the hybrid system
Haar FCMwithDEMATELusing hexagonal fuzzy number to analyze the solidwaste
management in Chennai.
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2 Theoretical Background

Definition 2.1 A fuzzy set Ã is a subset of a universe of discourse X, which is
characterized by a membership function μ Ã(x) representing a mapping μ Ã:X →
[0, 1]. The function value ofμ Ã(x) is called the membership value, which represents
the degree of truth that x is an element of fuzzy set Ã.

Definition 2.2 A fuzzy set Ã defined on the set of real numbers R is said to be a
fuzzy number and its membership function Ã is mapping from the real line R to the
closed interval [0, 1], holds Ã is convex, normal and piecewise continuous.

Definition 2.3 The α-cut of the fuzzy set Ã of the universe of discourse X is defined
as Ãα = {x ∈ X/μ Ã(x) ≥ α}, where α ∈ [0, 1].

Definition 2.4 A triangular fuzzy number Ñ can be defined as a triplet (l, m, r) and
the membership function μÑ (x) is defined as:

μÑ (x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 x < l
(
x−l
m−l

)
l ≤ x ≤ m

(
r−x
r−m

)
m ≤ x ≤ r

0 x > r

where l, m, r are real numbers and l ≤ m ≤ r.

Definition 2.5 A trapezoidal fuzzy number Ã can be defined as (a1, a2,, a3, a4) and
the membership function is defined as

μ Ã(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
x−a1
a2−a1

)
a1 ≤ x ≤ a2

1 a2 ≤ x ≤ a3(
a4−x
a4−a3

)
a3 ≤ x ≤ a4

0 a1 ≤ 0 and a4 ≥ 0

where a1, a2, a3, a4 are real numbers a1 ≤ a2 ≤ a3 ≤ a4.

Definition 2.6 Linear hexagonal fuzzy number with symmetry (LHFNS): A
linear hexagonal fuzzy number is written as ÃLS = (a1, a2, a3, a4, a5, a6; h) whose
membership function is written as
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a1 a5a4a3a2 a6

h

1

0

Fig. 1 Hexagonal fuzzy number

μ ÃLS
(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h
(

x−a1
a2−a1

)
, a1 ≤ x ≤ a2

1 − (1 − h)
(

x−a2
a3−a2

)
, a2 ≤ x ≤ a3

1, a3 ≤ x ≤ a4
1 − (1 − h)

(
a5−x
a5−a4

)
, a4 ≤ x ≤ a5

h
(

a6−x
a6−a5

)
, a5 ≤ x ≤ a6

0, x ≤ a1 and x ≥ a6

Definition 2.7 Alpha cut-symmetry linear hexagonal fuzzy number (SLHFN):
Given a fuzzy set A defined on X and any number α ∈ [0, 1], the α-cut, then we
define αA the crisp sets as αA = {x/A(x) ≥ α}

Aα =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

A1L(α) = a1 + α
h (a2 − a1) f or α ∈ [0, h]

A2L(α) = a2 + (
1−α
1−n

)
(a3 − a2) f or α ∈ [h, 1]

A2R(α) = a5 − (
1−α
1−h

)
(a5 − a4) f or α ∈ [h, 1]

A1R(α) = a6 − α
h (a6 − a5) f or α ∈ [0, h]

where A1L(α), A2L(α) are increasing functionswith respect toα and A3R(α), A2R(α)

decreasing functions with respect to α (Fig. 1).

3 Proposed Methodology

This present study designs the Fuzzy Haar DEMATEL-FCM system by integrating
the significant features of FCM and DEMATEL methods through Haar ranking of
Hexagonal Fuzzy number. This system is executed via three stages.
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Stage-1 FCM Development:

(i) construct the initial linguistic uncertain direct relation matrix.

Let C = {Ci , i = 1, 2, . . . , n} be the attributes and E = {Ei , i = 1, 2, . . . , k} be
the experts. Then, the linguistic uncertain direct relation matrices are framed with
the aid of experts from the linguistic set L = {No Influence (NI), Very Low (VL),
Low (L), Medium (M), High (H), Very High (VH)}.

(ii) Convert the initial linguistic uncertain relation matrix Ẑk = [ẑki j ]n×n into
hexagonal fuzzy matrix Z̃k = [z̃ki j ]n×n using the given table

(iii) Form a group uncertain direct relation matrix Z̃k = [z̃ki j ]n×n .

All the uncertain direct relation matrices Z̃1, Z̃2, . . . , Z̃m are aggregated to frame
a total uncertain direct relation matrix Z̃k = [z̃ki j ]n×n .

Stage-2 Converting Hexagonal Fuzzy Number into Haar Hexagonal Fuzzy
Number

Let Ã = (a1, a2, a3, a4, a5, a6) be considered as the Hexagonal fuzzy number.
For using Haar wavelet ranking, the Hexagonal fuzzy number is rewritten as
˜̃A = (a1, a2, a3, a3, a4, a4, a5, a6). The average and detailed coefficients namely
the scaling and wavelet coefficients of Hexagonal fuzzy number can be calculated
as follows.

(i) Group theHexagonal fuzzy numbers in pairs. [a1, a2], [a3, a3], [a4, a4], [a5, a6]
(ii) The first four elements of ˜̃A with the average of these pairs (approximation

coefficients) and replace the last 4 four elements of ˜̃Awith half of the difference
of these pairs (detailed coefficients).

α1 =
(
a1 + a2

2

)

, α2 =
(
a3 + a3

2

)

, α3 =
(
a4 + a4

2

)

, α4 =
(
a5 + a6

2

)

β1 =
(
a1 − a2

2

)

, β2 =
(
a3 − a3

2

)

, β3 =
(
a4 − a4

2

)

, β4 =
(
a5 − a6

2

)

The ˜̃A1 changed into ˜̃A1 = (α1, α2, α3, α4, β1, β2, β3, β4)

(iii) Group the pair of approximation coefficients of ˜̃A1. Then, find the new approx-
imation coefficients and the detailed coefficients for the pair of approximation

coefficient of ˜̃A1[α1, α2], [α2, α3]

γ1 =
(

α1 + α2

2

)

, γ2 =
(

α2 + α3

2

)

;
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η1 =
(

α1 − α2

2

)

, η2 =
(

α2 − α3

2

)

The ˜̃A1 changed into ˜̃A2 = (γ1, γ2, η1, η2, β1, β2, β3, β4)

(iv) Find the pair of approximation coefficient in ˜̃A2. Then, find the new approx-
imation and detailed coefficients for the pair of approximation coefficient of
˜̃A2. [γ1, γ2] δ1 = (

γ1+γ2
2

)
, δ2 = (

γ1−γ2
2

)

The ˜̃A2 changed into H(
˜̃A) = (δ1, δ2, η1, η2, β1, β2, β3, β4)

(v) Determine the sum of H(
˜̃A). (i.e.)

D = Sum(H(
˜̃A)) = (δ1 + δ2 + η1 + η2 + β1 + β2 + β3 + β4)

Stage-3 DEMATEL Process

(i) Create the uncertain overall relationmatrix T̃ = [ti j ]n×n using [ti j ]n×n = D(I−
D)−1, i, j = 1, 2, . . . , n

(ii) Determine the overall intensities of influencing and influenced criteria Ci

Let ci be the correlation between Ci and Cj and it can be obtained by ci =
n∑

j=1
ti j , i = 1, 2 . . . n

Let hi be the overall strength the that criteria Ci is induced by other criteria, and

it is got by hi =
n∑

j=1
t ji , i = 1, 2 . . . n

(iii) Determine the prominence and relation of each criteria pi and ci

The prominence pi of the criteria is evaluated by pi = ci + hi , i = 1, 2, . . . n,
which provides the importance of the criteria. The relation ri is obtained by ri =
ci − hi , i = 1, 2, . . . n, which separates the cause and effect group of the criteria.
If ri is +ve, then Ci is a cause criteria. If ri is −ve, then Ci is an effect group.

(iii) Construct the causal diagram

Causal diagram is plotted based on prominence pi and relation ri.

4 Adaptation of the Problem to the Proposed Model

To illustrate this model, the problem of solid waste management is taken. Solid
waste refers to the variety of garbage generating from human and animal activities
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Table 1 Hexagonal linguistic
scale

Alternative assessment Fuzzy number

No influence (NI) (0, 0, 0, 0.06, 0.12, 0.18)

Very low (VL) (0.06, 0.12, 0.18, 0.24, 0.3, 0.36)

Low (L) (0.24, 0.3, 0.36, 0.42, 0.48, 0.54)

Medium (M) (0.42, 0.48, 0.54, 0.6, 0.66, 0.72)

High (H) (0.6, 0.66, 0.72, 0.78, 0.84, 0.9)

Very high (VH) (0.78, 0.84, 0.9, 1, 1, 1)

such as industrial, residential and commercial activities, etc., that are categorized
into renewable and non-renewable. The most important aim of solid waste manage-
ment is to diminish the terrible impacts on both human health and environment to
sustain economic growth and better quality of life. To identify the most important
factor of solid waste management, the following factors are identified. C1—Local
resources consumption and reproducibility, C2—Compatibility with environmental
and geological characteristics, C3—Atmospheric emissions, C4—Water pollution
and wastewater, C5—Waste production, C6—Land use and occupation, C7—Fuel or
non-renewable energy consumption, C8—Water consumption, C9—Non-renewable
rawmaterials use, C10—Respect for local culture, C11—Percentage of collection and
population served, C12—Separated management of organic, hazardous or recyclable
waste, C13—Living conditions of local community would be a useful advance in the
practice of solid waste management.

FCM Process: At this process, the initial uncertain direct relation matrices are
constructed with the aid of two experts—educationist, scavenger from themunicipal.
They are called to give their judgments on the interrelation among the factors fromS=
{No Influence, Very Low,Medium Low, Low, High, MediumHigh, Very High}. The
Initial uncertain direct relation matrices are then transformed into hexagonal fuzzy
numbers using Table 1. Then, the direct relation matrix Ẑk = [ẑki j ]n×n changed into
hexagonal fuzzy matrix Z̃k = [z̃ki j ]n×n . Next, the group uncertain direct relation
matrix is constructed by aggregating all two matrices.

Converting Hexagonal Fuzzy Number into Haar Hexagonal Fuzzy Number:
At this stage, Hexagonal Fuzzy Number is converted into Haar Hexagonal Fuzzy
Number. Subsequently, using the Haar ranking algorithm for Hexagonal fuzzy
Number, the group uncertain direct relation matrix Z̃k = [z̃ki j ]n×n is changed into

Haar Hexagonal direct relation matrix H(
˜̃A) = [ ˜̃ai j ]n×n . Next, Haar Hexagonal

direct relation matrix H(
˜̃A) = [ ˜̃ai j ]n×n is summed to get the Sum of Haar Hexagonal

Fuzzy Number matrix D = [di j ]n×n .
DEMATEL Process: At the final stage, the uncertain overall relation matrix
T̃ = [t̃i j ]n×n is obtained. Further, the overall intensities of influencing and influ-

enced criteria are determined.Also, the prominence and relation ate calculated,which
are given in Table 2.

The causal diagram (Fig. 2) is depicted based on the prominence pi and relation
ri. The prominence pi elucidates the importance of the criteria. From the result, the
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Table 2 Computational results

c h p = c + h r = c − h

C1 −1.894 −1.103 −2.997 −0.791

C2 −2.291 −1.521 −3.812 −0.77

C3 −3.089 −2.026 −5.115 −1.063

C4 −2.493 −1.691 −4.184 −0.802

C5 −2.081 −1.25 −3.331 −0.831

C6 −0.892 −1.708 −2.6 0.816

C7 −1.226 −1.975 −3.201 0.749

C8 −1.147 −2.54 −3.687 1.393

C9 −0.718 −1.83 −2.548 1.112

C10 −0.169 −1.117 −1.286 0.948

C11 −1.147 −1.355 −2.502 0.208

C12 −1.178 −1.23 −2.408 0.052

C13 −2.608 −1.587 −4.195 −1.021

-2.997, -0.791-3.812, -0.77

-5.115, -1.063

-4.184, -0.802 -3.331, -0.831

-2.6, 0.816
-3.201, 0.749

-3.687, 1.393

-2.548, 1.112

-1.286, 0.948

-2.502, 0.208
-2.408, 0.052

-4.195, -1.021

-6 -5 -4 -3 -2 -1 0

Fig. 2 Causal diagram

following ranking is obtainedC8 >C4 >C1 >C3 >C6 >C9 >C7 >C5 >C10 >C13 >C11

> C12 > C2. Here, C8—Water consumption and C4—Water pollution and wastewater
are the most influencing criteria for the cause of solid waste. Moreover, the relation ri
divides the cause and effect group. if ri is+ve, thenCi is a cause criteria. If ri is−ve,
then Ci is an effect group. It is observed that the cause group of solid waste includes
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C6—Land use and occupation, C7—Fuel or non-renewable energy consumption,
C8—Water consumption, C9—Non-renewable raw materials use, C10—Respect for
local culture, C11—Percentage of collection and population served, C12—Separated
management of organic, hazardous or recyclable waste, and the effect group includes
C1—Local resources consumption and reproducibility,C2—Compatibilitywith envi-
ronmental and geological characteristics, C3—Atmospheric emissions, C4—Water
pollution and wastewater, C5—Waste production C13—Living conditions of local
community.

5 Conclusion

In this present investigation, a novel Haar FCM with DEMATEL technique is
proposed to determine the major influenced factor and to obtain the cause and effect
criteria of solid waste management. By adapting this system, the complicated struc-
ture can be visualized into a simple structure to take a appropriate decision by the
decision makers. Furthermore, the proposed technique can be useful to obtain the
most feasible solution in all MCDM problem with full of uncertainty.
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NARX-EMFO Based Controller
Optimization for pH Neutralization
in Wastewater Treatment

Akshaykumar Naregalkar and D. Subbulekshmi

Abstract In order to meet the growing water demand, two sustainable options are
available—desalination and wastewater recycle and reuse. The wastewater recycling
and reuse concept, which is already prevalent in most of Europe and America, is
currently in high demand in India with Swachh Bharat Mission and smart cities
program of Government of India. The necessity to treat wastewater for recycling
and reuse is slowly gaining grounds in industries, municipalities, and residential
segments. Thewastewater can be treatedwith different means—physical process like
separation of suspended solids, chemical process like pH neutralization, and biolog-
ical process to decompose organic substances. In pH neutralization of wastewater,
the incoming untreated wastewater has a wide range of pH, and it is difficult to treat
wastewater with such a high variability of pH. Neutralization is the process used
for adjusting pH to optimize treatment efficiency. Neutralization may take place
in a holding, rapid mix, or an equalization tank. In this work, a novel approach
using NARX (Nonlinear Auto-Regressive eXogenous) model and enhanced moth
flame optimization (EMFO) is proposed for pH neutralization of the wastewater and
its performance is compared with ARX (Auto-Regressive eXogenous), ARMAX
(AutoregressiveMovingAverage eXogenous), andBJ’s (Box-Jenkins)model perfor-
mance in terms of ISE, IAE, MSE, settling time, and peak overshoot for evaluating
controller performance. The outcomes are then evaluated for both proposed and
existing approaches to prove the effectiveness of the proposed scheme for the case
under study.
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1 Introduction

The necessity to treat wastewater for recycling and reuse is slowly gaining grounds
in industries, municipalities, and residential segments. The wastewater can be treated
with chemical process like pH neutralization and biological process to decompose
organic substances. In pH neutralization of wastewater, the incoming untreated
wastewater has a wide range of pH, and it is difficult to treat wastewater with such a
high variability of pH. Neutralization is the process used for adjusting pH to optimize
treatment efficiency. Acids such as sulfuric or hydrochloric may be added to reduce
pH or alkalis such as dehydrated lime or sodium hydroxide may be added to raise pH
values. Neutralizationmay take place in a holding, rapidmix, or an equalization tank.
It can be carried out at the end of the treatment also to control the pH of discharge
in order to meet the standards.

The pH level control is a trivial process in the treatment ofwastewater, pharmaceu-
ticals, chemical industries, and biotechnology [1]. Once the wastewater is discharged
in the environment, the value of pH should be sustained at range of 6–8 so as to safe-
guard the life of aquatic and human. The pH neutralization shows a vibrant part in
medicinal industry to make sure the product’s value. Fine-tuning the pH value is
challenging because of the corresponding time-varying nature along with nonlinear
features [2]. The pH neutralization method generally comprises of the measurement
of pH value of an acid base biochemical response at which the hydroxide ions and
hydrogen ions are neutralized by everyone to produce water, whereas the other ions
that are convoluted keep on unaffected [3].

The pH control approaches are usually allocated into three foremost kinds. The
first type is an open-loop controller in which the rate of control valve opening is
preserved at some assured location for a particular time period. The other type estab-
lished on response control opinion in which there is a straight correlation among the
progressive pH value and the opening of control valve. The 3rd control technique
is extensively utilized for the pH mechanism is feed forward mechanism, where the
regulator will recompensate for any of the dignified disruption before the develop-
ment got disturbed. The pH control is required in various manufacturing methods.
The simple approach is for neutralizing the pH fluid, i.e., achieve a pH value near to 7
[4]. The Continuously Stirred Tank Reactor—CSTR is utilized for pH neutralization
process. As per the value of pH the resolution identified by pH sensor, base or acid
has been included to attain the solution of neutralized solution [5]. The Wastewater
pH which is below 4.5 and beyond 9 might significantly moderate the movement of
the microbes which treat the water and might not maintain their lifetime at all. In this
broadside hydrogen chloric acid (HCL = 3.01) utilized in wastewater management
abilities to regulate alkalinity (NaOH= 10.98). Sodium Hydro Oxide base exploited
to keep pH of method in base section. In pH neutralization method two cases are
deliberated Servo and Monitoring difficulties [6].

The later proficiencies both fast and enormous changes inside the controller
channel which result in significant variations in process improvement over an
insignificant kind of pH. Furthermore, spontaneous pH controls have to compete
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with the certain development instabilities, improper valve sizing and in certain
circumstances poorly intended methods [7].

So as to recognize the modeling structure of ARMAX and ARX, the black box
mathematical modeling structures are unconstrained. In common, the system is
acknowledged bymeans of black box. Here, the input has been signified as u(t) given
to the system model and both input u(t) and output y(t) are recorded for modeling
the system. Conversely, the model system is concerned by disturbance. Usually, the
outputs and inputs are totally or partly assessable whereas the system disturbance
hasn’t been categorized openly. This has some effect on output. The modeling error
e(t) has been unconstrained as the outcome of the variance among the model and
system output. The over-all configuration for black box models in an input/output
simple correlation as follows:

A
(
q−1) · y(t) = B

(
q−1

)

F
(
q−1

) · u(t) + C
(
q−1

)

D
(
q−1

)e(t) (1)

where y(t), u(t), and e(t) are represented as the output, input, and noise. Altogether A,
B,C,D andF are considered as the polynomials. For black boxmodels, the algorithm
generic structures are well-defined below.

ARX model is one of the simplest parametric structures. The structure of ARX
can be signified as follows:

A
(
q−1

)
y(k − n) = q−d B

(
q−1

)
u(k − n) + e(k) (2)

In this, the polynomial C
(
q−1

) = 1.
ARMAXModel is similar to ARX model, however the additional terms signifies

the moving error in an average. This model was useful on disturbance domination
which are entering in the initial stage of the process. The generic structure of this
model is depicted as follows:

A
(
q−1

)
y(k − n) = q−d B

(
q−1

)
u(k − n) + C

(
q−1

)
e(k) (3)

where

A
(
q−1

)
, B

(
q−1

)
andC

(
q−1

)
are the polynomial parameters thatwere to be estimated.

However, due to time-varying and nonlinear features of pH neutralization process,
it is hard to control the pH concentrations effectively with ARX, ARMAX, and BJ’s
model. So an efficient system is required tomaintain the pH range. At last, an efficient
NARXmodel has been discovered applying best optimization techniques tomaintain
the pH range of CSTR. So, in order to overcome these limitations theNARXhas been
implemented where the ANN (Artificial neural network) controller is integrated for
maintaining the pH of the wastewater. The structure of NARX can be represented as

y(t) = f [u(t − 1), . . . u(u − nu), y(t − 1), . . . u(u − ny))] (4)
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The predefined NARX model is taken into account with the integration of ANN
controller and EMFO (Enhanced Moth Flame Optimization) for optimizing this
controller so as to maintain the desired pH value. Here, ANN is one of the significant
controllers preferred to reduce the fluctuations in pH of wastewater thereby main-
taining the range of pH. In this work instead of moth flame optimization (MFO),
EMFO is preferred as MFO gives the default lower bound and upper bound values
for evaluating fitness function but suffers from poor exploration and slow conver-
gence problem. In few complex optimization problems like multimodal problems in
nonlinear systems, MFO doesn’t perform well in terms of convergence. An EMFO
is a nature-inspired algorithm with a simple structure. In this case with EMFO, the
best fitness function can be evaluated via setting the lower and upper bound ranges
as per required pH range and to maintain it. The integration of ANN and EMFO in
NARX model attains an effective pH range that to be maintained.

1.1 Related Work Review

This section provides the detailed description of various existing process on the pH
neutralization approach.

A model location adaptive controller system is intended for the mechanism of
the level variables and pH in a method called as neutralization in CSTR. In such
adaptive pattern, the parameter and the device evaluation laws which were extracted
depending on the reference type approach for the nonlinearly parameterized systems.
On choosing the constraint, more appropriate controller laws have been updated, the
processes are reduced for this problem of pH. There was insufficient equipment in
order to implement level control remains as the major downside of this technique
[8]. Formation of the pH neutralization method was essential for proper control
which in turn offers the usage of Hammerstein–Wiener model for identifying the
process of pHneutralization. Therewas a need for enhancement in the fitness function
values bymeans of employing the extrememachine learning dependentHammerstein
technique [9]. CDM-PI controller for the neutralization process as (FOPTD) first
order plus time delay model was implemented for calculating the control factors.
But this requires more complex calculations [10].

A nonlinear model analytical controller structure depending on the (SQP) succes-
sive quadratic programming processwas implemented for neutralization of pH. But it
requires to solve complexquadratic equations for solvingoptimizationproblems [11].
The mission toward the pH value tuning, predominantly concerning a progression
by a constant supplies, is relatively hard because of essential nonlinearity and high
understanding to improbability disruption. The process of detection in the taken up
study had been related with the means of the state-space method, nonlinear method-
ology of ARX, Hammerstein–Wiener methodology, and ARXmethodology. For the
pH system this techniquemay lack the design of controllerwhichwas the downside of
this technique [12]. The pH should be monitored and controlled in the neutral region
by applying some tuning methodological factors to design the PID controller. By
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applying the operations such as smith operation, marlin and also the Branica defined
operation, there could be a large variation in outcome on altering the small deviations
of income. The major applications of the pH neutralization were of more important
in the wastewater retreatment process, medical applications, and food processing
methods and so on. Initially, material balance with the hydroxyl ion and hydrogen
compositions became challenging to be noted. This issue was in accordance with the
water splitting and recording the variations in the composition of the water concen-
tration. Next, the material balance could be carried out on every atomic class and all
additional equilibrium associations. The electro neutrality principle was utilized for
simplifying the equations [13]. The deviations in pH were compensated by applying
a feedback control loop. The manipulation of the alkaline flow rate helped to main-
tain the pH level of the process at a preferred level during the operations of transient.
This was the main motive of this pH control but the application of advanced control
schemes required numerous parameters of the process which were optimized [14].

The brain spiritual learning dependent on intelligent controller (BELBIC) was
demonstrated and introduced to implement the artificial intelligent controller and
utilized it in jacketedCSTR in both presence and absence of noise [15]. The enhanced
SOFLC for pH controller by means of performance alteration table was used with
(FLC) fuzzy logic controller in addition to the essentials of the fuzzy performance
alteration table. The subsequent enhancedSOFLCwas relatedwith improvedFLC for
servo and monitoring controller. The advantages of this approach were as follows:
reduced overshoot, settling time reduction, and less rate of rejection [16]. Model
predictive controller based on piecewise model was employed in pH neutralization.
This employment needs the information, over extent or by assessment, of the situa-
tions of the scheme of neutralization, together producing numerous difficulties. At
this time the problem was addressed by comprising essential accomplishment in
the controller to recompense for the unmeasured situations. However, this approach
faces the issue of time delay factor [17]. A fuzzy logic dependent PID controller
for the process of neutralization of the pH values was implemented for considered
hydro management unit. The robustness of the arrangement controller was reliant
on the flow rate control tap, pH value meter, concentration monitoring sensors and
flow transmitter as these instruments are the influencing variables all through the
present controller scheme and application. This was the downside of this approach
[18]. A predictive control for the pH neutralization technique depending on the fuzzy
inverse approach was employed in a comprehensive analytical control. One of the
benefits of this controller organization was the deliberation of categorical constric-
tion in system control which also comprised the ambiguous projecting mechanism.
The presence of disruption and improbability was the limitation of this system [19].
The adaptive pH neutralization for the strong acid and base system was depicted for
the maintenance of pH was with much abundant significance in the progressions of
chemical, biotechnological productions, and several other regions. High presentation
along with the strong maintenance of pH counteraction was hard to attain because
of the time-varying and nonlinear method features. The method expansion differs at
greater demand of amount over a small series of pH [20]. The performance Study of
Neutralization pH operation for Conservative PI Regulator and IMC Established PI
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maintainer. The wide-ranging intention was to preserve the pH rate in a liquid at a
particular level. The main aim of this method was to defuse the liquid in assessment
by fluctuating the substance solution stream level till the mix alleviates at fixed point
[21].

A dynamic forming of neutralization of pH method with fuzzy concept centered
pH maintenance system for the operation of neutralization was established but
lacks optimization techniques [22]. Enhanced moth flame optimization (EMFO) was
proposed to overcome the problem of poor global searching in moth flame optimiza-
tion algorithm. EMFO also having ability of global search [23]. It was shown that
MFO algorithm gives optimum function value using standard deviation compared to
other constraint optimization algorithms like Genetic Algorithms and artificial bee
colony [24].

Several existing techniques related to the process of pH neutralization were exam-
ined and from this analysis it was evident that there some drawbacks in the existing
techniques. Hence, it could be overcome by the implementation of some effective
methodologies. Due to features of time-varying and the nonlinear methods, it was
hard to control the pH concentrations. So an efficient system is required to maintain
the pH range. For at last, an efficient NARX model has been discovered applying
best optimization techniques to maintain the pH range of CSTR or pH neutralization
in the process tank.

To reveal these drawbacks, the paper also implements the existing designs like,
andNARX. The novelty of the proposed system is to combineANNwithNARX. The
best results are then gained by using optimization methods (EMFO). The outcomes
are then evaluated for both proposed and existing approaches like ARX, BJ and
ARMAX to prove the effectiveness of the proposed scheme. Objective is to design
a mathematical model for the case under study. To determine the best outcomes
of controller parameters, to achieve the system requirements and to focuses on the
simplification of design and implementation. To design new algorithm for param-
eter estimation and model identification and accordingly implementing controller
algorithm to adapt for nonlinear changes in nonlinear/MIMO systems

2 Proposed NARX Based Approach for pH Neutralization
Process Under Study

To apply the proposed algorithm, a pH neutralization process is considered as shown
in Fig. 1. In this process of neutralization, the wastewater is introduced into the
process tank. Then the pH of this wastewater is measured using pH sensor, if pH
value is below 7, i.e., acidic then alkaline flow (Qb) with solutionNaOH is introduced
into the process tank using control valve. If the pHvalue is greater than 7, i.e., alkaline
in nature, then Acid flow (Qa) with HCl can be introduced into the process tank. Thus
based on pH value of the wastewater, chemical treatment of neutralization can be
applied to treat the water and the treated water can be recycled for further usage.
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Fig. 1 pH neutralization process for chemical treatment of wastewater

Table 1 Parameters for pH
process

Parameter Description Value

V Volume of CSTR 4 Liters

Fa Flow rate of base stream
(NaoH)

13.88 e−6 (m3/s)

Fb Flow rate of acid stream (acetic
acid)

4.204 e−6 (m3/s)

Ca Concentration of acetic acid 0.0185 g mol l−1

Cb Concentration of NaoH 0.0056 g mol l−1

In this neutralization process, the existing control algorithm is made effective with
proposed technique with NARX and EMFO optimization for the improvement of the
controller performance.

The pH neutralization plant under study consists of parameters as mentioned in
Table 1.

3 Parameter Estimation of pH Neutralization Process

The neutralization of pH is usually challenging because of its nonlinearity in titration
curve, essentially when strong bases and acids are convoluted. The pH is correlated
to the [H+] ions utilizations over the subsequent logarithmic relation:

pH = − log10
[
H+]

(5)

This investigated operation deals with the good acid effluent neutralization with
HCL in a CSTR with the help of a good base like NaOH.
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{
Hcl + NaOH → H2O + Nacl
H+ + OH− → H2O

(6)

If the combination is faultless and rapid, the ionic considerations
[
cl−

]
and

[
Na+]

at CSTR are interrelated with the streams of baseQb and acidQa and also towards the
input reflections

[
cl−in

]
along with

[
Na+

in

]
in relation to the subsequent calculations:

V
d

dt

[
cl−in

] · Qa − [
cl−

] · Qout (7)

V
d

dt

[
Na+

in

] · Qb − [
Na+] · Qout (8)

where V is the corresponding values of the fluid in the CSTR.
This concentration should fulfill the equivalence of lector-neutrality.

[
Na+] + [

H+] = [
cl−

] + [
OH−]

(9)

However, the dissociation equation of the water is as follows:

[
H+] · [

OH−] = kw = 10−14 (10)

NaOH neutralizes the acid solution which emanates into CSTR/process tank by
the flow using pH controller and actuators with control valves.

Differential equations below describes pH process mathematically,

V · d

dt
b = VF · bF − (VF + VA) · b + VA + bA (11)

x(t) = VF · bF
V

− VF

V
· x(t) − VF

V
· x(t) · u(t) + bA

V
· u(t) (12)

The outcome of the taken up plant is actually not the variable ‘b’, but the outcome
is value of pH in the water. Thus, the utilization of quadratic relation helps to get the
desired output equation in terms of pH as shown in equations below.

C
[
H+] = 1

2

(
b +

√
b2 + 4.10−14

)
(13)

After applying the quadratic relation as desired, the above relation becomes,

pH = − log10
1

2

(
b +

√
b2 + 4.10−14

)
(14)

Then, we consider the below fundamental relation, wherein, b is nothing but the
phase acid or base flow ‘x(t)’ and pH is the desired output ‘y(t)’,
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y(t) = − log10
1

2

(
b +

√
x2(t) + 4.10−14

)
(15)

In general, at the point of occurrence of equilibrium, uniform phase point of the
considered plant is selected (i.e.) the reacting element would have alike constitution
similar to the source path. Since, the systemwasmajorly nonlinear, the chosen option
might not go well because the desire was to maintain the value of pH (about 10th
level of pH). Hence, it’s well and good if 10th level of pH is chosen as the point of
linearization and further, there is a need to explore for the exact solution. ‘b’ is just
determined from the pH as follows:

b(t) = c2
[
H+] − 10−14

C
[
H+] (16)

On transforming it, we can get

y(t) = 10−2pH − 10−14

10−pH
(17)

Thus, after the estimation of parameter the identification of the system is made.

3.1 System Identification of pH Neutralization Process
with NARX Model

NARX is the nonlinear controller in which the input data is selected randomly. The
discrete time for the polynomialmodel is estimated and the integration of ANNbased
NARX controller with the estimator is done in this system. By this integration, the
feed forward approach is made in which the output is given back to the input side
which helps in the appropriate estimation of the controller.

In this work as shown in Fig. 2, the two layer neural network structure is used. This
two layer neural network structure consists of a hidden layer and an output layer.
The hidden layer consists of neurons and each neuron contains defined threshold
function and the neuron gets activated as soon as the weighted sum of inputs reaches

Fig. 2 NARX-neural network structure
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a particular threshold value. The optimal number of neurons required in the ANN
structure can be determined by comparing validation results with different number
of hidden neurons. The two input channels are formed by regressors in the input
layers. These regressors consist of linear and nonlinear terms. The output signal y(t)
is the one-step ahead output y(t − 1) that passes through a delay marked with 1:2.
The output layer is used to filter the weighted sum of output from the hidden layer.

The mathematical model of the NARX is shown below:

y(t) = f [u(t − 1), . . . u(u − nu), y(t − 1), . . . u(u − ny))] (18)

where y is the output variable and u is the externally determined variable.

[
x(t) = Ax(t) + bu(t)
y(t) = cx(t) + du(t)

]
(19)

On applying the Laplace transformation on the above relation, the basic model
becomes which is indicated in the below relation,

[
x(s) · s = Ax(s) + bu(s)
y(s) = cx(s) + du(s)

]
(20)

A, b, c and d are the simple constants.
After applying the algebraic operation, the Laplace transformed relation becomes,

x(s) = b · u(s)
s − A

(21)

Then,

Y (s) =
[

c · b
s − A

+ d

]
u(s) (22)

The transfer function can be indicated by the following relation,

G(s) = y(s)

u(s)
= c · b

S − A
+ d (23)

On substituting the intended values on the earlier transformed relation, we get the
below output relation for the combined system as,

Y (t) = 1(t) + 7(t) − 1

10s + 0.8
+ 7 − 1

0.5s + 1
+ 20 − 1

0.2s + 1
+ 1

s
(24)

The above relations are used while designing the elements of the proposed ANN-
NARX model.
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Table 2 Polynomial model structure

Model na nb nc nd Input delay nk

ARX 2 2 – – 1

ARMAX 2 2 2 – 1

BJ – 2 2 1 1

Fig. 3 Correlation and autocorrelation analysis of NARX model

For comparing performance of proposed NARX model, other models like ARX,
ARMAX and BJ are used with following parameter configuration. In Table 2, na, nb,
nc, nd polynomial order of the polynomial A(q − 1), B(q − 1), C(q − 1) and D(q −
1) respectively. The model orders can be set to orders na, nb, nc, nk . For example the
parameters na, nb, and nc are the orders of the ARMAX model and nk is the delay.

In NARX design with Neural Network (ANN), the no. of hidden neurons are as
selected 10 and the no. of delays are selected as 2 due to better performance with
these values. The neural network for NARX design is created with 70% trained data,
15% validation data and 15% testing data. The training algorithm to train this NARX
with ANN is selected here is Levenberg–Marquardt as this algorithm takes less time
and performance calculates in terms of Mean Square Error. The training stops as
soon as the MSE value decreases to the lowest one. The lowest MSE value and
Regression value nearest to 1 like 0.99 or 0.98 is used during training the NARX
based on neural networks. The designed model correctness can be checked from
correlation and autocorrelation analysis as shown in Fig. 3. It can be seen that the
most of the residues fall in the desired range to correlate input with output.

3.2 Controller Optimization with EMFO

A process of filtering is carried out by the use of Kalman filter in order to filter out
the parameters that were attained after the process of estimation. The filtered output
is then optimized by means of an Enhanced moth flame optimization algorithm
(EMFO). The filtered output is optimized in order to provide some better output
level of pH present in the water. Thus, the pH of the water should be reduced and are
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Fig. 4 Flow chart for
EMFO implementation

maintained at an optimum level for the healthy usage. For optimizing the output of
NARX, Enhanced MFO (EMFO) is employed. Following this, the fitness function
is attained for pH and is given as input size. The default MFO count/limit is tuned
by varying the number of iterations, lower bound and upper bound constraints. This
level of pH should be maintained at a constant rate.

The flowchart of applying enhancedmouth flameoptimization algorithm is shown
inFig. 4. Thefitness function is estimated by repeating the number of iterations.Once,
the fitness function that is estimated is updated then the iteration process is repeated
thereby applying the sorting functions. Therefore, the optimized result is obtained.
The flow chart of MFO is shown below:

4 Result Analysis

This result analysis shows the extensive performance analysis of the existing system
along with the proposed system. Figure 5 shows the performance of four models
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Fig. 5 pH estimation with
ARX, ARMAX, BJ and
proposed NARX models

ARX, ARMAX, BJ and proposed NARX in estimation of pH coefficients. It can be
seen from Fig. 6 that the proposed NARX model gives better estimation of pH for
the wastewater in process tank.

The comparative analysis as shown in Table 3 and Fig. 6 is done for maintaining
the desired value of pHwith the both proposed NARXmodel and existing techniques
ARX, ARMAX and BJ is done in terms of ISE, IAE, MSE, overshoot and settling
time.

Figure 6 shows the comparative analysis of the proposed NARX and the existing
techniques in terms of maintaining desired pH level in the process tank. The pH value
of proposed technique is attained as 6.8 which was the suitable range for the reuse of
the wastewater. The pH controller based on this proposed NARX–MFO algorithm
is applied for the pH neutralization of the wastewater and as shown in Fig. 7, it is
evident that the pH of wastewater is controlled around the set point, i.e., pH = 7.

Fig. 6 Comparative analysis
of the proposed NARX and
the existing techniques

BJ , 
pH=6.2

ARX,
pH =5.8

ARMAX, 
pH=6.5

NARX 
pH =6.8

Table 3 Comparison of error rate of pH

Model ISE IAE MSE Overshoot (%) Settling time (s)

ARX 1.4801 2.4108 1.4 35.43 1.114

ARMAX 0.4777 0.5398 0.437 14.02 1.694

BJ 1.2974 1.9326 0.57 19.007 0.694

NARX 0.2654 0.3536 0.06 0.694 0.685
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Fig. 7 The pH controller response in tracking set point with the proposed method

From the above analysis, it is clearly shown that the proposed NARX model that
optimized with EMFO achieves efficient pH maintenance as per optimized values
assigned using the Enhanced MFO where the fitness function can be fixed with the
required range of pH.
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Review of Particulate Matter Filters

Nerella Venkata Sai Charan, S. Krithiga, and Partha Sarathi Subudhi

Abstract Increase in particulate matter (PM) in air causes a biggest threat in the
twentieth century. In order to filtrate PM from air, filters are employed. These filters
are called as particulate matter filter (PMF). These filters separate the PM from the
polluted air. The processes followed by PMF to separate the PM from the polluted
air are filtration and adsorption. Different filters are developed for this purpose. This
chapter presents a critical review of different types of particulate filters. Porous- and
fibrous-type filters are discussed in this chapter. This chapter explains the fabrication
process of different PMF along with its advantages and limitations. This chapter
helps researchers in choosing PMF for their specific application.

Keywords Particulate matter · Particulate matter filter · Adsorption technique ·
Filtration process

1 Introduction

Increase in air pollution has brought revolution in industrial and transportation
sectors. Industries and transportation sectors produce particulatematter (PM) in large
scale. PMs are generated not only from industries and transportation sectors but also
by natural calamities like volcanoes and dust storms. PMs are very small in size and
are able to penetrate into living beings and plants. The presence of PM in human
body causes deadly diseases like heart stroke and asthma. In plants, PM blocks the
stomatal openings which restricts the exchange of gases and leads to the death of
the plant. PM can mix with blood of human beings due to its smaller size. Thus,
it is very harmful for both living beings and plants. Every year, a large percentage
of total deaths is caused because of the PM present in air. Particulate matter filters
(PMF) help in restricting the presence of PM in surrounding air. In order to filtrate
PM from air, dust collectors were manufactured during earlier stage. In 1921, scien-
tist Wilhelm Beth invented the dust collector. PMF efficiency gets affected by the
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presence of moisture since it covers a large area in the PMF surface which limits the
capability of the filter to absorb PM. Moisture should be collected separately from
the surface of the PMF for its better performance.

Initially, porous filter was developed which has the capability of filtering PM
of size up to 2.5 µm [1]. These filters are able to filter PM as per the number of
pores available in them which is the biggest limitation of porous-type PMF. This
motivated researchers to invent fibrous-type filters which use improved technology
in order to filter PM of size <2.5 µm in the surrounding air. The paper is structured
into four sections. Sections 1 and 4 explain the introduction and conclusion of the
paper. Section 2 explains about different types of PMF and explanation of various
types of fibrous-type PMF is given in Sect. 3.

The contribution of this review article is as follows: (i) Review of different PMFs
is carried out and (ii) Advantages and limitation of different PMF are explained in
order to determine a proper filter for a specific application.

2 Review on Different Types of Particulate Matter Filters

In order to filter the PM present in surrounding, PMFs are necessary. This section
describes two types of PMF viz. porous and fibrous type.

2.1 Porous Type

The filtering capability of porous filters is mainly depending on the pores and the
adsorption strengths of the walls of the pores. Pores are in circular shape and its size
is very small in order to filter the PM as shown in Fig. 1. PMs which are of larger
than the pore size are filtered through the porous-type PMF whereas the PM which
is of smaller in size compared to the size of the pores, has a chance to pass through
the PMF. The adsorption capability of pores adsorbs some of the small size PM on
the surface of the walls of the pores. This adsorption capability helps to filter most
of the PM in air. The pore size is determined by using the bubble point test. This
test is performed to check the filter quality. This test checks the filter capability of
withstanding the air pressure. The pore size of a porous filter is designed as follows
[2]:

D = 4 ∗ γ ∗ cos(x)

P
(1)

Where D is pore diameter (µm), γ is surface tension of the liquid (N/m), P is
bubble point pressure (Pascal), X is angle between liquid and filter

The adsorption of PM through the pore wall follows the process like impaction,
interception, diffusion, sedimentation, and electrostatic attraction [2]. During filter
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Fig. 1 Porous-type filter
with 1 µm diameter pores by
William G. Lindsley, Ph.D.,
NIOSH [2]

process, the size of pore reduces gradually after adsorbing the PM. Porous-type filter
requires more energy to filter the polluted air which causes reduction in the filter
efficiency. As pore diameter is limited, PM of certain diameter size can only be
filtered through the porous-type filter. Also, the adsorption capability of the pore
walls decreases when more layer of PM is deposited on the walls.

Limitations of the porous-type filter due to the size of the pores and the adsorption
capability of the porewall restrict its application to certain area only.These limitations
of the porous-type filter lead to the invention of fibrous-type filter.

2.2 Fibrous Type

Fibrous-type filters work on the basic principle called adsorption. These filters use
fibres to filter the PM present in air. The fibre provides larger surface area for adsorp-
tion of particles. Fibrous-type filters are also hydrophobic in nature which allows
easy separation of moisture from the surface of PMF. Details regarding fibrous-type
filter are explained in the following section.

3 Fibrous-Type Particulate Matter Filter

Detailed study of three types of fibrous-type filters, namely activated carbon fibre
(ACF) filter, carbon nanotube (CNT) filters, and transparent antibacterial (TAB) filter
is explained in this section. Fabrication process, experimental setup, and PMfiltering
capability of these fibrous-type filters are also explained in this section.
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Fig. 2 Photograph of the
pristine ACF filter [9]

3.1 Activated Carbon Fibre Filter

These filters are fabricated by using pristine ACF. These filters have a capability of
filtering PM of diameter 0.3 µm [3]. Photograph of ACF is shown in Fig. 2. These
filters are mainly used in the residential environment. These filters can also be used to
filter ozone. Ozone on reacting with oxide groups present on the surface of activated
carbon (AC) filter gets separated from the polluted air [4, 5].

Due to humidity on the surface of the PMF, pressure resistance increases which in
turn require more energy to pass air through these filters. This reduces the efficiency
of the filter. Also, secondary pollutants are generated from the reaction of the ozone
with the oxides present on the surfaces of AC filter which limits the usage of ACF.

These limitations of the ACF lead researchers to invent an advanced filter. This
improved filter is termed as CNT filter. Details regarding CNT filter are explained in
the following section.

3.2 Carbon Nanotube (CNT) Filter

The limitations of the ACF are overcome by fabricating carbon nanotubes on the
surface of ACF. This newly invented filter is termed as CNT/ACF fibrous filter.
Structural designs of CNT/ACF PMF are: CNT coat, CNT sheet, hierarchical CNT
structure, and agglomerated CNT fluidized bed [6–8]. Photograph of CNT/ACF is
shown in Fig. 3. Fabrication of CNT/ACF is explained in the following subsection.
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Fig. 3 Photograph under
scanning electron
microscope of CNT/ACF
particulate matter filter [9]

3.2.1 Fabrication of the CNT/ACF PMF

Floating catalyst chemical vapor deposite method is used to fabricate the CNT. The
substrate for the process is prestine ACF filter of 50 mm diameter and 2.94 mm
thickness. It is placed in the middle of the quartz tube of 38 mm inner diameter and
180 cm length. Ferrocene (purity >99.99%) is used as catalyst and is introduced at
entrance side of the quartz tube inside of the heater. Protection parameters are used
as argon gas at 600 ml/min and hydrogen at 100 ml/min. Temperature inside the tube
is gradually increased to 760 °C and then it is maintained. As temperature raises,
ferrocene gets evapourated and adsorbed on the surface of ACFmedium. Ethylene is
used (200ml/min for 40min) as the carbon source for CNT growth on catalyzedACF
medium and then it is cooled to room temperature in argon and hydrogen atmosphere
and CNTs/ACF was fabricated. The morphology and structure were observed under
scanning electron microscope and Raman spectrometer and is shown in Figs. 3 and
4, respectively.

3.2.2 Experimental Setup of the CNT/ACF PMF

In order to measure the efficiency of the fabricated filter, it is fitted to a fixture with
32 mm inner diameter and the particle velocity is 6.21 cm/s. Carrier PM particles
are generated by atomizing 0.01 g/ml NaCl solution using atomizer (TSI 3076) with
nitrogen.Concentration and size of PMat fixture are determined by scanningmobility
particle sizer, consisting of electrostatic classifier, a long differential mobility, and an
ultra condensational particle counter. The atomizer can only produce more number
of particles of size ranging 20 to 300 nm. For varying velocities of flow linearly from
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Fig. 4 Analysis of
CNT/ACF PMF with Raman
spectrometer [9]

0.5 to 5.0 L/min, the efficiency is calculated as follows [9]:

η =
{
1 −

(
Cout

Cin

)}
∗ 100% (2)

Where Cin is inlet concentration of PM in air, Cout is oultet concentartion of PM
in air. Quality factor, Qf of the PMF with different materials is determined by [9]:

Q f = − ln(1 − η)

�P
(3)

Where, �P is pressure resistance. From Eq. 3, it is observed that, the quality
factor of the PMF increases with the decrease in the pressure resistance of the PMF.

Comparison between the pristine ACF and CNT/ACF PMF is provided in the
following section.

3.3 Comparison of ACF and CNT/ACF

This section explains the structural comparison of ACF with CNT/ACF. Raman
spectrography comparison of both PMF is also provided in this section. This section
also bestow the comparison of PM removal efficiency of ACF and CNT/ACF PMF.
Structures of the pristine and manufactured CNTs/ACFs are not viewable in naked
eyes as the color of both is black which is shown in Fig. 5a, b, respectively. Scanning
electron microscope (SEM) image of the two PMF is depicted in Fig. 6a, b, respec-
tively. From Figs. 5 and 6, it is viewable that the carbon nanotubes are placed on the
substrate-activated carbon. The Raman spectrum analysis of the two PMF is shown
in Fig. 7a, b, respectively. It is observed from the spectrum that, in ACF filter, the
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Fig. 5 a Images of pristine ACF and b images of CNTs/ACF filter [9]

Fig. 6 a Scanning electron microscope (SEM) images of pristine ACF and b CNTs/ACF filter [9]

Fig. 7 a Raman spectrum for pristine ACF and b Raman spectrum for CNTs/ACF filter [9]

peak intensity of the reflected waveform is limited whereas in the CNT/ACF filter,
the particle intensity is spreaded over a wide band. This shows that, the fabrication
of the carbon nanotubes on the activated carbon filter increase its capability to filter
PM of very less size.
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In order to do a effciency comparison analysis of these two filters, particles of
range 10 to 350 nm are used. Generally, penetration particle size is common for
the two filters in this range. It is observed that, pristine ACF filter shows very less
efficiency with particles of larger size and in worst case, efficiency is of 75.66% (for
260.9 nm). Whereas, for ACF/CNT PMF, shows better filteration efficiency at any
size of PM. The efficiency is observed as 95.97% for Most Penetrating Particle Size
(MPPS) of 145.9 nm which is efficient compared to ACF PMF.

The revolution inPMFmotivated researchers to develop an improvedPMF.Details
regarding this improved PMF is explained in the following section.

3.4 Transparent Antibacterial Nanofiber Air Filter

The polymide nanofibers do not have the capability to avoid adsorption of the water.
Therefore, researchers developed hydrophobic filter-based PMF. Hydrophobic filters
have hydrophobicity property which helps in avoiding the water adsorption on the
surface of the PMF. Improvement in the quality of the material used for fabricating
the PMF has led researchers to invent Poly Methyl MethAcrylate (PMMA) and
Poly DiMethyl Siloxane (PDMS) nanofibers. This PMF has high hydrophobic capa-
bility which does not allow water adsorption on the surface of the fiber. Later stage
‘chitosan’ a poly saccharide from chitin was used to fabricate the PMF [11]. The
material has advantages such as: biodegradability, nontoxic, and antibacterial capa-
bility. This fiber also has strong polarity which enables it to polarize easily for good
filtration. Then, transparent antibacterial nanofiber air filter is developed which is a
bi-layered fibrous filter which contains electrospun super hydrophobic fibers which
prevents water to adsorb on the fiber and chitosan. These filters mainly work on
adsorption principle. In order to make a better and highly efficient and transparent
filter, electro spinning method is used. PM removal is done using different types of
fiber materials like Poly AcryloNitrile (PAN), poly vinyl pyrrolidone, poly styrene,
and poly vinyl alcohol and poly propylene [10]. This filter is fabricated using poly-
imide nanofibers substratewhich has high thermal stability. This PMFhas a capability
of filtering PMof size less than 2.5µm. Efficiency of the filter remains unaltered upto
a temperature range of 370º C. As it is discussed that efficiency of PMF decreases
with the presence of humidity, it is necessary to avoid the adsorption of water on the
filter surface. Mechanism and fabrication of this filter are explained in the following
section.

3.4.1 Mechanism and Fabrication of Transparent Antibacterial Filter

Mesh and nanofibers are used while fabricating these filters. Design process of this
filter is depicted in Fig. 8a. It is observed from Fig. 8a that, while fabricating, a wire
mesh is used as the base of the PMF. A small amount of the voltage is applied to
the solution followed by electro spinning process in order to fabricate the filter [12].
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Fig. 8 a Fabrication process of the PMF, b filtration mechanism, c SEM images filter before filtra-
tion, d and e PDMS/PMMA fiber after filtration from burning incense at different magnifications,
f and g chitosan PMMA fiber after filtration from burning incense at different magnifications, h and
i SEM images of filter with captured dust particles and jmorphologies of PM captured on fibers [1]

Figure 8b shows the animated diagram of the filtering process. Figure 8c to j shows
the SEM photograph of the filter at different instants with different magnifications.
It is observed from the figures that, gradually PMs are adsorbed on the surface of the
fiber and the layer formed on the surface due to PM again supports another layer of
PM to be adsorbed on it.

It is observed from the surface morphology which is depicted in Fig. 8j that, the
filter contains organic particles on its outer surface which resembles the amorphous
carbon. Further analogy Fourier transform infrared spectography is conducted and it
displays enhanced peaks of C = O, C–O and C–N at 1.757, 1.238 and 7.386 cm−1,
respectively. C, N, and O were detected when energy dispersive x-ray spectography
is conducted. It is observed that, the smoke consists of organic compounds. High
polar functional groups were on the outer surface. The dipole-dipole and induced
dipole interactions between chitosan fiber and nitrogen group is high. The filtration
can be performed by using columbic forces also.

The particulate matter capturing process by using this filter is shown in Fig. 9. It is
observed from the Fig. 9 that, as time increases, a greater number of PM particles get
adsorbed on the nanofiber, altogether increasing the diameter of the nanofiber. This
provides more surfaces to the new particles to get adsorb, that is the new particles
need not to be attached directly to the fiber.
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Fig. 9 PM capturing process of PDMS/PMMA composite fiber filter [1]

Fig. 10 aMechanism of filtration with chitosan fiber, bmechanism of filtration with composite of
chitosan and PDMS/PMMAfiber, c pressure drop andflow rate of chitosan aswell as PDMS/PMMA
with time, d removal efficiencies of both chitosan and composite fiber with time, e quality factor
of both chitosan and composite fiber with time [1]

In order to validate the properties of the fabricated filter, its behavior was studied
in different conditions. These behavioral analyses are mentioned in the following
sections.

Investigation Under High Humid Conditions

Figure 10a to d shows the systematic air flowwith chitosan fiberwith PDMS/PMMA-
chitosan composite. Due to the high humid conditions, there were a greater
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number of chances of water condensing on chitosan fiber due its capillarity and
the hydrophilicity of these nanofibers. This affects the air flow through the filter.
PDMS/PMMA fibers are added on chitosan fibers and properties are observed. It is
observed that, all tiny water droplets collage together to form a bigger droplet and
it is rolled out of the filter which does not affect the air flow and filtration process.
It is also observed that, because of super hydrophobicity of the PDMS/PMMA, the
water was easily be removed from the filter surface. While comparing the two fibers,
i.e., chitosan fiber and composite of chitosan fiber and PDMS/PMMA fiber, it is
observed that, Chitosan fiber filled completely with water but composite fiber does
not have any change in its surface. It is also observed that, there is a sharp increment
in pressure of a chitosan fiber during the filtration process which is about 19 to 56
pa. Due to this increment in pressure, there is fall in its flow rate which is about 2.5
to 0.4 ms−1. The removal efficiency is also decreased from 99.66 to 88.92%. Very
less pressure drop is observed with composite PDMS/PMMA fiber which is of 17 to
21 pa and the flow rate fall to 1.9 ms−1.

PM Adsorption and Disorption Capability of PDMS/PMMA Composite Fiber

Composite of chitosan and PDMS/PMMA filter is easy to clean. This process is
carried out by using water with detergent at 45 °C for 10 min under 16% transmit-
tance level with incense smoke. While cleaning, the force of attractions between PM
particles and dipole of the detergent is high which helps the PM particle to come out
of filter. The filter is white and smooth when it is fabricated and after the adsorp-
tion of the particle, it turns into light yellow and after the cleaning processes, it will
again turn to white and also it is observed that there is damage to the fibers during
cleaning process. As per the graphs, the efficiency is deviated in milli order which
is negligible. Photograph of the filter during different stages is shown in Fig. 11.

Mechanical Durability and Long-Term Performance Test of PDMS/PMMA
Composite Filter

The quality checking process is done in two steps and they are sand abrasion and
waterfall test. In sand abrasion test, 50 gm of fine sand is impinged from a height of
50 cms for 30 s. This process is again done in two stages: with and without presence
of chitosan fiber. From the test, it is observed that, huge damage to the fibers in the
absence of the chitosan happens which increases the durability of the filter. Water
fall test is carried out after releasing 5000 droplets from the height of 50 cm on
the surface of the filter for two hours. It is observed from the water fall test that,
there was no damage to the filter surface after the process. The filter is also tested
for long-term performance test. In order to perform long-term performance test, the
filter is kept at 54% admittance level and the filter tested for 100 h in heavy pollution
condition with PM 2.5 > 1500 µgm−3 and PM 10 > 2000 µgm−3. After 100 h test,
the collection bottle looks very clear which says that the filter is allowing very less
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Fig. 11 a Animation of cyclic process of adsorption and disorption of PDMS/PMMA composite
filter. b Efficiency of the filter before and after washing time. c SEM of initial stage of the filter.
d SEM of the filter after adsorption and e SEM of filter after desorption [1]

particles and it is maintaining very high efficiency of 91% for PM 2.5 and 99% for
PM 10. Photograph of the different tests is depicted in Fig. 12.

Among all the filters discussed in this paper, transparent antibacterial filter has
more advantages over other filters. PDMS/PMMA composite filter has high dura-
bility, offers low air resistance, antibacterial, and transparent in nature compared to
all the filters reviewed in this paper.

4 Conclusion

This paper explains different types of PMF. The advantages and disadvantages of
porous-type and fibrous-type filters were discussed. Fibrous-type filter shows better
performance than the porous-type filters. In fibrous-type filter, ACF, CNT,CNT/ACF,
PMMA, PDMS, and transparent antibacterial fibre filters were discussed. The design
and fabrication of the filters were also discussed. It is concluded from this review
work that, transparent antibacterial fibre filters show better performance among all
the filters. This review article will help researchers to design and fabricate PMF for
their particular application.
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Fig. 12 a The sand test, b the water drop test, c–f the images of the filter before and after the
test, g time versus removal efficiency graph for PM2.5 and PM10 and h–i magnified images of the
damage [1]
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Survey on Crime Analysis and Prediction
Using Data Mining and Machine
Learning Techniques
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Abstract Crime is an unlawful event which affects the harmony of humanity.
Whoever got victimized in a crime, it affects them both physically and mentally.
Hence, they are haunted by the memories throughout their life. Due to the limi-
tations, traditional data collection and analysis methods are not very effective now.
Yesteryears, the researches were concentrating on demographic features of the popu-
lation. Nowadays, the dynamic characteristics of individual or specific group could
easily be extracted from the search engines, social media, e-commerce platforms,
mobile applications, IOT devices, surveillance cameras, sensors and geographical
information systems. The recent technological advancements are helpful in inte-
gration of data from various sources, classification of information into granular
level, identification of crime sequences and designing a framework. Particularly,
the artificial intelligence methodology called deep learning imitates the functions of
human brain and able to acquire knowledge from unstructured data. It makes revo-
lutionary changes in crime forecasting, predictive policing and legal strategy formu-
lations. The following survey explores the possibilities of scrutinizing the data from
huge repositories, analyzing various socioeconomic factors associated to the crime
incidents, identifying the outliers, categorizing the patterns and designing effective
computational models to predict crimes by using data mining and machine learning
techniques.
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1 Introduction

Crimes are real trammels to the societies irrespective of their cultural, social,
economic background. Since the crime incidents are considered as negative indi-
cators of the wellness of any civilization, they played a key role in the life of an indi-
vidual, family and state. Punishment is one of the ways to condense the crime rates.
The general public in the society always look for preventive measures which would
stopover the fortuity of crime. Crime prevention could only be done by implementing
effective strategies. Those strategies may perhaps be derived from the analysis of
existing data. The law enforcement agencies practiced these organized processes for
the past few centuries. It was called by the name of hot spot analysis, which required
substantial number of human resources and abundant amount of time.

People always dreamed about a predictive mechanism, which correctly identifies
and forecasts the crime events that may occur in the future. The concept of crime
prediction is a cradle for many science fiction books. TheMinority Report, a novel by
Philip K Dick, was published in 1950s, and then, the same was adapted as a movie in
2002. That story accomplished amassive success globally in both the forms in spite of
cultural, linguistic and geographic differences of readers and viewers. Since safety is
a universal factor, everyone has an expectation about predicting and stopping crime.
It was a fantasy or fictional until the last decade, however not now [1] (Table 1).

There are prolific quantities of crime-related data available in law enforcement
agencies like police department, judicial organizations and NGOs. They have infor-
mation about the type, spatial–temporal properties of crimes along with socioeco-
nomicbackground.The above-listeddatawasgleaned fromNCRB-India [2]; it shows
85% of augmentation in cognizable crime incidents in the past 35 years. The trend
clearly indicates the possibilities of increment in crime occurrences in the future. The
crime controlling strategies could only be designed by cramming the data. Hence, we
have to use data mining and machine learning algorithms in the process of exploring
historical information and predicting crimes. Nevertheless, there are few challenges

Table 1 IPC and SLL crimes in India

Year Total number of cognizable crimes covered under either Indian penal code (IPC) or
special and local laws (SLL)

1980 3952229

1990 4898012

2000 5167750

2010 6750748

2015 7326099
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in the accuracy of prediction and decision making. Those obstacles would have been
resolved by the forthcoming methodologies.

2 Survey Classification

Crime datamining is an interdisciplinary field; it comprises criminology, datamining
algorithms and statistics. Presently, many researchers are working on designing
an effective crime prediction models. Comprehensive observation about variegated
extensive researches in crime data mining is presented here. This review involves the
identification of techniques used, methodologies implemented, conclusions obtained
and forthcoming routings directed in the existing works. The specified articles are
classified based on the following factors:

2.1 Predicting crimes based on socioeconomic, spatial–temporal, demographic
factors.

2.2 Predicting crimes based on their nature (i.e., grading by severity)
2.3 Predicting crimes by the characteristics of victims (i.e.,women, children, elderly

people)
2.4 Predicting crimes by using differentmethodologies (i.e.,machine learning, deep

learning, transfer learning).

3 Literature Survey

Cyber forensic is a process of finding the evidences linked to a technical crime.
There are numerous possibilities of e-crimes which include hacking user accounts,
financial frauds, data theft, phishing and blackmailing. These unlawful activities are
severely affecting the people, organizations and society. In most cases, the detection
of cybercrime and locating the criminals are considered as intricate tasks. Whenever
the technological advancements got rolled out, it elevates the risk of crime occur-
rence. To tackle this issue, the technical forensic experts are studying the past data,
identifying the risks associated and trying to fix them by new approaches. Prevention
of cybercrime would save millions of dollar every year. Once any e-crime happened,
it would make irreversible damage to the system. Even though there are limitations,
data mining and machine learning models are considered as the most successful
methodologies in e-crime prediction. The emergingmethodologies like deep learning
are giving hope that these challenges could be fixed through effective forecasting.
Since the deep learning is a methodology of artificial intelligence, it tries to imitate
like a human brain during the execution. It could also be effective with processing
unstructured data.

Karie et al. [3] are proposing a framework to aid the cyber forensic process
by implementing deep learning algorithm—shortly called as DLCF framework. It
contains various layers, including initialization, data sources identification, deep
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learning-enabled investigation, reporting, decision making and closure. After the
evidences are identified, the relationship between entities would be established by
DL. The authors hope that the algorithm could study various incidents, derive the
pattern and deliver superior predictions.

Comparatively, urban crime data mining researches are outnumbered the rural
ones. Frequency of crime occurrences, availability of datasets and density of popula-
tion are the few factors attracting researchers to concentrate on issues related to urban
community. There are very few researches on small cities, town and rural areas. The
characteristics of urban and rural societies are contrasting with each other, hence
the crimes. The approaches toward urban crime prediction may not be suitable for
the rural and vice versa. Bolger and Bolger [4] performed a survey on fear of crime
in a small town. Fear of crime had been scrutinized by dissecting individual demo-
graphic factors or community-level effects or combination of both. They have taken
the vulnerability model and the incivilities model for their analysis.

The vulnerability model focuses on the susceptible demographic factors and their
influence on fear of crime, i.e., females are more likely to be victimized in sexual
crimes like rape. The incivilities model tries to explain the effects of neighbor-
hood disorder on fear of crimes. The social disorder and dissatisfaction with law
enforcement agencies are increasing the fear. The authors examined the trend of
fear by analyzing neighborhood and demographic variables. They predict that social
disorder is a strongest factor which induces the fear of crime. Based on the findings,
it confirmed that the presence of police or other legal authorities reduce the fear of
crime in town and rural population.

Crime is a spasmodic event, associated with many external factors including
economy of the country. The relationship between crime and economywas examined
by various scholars in the past. The USA had gone through recession in 1930s, and
the crime rate was dipped. Later, in 1950s, the economy got boomed, and the crime
rate too upraised and rumbled. During 1980s and 1990s, there were ups and downs in
crime rates. Hence, the researchers superannuated the connection between economy
and crime rate. Few others who still believe in the correlation of these factors are
working on the same.

Mittal et al. [5] deliberated the economic crisis in India and try to prove the influ-
ence of economy on crime rates. The crime data and the economic indicators like
Gross State Domestic Product (GSDP), Net State Domestic Product (NSDP), Per
capita Net State Domestic Product, unemployment rate and Consumer Price Index
(CPI) of the years 2004–2013 were elicited from various government portals. Inde-
pendent variables (Gross District Domestic Product (GDDP) and the unemployment
rate) and dependent variables (theft, burglary and robbery) were evaluated by the
decision trees, random forest, linear regression and neural networks algorithms. Out
of four, linear regression had generated results with high accuracy. It corroborated
the correlation between unemployment and robbery. This paper started the debate
about the influence of economic factors on crime incidents again.

Population of the area is an important factor in crime prediction. Mostly, predic-
tions are derived by referring the specific residential population. However, the influ-
ence of ambient population and other related factors on crime rate is not negligible.
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Kadar and Pletikosa [6] collected the data about population from various resources
like crime data from police department, census information, location-based social
networks, subway rides and taxi rides. There are two types of models practiced in
crime prediction. Long-term crime prediction models are aiming at the accumulated
crime rates over 1–5 years. Instead the other one, short-term crime prediction models
are pointing at the short period which may vary from one day to one month.

The location-based social networks like Foursquare are providing information
about people on move and their purpose of transportation. Data about public had
been correlated with the crime data elicited from police department. Census, spatial
and temporal features were evaluated by three different tree-based machine learning
models. The residential population along with spatial–temporal feature would delin-
eate the characteristics of ambient population and that leads to effective crime predic-
tion by themachine learningmodels. The outcome of this humanmobility data-based
model is superior than census-based models.

Cyber-attack is an action executed against a computer or entire network. The
invaders primarily try to access the data available in the computer or knocked out
the system or partially disabled the utilities. These types of activities could cause a
catastrophic effect in national security. Hence, it is called as ‘cyberterrorism.’ The
experts estimated that cybercrimes are going to cost six trillion dollar annually by
2021 [7]. There are many types of cyber-attacks including phishing attacks, drive-
by-download attack, denial-of-service attack, man-in-the-middle attack, password
attack, snooping attack, cryptographic attack, malware attack, zero-day exploits,
cryptojacking, SQL injection attack, cross-site scripting attack and spoofing attack.

A cyber-attack could possibly damage the reputation of a person, collapse a
company or even create a socioeconomic warfare. Guns are muted inmodern society,
instead cybercrimes firing the shots. Okutan et al. [8] analyzed the unconventional
signals which were perceived from Global Database of Events, Language, and Tone
(GDELT), Open Threat Exchange (OTX) and Twitter data. Then, they appraised the
predictive signal imputation (PSI), aggregating signals with significant lags (ASL)
and SMOTE++ for imbalanced data techniques against the incidents. The missing
data in some attributes was filled with possible values to increase the quantity of
training data and reduce the insignificance. Their model had addressed the problem
of predicting the type of cyber-attack.

CCTV cameras are installed in public places to ensure the safety of individ-
uals, organizations and institutions. The technological advancements lead to mass
production of budget-friendly CCTV cameras. Hence, people engrossed to install
these devices in and around their property. The government is also concerned about
public safety; the respective public departments are allotting money for installing
surveillance cameras. There are millions of cameras installed throughout the globe.
They are producing enormous amount of data every second. Usually, these data were
referred while the investigation process to collect the proof. There are few tech-
nologies which are automatically identifying the suspicious people by studying their
actions. Nevertheless, the effectiveness of those technologies is still questionable.

Collecting data from video surveillance system, background subtraction, identi-
fication of objects and detecting the moving ones are the few steps followed in video
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data mining process. Video surveillance systems concentrate on region of interest
(ROI); their focus is on the particular area or object including human. The decisions
would bemade based on the suspicious action ormovement of object. In real scenario,
these systems mostly failed to identify the exact object. Kim et al. [9] propounded a
new approach with the help of Gaussian mixture model (GMM) and convolutional
neural networks (CNNs). GMM was used for extraction of moving objects with
background subtraction, and CNN algorithm classified the objects inside the ROI.
The above said model even identified small objects which are moving in distance,
and the accuracy is comparatively better than the existing approaches.

Social disorganization theory suggests that the possibilities of a person to be a
criminal lie on the location where he lives. It argues that ecological or neighborhood
factors are contributingmore on designing a person’s character than any other factors.
Vomfell et al. [10] had taken social disorganization theory as a tool for analyzing
crime data. They have considered the population of locality, point of interest (POI),
taxi flow and the tweets of people who resides in the specified location. Crime
analysis has been donewith social and structural point of view. The collected datawas
analyzed by the spatial linear regression, Poisson generalized linear model (GLM)
andmachine learningmethods. They have deliberated the property and violent crimes
and then confirmed the correlation between crime and spatial factors. Hence, it would
be effective in crime prediction process as well as designing policing strategies.

Organized crimes like corruption, drug distribution, arms trafficking, smuggling,
blackmailing, human trafficking, money laundering, robbery, gambling and murder
are mostly committed by the gangs. Since these crime organizations are running
in a tight-knit environment, their activities are not perceptible. Most of the time,
the legal agencies received partial information about these gang crimes. It is really a
byzantine task to predict a crimewith the availability of partial data. Specially trained
police officers are deployed in the criminal identification process. They analyze the
circumstances, suspect, victim, type of crime and come to conclusion about particular
incident. However, it is neither a time competent approach nor an effective way to
resolve cases. Instead the machine learning algorithms are identifying patterns by
analyzing the relationship between attributes. If there is any missing data, it would
affect the learning process and accuracy of prediction. Seo et al. [11] proffered a
solution to resolve this issue with the help of partially generative neural network
(PGNN) architecture. It is effective in generating missing values and improves the
performance of classification process and prediction.

In case, regions with same demographic trait were analyzed by the algorithm, then
it would obviously yield the similar results. To overcome this challenge, inter- and
intra-temporal–spatial patterns should be considered as primary factors. Zhao and
Tang [12] recommended a new approach that deals with two regions with common
characteristics. The model would be trained in one region or administrative block.
Then, the learning would be transferred and tested with another region.

Crime partition could be done in many ways; one of such ways is segmenting
the crimes by their severity. Mohd et al. [13] studied the filtering methods for crime
data features selection. The factors like race, income class, age, family structure,
education, population, locality and unemployment rate were considered as important
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entities in crime subdivision. The influences of these features in crime would differ
case by case; hence, finding out the relevant features of crime is considered as a
complex process. Appropriately identified features would persuade the outcome of
prediction algorithm. In this research, hybrid features selection method was also
implemented. Later, it was identified as a best performer compared to other features
selection methods.

Hardyns et al. [14] used the term intelligence-led policing (ILP) in the sense of
integrative approach. It includes explication of tactical strategies and intelligent pre-
emptive policing. The crime hot spots are identified by the knowledge-based smart
model. Amsterdam Police Department-based Crime Anticipation System (CAS) is
able to process 200 attributes and results with 3% of high risk cells. The ensemble
model is a combination of logistic regression and neural networks. In this study, the
ensemble model could manage to achieve a better balance between hit rate and preci-
sion. The specific predictive policing mechanisms assist the city law enforcement
agencies by providing early forecasting.

Classification is a supervised learning approach, which helps computers to learn
from the input data. There are many types of machine learning classification
algorithms including linear classifiers, kernel estimation, support vector machines,
decision trees, quadratic classifiers, neural networks and learning vector quantization.

Vural and Gok [15] had chosen the decision tree, Naive Bayes classifier and
assessed their capability. The decision tree algorithm denotes possible decisions
in a tree-like model. The tree comprises roots, leaf nodes and branching; it also
encompasses the sets and subsets. They are representing the attributes of data. Naive
Bayes classifier is a linear classification algorithm, and it is working based on the
Bayes’ theorem. It reconnoiters the probability of an event happening while the
evidence occurred. It assumes that every feature is independent and equal. Mehmet
Sait Vural et al. found a correlation between the size of data and the accuracy of
predictions. If there is an elevation in data size, the accuracywould also get improved.
The Naive Bayes classifier outperformed the decision tree algorithm in the precision.
It also has more sensitivity while processing more amounts of data. Effectiveness of
Naive Bayes classifier has already proven in other domains like medical, genetics
and phishing. Through the outcome of this research, it confirmed that the same could
be used in crime prediction. Even though it surpassed the other machine learning
classifier by its high accuracy rate, still there is a necessity for improvement.

Whenever crime hot spot identification process got initiated, it would deal with
the spatial–temporal attributes. None of the crime could be defined without the place
and time of the specific event. The combination of spatial–temporal data and socioe-
conomic factor would be the main attributes in crime hot spot identification. The
socioeconomic factors would have hardly changed in the specific period of time. In
case, the user wants to predict the crime hot spot weekly by giving the above said
two attributes, and then, the systemwould not indicate any variation in its prediction.
Hence, Ding et al. [16] were not only concentrated on hot spot identification; they
have also focused the borders on hot spots. They have tried three different options
of RNN architectures and propose spatio–temporal neural network (STNN)-based
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model. During the evaluation, authors used deep recurrent neural network algorithm
and it outperformed the traditional machine learning algorithms.

Location and environment are the prime factors of any crime. The character-
istic of urban crimes is varying from rural crimes. These days, the crime prediction
and prevention methods are included in urban planning processes. Urban areas are
equipped with public transportation facilities like buses, taxies, trains. At the same
time, the transportation facilities are concomitant with crime incidents. These risks
affect the day-to-day activities of public whoever using that provision. Geographic
information systems (GIS), spatial clustering and artificial neural networks are collec-
tively utilized by the transportation risk identification tools. The dataminingmethods,
specifically the neural network-based algorithms, are used to assess the risks asso-
ciated to the transportation and forecast the crimes. As Kouziokas [17] emphasized,
scaled conjugate gradient algorithm is considered as a quick learning and time effec-
tive compared with others. Optimum neural network model categorized the crime
hot spot areas by examining spatial data.

Predictive analytical process consists of statistical and analytical toolswhich study
the historical and current data. These tools are designed based on the algorithms; they
would carefully anatomize the relationship between different attributes and impart
predictions about future. Russell [18] suggested that the effectiveness of predictive
modeling could bemeasured by validity, equity, reliability and usefulness. Validity is
determined by the successful outcome derived from the tests executed. The receiver
operating characteristic (ROC) curve contains true positive and false positive values
of the tests. True positive rates designate how many positive predictions have been
envisioned by the model. False positive rates represent how many incorrect positive
predictions have been speculated by themodel. True negative and false negative rates
also played a vital role in validity. The performance of model in sub-population is
measured by equity. The model should result equivalent outcome while analyzing
the same information by different users. It is called as reliability. The usefulness of
model is very important in the end user point of view irrespective of its effectiveness
(Table 2).

4 Research Gap

Criminology is one of the oldest intellectual departments in the world. Crimes are
evolving with the human civilization. They challenge the society with their intensi-
fied catastrophic effects. As a response, the society tries to build systems that would
eradicate the reoccurrence of crime. The systems like policing, law and firewall
could only be designed by analyzing the existing crime incidents. The role of iden-
tified crime features in classification and prediction process is inimitable. The crime
features are depending on socioeconomic-culture-demographic factors. Particularly,
the influence of socio-economic factors on crimes is inevitable. These factors are
varying based on the social structure and hierarchy.
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Table 2 Key findings and interpretation

S. No. Author(s) Methodology used Pros Cons

1 Karie et al.
[3]

Neural networks,
deep learning
cyber-forensics
(DLCF) framework

Inclusive approach of
DLCF framework

Conceptual
methodology

2 Bolger and
Bolger [4]

Ordinary least
squares (OLS)
regression

Confirmed the
impact of
demographic factors
on fear of crime with
limited resources

Sample population
under-represent the
linguistic and racial
minorities and
younger residents

3 Mittal et al.
[5]

Decision trees,
random forest, linear
regression, neural
networks

Analyzed various
crime variables in
detail with the help of
different algorithms.
Achieving the better
outcome using linear
regression

Influence of
demographic features
on economic factors
was not considered in
the study

4 Kadar and
Pletikosa [6]

Random forest
regressor, extremely
randomized tree
regressor,
gradient-boosting
regressor

Proved the influence
of ambient
population on crime
occurrence of
particular area. 65%
on a geographical
out-of-sample test set
and up to 89% on a
temporal
out-of-sample test set

Lack on long-term
crime prediction

5 Okutan
et al. [8]

k-nearest neighbor
algorithm, k-NN
algorithm, predictive
signal imputation
technique, signal
aggregation
approach, SMOTE++
algorithm

Predicted the
cyber-attacks (>85%)
effectively through
integrated
approaches

The complexity in the
integration of
algorithms

6 Kim et al.
[9]

Background
subtraction algorithm,
gaussian mixture
model (GMM),
convolutional neural
networks (CNNs)

Detecting very small
objects persuasively

Issues in prediction
performance, the
outcome of
background
subtraction process is
yet to be improved

(continued)
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Table 2 (continued)

S. No. Author(s) Methodology used Pros Cons

7 Vomfella
et al. [10]

Spatial linear
regression, poisson
generalized linear
mixed models
(GLMM),
simultaneous
autoregressive (CAR)
model

Behavioral-based
crime prediction
technique

Urbanized prediction
model

8 Seo et al.
[11]

Logistic regression,
support vector
machine (SVM),
decision tree (DT),
generative variational
module (GVM),
neural networks
(NN), partially
generative neural
network (PGNN)

Better in missing
feature values
generation.

The performance of
PGNN was not
measured with other
crime types.

9 Zhao and
Tang (2017)
[12]

Transfer learning The crime could be
predicted through
analyzing the data of
particular
administrative block.

Changes in layers
drastically affect the
results

10 Jalil et al.
[13]

The filter method, the
human expert
selection method,
Naive Bayes,
multi-layer
perceptron, super
vector machine,
logistic, multi-class
classifier, random
forest, decision
stump, random tree

The proposed feature
selection method
gives the highest
accuracy with a mean
of 96.94%

Specific
feature-based
methodology

11 Rummens
et al. [14]

Logistic regression
model, neural
network, ensemble
model

Grid-level crime
prediction has been
successfully achieved

Applied only for
limited crime types

12 Vural and
Gok [15]

Naive Bayes theorem Crime prediction has
been forecasted at the
incident-level, and
the success rate of
the model is 78.05%

Feature selection
process is yet to be
implemented.

(continued)
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Table 2 (continued)

S. No. Author(s) Methodology used Pros Cons

13 Zhuang
et al. [16]

Recurrent neural
network (RNN),
Gated recurrent unit
(GRU), long
short-term memory
(LSTM),
spatiotemporal neural
network (STNN)

The spatial–temporal
factors-based neural
network algorithm
outperformed the
other machine
learning approaches

Non-demographic

14 Kouziokas
[17]

Spatial clustering and
analysis, artificial
neural network, the
scaled conjugate
gradient algorithm

Faster learning
algorithm

Domain-specific
approach

15 Russell [18] Predictive analytics Importance and
possibilities of
predictive analytics

Lack in embodiment

Most of thewesternworld is constructed by class hierarchy.Hence, the researchers
from developed countries concentrated on the association of crimes and economic
factors. However, Indian society still got influenced by the castes and religions. There
are many subcultural groups inside these social structures. Few of these groups
are insisting others to follow some impractical customs and values. When there
is a resistance against this compulsion, it leads to social unrest and crimes. The
subcultural theory of criminology describes that these crimes are committed through
learned behavior. The youth population of the problematic subgroups has to be treated
with strict legal and social policies to resolve these issues.

In India, the hate crimes are upraising in the past few years. Amnesty Inter-
national report [19] declares 721 such cases from 2015 to 2018. They have been
committed against religious minority, dalits, sexual minority, women and children.
The association of subcultural groups with these crimes could no longer be ignored.

During the feature identification process in data mining, the dominance of
subgroup on crimes should be considered as an element along with other social
factors. The hate crimes should be classified under distinct category (Ex: Murder
and honor killing should not be classified under a same group). The distinct catego-
rization of hate crimes and spatial–temporal information along with other data would
be helpful to improve the accuracy of predictions (Fig. 1; Table 3).

5 Conclusion and Future Work

The features of unlawful act play a significant role in crime occurrences. Since the
features are determined by sociocultural factors, the feature identification process
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New crime predic-
tion Model Real time crime data

Data Pre-processing

Machine Learning Algorithm

Features      Selection

Data Set

Features 
associated to 
Subcultural 

groups
Feature selection algorithm

Identifies the attributes related 
to Subcultural groups

Feature 1

Feature 2
.
. 

Feature n

.

. 

Selected 
Feature n

Training Data with 
Specific Features

Pattern Identification

Classification

Subcultural factor based 
Crime Prediction

Results

Fig. 1 Inclusion of attributes related to subcultural groups in mining process
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Table 3 Pseudocode of the workflow

Data: crime data from National Crime Records Bureau (NCRB)

Result: build a crime prediction model using subcultural factors

1. Set C as the source data:
*C → Comprises of crime data

2. Set D as the feature selection model

3. Let E be the entity

4. Let A be the attributes in the source data C

5. Let FD be the featured dataset

6. Define E based on the source data: C

7. Establish the relationship between entities → E by mapping the selected Subcultural
group based attributes → A.

8. Build FD based on the data model D

9. Pass FD to the mining engine

10. Apply the selected classification technique on FD

11. Identify the crime pattern

12. Develop the crime prediction model and train the same with FD data

13. Assess the trained model using validation dataset

should be localized. The influence of economic factors on crimes was investigated
bymany Indian researchers. As the cultural factors alsomake considerable effect, the
impact of those factors is yet to be intensely navigated. Hence, this study proposed
a new conceptual data mining approach toward crime feature identification.

In future, the impact of cultural factors on different crimes should be deliberated
by machine learning algorithms. The crime data has to be classified based on the
impact of features. The deep learning algorithms are going to be used for knowledge
extraction, pattern identification and prediction. Based on the accuracy of prediction,
a new crime prediction model would be designed and implemented. This feature-
based crime predictionmodel would be helpful in predictive policing and legal policy
making.
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Crowd Management Using Ambient
Intelligence

V. Jacob Jebaraj, S. Surya, and Velmathi Guruviah

Abstract Ambient Intelligence (AmI) is the Artificial Intelligence which is
completely human-centric. It deals with a new world where computing devices are
spread everywhere, allowing the human being to interact in physical world environ-
ments in an intelligent and unobtrusive way. These environments should be aware
of the needs of people, customizing requirements and forecasting behaviors. AmI
involves integrating the technology invisible in day-to-day life. According to Infor-
mation Society Technologies Advisory Group (ISTAG) 1999, AmI1 should be the
result of the convergence of three key technologies: ‘Ubiquitous Computing,’ ‘Ubiq-
uitous Communication’ and ‘Intelligent User-Friendly Interfaces.’ AmI is unob-
trusive and often invisible, being embedded in everyday objects such as furniture,
clothes, vehicles, roads and smart materials. People will be surrounded by intelligent
and intuitive interfaces recognizing and responding to the presence of individuals.
Intelligence embedded in everyday objects and the surrounding environment such
that the use of these smart objects is intuitive to the inhabitants of the environ-
ment. Combining both mobile and sensing technologies for providing a pervasive
and unobtrusive intelligence and environment in supporting the main activities and
interactions of the users. This forms the base of Ambient Intelligence. Technolo-
gies like face-based interfaces and affective computing are inherent ambient intelli-
gence technologies.Many features being the crucial element in setting up an effective
and efficient Ambient Intelligence environment, intelligent user interface is the key
component. A vision of society of the future, where the people will find themselves
in an environment of intelligent and intuitively usable interfaces, ergonomic space
in a broad sense, encompassing better, secure and active living environment around
them, capable of aiding them with daily chores and professional duties by recog-
nizing the presence of individuals, reacting to it in a non-disturbing, invisible way,
fully integrated into the particular situation.

Keywords Ambient intelligence · Crowd management
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1 Ambient Intelligence (AmI) in Crowd Management

Crowd management in India is very poor compared to many foreign countries. This
is mainly due to the lack of discipline in people. Many incidents prove this fact. In
fact, it is merely impossible to manage the crowd with human force alone in India
with such a huge population. Therefore, many technological developments have
been introduced for the better management of crowds in many festivals and public
gatherings. But not all of them were effective in achieving the desired task. Hence,
ambient intelligence came into effect. As discussed earlier, Ambient Intelligence
(AmI) is the Artificial Intelligence which is completely human centric. Most of the
AIs are used for automation and smart thinking in computer and software areas.
But, AmI involves the smart thinking capability of AI in places where human life
and activities are closely related. Thus, in crowd management AmI can be a very
good solution. AmI will provide video analytics service using Artificial Intelligence
(AI) for crowd control, several powerful CCTVswill be set up tomonitor the situation
where crowdhas to be controlled.Advanced control panels are also set up for effective
use of AmI in crowdmanagement. Different other techniques like Global Positioning
System (GPS), Infrared cameras (IR), Image Processing techniques can be used for
crowd management in festivals and programs in India. RFID is one of the most
efficient crowd numbering and sourcing techniques for managing huge crowds in
a closed architecture. It always gives the most accurate information about crowd
density in a particular sector with RFID scanner in the entrance and exit (Fig. 1).

Fig. 1 Mind map of AMI solutions



Crowd Management Using Ambient Intelligence 451

2 History of Stampede in India

Stampede in India have proved to be very deadly in the past few decades and has
claimed more than thousand lives in the last decade.

Let us take a look at some of the deadliest stampedes in the recent years in India:

1. Rajahmundry Stampede, 2015

On the opening day of the pushkaralu festival there was a huge crowd which rushed
into the pushkar ghat to take a holy dip. It killed nearly 27 pilgrims out of which at
least 13 of them were women.

2. Datia Stampede, 2013

In themonth ofOctober 2013, during theNavratri, a stampede broke out on the bridge
near the Ratangarh Mata temple in Madhya Pradesh killing around 115 people.

3. Sabarimala Stampede, 2011

It is one of the worst stampedes in India killing almost 106 devotees and more than
100 were injured.

4. Jodhpur Stampede, 2008

During the Navratri, about 25,000 pilgrims were visiting the Chamundi Devi temple
in Jodhpur, Rajasthan. At the time of opening of the temple doors, a tragic stampede
caused the death of more than 224 people and left many more injured (Figs. 2 and
3).

Fig. 2 Exponential increase in rate of deaths
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Fig. 3 Deaths caused by stampede

3 Ways to Manage the Crowd

Aswehave seen, the enormous crowd in religious gatherings like Sabarimala,Kumbh
Mela, Navratri, etc. is increasing year by year. People nowadays are more religious
than before and like to attend most of the festival gatherings.

3.1 RFID TAGS

This crowd can be effectively controlled using techniques like RFID protocols. The
cost of a RFID tag is very cheap compared to the entry ticket for many of the religious
and holy places. But it does not work in open places as we cannot mount the scanners
everywhere.

3.2 Infrared Thermal Imaging System

Infrared Thermal Image Processing can be used to identify the number of people in
a place. But this cannot work under sunlight as it affects the imaging (Fig. 4).

3.3 Global Positioning System (GPS)

The GPS module in the smart phones is used to predict traffic in applications such
as Google Maps. The same method is used here to predict the crowd density in a
speculated area. But it would not work in places where there is no network coverage
(Fig. 5).
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Fig. 4 Image from an IR camera of a crowded area

3.4 CCTV

Using image recognition technique we can find the total head count in a particular
area and can also detect if any person have fell down. But it too cannot be that
accurate and sometimes it leads to misjudgments.

The cost of a RFID tag is very cheap compared to the entry ticket for many of the
religious and holy places. In case of a closed and surrounded place, RFID tagging
is effective in detecting the crowd density. For example: In a closed structure like
Tirumala Tirupati Devasthanam, crowd is scattered and separated initially based on
the cost of the entry ticket whereas on approaching further, they converge into a single
crowd. This can be controlled by knowing the exact crowd density in a particular
region and regulating the inflow of the pilgrims and rescheduling their visiting time
in case of overpopulation. RFID readers can be placed at the entrance of each section
and when a pilgrim crosses by, it detects the entry of a devotee in that section.

This is one example adopted for crowdmanagement in closed sectioned structures.
But this is not the case in a wide-open land. RFID cannot be used in such places.
Infrared thermal image processing can be used to identify the number of people in
a place. Scanning of already known stampede prone hotspots in closed loop fashion
using Thermal Cameras can give the risk of a stampede in that region. But this also is
not very effective since the Thermal Image cannot give a clear picture of the number
of people under the influence of sunlight since we are considering an open place.

Global Positioning System (GPS) is one of the best ways in open places for
management and calculation of crowd density. Nowadays, almost everyone has a
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Fig. 5 Image from a satellite of a crowded area

smartphone. The GPS module in the smart phones is used to predict traffic in appli-
cations such as Google Maps. The same method is used here to predict the crowd
density in a speculated area. If the crowd density exceeds the set threshold, a warning
message is sent to the police officers for controlling or it can also be displayed in
a Big heads-up display warning the people automatically without any human inter-
vention. Through the above-mentioned steps, stampede can be effectively controlled
in Indian festivals thereby preventing deaths and injury of thousands of people every
year.
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Fig. 6 Block diagram of the system

Fig. 7 Working of the system

4 Block Diagram

In the block diagram mentioned below gives a clear explanation of how the system
works. First whenever there is formation of crowd then that particular area gets moni-
tored by four of the subsystems, i.e., IR cameras, CCTV, GPS and RFID scanners.
Whenever one of the system gets triggered it sends an alert information to the nearby
management to clear or manage the crowd and they have to stopmore people moving
into the crowd (Figs. 6 and 7).

5 Conclusion

Hence Ami in crowd management in really important as they help in saving lives
from unnecessary accidents caused by man himself. This helps in improving and
organizing crowdmanagement in a better way and helps people live better. As it uses
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the latest technology the model can be upgraded to future needs and will not have
any kind of compatibility issues.
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Analysis of Wind Speed Data in Tadipatri
Region in Andhra Pradesh

R. Reshma Gopi , A. Chitra , Pujari Harish Kumar ,
and R. Mageshvaran

Abstract Wind energy is one of the renewable energies, which has been utilized
effectively to maintain the ecological balance of the environment. The wind speeds
(m/s) at the 10 m level above the earth’s surface in Aluru Kona site (latitude of
14.920, longitude of 78.020) andEllutala site (latitude of 14.559, longitude of 77.779)
for a period of 01.01.2019 to 01.02.2019 are used to estimate wind power density.
The benchmark data is obtained from MINES ParisTech Web portal. The research
work is limited in the regions of Andhra Pradesh: Anantapur district, Tadipatri,
for Aluru Kona village and Ellutala village wherein the wind power plants have
located. In this work, an empirical method is being utilized for the evaluation of the
Weibull probability distribution parameters (shape parameter and scale parameter)
and cumulative function which provides an estimate of the wind power density.

Keywords Weibull distribution · Wind power density · Wind power potential ·
Cumulative function

1 Introduction

Every day the world blazes enormous amounts of fossil fuels to meet the never-
ending demand for electrical energy. Coal, petroleum and natural gas are the most
important fossil fuels, and their supply is unable to meet the growing demand in
developing countries. Conserving non-renewable sources of energy and considering
the use of renewable energy sources as an alternative has thus become crucial. Among
the natural renewable energy sources, the wind is the most abundant source, which
does not cause any pollution. So, this research work has mainly focused on wind
energy, which has become essential for social, economic and environmental stature
[1]. The work provided an estimation for the wind speed distribution at 10 m above
the earth’s surface and evaluated wind power density (WPD) using the mean value
of wind information, considering the 24 h wind speed variations for the period of
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01-01-2019 to 01-02-2019. ReNew power limited has installed 119.7 MW of wind
power plant in Ellutala in Tadipatri, Andhra Pradesh, India.

Estimation of WPD of a particular location aids in the choice of an appropriate
wind turbine. The higher the WPD of a location, the more electricity is being gener-
ated from the wind turbines. TheWPD of locations: Aluru Kona and Ellutala village,
Tadipatri region of Andhra Pradesh, India are being estimated in this paper using the
data taken from the Web portal of MINES ParisTech (France). Weibull probability
density function parameters of the two locations are estimated using the empirical
method [2, 3] and used for calculating WPD. These calculations are useful to the
industries and also policymakers for wind energy enhancement for the coming years
across Andhra Pradesh, India.

1.1 Methodology

For each site, the daily mean value for the highest wind speed in a day above 10 m
ground level is calculated using data considering 24 h in a day, for two months
at two different locations/sites. Correspondingly, standard deviation values have
derived from the daily mean value. The following equations are used to compute
the arithmetic mean and standard deviation [2, 3] for statistical investigation.

Arithmetic mean and standard deviation is given by Eqs. (1) and (2), respectively,
are calculated by considering highest wind speed in a day.

μmean =
∑

Xi

N
(1)

σμ =
√
√
√
√ 1

N
∗

{
n∑

i=1

(Xi − μmean)2

}

(2)

Mathematical inspection of wind speed data. Depending on the terrain, the
attributes (wind speed and energy) vary in different locations. The shape parameter
ofWeibull distribution can alter the appearance of the curve and its mean value. In [2,
3], the conventional numerical methods for calculating scale and shape parameters
have been discussed. In this paper, the empirical method (EM) has been imposed
for calculating the shape parameter (k) and scale parameter (c) by the following
equations:

k =
(

σμ

μmean

)−1.086

(3)

c =
[

μmean

Γ
(
1 + 1

k

)

]

(4)
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where Γ is the gamma function and is given by [4]

Γ = ∞∫
0
e−t ∗ t x−1dt (5)

The formulae for analyzing Weibull probability distribution function are [5]

h(μ) =
[
k

c
∗ μmean

c
∗ exp

{

−
(μmean

c

)k
}]

(6)

The Weibull cumulative distribution function has calculated as

H(μ) =
(

1 − exp

{

−
(μmean

c

)k
})

(7)

whereμmean defines the highest value of mean wind speed in a month. The measured
wind power density (WPD) in W/m2 is calculated by [6]

WPD = 0.5 ∗ ρ ∗ v3 (8)

where v is the average value of wind speed. In [7] estimated WPD of a location,
derived from Weibull distribution as

WPD = 0.5 ∗ ρ ∗ c3 ∗ Γ

(

1 + 3

k

)

(9)

where ρ represents the air density. An error value between the measured and the
estimated values of WPD is calculated by [8],

Error = measured value-estimated value

measured value
(10)

The hub height of installed turbines in specified regions is 30, 60 and 90 m. The
mean wind velocity at those heights is estimated by the wind power law as shown in
Eq. (11).

v2

v1
=

(
h2
h1

)∝
(11)

where α is the wind shear coefficient, h2 is the hub height, h1 is the anemometer
height, v1 is the mean wind speed velocity at anemometer height, and v2 is the mean
wind speed velocity at rotor-hub height. In this work, h1 is taken as 10 m as wind
speed is assessed at 10 m [9]. The value of α is computed by using Eq. (12):

α = 0.37 − 0.0881 ln(c1)

1 − 0.0881 ln
( h1
10

) (12)
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where c1 is the scale parameter at 10mheight. The value of shape and scale parameter
at hub heights is estimated by following equations:

c2 = c1

(
h2
10

)∝
(13)

k2 = k1 ∗
[
1 − 0.088 ln

( h1
10

)]

[
1 − 0.088 ln

( h2
10

)] (14)

where k1, k2 and c1, c2 are shape and scale parameters at 10 m height and hub height,
respectively. The wind power density at specified hub height is calculated by Eq. (8),
where v is mean wind speed at corresponding rotor-hub height.

The reliability analysis of wind particulars on Weibull distribution is done by
plotting the Q–Q plot. The Q–Q plot is a graphical way of estimating the linear
relationship between wind speed data and the distribution of sampled data [10]. The
Weibull parameters for plotting the graph are calculated from a fitted least square
line. The p-quantile for sorted data is calculated using the expression:

Pi = i − 0.5

n
(15)

where i = 1, 2,…n. The quantile of Weibull distribution (z-score) is calculated for
each p-quantile by using the formula:

z−scorei = k
[− log(1 − pi )

] 1
c (16)

The quantile of Weibull distribution plotted against sorted data samples to check
the plot follows the 45° reference line.

2 Result and Discussions

The wind speeds at the altitude of 10 m, from Jan 2019 to Feb 2019 in Aluru Kona
and Ellutalla are used for calculation. Over the two locations, the highest wind speed
obtained is above 6 m/s. Air density (ρ = 1.29) is taken at standard temperature and
pressure. Table 1 depictsmeasuredmonthly averagewind speed, standard deviations,
shape parameter, scale parameter using Empirical method, WPD at the average wind
speed and also highest wind speed in a month.

Figure 1 shows the time series of highest wind speed, WPD respectively in Aluru
Kona site for January 2019.

Figure 2 shows the time series of highest wind speed, WPD respectively in Aluru
Kona site for February 2019.
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Table 1 Comparison of calculated parameters at two locations

Parameters Month and year Aluru kona site Elutalla site

Mean wind speed (m/s) Jan 2019 4.727 4.959

Feb 2019 5.008 5.103

Standard deviation Jan 2019 0.698 0.552

Feb 2019 0.865 0.862

Shape parameter (k) Jan 2019 7.983 10.85

Feb 2019 6.733 6.902

Scale parameter (c) Jan 2019 5.020 5.195

Feb 2019 5.364 5.458

Wind power density at mean wind speed in a
month (W/m2)

Jan 2019 67.82 78.69

Feb 2019 81.02 85.76

Highest wind speed in month (m/s) Jan 2019 6.200 6.410

Feb 2019 6.550 6.570

Fig. 1 Highest wind speed variation and wind power density in January 2019 in Aluru Kona site

Figure 3 shows the time series of highestwind speed,WPD respectively in Elutalla
site for January 2019.

Figure 4 shows the time series of highestwind speed,WPD respectively in Elutalla
site for February 2019.
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Fig. 2 Highest wind speed variation and wind power density in February 2019 in Aluru Kona site

Fig. 3 Highest wind speed variation and wind power density in January 2019 in Elutalla site
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Fig. 4 Highest wind speed variation and wind power density in February 2019 in Elutalla site

Table 2 depicts the measured monthly WPD, estimated WPD at the site by using
Eq. (9) as well as the % error Eq. (10). The results show that the Weibull probability
distribution is ranging between 0.1 and 0.7 and cumulative function between 0.4 and
0.5, respectively. The percentage error has a negative value. The Elutalla site has
higher wind potential compared to the Aluru Kona site.

Table 2 Measured and estimated WPD values

Parameters Month and year Aluru kona site Elutalla site

Measured WPD (W/m2) Jan 2019 67.820 78.650

Feb 2019 81.022 85.750

Estimated WPD (W/m2) Jan 2019 72.400 81.520

Feb 2019 88.170 94.030

Percentage error Jan 2019 −6.335 −3.649

Feb 2019 −8.820 −9.650

Weibull probability distribution Jan 2019 0.562 0.723

Feb 2019 0.451 0.453

Weibull Cumulative distribution function Jan 2019 0.462 0.454

Feb 2019 0.467 0.468
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Table 3 List of parameters at different heights

Location Parameters Month 30 m 60 m 90 m

Elutalla site Shape parameter Jan 12.012 12.870 13.460

Feb 7.460 8.173 8.565

Scale parameter Jan 6.650 7.772 8.509

Feb 6.943 8.100 8.852

Mean speed Jan 6.340 7.414 8.123

Feb 6.497 7.574 8.278

Shear coefficient Jan 0.223 0.223 0.223

Feb 0.220 0.220 0.220

Wind power density
(W/m2)

Jan 164.37 262.85 345.70

Feb 176.31 280.20 365.87

Aluru Kona site Shape parameter Jan 8.770 9.478 9.899

Feb 7.454 7.995 8.348

Scale parameter Jan 6.440 7.550 8.266

Feb 6.845 7.984 8.734

Mean speed Jan 6.075 7.091 7.784

Feb 6.390 7.450 8.150

Shear coefficient Jan 0.227 0.227 0.227

Feb 0.222 0.222 0.222

Wind power density
(W/m2)

Jan 144.50 229.98 304.21

Feb 168.40 266.70 349.16

Table 3 shows Weibull parameters and wind power density at 30, 60 and 90 m
which are calculated from assessed wind data by using the power law method. The
scape parameter and scale parameter exhibit an increase in value as rotor-hub height
is varied from 30 to 90 m. The range of scale parameters in the Elutalla site is varied
from 6.65 to 8.852. In the Aluru Kona site, it shows a variation from 6.44 to 8.734.
During February, the shape parameter in Elutalla is estimated as 7.460, 8.173 and
8.565 at 30 m, 60 m, and 90 m heights accordingly. In February, the mean wind
speed for 30 m, 60 m, and 90 m heights is determined as 6.497 m/s, 7.574 m/s and
8.278 m/s, respectively, in Elutalla site. The wind shear coefficient remains constant
as it is independent of hub height. The wind power density in Elutella is higher than
Aluru Kona and is 365.87 W/m2 at 90 m height in February. The lowest wind power
density is observed in the Aluru Kona site and is 164.37 W/m2 in January.

The Q-Q plot obtained for both the locations during February is a straight line
along the 45° reference line as shown in Fig. 5. A linear relationship between
collected wind data and sampled data shows that Weibull distribution is acceptable
for analyzing the wind data in current locations.
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Fig. 5 QQ plot in Elutalla site and Aluru Kona site

3 Conclusion

This work provides a detailed insight into the process of evaluation for the wind
power density assessment in Tadipatri region at Andhra Pradesh, India. The empirical
method used for evaluating the Weibull probability distribution parameters helped
to provide a better estimation in evaluating the WPD. From the results attained, it
is evident that the mean wind speed varies in the span of 4.5–5 m/s in the area of
Aluru Kona and Ellutala, and WPD measured is changing between the range of 65–
80 W/m2. The goodness of fit test is done by plotting the Q–Q plot. This work may
be utilized by the industry, policymakers, and the appropriate agencies for designing
the wind control and assessment in the Tadipatri region in Andhra Pradesh, India.
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A Literature Survey: Semantic
Technology Approach in Machine
Learning

L. Rachana and S. Shridevi

Abstract Semantic technology approach in machine learning is an emerging tech-
nique to solve the problems in the machine learning. Semantic technology has been
the improvised from decades according to the human needs and industrial demands.
This new era is all about teaching a machine to learn on its own and to make it
understand the concept and the purpose for what it is used, using algorithms. This
paper, condenses the work of semantic technology approach in machine learning
and its idea put forward. The introduction details with brief explanation followed by
description of the semantic technology and machine learning, important role. The
literature survey contains summarized view of the papers with a graph plotted on the
analysis of paper throughout the decade; a table with summary of the related works
and concluded with review analysis.

Keywords Semantic technology ·Machine learning · Ontology

1 Introduction

The approach of the semantic technology in machine learning is just like icing on
a cake, the technology enables to provide them with an interface that allows them
to directly model their knowledge in the system, and to review the knowledge in
the system. Semantic systems also excel at provability. In a well-structured semantic
system, you can get formal logical proofs, expressed in fairly understandable terms,
backing up the answers produced by the system. You can have a very high degree of
confidence in the answers which the system produces. Of course, sometimes there
are flaws or holes in the underlying ontology but when there are, they’re generally
easier to identify. The inclusion of semantic technology has also given great oppor-
tunity to the machine learning to interact with human, has for machine learning is
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quiet complex for human to understand at one go. The datasets are categorized and
processed as well as the relationship of the data within the sets is found. In this paper
it deals the method used to solve the problems which evolved during the comparison
of data for more accurate values.

1.1 Semantic Technology

The term “semantic” refers to the sense ofwords. Semantic technology usesArtificial
intelligence to simulate the understanding and processing of language information
by people. Semantic software reads and tries to grasp language and words in its
context with respect to the approach. Technically speaking, this method is based on
various levels of research: analysis ofmorphology and grammar. In Cogito’s case, the
semantics design requirements include various integrated elements. The following
are the most important elements

I. Parser performs morphological, grammatical and syntactic study of the expres-
sion

II. Lexicon understands terms and all their meanings memory keeps track of
analysis outcomes

III. Memory records empirical outcomes information represents real-world knowl-
edge

IV. Content representation is language content in the context of a theoretical and
mental graph.

The lexicon includes the so-called “semantic network.” We name our collection
of semantic networks “Sensigrafo” at Expert System. It is not an ordinary dictionary
but tools that have been designed for programmatic use, where word types are knots
connected to each other by multiple links denoting semantic or lexical relationships.
As human beings, it’s easy to understand our everyday language and words’ mean-
ings. It’s not that easy to pass these same skills to a computer. It takes time to learn, and
the same applies to a computer. There are no shortcuts or magic formulas: learning
a language is challenging, and it takes time and work for automated processes [18].

1.2 Machine Learning

Machine learning is an artificial intelligence application that provides machines with
learning skills and automatically learns from experience without direct program-
ming. Machine learning focuses on building software tool for processing and using
data for their own purposes. The learning process starts with observations, evidence
including examples, direct experience, and preparation based on our examples, to
interpret knowledge patterns and make better future decisions. The main goal is to
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make intelligent machines without human intervention to understand and change the
behavior.

Some other methods in machine learning are often referred to as supervised or
non-supervised algorithms for machine learning.

I. Techniques of supervised machine learning can use defined occurrences to
predict future events to use what has already been observed from new data.
Beginningwith the evaluation of the existing learning data collection, the learner
algorithm produces a system that is supposed to predict the performance values.
The device will set a goal for any new input after proper training. The analysis
of algorithm can also adapt its output to the correct output and detect errors so
that the design can be improved accordingly.

II. In contrast, when the software used for training is not labeled or numbered,
unguarded algorithms are used for machine learning. Unsupervised training
investigates how constructs in order to explain a secret framework could derive
a feature from unlabeled data. The computer does not find the correct perfor-
mance, but analyzes the information and can extract details from data sets to
clarify the secret properties of unlabeled software.

III. Half-supervised machine learning algorithms fall between supervised and non-
supervised learning because they use marked and unlabeled training informa-
tion, usually with a small proportion of labeled and a large proportion of unla-
beled information. The programs that use this approach can greatly enhance
reading accuracy. Semi-supervised training is usually handled when it is needed
to educate and benefit from the information gained when the programs are
educated or relevant. Typically, however, additional resources are not required
to collect unlabeled information.

IV. Enhancing machine learning algorithms is a form of learning that interacts with
its environment and finds errors and rewards. Evaluation and error detection and
delayed compensation are the most important features for optimizing training.
This approach allows devices and computer agents to immediately examine
the optimal actions to improve their efficiency in a particular context. Clear
feedback is needed to let the agent know what behavior is needed, known as
the reinforcement signal.

Machine learning involves the storage of massive data. Using the computer,
although it usually delivers faster and more accurate results to detect favorable
opportunities and harmful threats, additional time and resources may also be
required to train properly. The combination of machine learning with AI and cogni-
tive technology can make it even more productive to produce large amounts of
information.
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1.3 Role of Semantic Technology in Machine Learning

The Semantic Web offers structured templates for both information and ontological
context awareness representation. Semantic Web concepts are used to define Meta
data, but as a general framework for interaction and information management, they
also have great potential. Machine learning will play an extremely important role
in a wide range of possible applications: Machine learning alternatives have been
evolved to support ontologymanagement, semi-automatic analysis unstructured data,
andWeb mining integration of semantic data. Increasingly, machine learning will be
used to evaluate distributed data sources represented in semantic Web formats and
to help theoretical system reasoning and querying.

2 Literature Survey

The survey is all about to understand the approach of semantic technology inmachine
learning and realize the state of art of the works in this field for finding the research
gap, so that it can motivate for better research problems.

Marques et al. [1], “Semi-automatic Semantic Annotation of Images Using
Machine Learning Techniques”, in order to semi-automatically annotate objects
using machine learning methods, we suggested a three-layer structure. The research
expands the previous work into a Semantic Web-oriented approach in the related
field of content-based picture recovery. The proposed architecture allows for a good
degree of independence between efforts to improve its supporting technologies and
algorithms, such as: development of better algorithms for visual feature extraction;
implementation of better clustering algorithms; improved communication methods
inquiry; deployment of intelligent ontology agents; enlargement, preservation, and
binding of ontologies with keywords. It is also recognized that the quality of the algo-
rithms—especially those used to obtain visual characteristics, to collect, to detect
similarity and to map the bottom-middle layer of our model is an important factor in
the success of the methodology proposed.

Taylor et al. [2], “Autonomous Classification of Knowledge into an Ontology”,
The problem of how to automatically determine where new knowledge can be placed
in existing ontologies is seen, though distinct, in this work. Alternatively, it is
increasingly important for machine learning technologies to simplify a job rather
than relying on human knowledge engineers to carefully identify information. The
rates of ontology building through automatic knowledge acquisition techniques are
increasing. This paper compares three well-establishedmachine learning approaches
and illustrates that they can be used effectively for this function. In theCyc knowledge
base program our processes are fully implemented and evaluated.

Shein [3], “Ontology based combined approach for Sentiment Classification”,
In order to enhance the sentiment classification we suggested the combination of
POS tagging, FCA-based domain ontology, and SVM classification. By using this
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approach, we can take a closer look at the strength or weakness of the products or
artifacts and we hope that it will be useful for further creation and enhancement of
the product or object growth. We need to experiment with a large amount of data sets
as the future work and need more learning and classification to solve the comparative
sentence problem.

Shein et al. [4], “SentimentClassification based onOntology andSVMClassifier”,
the suggested hybridmethod of POS labeling, FCA-based domain ontology andSVM
classifier to boost the identification of feelings.

By using this method, we may take a closer look at the strength or weakness of
the goods or artifacts and we expect that it will be helpful for further creation and
enhancement of the product or artifact growth. This approach is still being further
developed.

Nezhadi et al. [5], “ontology alignment using machine learning techniques”, This
paper proposes a method of effective ontological consistency based on the combina-
tion of various categories of similarity in one input sample. The proposedmodel spec-
ifies the coordination mechanism without having to have ontology instances before-
hand, making it easier to coordinate. Our proposed exemplary does not require user
intervention and it has a consistent performance, both for aligned and non-aligning
entities, through a detailed operational enchantment process. AdaBoost (DT) model
provides the best overall accuracy, particularly when using feature selection scheme.
Experimental results indicate that up to 99% of F-measurement parameters were
higher than other relevant research trials that used up to 23 similarity tests.

Although this research uses only eight similarities measurements in its optimal
model, it has compensated for the potential impacts of the decrease of feature through
the use of ontology observations, the increase in sample diversity and the choice
of more effective similarity measures. This provides greater precision and lower
computing costs, making a model suitable even for a task to align ontology online.

Pinto et al. [6], “A semantic-based approach forMachine Learning data analysis”,
the wide range of technology and products are primarily centered on the intelligent
presentation of data obtained in the atmosphere byheterogeneous sensors. Traditional
Machine Learning (ML) approaches often do not go beyond a simple description
without a clear description of the events observed. This paper delivers an early
draft of a semantic-enhanced machine learning study on sensor flow information,
doing much better on ubiquitous smart objects that are resource-constrained. The
architecture blends ontology-driven features of statistical data delivery with non-
standard matching resources. Encourages the identification of fine-grained events by
addressing the standard asset discovery classification issue of ML.

SyamalaDevi et al. [7], “machine learning techniqueswith ontology for subjective
answer evaluation”, in this study, the methods examined and applied show a high
association with human Performance. This is because the duration of the response
is largely influenced by human interpretation. Presence of keywords and keyword
meaning. Use of Ontology, searches for keywords as well as keywords that occur
in the correct Context. This dimension is absent in ontology-free techniques. Use
Ontology tests for term existence, synonyms, correct word meaning, and scope of all
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definitions. It is assumed that, owing to systematic analysis, utilizing ML strategies
with Ontology provides satisfactory results.

Imsombut et al. [8], “An Alternative Technique for Populating Thai Tourism
Ontology from Texts Based on Machine Learning”, This study proposed the use of
Conditional Random Fields (CRFs) to identify examples of concepts with dictionary
knowledge and a cue word list. In contrast, the post processing of instance abstrac-
tion is used as the method to boost the effects of NE boundary recognition, and
the lexico-syntactic template is used to classify the relationships between instances.
The experiments were carried out in the tourism domain on Thai language Web
documents.

The method can derive instances with appropriate results according to these
preliminary results.

Xu et al. [9], “An OWL ontology representation for machine-learned functions
using linked data”, Machine-learned tasks in the world of big information are incred-
ibly useful. It is difficult to create new learned functions, but linguistic awareness can
be used to allow anyone to replicate current functions effectively. We demonstrated
the use of OWL ontology to canonize variable names and function properties, such
as characteristics and performance metrics. Using hierarchical relationships between
variables, in the semantic web, we may find missing function values based on other
data provided by the client. We also have a database interface that allows users to
use these generic objects to submit information.

Kim et al. [10], “Augmented Ontology by Handshaking with Machine Learn-
ing”, we are exploring two methods and finding a good solution that maximizes
and mitigates the advantages of both strategies. This study indicates a new idea of
convergence to make up for each innovation with the other: that is semantic filtering.
This paper involves a semantic simulation of toys and an adaptation of a machine
learning functionality to understand the suggested term, semantic sorting. Recogni-
tion of the situation is AI’s secret and the essence of AI is a data analysis. This paper
suggests smooth and secure implementation in the IoT world for machine learning
and semantic software. Overall framework needs to be refined as a further work, and
real integrated implementation needs to be followed.

Dorc et al. [11], “An Approach for Automatic and Dynamic Analysis of Learning
ObjectsRepositories throughOntologies andDataMiningTechniques for Supporting
Personalized Recommendation of Content in Adaptive and Intelligent Educational
Systems”, Adaptive and Intelligent Educational Systems are valuable resources to
support teaching-learning activities. These systems utilize innovative strategies to
tailor educational content to students’ real needs. With the growing abundance
of educational content, there is a good reason to believe that smart data analytics
and machine learning technologies will become essential ingredients of educational
advancement. Hence, this research suggests a method to systematic and complex
study of databases of learning artifacts in which ontology models the relationship
between properties of learning objects and styles of learning. Better outcomes are
collected, and in this study they were discussed.

Saranya et al. [12], “Onto-based sentiment classification was using Machine
Learning Techniques”, In this article, for better outcomes, the use of semantics and
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ontology to define text is coupled with machine learning techniques. The experi-
ment shows that SVM, NB and kNN classifiers in the existing literature have been
shown to be more useful for emotional research. The process began by defining and
removing the affective class hierarchy in WordNet. The next move was to attribute
emotions to the linguistic positions of the derived emo-words to establish a hier-
archy of emotions. With more accurate results, the machine learning algorithm or a
mixture of the algorithms (hybrid algorithm) can be implemented. Semi structured
text grouping and clustering have some dispute and new opportunities.

Liu et al. [13], “The Extension of Domain Ontology Based on Text Cluster-
ing”, This work discusses the relevant principles and approaches of constructing
ontology and expanding ontology, introducing an automated ontology extension
approach focused on supervised training and text clustering. This method uses the
K-means clustering algorithm to isolate the information of the domain and to direct
the construction of the Naive Bayes classification training collection. Terms are
applied to the goal ontology in the nominee array, while noise terms are intro-
duced to the stop-word dictionary at the same time. This method’s input system
was designed to promote the structure of the consistency of ontology, and eventually
it will semi-automatically expand ontology. Ontology editors and other development
tools are also necessary throughout the infrastructure construction of automatic cycle
of ontology. Future work will also include attempts to improve the reliability of
proposed methods and implement the Fuzzy Inference Rules training process.

Hwang et al. [14], “AutonomousMachine LearningModeling using a Task Ontol-
ogy”, we extracted essential keywords from articles and textbooks on machine
learning in this paper to establish ontology. In addition, we have designed a MEX-
based ontology task. We have also researched the automated machine learning
system workflow. For automated workflows at a specified autonomous stage, the
following protocol applies. Therefore, non-experts are able to perform complex tasks
by the system and can quickly apply the machine learning framework in a particular
application.

Rutaa et al. [15], “Machine Learning in the Internet of Things: a Semantic-
enhanced Approach”, In this paper we presented a new approach for semantic-
enhanced machine training in the Internet of things on heterogeneous data streams.
Carrying raw data on ontology-based labels of concept provides a low-level linguistic
understanding of the numerical distribution of information, whereas the conjunc-
tive aggregation of concept components enables automated representation of events
during model training phases to be rich and substantive. Finally, the use of non-
standard match-making inferences allows the discovery of finest occurrences by
treating the topic of ML identification as an asset seek.

Fu et al. [16], “Using Behavior Data to Predict User Success in Ontology Class
Mapping—An Application of Machine Learning in Interaction Analysis”, Repre-
sentation in ontology usually consists of one-size-all approaches that offer the same
representation for a given task/system to each client. Not every visualization tech-
nique, however, can result in a successful task outcome for each user, and thus it may
be beneficial to develop systems that can provide adaptive assistance during visualiza-
tion use. Wemust first determine if a client is likely to succeed in a job to create these
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scalable systems. For this reason this article provides a possible solution for the avoid-
ance of user failure by exploring how effectively, in terms of accuracy, completeness
and overall performance, can be accomplished through a user-interaction informa-
tion (including eye tracking and click-data). We execute three classification tests to
forecast success based on a data set obtained in a client sample utilizing two separate
ontology modeling methods and two different types of activities. Results showed
that for these predictions communication information could potentially be used and
all three classifiers statistically outperform simple classifiers substantially.

Sacha et al. [17], “VIS4ML: An Ontology for Visual Analytics Assisted Machine
Learning”, we suggest an ontology (VIS4ML) in this paper for a VA sub-area, called
“VA-assisted ML.” VIS4ML is intended to identify and explain current VA work-
flows used inML as well as to recognize deficiencies inML processes and the ability
to apply new VA techniques to such processes. Ontologies are commonly used in
biology, medicine, and many other disciplines to map the reach of a subject. We
follow the empirical methodologies for VIS4ML development, including ontology
definition, conceptualization, formalization, deployment, and validation. In general,
to include model-development workflows, they reinterpret the conventional VA
pipeline.

In order to formulate VIS4ML, we add the requisite concepts, laws, syntaxes
and graphical notes and use semantic Web technology to incorporate it in the Web
Ontology Language (OWL). VIS4ML incorporates the information from past work-
flows at a high level where VA is used to aid in ML. It is aligned with the existing
VA principles and will continue to evolve in tandem with potential VA and ML
innovations.

While this ontology is an effort to build the theoretical basis for VA, clinicians can
use it in real-world applications to refinemodel-development workflows by routinely
analyzing the potential benefits which computer and person ability may bring about.

2.1 Review Analysis

After the analysis of the above the we can say that every experiment has its own
drawbacks the such that, algorithms requires the storage of massive data sets, which
should be diverse/ impartial and of good quality. There may also be occasions when
they have to wait for the generation of new information. The next key challenge is the
ability to analyze algorithm-generated findings correctly. You also need to pick the
algorithms carefully for your intent. Mistakes may set up a chain of errors which can
go undetected for prolonged periods of time. And it takes quite a while to identify and
even lengthy to correct the source of the problem when it becomes noticed. Figure 1
allows us to track the number of publications during the last decade.

Table 1 summarizes the works of few authors of recent publication to analyze the
research gap of semantic technology approach in machine learning.
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Fig. 1 Number of
publications during the last
decade
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Table 1 Summary of the work related to the survey

S.
No.

Paper details Role of machine learning Role of semantic
technology

1 Shein et al. [4] 2010,
sentiment classification
based on ontology and
SVM classifier

• Linear SVM is used to
classify functions

• Domain ontology to
extract the related
concepts and attributes• Parameters are classified

by a linearly divided
hyper plane into the
binary category

2 Nezhadi et al. [5], ontology
alignment using machine
learning techniques

• Algorithm of machine
learning are used for
aligning the ontology
fields

• Training and generating
model and; classification
process

• Algorithm are used
individually and in
combined form to find the
best out-come

• Alignment is solely base
on comparing the entities
of two ontologies

3 Syamala Devi et al. [7]
2016, machine learning
techniques with ontology
for subjective answer
evaluation

• Create bag-of-concept to
improve the classification
of documentation

• Using ontology relevant
words can be found

• To match against an
exhaustive knowledge
base

4 Xu et al. [9] An OWL
ontology representation for
machine-learned functions
using linked data

• Techniques of machine
learning and data mining
is used to improve the
information of project

• Idea is that general
computer functions are
expressed in the
semantine Internet, so
that they can be used by
anybody

5 Dorc et al. [11] an approach
for automatic and dynamic
analysis of learning objects
repositories through
ontologies and data mining
techniques for supporting
personalized
recommendation of content
in adaptive and intelligent
educational systems

• K-means and EM
techniques are better
suited

• To encapsulate this
pedagogical awareness,
an ontology was created

• K-means algorithm has
been overcome with
regard to the metric F

• The LOM fields and LS
interactions are modelled
in ontology as SWRL
laws
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The review explores the current state of the art of semantic machine learning
approaches and also guides us to propose a platform for facilitating the imple-
mentation and evaluation of supervised structured machine learning methods using
semantic background knowledge. The goal of such system is to provide an ontology-
basedmachine learning tool to solve supervised learning tasks and support knowledge
engineers in constructing knowledge and learning about the data they created. We
plan to propose a framework that can be demonstrated to explore the construction of
semantic knowledge from existing ontologies and that knowledge can be used as a
semantically annotated training set for learning algorithms to identify patterns. The
review gave opportunities for how these artificial intelligence technologies can be
combined to develop such intelligent systems.

3 Conclusion

This paper concludes the work of the survey on semantic technology approach on
machine learning with ideas of the approach in real time hence with help of this we
can summarizes the work stating that with semantic tools data can be handled better.
The above survey gives an insight to recommend ontological data streams for better
semanticmachine learning. Tracking down raw data to ontological framework labels,
gives a low-level semantic understanding of numerical classified information, while
the combination of concept components enables a robust and solid description of
events to be constructed effectively during the testing period. Ultimately, the use of
non-standard corresponding inferences allows fine-grained incidents to be detected
by approaching the ML classification issue as an object discovery.
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Deep Learning Approaches for Fall
Detection Using Acoustic Information

John Sahaya Rani Alex, M. Abai Kumar, and D. V. Swathy

Abstract Senior citizens are prone to accidents due to their old age. The accidents
may cause severe injuries and even to death if it is not identified and treated within
a short period of time. Also, it is more risk if they stay alone in their homes. To
mitigate the risk, an alert system is to be designed to alert the caretaker about the
occurrence of the accident. By mounting three aerial microphones and one-floor
acoustic sensor (FAS) in their room andmonitoring the acoustic information received
from the microphone and FAS, the acoustic information of the fall event is recorded.
The acoustic features such as energy, spectral centroid, spectral flux, zero-crossing
rate andMel-frequency cepstral coefficients (MFCC) are extracted from the acoustic
signal. Support vector machine (SVM) network and deep learning neural networks
(DNN) with more than two hidden layers are trained with a reduced set of features
obtained with principal component analysis (PCA) from the acoustic features. DNN
classifier is proved to be better than SVM classifier. The obtained accuracy for DNN
is 97%, the accuracy of the SVM classifier with MLP kernel and RBF kernel is 50%
and 83%, respectively.

Keywords MFCC · Fall event · Acoustic cues · SVM · DNN

1 Introduction

Fall is a serious threat for elderly people which may lead to a cause of death. If there
is a delay in the identification of the fall, their condition gets worse and it leads them
to a critical condition. To avoid this risk, many researchers are developing automatic
fall detection using sensors like accelerometer, gyroscope, and also placing a camera
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in their room for monitoring their activities. But, there are many constraints and
hindrances to the elderly person by placing the sensors and cameras [1, 2]. They are:
for a wearable device, the power supply for the device is needed always. The senior
person might have a tendency to forget to wear it, with the camera their privacy gets
affected. To overcome the privacy and wearable device disadvantage, a microphone
is used in this paper. Three microphones are separated by 4 cm and positioned on a
table 80 cm high. In this also, there are constraints and they are the noise created by
fan, television, different persons will fall in a different direction. There are a lot of
constraints whichmakes us difficult to accurately detect the fall. In order to overcome
the constraints, many features have been extracted from the audio signal and it is
given as input to neural networks to increase the accuracy for detecting the fall. In
this article, Sect. 2 lays out the existing works in the literature; proposed work is
discussed in Sects. 3; Section 4 gives the results and discussions and finally the last
section provides the conclusion.

2 Related Work

Most of the fall detection methods employed video surveillance to detect the fall
of the person [1, 2], which intrudes on the privacy of their life. Later to mitigate
these privacy issues, senior citizens are monitored using a wearable device which
has an accelerometer [3, 4]. Fall detection also is done with the help of accelerome-
ters in smartphones [5]. Other than the accelerometer, some of the researchers used
Doppler radar sensor to detect the fall of a senior citizen [6]. The cameras and wear-
able devices are overhead aswell as privacy intrusion to the fall detectionmechanism.
So, researchers used acoustic informationwith the help ofmicrophones and vibration
sensor placed in the environment to detect fall. Features extracted from the micro-
phone are energy, spectral centroid, spectral roll-off, spectral flux and zero crossings.
Features extracted from the sensors or microphones are used as input to classifiers
to detect the fall. Some of the classifiers employed for fall detection used machine
learning techniques [7–9] some are hiddenMarkovmodel-based component analysis
(HMM-CA) [10] and some are support vector machine (SVM) [11].

3 Proposed System

In this work, fall detection is done using acoustic informationwith the dataset [11]. In
this dataset, the audio data are acquired from using three axial microphones placed
on a table and one-floor acoustic sensor (FAS) placed on the floor to sense the
vibrations from the floor. By using this acoustic information, the acoustic features like
energy, spectral centroid, spectral flux, zero-crossing rate andMel-frequency cepstral
coefficients (MFCC) are extracted. The block diagram of the proposed system design
is shown in Fig. 1. The extracted features are used to train SVM and convolutional



Deep Learning Approaches for Fall Detection … 481

Fig. 1 Generic block
diagram of fall detection

neural network (CNN). The trained networks are tested for accuracy of fall detection.
In this section, the data set, acoustic features and the classifier are explained in detail.

3.1 Dataset

The dataset comprises recordings of fall events related to everyday objects (book,
bag, ball, fork, basket, chair) and to “RescueRandy”, a humanmimicking doll. Audio
is recorded using the aerial microphone and floor acoustic sensor. The dataset was
sampled at 44.1 kHz-24 bit and downsampled to 16 kHz-16 bit. The entire database
was recorded using the Presonus AudioBox 44VSL soundcard, FAS placed on the
floor and three AKG C400 BL microphones are separated by 4 cm and positioned
on a table 80 cm high. The distance of the impact from the sensor (1, 2, 4, 6 m).
Height from which the object was dropped (from ground, 50 and 100 cm from the
ground). Dropping mode: fall with random angles of impact, free fall, fall caused by
a kick, forward fall, backward fall, side fall. In order to add noise, classic and rock
music from the speaker is also included during recording the fall. The time-domain
waveform is shown in Fig. 2 for dropping off a bag from a distance of 1 m and the
doll from 4 m distance.
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Fig. 2 Sample audio
a Bag—clean data without
music—FAS—random
fall—distance (1 m)—height
(50 cm), b randy—clean data
without music—FAS-free
fall—distance (4 m)—6 feet
tall

3.2 Feature Extraction

From the acoustic signal, various features have been extracted such as

1. Energy
2. Spectral centroid
3. Spectral flux
4. Zero-crossing rate
5. Mel-frequency cepstral coefficients (MFCC).
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Table 1 Energy of different subjects fall events

Signal Duration Energy (dB)

Bag—clean data—FAS—random fall—distance (1 m)—height
(50 cm)

1.3130 3.1254e−04

Doll—clean data—FAS—free fall—distance (4 m)—6 feet tall 1.4410 8.3808e−05

Ball—with classic music—mic1—free fall—distance
(1 m)—height (50 cm)

1.8610 3.4279e−06

Basket—with rock music—mic2—kick—distance (1 m)—height
form ground

1.5810 4.8827e−05

3.2.1 Energy

Energy (Ek) of the signal informs about the strength of the signal x(n) which iswritten
by equation (1). The energy of the various subjects acoustic fall events is shown in
Table 1.

Ek =
N∑

n=0

|x[n]|2 (1)

3.2.2 Spectral Centroid

The centroid (Ck) is the middle point of the spectrum of the kth window expressed by
the equation (2), the frequency that divides the spectrum into two equal parts, sound
signals formed by mainly high-frequency samples have higher centroid values. The
spectral centroid is shown in Fig. 3.

Fig. 3 Spectral centroid of
doll

Frequency

Ck



484 J. S. R. Alex et al.

Fig. 4 Spectral flux of
doll—clean
data—FAS—free
fall—distance (4 m)—6 feet
tall

Frequency

Fk

Ck =
∑N

n=0 Fk[n] · n∑N
n=0 Fk[n]

(2)

where Fk[n] is the amplitude of the fast Fourier transform of the n frequency applied
to the k window.

3.2.3 Spectral Flux

Spectral flux indicates that the variation in the energy of the spectrum and it is given
by equation (3),

Fk =
N∑

n=0

(Fk[n] − Fk−1[n])2 (3)

The spectral flux is shown in Fig. 4 for a Doll fall from 6 feet.

3.2.4 Zero-Crossing Rate

This parameter informs about the amount of noise contained in the signal by counting
the number of times where the sign of the signal changes from positive to negative.
The higher its value, the noisier the signal is and it is given by equation (4),

Zk = 1

2
·
N−1∑

n=0

|sign(x[n])− sign(x[n + 1])| (4)
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Fig. 5 Zero-crossing rate of
doll falling from 6 feet

The zero-crossing rate is shown in Fig. 5.

3.2.5 Mel-Frequency Cepstral Coefficients

MFCC takes human perception sensitivity with respect to frequencies. Frame the
signal into short frames (25 ms). Each of the above frames is segmented with
a hamming window in order to keep the continuity of the signal. So, to reduce
this discontinuity, an overlapping of the segmentation is applied. The time-domain
frame is converted to the frequency domain by applying FFT on the frame. A set
of Mel-frequency triangular bandpass filters applied to get the spectrum of human
perception in various bandwidths. Then, the logarithmic function is applied on the
spectrum, motivated by human hearing. Because the framing and windowing are
done in overlapping manner, the Mel-filter bank energies are correlated with each
other, so discrete cosine transform (DCT) is applied which de-correlates the energies.
According to the literature, only 13 DCT coefficients are kept. The MFCC feature
extraction method is shown pictorially in Fig. 6.

3.3 Dimensionality Reduction

The features obtained from the signal are 13 MFCC coefficients and 4 other acoustic
features. It is learned from the works of literature that dimensionality reduction
gets the dominant features by doing feature transformation. Various dimensionality
reduction methods exist in literature. We have used principal component analysis
(PCA) based on the work [12] in the literatures for speech processing.
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Fig. 6 Block diagram of MFCC feature extraction

3.4 Deep Neural Network

In our proposed system, we use the deep neural network (DNN) to train the features
and to detect the fall. In our deep neural network architecture, the hidden layers
and the number of input nodes are varied to get an optimal accuracy. The activation
function used in the network is ReLu.

4 Experimental Setup and Results

Audio features extracted from audio data are one dimensional. The proposed DNN
is compared with support vector machine (SVM). It is a binary classifier with a
separating hyperplane. SVM is for separation of classes. Here, we take one class as
fall (rescue randy) and another class as non-fall (bag, ball, basket, book, chair, fork).
In SVM,multilayer perceptron(MLP) kernel function and radial basis function(RBF)
are used to compare with DNN.

We tested with 1107 audio files. The proposed system is compared with SVM
classifier with multilayer perceptron(MLP) kernel function and radial basis func-
tion(RBF). The accuracy obtained by SVM classifier with MLP kernel and RBF
kernel is 50% and 83%, respectively, which is lower than DNN. Thus, DNN with 15
hidden layers and 15 input nodes outperformed other DNN configurations as well
resulted in 97% accuracy which is shown in Table 2.

The DNN results are compared with SVM with different kernel functions. It is
found that DNN always performed better than SVM which is shown in Table 3.
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Table 2 Results of DNN with different configurations

Hidden layers 5 6 8 10 15 16

Input nodes 5 6 8 10 15 16

Accuracy in % 92 93 93 95 97 95

Table 3 Results of SVM and
DNN

Classifier Accuracy (%)

SVM (MLP kernel) 50

SVM (RBF kernel) 83

DNN 90

5 Conclusion

Fall detection for elderly people was proposed which uses acoustic information from
the microphones and its features are extracted and trained and classified using DNN.
Thus, by using a microphone, we can avoid the disadvantages of using wearable
devices and cameras. As DNN has been successful in many fields, it is used in our
proposed system to increase our accuracy to detect the fall. The accuracy obtained by
SVMclassifierwithMLPkernel andRBFkernel is 50%and83%, respectively,which
is lower than DNN accuracy of 97% with 15 hidden layers. Thus, DNN performs
better than SVM in detecting the fall events.
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Graphical Model and Model Search
for Medical Data Analysis

Naimish P. Mehta, R. Menaka, Arathy S. Prasad, and Thanga Aarthy

Abstract Learning the electrophysiological activities inside the human mind is
a significant step toward studying the human brain. Systems, such as electroen-
cephalography, are significant instruments for considering the neurophysiologic
activities, in viewof their high value of temporal and spatial resolution. In the biomed-
ical research, identifying brain abnormalities such as autism spectrum disorder
through electroencephalography (EEG) signals is an extremely exhausting issue
for specialists and human services experts. The high volume of data available with
EEG will be a useful biomarker for the classification of autism and typical children.
Traditional techniques face challenges to deal with such big data. So we present a
strategy for autism identification by analyzing the EEG signal through mathemat-
ical model. One such modeling using graph theory is applied in this work. The EEG
signals are acquired from 3 autism and 3 typical children. The functional connectivity
among the neuron regions are plotted through smallworld networks. From this graph-
ical models using a software tool Gephi, the graphical parameters as betweenness
centrality, degree, weighted degree, closeness centrality, modularity, and clustering
coefficient are calculated. There is significant difference among these parameters
between autistic and typical children.

Keywords Autism · EEG · Graph theory · Gephi

1 Introduction

Autism spectrumdisorder (ASD) is a quickly growingbrain issue. In current scenario,
combined research between psychiatry and neuroscience proposes that diseases due
to brain disorders were begun to be researched due to structural and malfunctioned
activity of brain [1, 2]. This malfunctioning of brain circuits results in different
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types of abnormality diseases. So autism or autism spectrum disorder is a serious
complex condition of brain, which affects a person’s social activity, unknowingly
restricted and repetitive behavior, and difficulties in communication with others [1–
5]. Specialist barely indicates this autism brain malfunctioning in child before 5 year
age. Unfortunately, not all people have the equal ability to freely and easily express
emotions,where there aremany different disabilities, especially those diagnosedwith
autism spectrum disorder (ASD) [1]. ASD can be recognized through the behavioral
of the kid which happen during the first and second year age. Autism affects an
expected one out of 125 child in the area of India today, as indicated by the Centre
for Disease Control and furthermore an ongoing deliberate survey of the number of
inhabitants in South Asia (Bangladesh, India, and Sri Lanka) detailed a rate perva-
siveness rate of 0.091–1.072% among kids in the 0–15 year age diagnosed with
autism spectrum disorder. Though it is a long-lasting disorder issue, early diagnosis,
arranged preparing, and treatment can improve the ability to functions [1]. Different
researches are associated with search of an early finding of autism, for example,
look measurements, engine development, EEG and different tests, for example, gaze
metrics, motor movement, EEG, and other tests such as questionnaires [CARS] and
M-CHAT [6]. There has been an expansion in interest in zone of biomarker distin-
guishing proof and helps people in danger and interventional studies. The probable
advantages of earlier identification and interventions encourage us to concentrate
on basic neuron behavior instead of visualized social changes. It was understood
that the useful functional connectivity systems assessed from brain imaging tech-
nologies (MEG, fMRI, and EEG) can be analyzed by methods of graph theory [7].
This autism spectrum disorders have three types: first is autistic disorder; second
is pervasive developmental disorder; and at last third one is Asperger’s syndrome.
Autistic disorder is having more intense level of brain rather than other two. So
learning, observing, thinking, reacting, adapting, and problem-solving abilities are
challenging and different for autism diagnosed person compared to normal person.

For diagnoses purpose, more than twenty years electroencephalographic (EEG)
signals are used in neurophysiology purpose and psychology clinic [4]. Electroen-
cephalography, because of its high transient and spatial resolution, is a magnificent
strategy for contemplating neuro-physiological procedures [8, 9]. This EEG signals
say the mind activity during various tasks and mentality. EEG signal is one of the
bio-electro-signals that is non-station, non-straight and consistently fluctuates with
time [4]. Nowadays early recognition and diagnosing of this abnormality autism are
possible by extracting noteworthy and increasingly minute data of EEG signals [9].

It is possible that the relation between various kinds of brain region is showed
as a graph [10, 2]. In this models, EEG channels are considered as nodes of the
graph, and the evaluated connections between the EEG channels represent the edges
between these nodes [1]. From EEG data, we are going to build a brain connectivity
network and its graph parameters are extracted to detect autism children [1, 2]. An
unpredictable network model is utilized for representing to the repeat pattern of EEG
signals, based on which the temporal synchronization designs are measured using
spectral graph theoretic highlights [11]. This modeling method is a more effective
method of studying the complex brain connectivity network [15].
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Major contributions of our work are the following.

• We introduce a novel technique to detect autism affected children by developing
graphical models using a software called Gephi.

• We examined the parameters got from that graphical models which are related to
the nodes and edges of human brain lobes.

• Various examinations performed for various kinds of data sets and the outcome
as plots are for all the experiments and additionally recommend that our proposed
method is best fitting to separate between autism influenced and ordinary ones.

2 Proposed Methodology

In this work, a proper calculation is proposed to identify autism issue from EEG
brain sign dependent on another graphical model made by Gephi. Figure 1 shows the
block diagram of our methodology. This methodology is effective and persistence
to recognize between autism influenced and typical ones. The whole system of this
technique is made out of different areas, utilizing transformation of time series EEG

Fig. 1 Block diagram

Data acquisition

Functional 
Connectivity network 

Graphical Parameter 
calculation

Feature Extraction

Classification 
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signals into approximately six graph theory parameters of autistic one and normal
child.

3 Materials and Methods

3.1 Gephi

Gephi is a software used to create graphical models and all EEG graphical data
will be analyzed by this. It is an open-source network for analyzing and visualizing
large network graphs and this is written in Java on the NetBeans platform. This
product utilizes a three-dimensional rendermotor to showdiagrams continuously and
accelerate the investigation. It is principally used to investigate, examine, practice,
channel, bunch, control, and fare a wide range of graphs.

The graph network of Gephi contains circles and lines; these are called nodes
and edges. Nodes are specks on the graph. It holds metadata (name and some other
applicable data).What is more, edges are lines between nodes and additionally called
as associations and connection.

3.2 Graph Theory

Graphical network is a mathematical model that is represented by nodes (vertices of
the graph) and communication links between each pair of nodes (edges) [1, 2]. The
characteristics of the edges determine the details of the network. A single description
of structural brain connectivity was introduced through the method of geometrical
graph representation [12]. The simple type of graphs is unweighted and undirected
brain networks, inwhich all edges have equivalent power and are undirected networks
[2]. The most important advantage of graph theory analysis is the grouping and valu-
ation of network as far as graph parameters, by which it is conceivable to examine
the network efficiency [12]. Graphs can be used to show various sorts of relations
and strategies in physical, natural, social, and data systems. Underscoring their appli-
cation to real-world systems, the term system is here and there defined to mean a
diagram in which characteristics are related with the node and edges, and the subject
that communicates this present reality networks as a system is called network science
[14]. Graph theory can be estimated and computed. In the following, main six graph
node parameter is explained.

Betweenness Centrality
Betweenness centrality is a measure dependent on the quantity of briefest ways

between any two nodes that go through a specific node [13]. Nodes around the edge of
the system would ordinarily have a low betweenness centrality. A high betweenness
centrality may recommend that the individual is associating different various pieces
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of the system together [1]. Here, given condition is utilized in Gephi programming
to figure betweenness centrality.

CB(ni) = ΣUW (σUW (ni)/σUW ) (1)

σUW (ni)—is number of those paths that pass through ni
σUW—is number of shortest paths from node U to node W
Degree
The node degree is the quantity of relations (edges) of the nodes. Estimation Of

degree must be less at that point or equivalent to existed nodes [2].
Weighted degree
The weighted level of a lobes resembles the degree. It fully depends on quantity of

edge for lobe, however isolated by heaviness of each edge. It is doing the aggregate
of heaviness of edges. For instance, a lobe with four edges that weight is 1 (1 + 1+1
+ 1=four) is proportionate so a number of nodes directly multiply with weight of
that edge.

Closeness Centrality
Closeness centrality of a lobe is a proportion of centrality in that network systems,

determined as the equal to entirety of length by the most brief ways between the lobe
and every single other lobe in the diagram [2]. In this manner, the more focal a node
is, the closer it is to every single other node. Scope of closeness centrality is in the
middle of 0–1.

C(x) = 1
∑

y d(y, x)
(2)

Modularity
Modularity is one proportion of the structure of systems or diagrams. It was

intended to gauge the quality of division of a system into modules (additionally
called gatherings, groups or networks). Systems with high modularity have thick
associations between the nodes inside modules however inadequate associations
between nodes in various modules. Modularity is regularly utilized in improvement
strategies for identifying network structure in systems.

Q = 1

2m

∑

vw

[

Avw − kvkw

2m

]
svsw + 1

2
(3)

Clustering Coefficient
The clustering coefficient (Watts--Strogatz), when applied to a solitary node, is

a proportion of how complete the area of a node is. At the point when applied to a
whole system, it is the normal bunching coefficient over the majority of the nodes
in the system [1]. The clustering coefficient, alongside the mean most brief way,
can show a “small world” impact. For the clustering coefficient to be important, it
ought to be altogether higher than in form of the system where the majority of the
edges have been rearranged. For example, the area of a node, u, is the arrangement
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of nodes that are associated with u. On the off chance that each node in the area of
u is associated with each other node in the area of u, at that point the area of u is
finished and will have a grouping coefficient of 1. On the off chance that no nodes
in the area of u are associated, at that point the grouping coefficient will be 0.

CCv = 2 ∗ Nv/Kv(Kv − 1) (4)

V—Node
Nv—No. of links between neighbors of v
Kv—ith degree.

3.3 Our EEG Dataset

In this study, EEG system [Nihon kohden MEB9000 version 05-81, sensitivity
7microvolt] was used to acquire EEG data for five [3M, 2F] typically developed chil-
dren and five [3M, 2F] children with ASD (age 3–7 years) using international 10–20
electrode System. The EEG signals were recorded from 16 channels at the sampling
frequencyof 500Hzandfilteredwith low-pass filter andhigh-pass filter at a frequency
range of [0.53–70 Hz]. These electrodes are FP2-F4(ch1), F4-C4(ch2), C4-P4(ch3),
P4-O2(ch4), Fp2-F8(ch5), F8-T4(ch6), T4-T6(ch7), T6-O2(ch8), Fp1-F3(ch9), F3-
C3(ch10), C3-P3(ch11), P3-O1(ch12), FP1-F7(ch13), F7-T3(ch14), T3-T5(ch15),
and T5- O1(ch16) as shown in Fig. 2.

So,We have four types of datasets, and based on that dataset, we made a graphical
model using Gephi software.

Fig. 2 Electrode positions
selected for this research
[10-20 system]
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Fig. 3 Normal children’s
graphical model

1. English audio for total autism, average autism person, and normal person
2. Song with visual for total autism, average autism, and normal person
3. Only video for total autism, average autism, and normal person
4. Tom and Jerry video for total autism, average autism, and normal person

Here, average autism data is for 50% probability that child having autism or not
and another two for normal person and autistic person. So that English audio and
song with visual were listened to both normal and autistic children as well as only
video and video with visual (Tom and Jerry Video) were shown to both normal and
abnormal children, and based on that 12 (4 × 3) graph datasets, we got here 24 plots
for each 6 parameters (Figs. 3 and 4).

3.4 Results

Here, we have our observational plots of parameters extracted by Gephi (Figs. 5, 6,
7, 8, 9, 10, 11 and 12).

4 Conclusion and Future Scope

By observing this all parameters, we conclude that for 3,4,5 nodes and 13,14,15
nodes have major difference between autism one and normal one, then middle area
nodes like 6,7,8,9,10,11 have almost equal between autism and normal.
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Fig. 4 Autistic children’s
graphical model
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Fig. 5 Plot of CB for English audio data
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Fig. 6 Plot of CB for song with visual data
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Fig. 7 Plot of CB for only video data
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Fig. 8 Plot of CB for Tom & Jerry video data
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Fig. 9 Plot of degree for English audio data

3-P3(perital node), 4-O1(oxipited node), 5-FP2(frontal node) and 13-FP1(frontal
node), 14-F7(frontal node), 15-P7(perital node) are our observation from above plots,
and later on we will observe these nodes as physical electrodes. Also, in future, we
are working with weighted network of these data types and from that we extract edge
weighted parameter.
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Fig. 10 Plot of degree for song with visual data
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Forecasting Election Data Using
Regression Models and Sentimental
Analysis

Saif Gazali and V. Pattabiraman

Abstract Predictive Analytics is emerging as one of the popular branch of Machine
Learning with huge amount of money spent on to research, build and test models to
improve the accuracy of the outcome. In our paper we have implemented different
regression models such as Logistic Regression, Support Vector Machines, Naive
Bayes Classifier, and Neural Networks to forecast the result of the US Presidential
election 2016. Social media websites have become a very popular communication
platformamongusers.Millions of users share their opinions, extend their support, and
vent their anger on various government policies and on different aspects of their life.
Hence, social media websites contain huge amount of data for sentimental analysis.
We have narrowed our attention toward Twitter, the most popular microblogging
website for performing sentimental analysis using the opinions shared by the users
on twitter.

Keywords Predictive analysis · Logistic regression · Support vector machine ·
Naïve Bayes classifier · Neural networks · Sentimental analysis

1 Introduction

Logistic regression analysis is used on a large scale for binary data. The model
helps us to effectively analyze the effects of multiple independent variables on a
single dependent variable. It is used when there are several explanatory variables
and a nominal response variable. SVM (Support Vector Machine) is another method
which utilizes the extreme cases that is the extremes of the datasets and draws a
decision boundary also known as hyperplane near the extreme points in the dataset.
Naive Bayes Classifier is a classification algorithm based on Bayes theorem in which
every pair of explanatory variables is independent of each other. Neural Networks is
used to process data and can be viewed as similar to the human nervous system. It is
made up of interconnected neurons which are used to process the information.
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Table 1 Features within the dataset

ID Variable Description Type

1 State Name of the 50 states of the United States of America Qualitative

2 Year Consists of year of the election—2004, 2008, 2012, 2016 Discrete

3 Rasmussen An agency in USA which conducts opinion polls Continuous

4 SurveyUSA An agency in USA which conducts opinion polls Continuous

5 DiffCount Number of polls predicting republican as winner minus the
number of polls predicting democrat as Winner

Discrete

6 PropR Number of polls predicting republican as winner Discrete

7 Winner 1—Republican win, 0—Republican Lose Discrete

2 Dataset

To calculate the accuracy of our Election Prediction model, the ‘US Presidential
election 2016’ dataset has been used. The dataset has variable such as ‘Rasmussen’
which is a renowned American polling firm founded in 2003 and also ‘SurveyUSA’
which is also a polling firm. The dataset consists of around 7 connection vectors
and each of our vectors has six independent variables and also a dependent variable
‘Republican’ in these cases which is marked as win or loses. Table 1 consist the
explanation of each variable present in the dataset.

3 Related Work

Twitter has been used to estimate the popularity of politicians, public sentiment
toward the various recently introduced policies like Union budget, tax reforms
demonetization etc. Social media is also used to compare people’s political pref-
erences expressed online before an election. Social networking sites can be analyzed
on a daily or hourly basis to get a detailed insight into emotions of voters during elec-
toral campaigning of various candidates and get public opinion well before decla-
ration of results of the polls. Hung and Mustafaraj [1] claimed that analyzing social
networking sites for people discussion on a particular candidate helps to predict the
final results in a reliable manner. There have been claims that more the number of
Facebook and twitter followers of a particular candidate, more is his/her chance of
winning the election. Here the researchers analyzed many social media like Face-
book, Twitter, Google and YouTube. Brian and Garret [2] used the US presidential
2008 data to find the consequence of political rumor [3]. They stated that people
responded to political rumors and false negative rumor about a candidate which a
particular individual oppose was readily accepted by the individual. These rumors
led to the significant decrease in the vote share of that candidate Sinha [4] considered
various economical such as inflation, exchange rate, gold prices and non-economic



Forecasting Election Data Using Regression Models … 503

factors such as power of period factor (number of years the incumbent president in
power), military intervention, the percentage of white and youth voters for predicting
the vote share of the candidates. They predicted 48.11% vote share for the Demo-
cratic Party and 40.26% vote share for the Republican party with 95% confidence
interval.

4 Methodology

4.1 Dataset Selection and Preprocessing

The first step of our implementation is the preprocessing of the data. The prepro-
cessing of the dataset plays a vital role in improving the accuracy of the prediction
for training, testing and predicting the outcome as ‘Republican’ or ‘Democrat’. The
dataset consists of qualitative variable which are converted to quantitative. Also
normalization is performed so that the values of the continuous variables lie between
0 and 1.

4.2 Model Selection

Selecting the appropriate features from thedataset to feed it to the regressionmodels is
quintessential. Accuracy of amodel can vary drastically depending upon the variables
we use. Correlation matrix is a table which shows how the different features are
correlated to each other. From our dataset, we have the following correlation matrix
which is represented in Table 2.

Table 2 Correlation matrix

Rasmusssen SurveyUSA PropR DiffCount Republican

Rasmussen 1.000000 0.9157207 0.8281642 0.5173841 0.7878770

SurveyUSA 0.9157207 1.000000 0.8478491 0.5511599 0.8020143

PropR 0.8281642 0.8478491 1.000000 0.8285177 0.9512832

DiffCount 0.5173841 0.5511599 0.8285177 1.000000 0.8016614

Republican 0.7878770 0.8020143 0.9512832 0.8016614 1.000000
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4.3 Regression Models

Regression analysis is used to show how value of a response variable differs
when values some of the explanatory variables are changed, while the remaining
explanatory variables remains constant.

Logistic Regression

Logistic regression is the suitable regression analysis method to conduct when
the dependent variable (target) is categorical. Logistic regression is mainly used for
predictive analysis. It can be used to process and garner information about the data
and describe the relationship between one dependent dichotomous variable and one
or more independent variables. The logistic function is a sigmoid function which
takes an input t and outputs between zero and one [5].

The logistic σ (t) function can be given as follows:

σ(t) = et

et + 1
= 1

1 + e − t
(1)

If we assume t as a linear function of single independent variable then t can be
expressed as follows:

t = β0 + β1 x (2)

The logistic function can be written as

p(x) = 1

1 + e − (β0 + β1x)
(3)

p(x) is inferred as the probability of the dependent variable equaling a success or
case.

β0Represents the intercept from the linear regressionβ1 equation and x represents
the regression coefficient multiplied by any value of the predictor.

Support Vector Machine (SVM)

A support vector machine (SVM) processes the given training data and outputs an
optimal hyperlane which is a line in more than 3 dimensions that is used to segregate
new data particularly test dataset. In 2-D space it is a line dividing a plane in two parts
with each class lying on either side. It is used to analyze data used for classification
and regression analysis [6].

Figure 1 shows what SVM does, the blue dotted line separates the data into two
halves and is known as a Decision Boundary hyperlane in SVM. The other two
lines which are also hyperplanes are used to make the right decision boundary. It
also represents an SVMmodel with 2 independent variables PropR and SurveyUSA
which are used to predict the binary dependent variable Republican (0 or 1).
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Fig. 1 Support vector
machine diagram

Fig. 2 A perceptron with
three inputs x1, x2 and x3

The type of SVM discussed above is known as Linear Support Vector machines
or LSVM.

We use Linear Kernel in our SVM model. We tune the kernel to get good perfor-
mance from the classifier using techniques such as k-fold cross validation. Error
estimation using tenfold cross validation came to 0.02645626.

Naïve Bayes Classifier

It is a classification algorithm based on Bayes theorem in which every pair of
explanatory variables is independent of each other. The dataset is divided into two
parts namely Feature matrix and Response vector. Feature matrix which consists all
the rows of the datasets where every vector has the value of the given explanatory
variables. In our dataset ‘Rasmussen,’ ‘SurveyUSA,’ ‘DiffCount’ and ‘PropR’ are
features. Response vector includes the value of the Dependent variable for each row
of the feature matrix. In our Dataset the class variable is ‘Republican.’

It is named as ‘naive’ because we assume that the explanatory variables are inde-
pendent of each other but they may have dependence in some way. The reason we
are assuming them as independents because they allow us to calculate the proba-
bility of the feature by multiplying the individual probability of each piece of feature
occurring together using the multiplication rule for independent AND events [7].
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Bayes Theorem

It is a theorem which computes the probability of any event which is occurring
using the probability of another already occurred event. It is stated mathematically
in the form of the following equation:

P(y|X) = P(X |y)P(y)

P(X)
(4)

Here y is the dependent variable and X is the dependent feature with vector of
size n. In our case n is 4 which includes ‘Rasmussen,’ ‘SurveyUSA,’ ‘DiffCount’
and ‘PropR.’

Neural Networks

A single layer neural network is called perceptron and multi-layer Perceptron
forms a neural network. The perceptron having the inputs x1, x2, x3 and outputting
a single variable shown in Fig. 2. For formulating the output, Rosenblatt came up
with the idea of weights represented by w1, w2 and so on.

The example of neural network model shown in Fig. 3.
The first layers of perceptron’s forms the input layer and carry out simple compu-

tations by processing the input data. The second layer of perceptron’s form a hidden
layer and uses the weights which were computed in the first layer to make more
complex computations to make a decision and provide it as output.

If we change the way we defined the algebraic notation for perceptron earlier by
replacing threshold with bias where bias(b) = − threshold, we get the following
algebraic equation:

Output =
{
0 if w.x + b ≤ 0
1 if w.x + b > 0

(5)

Fig. 3 Neural network
model
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In our case 0 means that democrat has won whereas 1 means that republican has
won.

Sentimental Analysis

Twitter has been used to estimate the popularity of politicians [8], public
sentiment toward the various recently introduced policies like Union budget, tax
reforms demonetization etc. Social media is also used to compare people’s political
preferences expressed online before an election [9].

Preprocessing of Tweets

Firstly, Tweets are extracted using Twitter API and TwitterR package in R and
saved as an excel file for further processing. Then from the excel sheet only the text
is extracted using functions of the package dplyr and plyr of R. This text is used to
perform sentimental analysis after further cleansing. ‘@’ symbol is removed along
with the name using the gsub function in R [10].

Processing of the Text

Here, our text data is processed and converted into a structure called Vcorpus
where each line in the text is loaded as the document in the corpus. Then the corpus
is converted to Lower case using tm_map function of the text mining package in
R. A term-document matrix is created from the corpus. An element in the matrix
represents the occurrence of a word in a document of the corpus. The problem with
the matrix is that they are very large and extremely sparse [11].

4.4 Model Training

The training part of the Election prediction model is using the appropriate algorithms
and implementing on the dataset to construct different regression models such as
Logistic regression, SVM etc. The dataset is split into two parts with 60% of the
training set and remaining 40% for the testing set.

4.5 Model Testing and Evaluation

The testing part is using the constructedmodel and implementing it on the test dataset
to compute the accuracyof the prediction.Using the confusionmatrixwecalculate the
accuracy and the error.We have true positive and true negative whichmeans perfectly
accessed and perfectly denied respectively. Also there are False Positive and False
Negative which means incorrectly accessed and incorrectly denied respectively.

The above values can be accessed using ‘Confusion Matrix’ which is table layout
and outputs the performance of a particular model as shown in Table 3.
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Table 3 Confusion matrix of
a particular model

Model Predicted: False Predicted: True

Actual: False True Negative (TN) False Positive (FP)

Actual: True False Negative (FN) True Positive (TP)

Table 4 Confusion matrix Model 1, 2 False True

0 20 0

1 7 23

Table 5 Confusion matrix Model False True

0 20 6

1 0 24

Table 6 Comparison table Name Accuracy (%)

Logistic regression 86

Support vector machines 86

Naive Bayes classifier 88

Neural networks 86

Sentimental analysis 86

The confusion matrix for different models such as Logistic Regression, Support
Vector Machine, Neural Network and Sentimental Analysis is represented in Table 4
whereas for Naïve Bayes it is represented in Table 5.

We summarize the accuracies of each model implemented in the Table 6.

5 Conclusion

In this paper an Election Prediction System based on different regression models
such as Logistic Regression, Support Vector Machines, Naïve Bayes method, Neural
networks was implemented and compared with an Election Prediction System based
on Sentimental analysis model. We infer from the Table 6 which gives us the
comparison between the different models implemented that accuracy of Naive Bayes
Classifier is better than other models.
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Development and Implementation
of the Smart Energy Monitoring System
Based on IoT

J. Barsana Banu , J. Jeyashanthi, A. Thameem Ansari, and A. Sathish

Abstract This paper is designed tomeasure energy consumption in home and build-
ings and to generate its bill automatically. It is accomplished by utilizing a smart
energy meter with the Internet of things (IoT) technology, which will permit the user
to successfully observe the energymeter calibrations and verify the electricity bill via
the online. Our projected scheme utilizes Arduino to track utilized energy and to send
out the units along the cost charged over the Internet. The Liquid Crystal Display
(LCD) module is interfaced with Arduino, and the measured voltage, current, power,
and the corresponding bill are displayed to the consumers. Arduino also sends data
to the Adafruit cloud using the Wi-Fi module NodeMCU ESP-12. This smart meter
will permit both the consumer and electricity supplier to ensure the energy usage
quickly among the cost charged online. Power cost analysis of a month for a smart
home is done in a separate section. Finally, the hardware is implemented with various
loads, and results are displayed via LCD.

Keywords Arduino · Ada fruit cloud · Energy meter · Internet of things · LCD ·
TNEB

1 Introduction

Electricity is one of the essential favors that science has given to humankind. Today,
it has become the fundamental necessities of human beings, and one cannot think of
a world without electricity. Monitoring and keeping track of electricity consumption
are vital for energy conservation. This electricity is generated and distributed by the
Tamil Nadu Electricity Board (TNEB) to every place, and hence, it must bemeasured
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whenever consumed to pay the electricity bill. Thus, we require a device to measure
the consumed electricity. It is accomplished by an energy meter installed at each
place like industries, homes, and organizations where power is consumed. The tradi-
tional mechanical power meter offered in [1] depends on the “Magnetic Induction”
principle. It comprises of revolving aluminum wheel called Ferri-wheel and several
toothed wheels. Depending upon the current flow, the Ferri-wheel revolves which
creates a rotation of further wheels. This will be transformed into resultant measure-
ments in the display part. As various mechanical parts are concerned, mechanical
defects and breakdown are general. Additional chances of manipulation and current
theft will be maximum. The traditional analog energy meter fails to measure the
whole energy consumption very precisely, as described in [2].

To conquer this issue, these days, traditional analog meters are changed with
digital meters, which are very precise, maximum procession, and consistent as
projected in [3]. To precisely compute themeasurement deviations of a digital energy
meter, the control of factors such as analog to digital converter and communication
protocol were analyzed usingMonte Carlo method presented in [4]. But, while using
these types of energy meters, we require a TNEB employee to visit each place for
the measurement of total power consumption of various loads operated in the partic-
ular building and for calculation of electricity bill amount. This requires much of
manual work with time consumption, and it does not provide user understandable
energy data. The conventional metering system is represented in Fig. 1. Smart energy
meter results in an advanced metering technology that involves smart meters to read,
process, and feedback the information to the consumers. It measures the total energy
consumption of the load and calculates the corresponding electricity bill. At the
same time, this information is shifted to the clients and electricity supplier simul-
taneously via a communication network. These smart meters eliminate the need of
TNEB employee to visit buildings for calculating electricity statement. Modems are
utilized in these smart meters to provide communication systems such as telephone,
wireless, fiber cable, and power line communications.

This is represented in Fig. 2. Later, enhanced digital meter is introduced in [5]
to reduce manual and calibration errors with the facilitate of IoT and GSM. The
enhanced digital energy meters gather detailed consumption datum of a consumer

Fig. 1 Conventional
metering systems

Consumer
Conventional
Analog Meter

Manual Data 
Collection

Manual Billing

Fig. 2 Smart metering
systems

Consumer Smart Meter Automatic
Database

Communication
Interface Prorocol Gateway Communication

Interface Protocol
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Fig. 3 Internet of things

simply than the traditional metering technique for the reason of the maximum cost
of the data logging systems in the latter.

Amethod for library energy consumptionmanagement usingLoRanode hardware
based on IoT is described in [6]. A low-cost smart power meter is described to deter-
mine the energy in an adequate precise approach using two different algorithms,
namely the Goertzel algorithm and the zero-crossing algorithm with minimum
computational time in [7]. A smart energy meter for power grid-based mobile appli-
cation is proposed in [8–10]. The framework can gain and process information to
get data on energy trade and power quality disorders such as voltage sag, voltage
swell, voltage, and current harmonic distortion. A smart meter for home energy
management system is described in [11] with experimental results.

Hence, this paper uses IoT for wireless communication and stores the information
in a cloud memory. In IoT, everything is configured with Internet protocol addresses,
and it can monitor, control, and access remotely following Web technology. The
general IOT is illustrated in Fig. 3. Consequently, IoT-based smart energy meter
could overcome the issues faced by both the consumers and electricity suppliers.

A smart meter has attractive benefits and features matching the current era of
technology modernization. Smart meters give a course to reduce spending money
and save it accurately along the continuous estimating, computerized information
gathering and avoiding human errors because of manual readings which would, at
last, lessen work costs. Smart meters are necessary for efficient energy usage and
reduce electricity bill [12, 13]. The smart meter as a critical element for the smart
grid is expected to provide economic, social, and environmental benefits for multiple
stakeholders. Thus, the research and development in smart meters and their appli-
cations will be progressed rapidly in years, and many methods and techniques will
be developed. A real-time differential privacy load monitoring (DPLM) algorithm
for smart meter is presented in [14]. But security purpose is very limited. IoT-based
flying ad hoc network also used for energy monitoring is nowadays described in
[15]. IoT-based smart energy calibration configuration for stand-alone photovoltaic
configuration is presented in [16].

The main goal of this work is to intend a smart energy meter based on IoT tech-
nology that can be installed in buildings to measure total electricity utilization in
those buildings. In this projected configuration microcontroller unit, liquid crystal
display (LCD), sensors, current sensor, and voltage sensors are present. The tradi-
tional analog meter is replaced by a metering module in the projected configuration
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which consists of a microcontroller that calculates the energy utilized, electricity bill
and transmit these information to the consumer and electricity supplier.

The following are the vital features of this proposed system:

(1) No need of TNEB employee to go area by area for calculating electricity bill.
(2) A consumer can set the energy bill budget for each month.
(3) Data canbe showedbyboth the consumer and electricity supplier fromanywhere

in the world.
(4) Consumers want not remain for the monthly bill.
(5) Needs less preservation, and this energy meter is accurate with compact size.

The IoT-based smart energy meter should be installed at buildings using the tech-
nologyof ad hocnetwork as described in [17]where energy is consumed, and the elec-
tricity can be monitored. The energy consumption can also be checked by consumers
using their smartphone or laptop from any place, and this kind of meters will be a
part of a smart city. As today, the majority of people are 24 × 7 online, it will be
an extraordinary shelter in the energy that they can monitor their vitality utilization
online from anyplace on the globe.

In this paper, Sect. 2 describes the proposedwork in detail. Analysis of the conven-
tional type of meters with smart meters and advancements in metering and billing is
discussed, in addition, hardware and softwaremodules are describedwith a flowchart.
The block diagram also gives an idea about the overall view of the research. Power
cost analysis for simple home and total hardware of the system and its implementa-
tion are also presented in Sect. 2. In Sect. 3, the projected configuration is validated
among the experimental results. At last, conclusions appear in Sect. 4.

2 Proposed Work

2.1 Working Procedure of Hardware and Software Module

The electricity is generated in power plants, and this generated electricity is circulated
to the consumers by transmission and distribution department. TNEB supplies the
transmitted electricity to consumers for operating various loads. Here, the conven-
tional meter is replaced with the proposed smart energy meter. The block diagram
consists of a controlling unit and aWi-Fi unit. Figure 4 depicts a figure of the overall
system. The major components used are Arduino UNO, current sensor ACS 712, and
NodeMCU ESP-12. Current sensor ACS 712 calibrates the current flowing through
the loads. Most of the existing methods use PIC microcontroller, whereas here, this
project is handled with AtMega328P microcontroller. Arduino receives the sensed
value of current and voltage. Then, it calculates power, energy, and the corresponding
bill amount. The data is displayed on LCD. At the same time, the information is also
transferred to cloud service via the Wi-Fi module NodeMCU ESP-12. NodeMCU
is a Firmware on ESP8266, and NodeMCU ESP-12 is a System on Chip (SoC).
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Fig. 4 Block diagram of the
system

Current Sensor Load

NODEMCU ESP - 12

Adafruit Webpage

TNEBArduino UNO

LCD

User

It includes a micro-USB connector with onboard programmer IC, voltage regulator,
reset and program buttons and LED and is utilized to develop IoT-based applications.
It has analog and digital pins, which is utilized to interface sensors and to acquire
the data over the Internet. Figure 5 shows the detailed pin description of ESP-12.

This allows the user to monitor the total energy consumed with the corresponding
bill amount from anywhere from this world. It also sends the electricity bill via
email to the consumer using If This Then That (IFTTT). It is free online support to
make chains of straightforward conditional statements, known as applets. An applet
is triggered by adjust that occur within other Web services such as Gmail, Facebook,
Telegram, Instagram, or Pinterest.

The projected scheme calculates the energy consumed at every home automati-
cally, and the values are being displayed to them at their meter box. In general, it
helps the consumer to be conscious of their usage level, and they try to minimize if
they are using the maximum resource accessible to them. The unit readings and bill
are quickly transferred to the EB database through ESPWi-Fimodule. Consequently,
minimize the manual labors. The functioning of the proposed system includes two

Fig. 5 Pin description of ESP-12
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major modules, that is hardware and software modules. The flowcharts of both the
hardware and software modules appear in Figs. 6 and 7.

Fig. 6 Working of hardware
module
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Fig. 7 Working of software
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Measure reading From smart meter
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Fig. 8 Data extraction and processing

2.2 Extraction and Processing Data

The smart meter associated with the home starts to compute the power consumed
by the various load once the switch makes ON. The power meter comprises of LED
bulb that blinks 3200 times for one unit consumed. Then, this unit is counted by the
Arduino and Arduino contain current and voltage sensors to measure the bill, and the
bill is generated. The generated bill and the unit consumed for a month are displayed
in the LCD panel and then transferred to the cloud server. The user can now log
into their MQTT account to verify their unit consumed or just check the LCD panel
connected to the meter. The flow diagram for the extraction and processing of data
has appeared in Fig. 8.

The consumer unit readings are transmitted to the cloud with the help of the Wi-
Fi module. The meter calibrations, along with the cost, will be viewed in the cloud
platform. Everymonth, the consumer should pay their bill at the local EB station, and
the data can be reset. If the consumer failed to pay within a stipulated time period,
then the power will be cut off.

2.3 Power Cost Analysis for a Smart Home

Our proposed system does not contain enormous and hard calculations. Generally,
different meters have different readings. Mostly, 3200 blinks-1 unit depends on the
manufacturer. In our case, 3200 blinks of LED is 1 unit. But for practical purpose,

the assumption is different. Let, V = number of flashes of LED, U-number of
units of electricity, and C = cost of consumption.

Basically,
Number of units (U) = (V/3200)
Assume that 1 unit cost = 7 Indian Rupee (INR).
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Fig. 9 Load demand vs bill cost for a month

C = V* 7 INR
Consider electrical load consumed by a simple home for a month, and finally,

both consumer and supplier receive a notification, if the consumer does not react this
notification and increase the threshold value, then the meter will obviously turned
OFF. Once more to make it ON, consumer wants to revisit the webpage to amplify
threshold value.

For realistic reason, decrement and increment of the threshold can be finished by
+5 units or −5 units.

Usually, the fundamental unit of electricity is Kilowatt hour (KWh), 1 kWh–
1000 W for 1 h.

Example, Ten 100 W bulbs used for 1 h gives 1 kWh.
Load demand versus bill cost for a month for home appliances as described in

Fig. 9. Illustrates the daily usage of load, power, and bill amount.

2.4 Hardware Implementation

This proposed work is mainly concentrated on the IoT network. Internet-connected
devices are used to enable people to access online data and processes. The primary
purpose of IoT devices is to generate real-time data, and then it can be used to
analyze and create desired outcomes. IoT system increases and encourages machine-
to-machine communication (also known as M2M). Because of this ingenious inno-
vation, physical devices stay in touch with one another, leading to greater efficiency
and higher quality. It also allows for full transparency.

Arduino is an open-source electronics platform, and its hardware and software
are simple to utilize. Arduino Uno is a microcontroller board that contains the
ATmega328P and has 14 digital input/output pins, six analog inputs, a 16 MHz
quartz crystal, aUSB connection, a power jack, and a reset button. It is relatively inex-
pensive compared to other microcontroller platforms. Most microcontroller systems
are limited to Windows operating systems, but Arduino Software (IDE) runs on
Windows, Macintosh OSX, and Linux operating systems. Beginners can easily use
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Fig. 10 Overall view of the
hardware system

it, yet flexible enough for advanced users as it is accessible for expansion by expe-
rienced developers. The language can be extended through C++ libraries, and those
individuals who need to comprehend the specific feature can make the jump from
Arduino to the AVR C programming language on which it is based. The plans of
the Arduino sheets are distributed under a Creative Commons permit. Hence, expe-
rienced circuit designers can make their version of the module by extending and
improving the module. Therefore, Arduino boards are chosen.

The output of the current sensor AS712 is connected to the analog pin A0 of
Arduino UNO. ESP-12 is interfaced with Arduino by connecting RX of ESP-12
with TX of Arduino TX of ESP-12 with RX of Arduino. Arduino is powered with
5 V supply, and ESP-12 is equipped with 3.3 V supply. Arduino and Wi-Fi module
NodeMCUESP-12 are programmed using Arduino IDE. Figure 10 shows the overall
view of the hardware system of this work.

Monitor the energy consumption over the Internet, and there is a need forMessage
Queuing Telemetry Transport (MQTT) broker. MQTT empowers asset obliged IOT
gadgets to send, or distribute, data about an offered theme to a server that capacities
as an MQTT message merchant. The merchant at that point drives the data out to
those customers that have recently bought into the customer’s theme. MQTT is a
lightweight protocol because all of its messages have a small code footprint. The
MQTT protocol is an excellent choice for wireless networks. In this research, the
Adafruit IO platform is used as an MQTT broker. Adafruit.io is a cloud service that
primarily is used for storing and then retrieving data. Adafruit.io can handle and
visualize multiple feeds of data. The dashboard is one of the features integrated into
Adafruit IO, which displays a chart, graph, gauge, and log of data. These dashboards
can be viewed from anywhere in the world. The trigger in Adafruit IO is also utilized
to control and react to all data. In this research, both power and bill data measured
using the projected smart energymeter are available in the dashboard. The data is also
displayed in the MQTT dashboard android app. Adafruit IO is a system that makes
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information valuable. Our attention is on convenience and permitting straightforward
information associations with small programming required.

3 Result and Discussion

The projected smart energy meter has been tested with a variety of loads such as
incandescent bulb, table fan, and induction stove, for an hour to measure the voltage,
current, power, and the electricity bill for an hour. The result obtained from each load
is compared with others to check the feasibility of the proposed system.

A 40 W incandescent bulb is connected to the proposed system. LCD module
displays voltage, current, power, and the corresponding bill. Voltage is 238.2 V and
current taken by the bulb is 0.181 A and the power of the lamp is 43.2 W, and the
identical bill is Rs. 15. These readings are shown in Fig. 11. Current and voltage
measurements of the smart energy meter are verified with multimeter reading. The
adafruit webpage and MQTT Dashboard output is displayed in Figs. 12 and 13
respectively.

Next, induction stove is connected as a load to the proposed system. LCDmodule
displays voltage, current, power, and the corresponding bill. Voltage is 232.1 V and
current taken by the induction stove is 4.412 A and power of the induction stove is
1024 W, and the identical bill is Rs. 41. These readings are displayed in Fig. 14 and
Fig. 15.

Results of various household equipment’s are tabulated in Table 1. From these
results, it can be concluded that the design and implementation of IoT-based smart
energy meter are successfully achieved. The outputs of all the loads are verified with
the help of a multimeter.

Keeping in mind of public health and safety, the proposed system used in this
research work is designed a way that all the components are kept inside a single box.
The elements involving high voltage are displayed with a warning for caution. Thus,
the system will be safe and will not affect public health as well as the ingredients
used in this system will not disturb the environment.

Fig. 11 LCD output
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Fig. 12 Adafruit webpage
output

Fig. 13 MQTT Dashboard
output

4 Conclusion

The main objective of this work is to develope a smart energy meter based on IoT
technology that should be installed in housing and marketable buildings to measure
total electricity utilization in that buildings has been fully achieved. As various loads
consume energy, this projected smart energy meter reads the readings continuously,
and the load utilized has been showed on meter through LCD module as well as
the Adafruit webpage with the help of IoT technology. This meter is practically
affordable and will act as a primary platform for designing further devices.
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Fig. 14 Fan load output

Fig. 15 Induction stove load
output

Table 1 Comparative analysis of different household appliances

Load Voltage (V) Current (A) Power (W) Bill

Bulb 234.2 0.181 43.2 Rs. 15

Table fan 231.4 0.264 61.1 Rs. 9

Induction stove 232.1 4.412 1024 Rs. 41

References

1. Sultanem F (1991) Using appliance signatures for monitoring residential loads at meter panel
level. IEEE Trans Power Delivery 6(4):1380–1385

2. Tang Y, Chee-Wooi T, Wang C, Parker G (2015) Extraction of energy information from analog
meters using image processing. IEEE Trans Smart Grid 6(4):2032–2040

3. Shahidi S, Abdul Gaffar M, Khosru MS (2013) Design and implementation of digital energy
meter with data sending capability using GSM network. In: 2nd international conference on
advances in electrical engineering (ICAEE), pp 203–206



Development and Implementation of the Smart Energy … 525

4. Xiaojuan P, Lei W, Zhengsen J, Xuewei W, Hongtao H, Lijuan L (2016) Evaluation of digital
energy meter error by Monte Carlo method. In: Conference on precision electromagnetic
measurements, pp 1–2

5. Reni Clenitiaa F, Ilakya E, Preetha GS, Meenakshi B (2017) Enhanced digital energy meter.
In: International conference on computation of power, energy information and communication
(ICCPEIC), pp 588–591

6. Yang C, Kang H-B, Zhang L, Zhang R (2018) A design of smart library energy consumption
monitoring and management system based on IoT. In: Krömer P, Zhang H (eds) Proceedings
of the fifth Euro-China conference on intelligent data analysis and applications 2018, AISC,
vol 891. Springer, Heidelberg, pp 217–224

7. Abate F, Carratù M, Liguori C, Paciello V (2018) A low cost smart power meter for IoT.
Measurement 136:59–66

8. De Capua C, Lipari G, Lugarà M, Morello R (2014) A smart energy meter for power grids.
In: IEEE international instrumentation and measurement technology conference (I2MTC), pp
1–6

9. Avancini DB, Joel JPC, Simion GB, Ricardo AL et al (2019) Energy meters evolution in smart
grids: a review. J Clean Prod 217:702–715

10. Chhaya L, Sharma P, Kumar A, Govind B (2018) IoT-based implementation of field area
network using smart grid communication infrastructure. Smart Cities 1(1):176–189

11. Dalvi SD, Chandrababu D, Kumar V (2016) Design and development of smart electricity
meter—the path towards sustainable globe. Int J Ambient Energy 37(4):348–353

12. Shah J, Mishra B (2016) Customized IoT enabled wireless sensing and monitoring platform
for smart buildings. Proc Technol 23:256–263

13. Kaur M, Mathew L, Alokdeep, Kumar A (2018) Implementation of smart metering based on
internet of things. IOP Conf Ser: Mater Sci Eng 331:1–12

14. Sayed S, Hussain T, Gastli A, Mohieddine B (2019) Design and realization of an open-source
and modular smart meter. Energy Sci Eng (Early View), pp 1–18

15. Hassan M, Rehmani M, Kotagiri M et al (2019) Differential privacy for renewable energy
resources based smart metering. J Parallel Distrib Comput 131:69–80

16. Banu JB, Moses MB (2018) IoT based augmented perturb-and-observe soft switching boost
converters for photovoltaic power systems in smart cities.Wireless PersCommun102(4):2619–
2641

17. Fadi T, Altrjman C, Sadia D, Anand P (2019) Energymonitoring in IoT-based ad hoc networks:
an overview. Comput Electr Eng, pp 133–142



A Collaborative Approach for Course
Recommendation System

S. A. Sowmiya and P. Hamsagayathri

Abstract Graduate attributes are the competencies and capabilities set by the college
network as benchmark for its students during their time with the organization. The
principle point of the paper is to assist students with their scholastic choices, by
suggesting elective courses dependent on the graduating attributes scores. Students
rate the significance of each course in improving their graduating qualities toward the
end of every semester. The elective courses taken by peer students and rated similarly
are identified by a collaborative filtering algorithm and prescribed to students. This
paper predicts the rating for each course and graduating attribute. The elective courses
with the greatest expected ratings are shortlisted for proposal. Also, the aggregated
GA score is determined for each student at end of every semester. The shortlisted
courses that can improve the feeble GA scores are at prescribed to students.

Keywords Graduating attributes · Collaborative filtering algorithm · K-nearest
neighbors

1 Introduction

A recommendation system is a type of information filtering system that helps to
predict the “rating” or “preference” provided by a user for a given item. The predicted
rating will be helpful to recommend a new item or product to the user. The real-time
examples for recommendation systems are e-commerce like Amazon or Flipkart,
which recommend products to the user and entertainment systems like Netflix, which
recommend movies to the users [1].
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This paper aims to develop the course recommendation system that recommends
appropriate elective courses to graduate students. The university community decides
the graduating attributes, which are the traits and competencies, students should have
excelled while completing their degree course. They are traits that prepare graduates
as better personalities in an unknown future. Some of the attributes are communica-
tion, problem analysis, design and development of solutions to complex problems,
ethics, individual and team work, etc. The educational institutions select courses to
accomplish these attributes in consistent manner. Each course is assigned a general
rating based on its impact on every graduating attribute (GA). The courses having
greater impact in improving GAs are recognized by the students. These impacts can
be converted to ratings and used in the recommendation systems.

There are numerous data mining systems developed in the field of education [2, 3]
and especially on how these recommender systems can be used for proposing elective
courses [4, 5]. Some of the recommendation engines use the course content based on
content-based filtering techniques [6, 7]. Here, the recommendation is mainly based
on course comparison between the contents and students profile [8]. Few systems
use the grades achieved by similar students for recommendations. These systems
use collaborative filtering techniques that identify the similarity among students and
recommend courses already chosen by similar students [9, 10]. Some systems predict
the scores based on the similarity among students and provide recommendations
[11, 12].

The existing system identifies similarity based on students’ ratings that vary
widely depending on student’s interest in particular subject [13, 14]. Recommenda-
tions based on similarity among students performance are not related to individual’s
competency profile or skill set [12, 15]. Students are unaware of the importance of
every course and its impact in shaping their careers.

The rating of the GAs can be utilized to create course recommendation. Each
course specifically affects each GA and graduates should enter their rating based
on their impact through survey. A recommender system will utilize the information
provided by the senior students and prescribe courses to junior students based on
the similar ratings. Toward the end of every semester, score will be produced for
each GA and understudies will be told to concentrate on low GA scores. Students
will be notified to focus on low GA scores. So the system will further refine the
recommendation to suggest courses that can help in improving low GA scores.

The recommendations from the proposed system are more refined and personal-
ized for every student. Students are well aware of the competency profiles and are
able to compare their skill set with benchmarks set by the institutions. They can easily
identify their area of improvements from GA scores and focus on the courses that
can improve the scores. The application with its graphical user interface provides a
user-friendly environment to rate existing courses and looking for new recommen-
dations. Students can effectively shape their career path by choosing right courses at
right time.
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2 Related Work

The authors of [16] “A collaborative approach for research paper recommender
system” presents a collaborative approach for research paper recommender system.
A source research paper is recommended only if it referred any of the target paper’s
references and there should exist a third paper that refers both the source and target
paper. The algorithm then measures the percentage of similarity between the target
paper and the qualified source papers. The top-Nmost similar papers are then recom-
mended based on the assumption that if there exists significant recurrence between
the target paper and the qualified source papers, then there exists some percentage of
similarities between them. But this algorithm did not consider the relevance based
on the titles and abstracts of the recommending papers for better performances.

The authors of “Recommender Systems for university elective course recommen-
dation” [17] proposed recommender system that targets on student evaluation done
in the past course. Student assessments are conventional strategies to predict student
performance such as failing or passing or forecasting successful completion of the
course, in this continuation anticipating the classification of degree or achievement.
The main idea in this system is based on student’s mastery and the faculty’s experi-
ence in elective subject. The assessment strategy developedwith the presumption that
learner will never learn anything new after the tests. But learning can also be devel-
oped from some factors like curiosity, self-efficiency, belonging, interest, faculty
expertise in subject, etc.

The authors of “A recommender for improving the student academic perfor-
mance” [18] focus on developing a framework of clever recommender system that
can predict tertiary students’ first year academic performance. This system also
recommends most important actions to be taken to help the students to improve
their academics. These measures can help the institution management in their deci-
sionmaking about early intervention strategies. Amulti-dimensionalmethodological
approach was introduced. A thorough interview would be conducted in identifying
each students’ background factors like parent’s educational qualification, sponsor,
family size, both father’s and mother’s occupation, etc. The recommendations are
based on the student’s background factors.

3 Algorithm Description

3.1 Data Preparation

There are several ways for collecting information on graduating attributes [19].
Students can do self-assessment at the end of each semester. In this self-assessment,
students can provide best rating to the courses that had a great impact in developing
their GAs. These ratings are then used in the recommender systems. For a new GA
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or a course, the instructor’s assessment and the student’s performance can be used
to provide ratings.

The rating should be given as either 0 (no impact), 1 (minor impact), or 2 (major
impact). Few students may rate even no impacts as 1 but some others may start giving
the rating of 1 to evenmajor impacts. For each semester, studentsmay take from4 to 6
elective courses that are not taken earlier. Students should be aware of the ratings and
their impacts. Any bias in the ratings would definitely impact the recommendation
for the next year students. So it is the responsibility of the institution to educate the
students about the entire system and the importance of their ratings. A reference
guide can be included in the rating page for student’s reference.

3.2 Algorithm Design

Collaborative filtering depends on the user’s historical preference on set of items [15,
20]. The core assumption here is that the users who have agreed in the past tend to
agree in the future also. In this paper, each student is represented by a pair of the
courses taken and the assessments (ratings) they provided for that course for each
graduating attributes (GAs). In this paper, we are considering each GA of the course
as an item. Here, each item is composed of both GA and a course. In this paper, we
recommend course that helps to increase the score in all GAs. The similarity between
students is calculated based on Pearson’s correlation. It is known as the best method
of measuring the association between variables of interest because it is based on the
method of covariance. It gives information about the magnitude of the association,
or correlation, as well as the direction of the relationship. The similarity metric is
mentioned using the following equation.

sim(a, b) = Σg∈Ga∩Gb(Ra,g − R̃a) · (Rb,g − R̃b)

Σg∈Ga∩Gb(Ra,g − R̃a)2 ·
√

Σg∈Ga∩Gb(Rb,g − R̃b)2
(1)

where

• g indicates a individual element---combination of a GA and course,
• Ga indicates the courses taken by student a,
• Gb indicates the courses taken by student b,
• Ra,g indicates the rating provided by student a for element g,
• Rb,g indicates the rating provided by student b for element g,
• Ga ∩ Gb indicates the similar courses taken by students a and b,
• R̃a indicates the mean rating provided by student a.

The next step would be to find the students similar to the current student in order
to generate predictions. The easiest way is to use the k-nearest neighbors’ algorithm.
Here, we should not simply pick the best n neighbors, but we should make sure
that selected similar and the active student have rated a common number of course
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competences. Finally, ratings can be predicted by doing a weighted sum of ratings
given to each item by similar students to our target student.

4 System Architecture

This project involves developing a graphical user interface to interact with the course
recommendation system. The GUI will have screens to login with user credentials,
register new user details, and provide rating to finished courses specific to graduating
attributes. Then a collaborative filtering algorithm will be used to find similarity
among students based on their rating. Additionally, a GA score will be calculated at
the end of each semester to check the student’s improvement in each attribute and
suggest best course to students.

Here, the project assumes students provide genuine rating to each course inde-
pendent of their independent of their likes, dislikes, or personal hatred. The rating
may be influenced by student interest toward the subjects and the instructor. The
academic proficiency of the advisors also has a major impact. So, it is better idea to
educate the students well before providing rating.

The following algorithm is used to predict the ratings for students. This calculation
is done only after the students provide necessary ratings. Else the students should be
advised to do it and then look for recommendations.

1. The input dataset should contain course, graduating attribute, and rating provided
by the students.

2. The input dataset is then divided into training dataset and test dataset.
3. The value of k for KNN is then set to square root of number of records in training

dataset.
4. The Euclidean distance, which is defined as the straight line distance between

two points in Euclidean space, is calculated between test data and each row of
training data.

5. The calculated distance is then arranged in ascending order.
6. The first k rows are then short listed from the sorted distance array.
7. The mean ratings provided by these short listed students are identified.
8. The average of these ratings for each course is then identified as the predicted

rating for the target student.

The accumulated GA score is calculated based on the students GA score history.
The courses by similar students are again filtered. Those courses that can improve
the proficiency are recommended to the students (refer Fig. 1).
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Fig. 1 System architecture of course recommendation system

5 Experimentation and Results

The project is implemented using R language and MySQL database. The mock data
ofmore than 100 students for 20 courses have been updated in the database. There are
two major types of users and each has specific set of modules: Student and Admin.

Students may wish to view their previous semester results. These results can be
viewed in Academic Profile tab. The application fetches the semester results from
semester_result table. This tab displays the semester result details in a tabular format
for each semester (Fig. 2).

This is the core component of this application. This page will display two data
tables. One will contain the list of elective courses for the next semester. The second
table will display the recommended courses specific to that student. For example, if
student has to select 3 elective courses from a list of 15, then the application will
display the 15 courses in one table and 3 recommended courses in other table (Fig. 3).

Once student completes his survey during every semester, the GA scores are
calculated and saved in graduating attribute score table. The graduating attribute
score helps in identifying the gray areas and student can start working on those
attributes (Fig. 4).

If the student has already submitted the survey, then only a message displaying
“You have already completed t he survey. Thank You” will be displayed in the survey
page. If the student is yet to complete the survey, the previous semester courses will
be displayed to students.

1. For each course, 5 graduating attribute and respective radio buttons to choose No
Impact, Minor Impact, and Major Impact will be displayed.
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Fig. 2 Academic profile page

Fig. 3 Course recommendation page

Fig. 4 GA score prediction page
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2. The student should click the ratings for all graduating attributes in each course.
Then, the student should click the “Submit Survey” Button.

3. The survey results will then be saved in the rating table

To access this application, every student should have been already registered in
the system by the administrator. He should enter all the details in the “Register New
Student” screen and click “Register” Button. Once the button is clicked, all entered
details are validated and saved in database (Figs. 5 and 6).

To recommend a specific course, every course should have been already registered
in the system by the administrator. He should enter all details in the “Register New
Course” screen and click “Create Course” Button. Once the button is clicked, all
entered details are validated and saved in the database (Fig. 7).

Fig. 5 Complete survey page

Fig. 6 Register new student page
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Fig. 7 Register new course page

6 Conclusion and Future Work

This paper proposed an elective course recommendation system based on graduating
attributes,which universities set as the benchmarks for their students. Thiswill benefit
the students to choose the right elective course. The experiment is conducted on a
user generated dataset that could have biased the results on certain factors. So testing
on the real dataset may detect new challenges. This will help to improve the proposed
approach. Also, the other factors like importance of each course, student’s interest in
subjects can also be considered while recommending courses in future approaches.
Additional care should be taken while recommending a new course whose ratings
is not yet available or to the new students who have not provided any ratings so far.
This cold-start problem is generally prevalent in many recommendation systems and
hence the future work can concentrate on this problem.
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Vision-Based Lane Detection
for Advanced Driver Assistance Systems

Rakesh Acharya Dharoori and Sathiya Narayanan

Abstract Lane lines play a key role in indicating traffic flow and directing vehicles;
lane detection serves as a core component inmost of themodern-day advanced driver
assistance systems (ADASs). Computer vision-based lane detection is an essential
technology for self-driving cars. This paper proposes a lane detection system to detect
lane lines in urban streets and highway roads under complex background. In order to
nullify the distortions caused by the camera lenses, we generate a distortionmodel by
calibrating images against a known object, and apply a generalized filtering approach
using Sobel operator (Canny edge detection) in HLS color space. A bird eye view
of image is generated using perspective transformation. A special search strategy
using sliding window algorithm is used to detect lane lines, and later, curve fitting is
done using polynomial regression. Thus, the obtained lane detector is overlaid upon
a video to fill the detected portion of the lane. Then, it is applied to the video to
detect lane lines. The image processing pipeline is written in Python using OpenCV
libraries, and video processing is done using MoviePy. In this paper, the system
developed is tested by applying it on a video taken from a camera mounted over the
car. The environment used to implement the system isAnaconda. The results obtained
show that the proposed system for lane detection, self-calibration and vehicle offset
estimation is effective, accurate for both straight and curved lanes and robust to
challenging environments.

Keywords Advanced driver assistance systems (ADASs) · Distortion model ·
Sobel operator color space
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1 Introduction

1.1 Background

TheWorld Health Organization (WHO) as part of a study estimated that 1.35 million
people die each year as a result of road traffic. Most of the time, traffic accidents
are a result of human blunders such as inattention, diversion and preoccupation.
Techniques like road cognizance and lane marking play vital role in helping humans
avoidmistakes. Lanedetection is the fundamental aspect of themost current advanced
driver assistance systems (ADASs) like lane departurewarning system (LDWS), lane
change assistance system (LCAS) and lane centering. Vision-based techniques are
being used extensively these days due to exhaustive knowledge base and low-cost
camera devices. Most of the current driver assistance products ranging from the
Mobileye Series ADAS to Tesla autopilot are using the computer vision-based lane
detection systems. This is because of lane marking that is painted for human visual
perception. These markings are utilized by vision-based algorithms to detect lanes
from camera systems and prevent driver from inadvertent lane distractions. It is clear
from the above statement that accuracy and robustness are two vital characteristics for
a lane detection system. Therefore, the systemmust be capable to detect unreasonable
changes and adjust the tracking accordingly.

1.2 Literature Review

There are numerous techniques developed over the past few years on computer
vision-based lane detection systems. Xing et al. [1] discuss advances in lane detection
algorithms, integration and assessment. Different lane detection methods based on
image processing and machine learning are proposed in it. Most of them use similar
pipelines with difference in filtering and vision-based algorithms [1–7]. Lim et al. [8]
proposes a lane detection system with an additional module of lane tracking. They
use Kalman filter-based method to perform tracking. He et al. [9] describes a lane
departure system in addition to lane detection system using Hough transform. Gupta
andChoudhary [10] presents a camera-based framework for theLDS.References [11,
12] discuss themethods to increase the driver’s abilitywith the help ofADASand role
of lane detection in it. However, these did not take into consideration the distortion
effect caused by cameras which in turn results in an inaccurate measurement of the
vision algorithms, and they are mostly limited to straight lane detection. They tend
to fail for curved lane detection. We propose a lane detection system with a pipeline
that has distortion correction module included in it. This makes the system accurate
and robust even if there are distortions in the images.
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1.3 Paper Organization

In this paper, the proposed lane detection system can be designed using two pipelines,
image processing and video processing. The image processing pipeline discussed in
Sect. 2 includes different vision techniques applied to the images of the roads with
different types of lanemarkings (white, yellow, left, right, etc.) to detect the lane lines.
But, firstly, the images are processed for lens distortion correction. This method is
clearly explained using distortion equations and camera matrix. Once the detector
is ready, we simply overlay the detected lane on the video. Once any video from
real-world scenario (with lane markings) is put through the video pipeline, the lane
detector outputs the video with lane lines marked suggesting the detected lane lines.
The experimental results obtained are discussed in Sect. 3. This paper concludes
with Sect. 4 that discusses the future work to extend the system in building a better
version.

2 Lane Detection System (Image Processing and Video
Processing Pipelines)

The image processing pipeline comprises six steps that makes use of different
computer vision techniques to detect lane lines in the given input image. Each step
reduces the image details by removing unwanted details. The six techniques are
distortion correction, perspective warping, Canny edge detection, dominant peak
detection in histogram, sliding window search algorithm and curve fitting using
regression (Fig. 1).

2.1 Image Processing Pipeline

Distortion Correction: In ray optics, distortion is a deviation from rectilinear projec-
tion in which straight lines in a scene do not remain straight in the image. Some less
than ideal optical systems (cheaper cameras) distort incoming light to focus it on
sensor. Even though this is useful in capturing images of environment, they might
result in inaccurate measurements in computer vision applications. There are two
major kinds of distortions, radial distortion and tangential distortion. Radial distor-
tion causes straight lines in the images appear curved and bulged out. Tangential
distortion occurs when image taking lens is not aligned perfectly parallel to imaging
plane. Below equations represent both radial and tangential distortion.

xdistorted = x ∗ (
1 + k1 ∗ r2 + k2 ∗ r4 + k3 ∗ r6

)
(1)

ydistorted = y ∗ (
1 + k ∗1 r

2 + k2 ∗ r4 + k3 ∗ r6
)

(2)



540 R. A. Dharoori and S. Narayanan

Fig. 1 Image processing
pipeline

xdistorted = x + [
(2 ∗ p1 ∗ x ∗ y) + (p2 ∗ (

r2 + 2 ∗ x2
)]

(3)

ydistorted = y + [
p1

(
r2 + 2 ∗ y2

) + (2 ∗ p2 ∗ x ∗ y)
]

(4)

(xdistorted , ydistorted) = image coordinates with distortion
(x, y) = distortion free image coordinates
kn = nth radial distortion coefficient
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pn = nth tangential distortion coefficient
r = distance from(x, y)to center of radial distortion
From Eqs. (1)–(4), it is clear that for any stereo application, these distortions

need to be corrected before using them for any computer vision application. This
can be corrected only if values of corresponding distortion coefficients are available.
Intrinsic parameters of camera are used to calculate distortion coefficients. These
parameters include focal length ( fx , fy) and optical centers (cx , cy). The matrix
formedwith the corresponding values is called cameramatrix, and it depends only on
the camera. To calculate camera matrix and distortion coefficients, we collect images
of a well-defined pattern; in this paper, we considered asymmetric chessboard taken
by the camera that has to be calibrated andfind the object points (3D) and image points
(2D). These points are used to calculate the camera matrix and distortion coefficients
of the camera using cv.calibrateCamera() function present in OpenCV library. Thus,
the obtained distortion coefficients and camera matrix are used to get the new camera
matrix with distortion correction using cv.getOptimalNewCameraMatrix() function.
The obtained camera matrix is distortion free and is used to remove distortion in the
images using cv.undistort().

Distortion coefficients = (k1k2 p1 p2k3)

Camera matrix =
⎡

⎣
fx 0 cx
0 fy cy
0 0 1

⎤

⎦

Though the differencemight not be noticeable, it has a huge impact on the accuracy
of computer vision algorithms (Fig. 2).

PerspectiveWarp: In camera space, it is difficult to detect curved lanes. Therefore,
we apply geometric transformations to get a bird eye view of the road. It is a simple
conversion of 3D world into a 2D image. This is done to assume the lane on a 2D
surface and then to fit a polynomial that accurately represents the lane (Fig. 3).

Sobel Filtering: Filtering out lanes is an important task in lane detection. It helps
in detecting the lanes by differentiating them from the road. A color filter is not a good
idea because there are cases where lanes use light-colored concrete, which makes the
road to pass the filter and pipeline intuits a white lane. In this paper, a method similar
to edge detector is used in HLS color space to avoid the above-mentioned perception,
and operator that is used in Canny edge detector is used to get the gradient of image
function.

Histogram Peak detection: Before applying an algorithm to detect lane lines, it
is needed to find an ideal beginning point for the algorithm. The algorithm works
effectively if it begins at a region where lane pixels are present. This can be achieved
by creating the histogram plot of binary image with respect to X-axis. With the help
of this plot, lane line pixels in each column of the image are detected. Dominant
peaks are observed at each side of the image. They represent the lane line present in
the image.
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(i)                          (iii)

(ii) (iv)

Fig. 2 (i) Distorted image (barrel distortion), (ii) original image, distortion correction applied to
driving scene, (iii) distorted image, (iv) after distortion correction

Sliding window search algorithm: A sliding window is a rectangular area of fixed
width and height that slides over an image. These window regions are generally used
to apply image classifier to determine if window has the object of interest, in this
case lane lines. It is used to differentiate between left and right lanes to fit curves
corresponding to the lane boundaries. The search begins from the initial point from
histogram peak detection, measuring pixels present in the window. At the point
when the measure of pixels arrives at a specific limit, window is moved to average
horizontal situation of the distinguished pixels. In the event that enough pixels are
not identified, the next window begins in a similar parallel position. This calculation
proceeds until the windows arrive at the other edge of the picture. To separate among
right and left path, the pixels that fall inside the windows are checked. Right and left
lanes are marked using blue and red colors, respectively.

Curve fitting: The blue and red pixels marked using sliding window algorithm
are just data points and do not provide a proper representation of the lane lines. A
proper curve is needed to best fit the data points (blue and red marked pixels) to form
a lane that they actually represent. This is done using polynomial regression method.
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(i) (ii)

Fig. 3 (i) Original image and (ii) after perspective warp

A best polynomial that is least squares fit to the data points is found, and this gives
the lane line.

Overlay: In this part, an overlay that fills in the detected portion of the lane is
created. Thus, created lane lines are overlaid upon the original image of the road
with lane lines.

2.2 Video Processing Pipeline

The image processing pipeline detects lane lines accurately in the images, but in
the real-time implementation, the data obtained from the camera mounted upon an
automobile is a video. The lane lines detected using the image processing pipeline
should be applied to a video stream. The lane lines oscillate and remain unstable
in a video stream. This can be resolved by averaging the slope and intercepts of
the lane lines from frames. This technique of interframe averaging makes the lane
lines stable and slows down their movement. In this paper, MoviePy library tools
are used for video processing. The video pipeline works as follows: video obtained
from the camera mounted on the automotive is clipped to several images. Thus, the
obtained images are subjected to the image processing pipeline, and the resultant
lanes detected are written back to the video file. Thus, we obtain a video with lane
lines detected and marked.
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3 Results and Discussions

The system initially develops a detector, using images of different lane line scenarios
using the image processing pipeline. Before the images are subjected to the pipeline,
they undergo lens distortion correction. This requires a distortion model obtained by
calibrating the image with known object. In this paper, an asymmetric chessboard is
used. Images of chessboard with different orientations are considered to generate a
distortion model. Once the images are subjected to image processing pipeline, they
undergo different transforms. Sliding window search and curve fitting are used to
detect the lane lines and mark them (Fig. 4). The lane detector is ready. The obtained
detector is applied on to a video to detect the lane lines using interframe averaging.
This lane detection procedure is computationally more efficient compared to several
existing lane detection techniques.

4 Conclusion

The lane detector presented in this paper gives good results for different lane line
scenarios including curved lanes. It is robust to changes in the environment. The
lane detection system discussed in this paper has an inbuilt lens distortion correc-
tion module, which is capable of correcting the distorted images. This reduces the
error that can occur due to inaccurate measurements in computer vision algorithms.
However, the system is affected by shadows that intervene the environment to some
extent and also with the drastic changes in the texture of the road. The pipeline can be
updated using deep learning techniques to create an extremely robust lane detector.
In addition, it can include a module for vehicle detection and traffic sign recognition.
By adding these modules, the lane detection system can be upgraded to a small-scale
driver assistance system. The future work will focus on (i) applying deep learning
techniques to make the detector more efficient and robust; and (ii) implementing the
system on an embedded platform like Raspberry Pi by building a mini vehicle model
to test the accuracy of the system.
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(i) (ii)

(iii)                                            (iv)

(v) (vi)

Fig. 4 (i) Original image, (ii) image after applying perspective transform, (iii) gradient of the
image using Sobel operator, (iv) slidingwindow search algorithm, (v) curve fitting using polynomial
regression, (vi) overlaid lanes on the original image
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IoT-Based Energy Management System
with Data Logging Capability

O. V. Gnana Swathika, G. Kanimozhi, E. Umamaheswari, Soj Rujay,
and Soudeep Saha

Abstract With increasing energy demand and the necessity to fulfill the energy
requirement, it is mandatory to increase the energy generation. However, shortage
of supply resources stands as a blockade in this present scenario. Hence, an efficient
energy management system is required. This paper demonstrates a working proto-
type of intelligent energy management system. It is an IoT-based energy manage-
ment system with Web server-type manual control. It involves serial communica-
tion between microcontrollers such as Arduino Uno and NodeMCUs, sensors and
computational intelligence. The sensors used in this case are LDR, thermistor, and
PIR motion sensor. The system includes LED lights and fans as load. The raw data
from the sensors is read by the Arduino and it serially communicates the raw data to
both the NodeMCUs. The data is then converted to standard formats and uploaded to
the ThingSpeak cloud server for data logging and analysis by one of the NodeMCU.
Using the second NodeMCU, aWeb server is created and used for manual control of
the loads. This Wi-Fi server sends data to the NodeMCU as per the user input from
the browser and this NodeMCU controls the load accordingly. A current sensor is
also connected along the supply line for power measurement. The current sensor is
an ACS712 20 A sensor which is connected to the NodeMCU and is responsible for
uploading data to the ThingSpeak cloud server. The working model has three rooms
for demonstration purpose but can be increased accordingly as per need with certain
changes in system hardware model.

Keywords Energy management system (EMS) · Internet of things (IoT) · Data
logging

1 Introduction

Developing countries like India desperately need energy for pushing forward its
economicgrowth [1].However, such countries donot have sufficient energy resources
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to cater to the increasing energy demand [2]. The option to increase the commercial
energy generation is held back by the depletion of non-sustainable fossil fuels and
environment degradation. It is mandatory to separate the economic growth from
fossil fuel dependency [3]. It is need of the hour tomanage the limited energy sources
in a better way. Lighting accounts for 19% of the world’s electricity consumption
[4]. With recent advances in LED technology, a better LED lighting solution is
developed which can substitute CFLs and incandescent lamps. The key purpose of
the energy management and automation system is focused upon better comfort of
the user at reduced operation cost and increased energy efficiency. Energy efficiency
improvement also contributes to environmental protection [5]. By implementing
proper intelligent residential energy management system, it is possible to reduce the
electricity bill while maintaining the power demand under the maximum demand
limit as well as integrate battery energy storage [6]. It is possible to integrate this
data to IoT cloud server. With IoT implementation in energy management system,
the promotion of energy efficiency and power management of the residential areas
is achieved. It is also possible to log the data into IoT servers and use it for further
analysis at any given point of time [7].

The system proposed in this paper aims to successfully achieve the points
mentioned above. The design process of the system is further discussed and
implemented in this paper.

1.1 Objectives

The objective of this paper is summarized into two parts as shown in Fig. 1. First part
deals with the load and its control, whereas the second part deals with data logging
into the IoT cloud server. The aim of this paper is to achieve a systemwhich is able to
control the loads to provide maximum energy efficiency and also able to integrate the
obtained sensor data into the IoT cloud server along with providing wireless manual
control of the loads to the user for personal convenience.

For load control as per the required situation with energy efficiency, light and
temperature sensors are used to provide optimal comfort along with required energy
efficiency. An occupancy sensor is also used to provide the occupancy status of

Fig. 1 General layout of
intelligent energy
management system
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the room for turning the loads ON and OFF as the situation permits. The system
mentioned is autonomous in nature but for the convenience of the user or occupant
a Web browser-based wireless manual control of the loads is provided which is
accessed using any electronic device with browser support. Lastly, the data from the
sensors namely light, temperature, occupancy, and current are utilized to calculate
the luminance, temperature, occupancy status, and power consumption, respectively.
This data is hence used for monitoring and further analysis.

2 Proposed System

2.1 Overview

The energy management system proposed in this paper aims to provide optimal
energy efficiency along with cost effectiveness. The microcontrollers used in the
hardware fabrication are open source and readily available in the market. Both the
ArduinoUno andNodeMCUare easily programmable usingArduinoIDEwhich is an
open-source platform and may be operated in numerous devices. The NodeMCU has
only one analog input pin which is connected to the ACS712 20A current sensor. The
block diagram of the proposed system is as shown in Fig. 2. It shows the connection
between Arduino, NodeMCU, sensors, load, cloud server, and Wi-Fi Server.

Fig. 2 Block diagram of the proposed system
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Table 1 List of hardware
components

Component Specification

Arduino Uno

NodeMCU ESP8266

Dot matrix board 10 × 6 inch

DC power adapter 12 V–1 A

DC motor 9 V

LED module 12 V

4N25 opto-coupler –

BC547 transistors –

Resistor bank ¼ W

IC L7805 5 V

IC L7809 9 V

PIR motion sensor –

LDR 5 MM 5 V

Thermistor 5 V, 10 k�

ACS712 20 A

2.2 Hardware and Software Specifications of the Proposed
System

Hardware specifications. The list of hardware components used in this prototype
is shown in Table 1.

The loads included in this real-time network are: LED light and a fan which are
PWM controlled by the NodeMCU through the driver circuit. The driver circuit used
for controlling the LED light is 4N25 (opto-coupler). The fan used is a 9 V DC
motor with driver circuit which includes L7809 (voltage regulator) and BC547 (n-
p-n transistor). Moreover, the sensors used include PIR motion sensor, which is a
digital sensor, whereas LDR and thermistor are analog sensors. The sensors used in
this case are powered using the L7805 voltage regulator. The PIR sensors give output
as +5 V (Digital HIGH) and 0 V (Digital LOW). The supply to the PIR sensor is
given through the L7805 and the output which is provided by PIR sensor is read by
the digital pin of Arduino. LDR is connected in series with 10 k� resistor which
forms a potential divider network. One pin of the LDR is connected to+5 Vwhereas
the other pin of the 10 k� resistor is connected to ground, and the common junction
connecting the LDR and the resistor gives variable voltage as the light falling on
LDR varies. The voltage is then read through the analog-to-digital convert pin of
the Arduino as a 10-bit input. The thermistor follows the same analogy as that of
the LDR. Arduino receives data from the sensors and serially communicates it to
NodeMCU. The data points which are received by the NodeMCU from the Arduino
are then mapped to the PWM pins with required logic which is then used to control
loads accordingly. The power supply for the load used here is 12 V DC adapter.
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The interfacing between the NodeMCU and loads is done via the driver circuits. As
mentioned earlier, the LED light used here is 12 V DC with driver circuit 4N25 and
9 V DC motor with L7809 (voltage regulator) and BC547 (n-p-n transistor).

Software specifications. The datawhich is received by theNodeMCU through the
Arduino is converted into proper readable units using proper factors. For example,
the raw data from the temperature sensor is converted to degree Celsius reading
and the raw data from the LDR in converted to cd/m2 (candela per square meter).
This converted data is then sent to the cloud server. The cloud server is provided
by ThingSpeak. The NodeMCU is responsible for collecting and uploading the data
into the cloud server for monitoring and data logging purpose. A current sensor is
also connected along the supply line for power measurement. The current sensor is
an ACS712 20A sensor which is connected to the NodeMCU and is responsible for
uploading data to the ThingSpeak cloud server. Using the second NodeMCU, a Web
server is created and used for manual control of the loads. This Wi-Fi server sends
data to the NodeMCU as per the user input from the browser and this NodeMCU
controls the load accordingly. In theNodeMCUwhich is used for load control through
the Wi-Fi server, HTML coding is used which is supported by almost all the Web
browsers. This enables the wireless manual control to be platform independent, i.e.,
it is accessible by any device with Web browser support irrespective of its type.

3 Design of Intelligent Energy Management System

Figure 3 depicts the design approach taken in the implementation of an intelligent
energy management system.

Fig. 3 Design of intelligent EMS
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This paper demonstrates a working prototype of intelligent energy management
system. It is an IoT-based energy management system with Web server-type manual
control. It involves serial communication between microcontrollers such as Arduino
UnoandNodeMCUs in this case, sensors and computational intelligence.The sensors
used in this case are LDR, thermistor, and PIR motion sensor. The system includes
LED lights and fans as load. The raw data from the sensors is read by the Arduino
and it serially communicates the raw data to both the NodeMCUs. The data is then
converted to standard formats and uploaded to the ThingSpeak cloud server for data
logging and analysis by one of the NodeMCU. Using the second NodeMCU, a Web
server is created and used for manual control of the loads. This Wi-Fi server sends
data to the NodeMCU as per the user input from the browser and this NodeMCU
controls the load accordingly. A current sensor is also connected along the supply
line for power measurement. The current sensor is an ACS712 20A sensor which
is connected to the NodeMCU is responsible for uploading data to the ThingSpeak
cloud server. The working model has three rooms for demonstration purposes.

4 Results and Discussion

The raw data which was received by the NodeMCU via serial communication from
the Arduino is then converted in proper standard unit as shown in Fig. 4.

The room occupancy condition which is sensed by the PIR sensor is also shown
at the ThingSpeak cloud server using indicator lights as the PIR sensor sends digital
data of either 1 (Occupied) or 0 (Unoccupied) as shown in Figs. 5 and 6. Figure 7

Fig. 4 Display of temperature, illuminance, and power consumption data received by ThingSpeak
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Fig. 5 Occupancy indicator (occupied)

Fig. 6 Occupancy indicator (unoccupied)

Fig. 7 HTML page with control options for the system
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Fig. 8 Prototype image for Case 1

shows the Web browser page which is used to control the lights and fans of the
respective rooms.

Hardware Results.
Case 1: Loads in all the rooms are ONwith occupancy data of room 1. The HTML

page and the prototype are shown in Figs. 8 and 9.

5 Conclusion

The design and implementation of the hardware prototype of the “Intelligent Energy
Management system for smart buildings” with Wi-Fi server-based control and IoT-
based data logging capabilitywas realized successfully. The proposed systemhelps in
substantial improvement in energy efficiency. Here, the raw data namely luminance,
temperature, and occupancy received by theArduino from the sensors was eventually
serially communicated to one of the NodeMCUs. This NodeMCU is responsible for
handling data logging. This raw data from the Arduino was converted into standard
units (i.e., °C and cd/m2) and uploaded to ThingSpeak cloud server using IoT for data
logging and monitoring purpose. Here, the cloud server provided by ThingSpeak is
for visual representation of the data in graphical formats which can also be used
for further analysis. The same raw data is also serially communicated to the second
NodeMCU which is responsible for controlling the loads. The data received by this
secondNodeMCUwasmapped accordingly to its PWMpins using proper algorithms
in order to control the brightness of the light and speed of fan. Using the Wi-Fi
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Fig. 9 HTML page for Case 1

capabilities of this NodeMCU, we also create a local areaWi-Fi server which enables
wireless control of the loads by the user through Web browser.
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