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Preface

This conference provides a platform and aid to the researches involved in designing
systems that permit the societal acceptance of ambient intelligence. The overall goal
of this conference is to present the latest snapshot of the ongoing research as well as
to shed further light on future directions in this space. This conference aims to serve
for industry research professionals who are currently working in the field of aca-
demia research and research industry to improve the lifespan of the general public in
the area of recent advances and upcoming technologies utilizing cellular systems,
2G/2.5G/3G/4G/5G and beyond, LTE, WiMAX, WMAN, and other emerging
broadband wireless networks, WLAN, WPAN, and other homes/personal net-
working technologies, pervasive and wearable computing and networking, small
cells and femtocell networks, wireless mesh networks, vehicular wireless networks,
cognitive radio networks and their applications, wireless multimedia networks,
green wireless networks, standardization activities of emerging wireless technolo-
gies power management, signal processing, and energy conservation techniques.
This conference will provide support to the researchers involved in designing
decision support systems that will permit the societal acceptance of ambient intel-
ligence. It presents the latest research being conducted on diverse topics in intelligent
technologies to advance knowledge and applications in this rapidly evolving field.
The conference is seen as a turning point in developing the quality of human life and
performance in the future; therefore, it has been identified as the theme of the
conference. Authors were invited to submit papers presenting novel technical studies
as well as position and vision papers comprising hypothetical/speculative scenarios.

5G technology is a truly revolutionary paradigm shift, enabling multimedia
communications between people and devices from any location. It also underpins
exciting applications such as sensor networks, smart homes, telemedicine, and
automated highways. This book will provide a comprehensive introduction to the
underlying theory, design techniques, and analytical tools of 5G and wireless
communications, focusing primarily on the core principles of wireless system
design. The book will begin with an overview of wireless systems and standards.
The characteristics of the wireless channel are then described, including their
fundamental capacity limits. Various modulation, coding, and signal processing
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schemes are then discussed in detail, including the state-of-the-art adaptive mod-
ulation, multicarrier, spread spectrum, and multiple antenna techniques. The book
will be a valuable reference for engineers in the wireless industry. This book will be
extremely valuable not only to graduate students pursuing research in wireless
systems but also to engineering professionals who have the task of designing and
developing future 5G wireless technologies.

For the proper review of each manuscript, every received manuscript was first
checked for plagiarism and then the manuscript was sent to three reviewers. In this
process, the committee members were involved, and the whole process was mon-
itored and coordinated by the general chair. The technical program committee
involved senior academicians and researchers from various reputed institutes. The
members were from India as well as abroad. The technical program mainly involves
the review of the paper. A total of 273 research papers were received, out of which
64 papers were accepted and registered and presented during the three-day con-
ference, and the acceptance ratio is 22.3%.

An overwhelming response was received from the researchers, academicians,
and industry from all over the globe. The papers were from Malaysia, Nigeria,
Iran, making it truly International and Pan India from Guwahati, Kerala, Tamil
Nadu, Raipur, Pune, Hyderabad, Rajasthan, Uttarakhand, Raipur, Ranchi
and not to mention our neighbouring states. The authors are from premium insti-
tutes, IITs, NITs, Central Universities, NSIT, PU, and many other reputed institutes.

Organizers of MRCN 2020 are thankful to the University Institute of
Engineering and Technology (UIET) which was established by Kurukshetra
University in 2004 to develop as a “Centre of Excellence” and offer quality tech-
nical education and to undertake research in engineering and technology. The
ultimate aim of the UIET is to become a role model for engineering and technology
education not only for the State of Haryana but for the world over to meet the
challenges of the twenty-first century.

The editors would like to express their sincere gratitude to general chairs, ple-
nary speakers, invited speakers, reviewers, technical programme committee mem-
bers, international advisory committee members, and local organizing committee
members of MRCN-2020; without whose support, the quality and standards of the
conference could not be maintained. Special thanks to Springer and its team for this
valuable publication. Over and above, we would like to express our deepest sense
of gratitude to UIET, Kurukshetra University, Kurukshetra, for hosting this con-
ference. We are thankful to the Technical Education Quality Improvement
Programme (TEQP-III) for sponsoring the International Conference
MRCN-2020 event.

Kurukshetra, India Nikhil Marriwala
Kurukshetra, India C. C. Tripathi
Melbourne, Australia Dinesh Kumar
Waknaghat, India Shruti Jain
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Analysis and Application of Vehicular
Ad hoc Network as Intelligent
Transportation System

Vinay Gautam

Abstract Intelligent transportation systems (ITSs) play a major role to manage
traffic in cities. This is used to keep control and manage traffic and re-route traffic
based on different parameters which has been discussed in this paper in a detailed
manner. Vehicular ad hoc network is one way of implementation of ITS and mostly
used setting to manage traffic and progressing quickly with time. Individuals are
doing research these days for themost part in the field ofmedia transmission. VANET
is the most developing exploration region in remote correspondence. Most VANET
applications are based upon the information push correspondence model, where data
is scattered to a lot of vehicles. Thedecent variety of theVANETapplications and their
potential correspondence conventions needs a precise writing review. In perspective
on previously mentioned, in this paper, we have contemplated and examined the
attributes and difficulties of different research works identified with the applications,
conventions and security in VANET. In addition to the subsequent current works,
this paper is concerned about to explore different issues related to VANET. The
conceivable work found the advantages and disadvantages for the future research. At
last, an unthinkable examination of the considerable number of conventions is given.

Keywords Intelligent transportation system · VANET · Convolutional neural
network (CNN)

1 Introduction

An intelligent transportation system (ITS) is an innovative system which plays a
major role to manage transportation using innovative services and facilitate safe,
smarter and better coordination among users. Vehicular ad hoc network (VANET) is
a mostly used and successful ITS setting which is adopted by most of the country to
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manage traffic. VANET uses different settings to communicate such as the vehicle
to vehicle and road-side unit (RSU) to automobile in a short range. The main aim of
deploying VANET is to overcome the accident issues. It has a large variety of appli-
cation for drivers to drive well on the roads in the urban region. The rate of accidents
is increased day by day by increasing the population of vehicles as well; therefore, it
is vital for the vehicles to impart the VANET system. Vehicular specially appointed
systems have invigorated enthusiasm for both scholastic and industry settings in light
of the fact that, once sent, they would carry another driving experience to drivers.
The security and protection is a genuine test where one node communicates with
another node in open environment and influence the message passing in VANETs.
This paper starts with providing summaries of the existing research works and later
on classifying gaps identified in the pre-existing works. On the other hand, privacy
safeguarding strategies are checked on, and the exchange off among security and
protection is talked about. This paper concerned a point of view toward how to
recognize and repudiate malevolent hubs all the more productively and difficulties
that have yet been unrevealed. The benefits of such a system extend on operations,
management, planning and monitoring.

Management strategies for traffic incidents have become a promising area of
research because it has pronounced prospective to mend automobile and road secu-
rity and transportation efficiency. Recent research works have put great emphasis
on VANETs. Also, we have seen different technologies like fog computing and
crowdsensing in social Internet of vehicles to provide a timely response for device-
to-device-enabled real-time traffic management. At long last, we present a portion
of the exploration challenges that still should be tended to for across the board selec-
tion of adaptable, dependable, hearty and secure car crash the executive’s models,
conventions, advancements and services.

The complete paper is further divided into different sections. Section 2 covers a
detailed review of intelligent Transport Systems. The comparative study is laid down
in Sect. 3. The research challenges are explained in Sect. 4. Section 5 is conclusive
section.

2 Related Works

Al-Mayouf et al. [1] presented an accident management system utilizing specially
appointed vehicle systems combined with open transport cell innovation. All ambu-
lances and vehicles were accepted to have an installed route instrument and the
capacity to utilize remote correspondence. In this framework, a multi-hop ideal
sending calculation was utilized by the continuous course intending to diminish
traffic blockage. The outcome presumed that this framework gave the best course
among source and goal.

Wu et al. [2] proposed a vehicle-to-roadside (V2R) arrangement based distributed
clustering which is accomplished by conditional game. Here, the author uses
matrices-based fuzzy algorithm to generate a cluster of vehicles. A virtualization
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plot for multi-bounce information conveyance was incorporated with the steering
convention to guarantee high throughput and low postponement in multi-jump
misfortune vehicular conditions.

Bichiou and Rakha [3] propose a optimal solution for the possible situation faced
by moving Vehicle. The proposed calculation beats the other convergence control
techniques by creating lower the fuel consumption and decrease in carbon dioxide
emission.

Ke et al. [4] proposed a financially savvy strategy for the discovery of traffic state
status and accomplished exact identification of moving articles in a dynamic video
with convolutional neural system classifier. The test results demonstrated that the
proposed strategy beats other cutting-edge strategies regarding exactness.

Liu et al. [5] proposed two intelligent transportation regulator using fog computing
which conspires by expecting the traffic lights as haze gadgets that can oppose
the assaults from malevolent vehicles and can keep away from the issue of single-
point disappointment in vehicular system. They utilized cryptography-based secu-
rity algorithm to control the vehicle fraudulent messages and to protect traffic light.
The exploratory outcomes demonstrated that the proposed technique beats other
cutting-edge strategies regarding accuracy.

Rausch et al. [6] proposed a self-composed traffic management technique to regu-
late traffic inflow in already congested road. It manages the inflow of vehicles by
changing traffic lights to bypass blocked regions by updating the driver’s course
decision. In this way, they inspected four unmistakable episode situations in a lattice
and genuine size street organize and thought about automated traffic light controls.

Wang et al. [7] give an outline of a few promising exploration territories for
a crowdsensing-based structure to give an auspicious reaction to gadget to gadget
empowered ongoing traffic board in varied SIoV. The member vehicles dependent
on D2D interchanges coordinate direction and topology data to powerfully manage
their social practices as indicated by system conditions. A genuine taxi direction
examination-based execution assessment was given to show the viability of the
planned structure.

An et al. [8] proposed a vigorous and productive system parceling calculation
which can instinctively settle on the quantity of segments dependent on the system
availability and traffic blockage designs. The proposed methodology is tried on the
local arranging system of the USA. Numerical investigation on lambda decision and
calculation affectability with respect to various information missing proportions was
likewise performed and expounded.

Hussain et al. [9] foreseen dependable, effective, strong and safe shrewd trans-
portation frameworks (ITS) by the coordination of VANET-based mists with Named
Data Networking (NDN) as a result of the constraints and weaknesses of the current
IP-based systems’ administration and the requirement for productive substance
conveyance. They went for the design and succinct naming instrument for NDN-VC.

Huang et al. [10] proposed a plan named meet-cloud dependent on meet-table
(records the vehicles it experiences) and distributed computing to safely and precisely
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disperse negative messages (snippets of data that characterize the negative charac-
teristics of vehicles) in VANET. The calculation for disseminating and redistributing
negative messages was structured.

Manuar et al. [11] presents the idea of UAVs that can be helpful to implement
transportation rules and also support traffic police, which can be enabled with DSRC
interface. There were also some limitations like low battery life. For future purpose,
fuel cells can be used to increase the efficiency of the UAVs.

Allan de Souza et al. [12] have introduced their vision on improving the traffic
productivity. Here, traffic management system (TMS) accumulates data from hetero-
geneous sources which enhance the effectiveness of TMS. The TMS control traffic
is based on three activities: data gathering, data procedure and administration
conveyance. This helped in improving the efficiency of TMS and achieving the
desired level of accuracy in TMS.

Gnoni and Saleh [13] give key thoughts and refreshed survey of NMS. It proposes
fundamental well-being standards received in chance administration. The principle
point of NMS is to distinguish the best method to beat the close to miss creating
component. The aftereffect of NMS is that close tomiss information can be translated
considering well-being standards violated. At last, it was reasoned that NMS is one
of the mainstays of execution of top to bottom perceptibility, and in the future, it will
use various sources that will integrate data to improve the efficiency.

Osman et al. [14] described a smart transportation regulatory system which takes
12 min to ample one cycle and also reduces waiting time of a vehicle.

Daely et al. [15] designed a central Web server interface which receives data
from LED streetlights and easy to use for all the users. This streetlight creates a
psychological effect which increases the alertness in the user.

Raiyn [16] introduced a new scheme of traffic management (SUA) which has
three unique stages: find the most suitable way, refresh it to automobile and allocate
it to vehicle.

Thomas and Vidal [17] focused on machine learning technique to detect traffic
accidents by collecting available data from sources. The result concluded that the
amount of traffic affects the precisionofmachine learning.The futurewill concentrate
on improving the data-collecting ability while using real-world data.

Uchida et.al [18]. introduced Markov chain algorithm based-traffic accident
prevention system which identifies the dangerous conditions based on radio signals
and wireless signals from multiple sensors of mobile devices. The future study of
this paper includes additional decision progress based on the Markov chain model.

Maaloul et.al [19]. proposed a novel vision-based street mishap calculation in
thruways and turnpikes, and it depends on versatile traffic movement stream demon-
strating procedure utilizing measurement heuristic technique for mishap discovery.
The methodology depended on OF estimation and heuristic calculation for versatile
limits. After experimentation, the productivity and common sense of the proposed
calculation was by utilizing just 240 casings for traffic movement demonstrating.

Christian et al. [20]. proposed intelligent driving diagnosis using accident risk
map analysis. Experimental tests have also been done for intelligent driving systems.
The first test confirms the associate execution, while the subsequent test depends on
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approving the client executionwhen the right hand is utilized andnot utilized; both the
tests are performed to decide the productivity of driving collaborator. The outcome
presumed that the proposed framework demonstrated better execution than 90% of
right alarms on every street, and also, the accidents along the road decreased by an
average of 10%.

Qi et al. [21] presented emergency warning light strategies. A traffic light control
system is used (deterministic and stochastic PNs) for the intersection dealing with
accidents. Petri nets-based dynamic model is used to indicate the blockage of traffic
flows. The traffic cannot just be controlled yet additionally thusly control different
offices including loop detectors and cautioning lights. Their work will help in
management of real-time traffic accidents at urban roads.

Wang et al. [22] presented radio frequency identification (RFID) sensor, Never-
stop, which uses fuzzy control strategies and hereditary calculations in enormous
information insightful transportation framework. Neverstop is built with devices that
will automatically control traffic lights at intersections. It helps to reduce the waiting
time.

de Souza et al. [23] introduced ICARUS an alarming and re-steering framework
which aides in diminishing the blockage of vehicles utilizing a vehicular system.
It receives notification about congestion of vehicles; then, it calculates new routes
by using inter-vehicle communication. The result demonstrated that the proposed
solution will reduce CO emissions, fuel consumption and travel time.

Liu et al. [24] presented many technologies that have potential to alleviate traffic
congestion like 5G wireless networks, SDN VANETs and MEC cloud server. Soft-
ware Defining Network (SDN) technologies can give high-data transmission and
low inactivity correspondence benefits alongside programmability. Mobile Edge
Computing (MEC) cloud server gives a constant or close to ongoing reaction speed for
basic missions. Deep learning-based forecast calculations with elite figuring power
and ultra-huge extra room are provided by RCCS technology.The result demon-
strated that these technologies will help in decreasing traffic congestion and will
help in improving the ability to manage urban traffic.

Chaolong et al. [25] presented real-time graphic visualization technique that helps
to enhance the usefulness and precision of graphical analysis of huge traffic data,
improving the human–computer interaction. It will collect real-time data and process
through traffic monitoring system and provide graphs on road congestion to traffic
control department for dealing with accidents.

de Souza andVillas [26] proposed a trafficmanagement system (TMS) to enhance
efficacy of transportation and reduce traffic congestion problems. This system will
gather traffic-related data, recognize jamming and will recommend substitute paths.
They also introduce FASTER, a fully distributed TMS that does not overload the
communication channel and improve overall vehicle traffic efficiency.

Li and Song [27] proposed ART scheme for vehicular ad hoc network (VANET)
which is capable to discover and handle the malicious attack. It evaluates trustwor-
thiness of both mobile nodes and data in VANETs.

Sundar et al. [28] presents an intelligent traffic management system to smoothen
the traffic for emergency services. In this system, the vehicles are deployed with
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RFID tags and these tags are used to route the vehicle. The same tag information is
used to identify the vehicles. Based on these RFID, the traffic light goes to green or
red, so the traffic officer can move.

El Mouna Zhioua et al. [29] presented a unique calculation dependent on fluffy
rationale for portal determination. This newapproach uses standardizedmethodology
which uses theCHas a default passage. Two bunching andCHchoice calculations are
considered, and re-enactment outcomes indicate that convention achieves superior
and brings about terms of postponement and bundlemisfortune than the deterministic
methodology for the two calculations. Also, recreations show that an efficient CH
political race calculation is essential to guarantee great exhibitions; with C-DRIVE,
there is higher parcel misfortune midpoints saw than with center calculation.

Wang et al. [30] built up a half breed VANET-upgraded constant way making
arrangements for vehicles to maintain a strategic distance from blockage in an ITS.
We first propose a crossover VANET-upgraded ITS casing work with functionalities
of constant traffic data assortment, including both V2V and V2R correspondence sin
VANETs and cell interchanges in open transportation framework. At that point, an
all-around ideal constant way arranging calculation is intended to improve generally
spatial usage and diminish normal vehicle travel cost by methods for Lyapunov
streamlining.

Lv et al. [31] proposed a novel approach with a SAE prototypical for traffic
flow. The anticipated strategy can effectively find the dormant traffic flow highlight
portrayal, for example, the nonlinear spatial andworldly relationships from the traffic
information and applied the avaricious layer savvy solo learning calculation to retrain
the profound system, and afterward, the fine-tuning procedure is used to refresh the
prototype constraints to improve the forecast exhibition. The given technique is better
than the contemporary strategies.

Pillay et al. [32] exhibited a hypothetical structure that deals with mishap causa-
tion and security. The twenty articles looked into recommend that, in the high risk
ventures, for example, development, mining and human services, some level of
advances is beingmade in understanding the causation ofmishaps and how they could
be avoided. There is additionally someproof that a portion of themethodologies being
used is intelligent of the advancing idea of securing the board over various periods. It
is recognized the hypothetical structure has been applied to an exceptionally modest
number of papers, and further work is required to test its adequacy.

Cheng et al. [33] proposed and actualized a PSO approach for the two-path posi-
tion issue for half and half VANET-sensor systems. An ILP model for the two-path
issue is set up first. At that point, a Center PSO approach for the issue is proposed,
and a hypothetical examination for the Center PSO is inferred. Vehicular specially
appointed systems (VANETs) help improve trafficwell-being and reduce traffic clog.

Yu et al. [34] describes direct conventions of VANET for storing, sharing and
searching data. Three classifications such as unicast, geo-cast and communicate have
been used here, acknowledged both innovative and financial difficulties in acquiring
genuine world testbeds. This incorporates the customary VANET as well as a much
sizable and heterogeneous system structure.
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Feteiha et al. [35] proposed advanced vehicular relaying technique to enhance
connectivity in crowded areas. This paper contributes by reducing error rate expres-
sion, diversity gain and outage expressions, and to benchmark to assess our
analysis.

3 Comparative Analysis

Table 1 shows the detailed comparative analysis of different techniques with pros
and cons.

4 Research Challenges

• Accumulation of data for preparing a dataset to support VANETs [1].
• Optimize performance of the cluster-based algorithm for dynamic VANETs [2].
• Lower delays when contrasted with other convergence control methodologies [3].
• CNN for legitimately start to finish discovery of the diverse traffic objects from

the street can be improved.
• Quantitative assessment of the performance of the self-healing strategy is required.
• Challenges.
• Deep analysis of network model.
• Specific metrics for data trust evaluation.
• Flexible network infrastructure.
• Future explore is expected to align such an edge by thinking about the

system homogeneity and usage contemplations concerning various leveled traffic
organize control.

• Content replication and scalability.
• To decrease data transfer capacity and capacity necessities of the cloud adminis-

tration and to move the processing prerequisites from cloud to the edge.
• Has very low efficiency which causes reduction in flight time.
• Complex integration of data, big data management issues and also hard to show

alternative route guidance.
• The system does not know how to avoid overloading of data.
• It uses predefined thresholds and also works on single server.
• Only the big data issues are there.
• The proposed system requires complex and wide information.
• Data refining is not there.
• The decision process is not very good.
• This system can investigate the motor vehicles up to 3.5 tons only.
• The intelligent driving assistant requires more improvement.
• System has very low coverage which led to high delay.
• To reduce high cost and increase the coverage of system.
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• To reduce network issues and the cost of system.
• Need to develop error-prone transmission media and system to increase security

of VANETs.

5 Conclusion

Intelligent transportation systems (ITS) are innovative idea to enhance safe commu-
nication and coordination among users using ICT smart services. The vehicular ad
hoc networks (VANETs) are the most upcoming remote arrange condition under
intelligent transportation systems (ITSs) and are progressing quickly with time. The
decent variety of theVANETapplications and their potential correspondence conven-
tions needs a precise writing review. In perspective on previously mentioned, in this
paper, we have contemplated and examined the attributes and difficulties of different
research works identified with the applications, conventions and security in VANET.
In addition, subsequent to checking on the current works, we have discussed them,
feature multilayer difficulties concerning the exhibition of the VANETs, the as of
now proposed arrangements, and the conceivable future work found the advantages
and disadvantages for the future research. At last, an unthinkable examination of
the considerable number of conventions is given. In this paper, we have laid down
summaries of latest research works in recent years and later on classifying gaps iden-
tified in the pre-existing works that challenge the existing technologies. In the future,
we will use this literature to identify research problem in same domain.
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Comprehensive Study on Internet
of Things (IoT) and Design
Considerations of Various Microstrip
Patch Antennas for IoT Applications

Sohni Singh, Bhim Sain Singla, Manvinder Sharma, Sumeet Goyal,
and Abdulrashid Sabo

Abstract IoT has become very imperative and significant since it can be incorpo-
rated to almost everything nowadays such as smart cities, smart agriculture, smart
homes, and so on. Microstrip patch antenna (MPA) is very easy to build and has
low production cost which makes it a very good choice in large number of appli-
cations. These applications include wireless LAN, mobile satellite communication,
and global system for mobile communication, missile, and so on. All these applica-
tions owe to certain advantages of microstrip patch antenna such as low profile, low
cost, low mass, and very easy to integrate. The resonance of these antennas can be
achieved at any frequency by varying various antenna parameters and shape of the
patch. The antennas having different shapes of patches have been discussed in this
paper. As the technology is growing at a very fast rate, the application of antenna in
various fields plays a very crucial role. The antenna has widespread types, and each
type has a particular type of application. Power consumption is reduced with the
use of microstrip patch antenna. The specific IoT application defines the design and
choice of antenna which depends upon various frequency bands and the transmission
strength. The paper highlights various antennas which are used very frequently in
the applications of IoT along with their frequency bands.
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1 Introduction

Internet of Things (IoT) basically allows the objects to directly communicate with
the Internet without any human intervention. This means that the Internet receives
information through the objects and the environment surrounding them. This infor-
mation is collected with the help of sensors integrated in the object. These sensors
help in collecting the information. The object must be able to reply to any interro-
gation done by the Internet. IoT has become very imperative and significant since
it can be incorporated to almost everything nowadays such as smart cities, smart
agriculture, smart homes, and so on [1, 2]. Besides the choice of communication
protocols, choosing the perfect antenna system for a specified application is the crit-
ical component in the design of smart devices. A design challenge is imposed while
making the choice of a right antenna for the particular application. The performance
characteristics of the antenna such as noise, fading effects, radiation pattern, and effi-
ciency need to be maintained while designing an IoT module [3]. The characteristics
of the antenna deployed for application in IoT are sensing and communication capa-
bility and eco-friendliness. An efficient IoT-based antenna system can be realized if
the antenna design works alongside the enhanced techniques required for interfer-
ence, multiplexing, mitigation, and allocation of various radio resources. The various
applications of IoT in antenna systems include the design of antenna for RFID tags
and UWB, MIMO antenna system, and their techniques of transmission and antenna
arrays in the design method of position tolerance [4]. Various technologies such
as wireless communication and WiMAX are moving at a very fast pace. Wireless
communication means communication through electromagnetic waves. Common
examples of wireless communications are cordless computer peripherals, pagers and
cellular phones, and Global Positioning System (GPS). Types of technology of wire-
less communication include wireless fidelity (Wi-Fi), wireless local area network
(WLAN), and WiMAX technology. Wi-Fi is the IEEE standard 802.11 communica-
tion standard for WLAN. Computers are connected with the help of Wi-Fi network.
Very broad area can be covered while roaming and maintaining a connection to the
network. All this is provided with the latest technology of wireless communication.
In this way, the freedom and flexibility of the user are enhanced. The installation is
very easy without creating any panic for selecting a proper location. An antenna is
required for all these applications. Antenna reduces power consumption and helps
in improving transmission and reception and is therefore the foremost requirement
in the devices used in cellular and mobile technologies. Antennas are designed to
radiate and receive electromagnetic energy. The sinusoidal voltage in the transmis-
sion line creates an electric field which leads to the flow of current and creates a
magnetic field. The electromagnetic waves are created due to time-varying magnetic
field and electric field. In this way, the radiation occurs in the antenna. Antenna acts
as transiting device between the waveguide and the free space [5, 6]. There are many
advantages of microstrip antenna which include low cost, profile, and mass. It is
very easy to fabricate as well. It is capable of operating at dual and triple frequency
bands. Antennas play a crucial role in WLAN and WiMAX applications. There are
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also some drawbacks of microstrip patch antenna which include low gain, poor effi-
ciency, and bandwidth. The wireless phones operating in dual band can operate in
two networks having different frequencies and that is why the wireless phones are
gaining much popularity. The topology of IoT is shown in Fig. 1. There are three
different layers: device layer, connectivity layer, and application layer. The device
layer contains the devices which contain sensors and actuators such as wearables,
homes, and in industries. The device layer is connected to the connectivity layer
through industrial gateways, LTE, consumer gateways, and Bluetooth. All these are
connected to the service provider or Internet. The application layer contains the
input–output devices, networking layer, security, and memory [7]. Table 1 shows the
applications of IoT at different frequency bands.

The specific IoT application defines the design and choice of antenna which
depends upon various frequency bands and the transmission strength. Various wire-
less networks such as 5G and IEEE utilize a wide range of spectrum unlike in the IoT
network such as smart transmission and reception of data. The IoT platform includes
antenna for various frequency bands which can be licensed or unlicensed [8]. The
table highlights various antennas which are used very frequently in the applications
of IoT along with their frequency bands.

Fig. 1 Topology of IoT
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Table 1 IoT applications for
different frequency bands

Application Technology Frequency band

Smart homes/smart
buildings

Wi-Fi 2.4 GHz

GPS 1575.42, 1227.6,
1176.45 MHz

Zigbee 915 MHz,
2.4 GHz

Z-wave 2.4 GHz

Bluetooth 2.4 GHz

HART 2.4 GHz

ISA 100.11a 2.4 GHz

Smart agriculture,
smart cities

LoRa 433, 868, 915 MHz

Sigfox 868, 902 MHz

Medical MBAN/WBAN
IEEE 802.15.6

400, 800, 900, 2.36,
2.4 GHz

Avionics
(intra-com)

WAIC 4.2, 4.4 GHz

2 Applications of IoT for Microstrip Patch Antenna

Microstrip patch antenna was first introduced in 1950s. But only when the PCB
technology grew in 1970s, then the microstrip antenna was considered. Microstrip
patch antenna due to its various advantages such as low cost, simple structure, light
profile, lowmass is the most widespread used antenna and has extensive applications
in various technologies such asWLAN,WiMAX, andwireless communications. The
antenna can be very easily combined with monilithic microwave integrated circuit
(MMIC) and have widespread applications in civil and military fields. The antenna
which operates in the triple band in different networks of wireless technology is
shown in [9]. This is a low-profile antenna. The microstrip feed line is given to
the antenna with 50� impedance. A trapezoidal figure is designed in the ground,
and the horizontal-shaped rectangular strips are inserted into the patch. The path
of the current is obtained through the patch. Most antennas use FR4 substrate for
manufacturing the patch with a thickness of 0.8 mm. The manufactured antennas
have omnidirectional pattern with higher gain at the resonant peaks. The size of the
antenna was very small, i.e., 38 × 30 × 0.8 mm3. This type of antenna is suitable
for multi-frequency processes. The design of the antenna is shown in Fig. 2. Various
applications of IoT in which the antenna with this specific frequency band can be
incorporated are smart homes and smart buildings where the technology used is
Wi-Fi, GPS, Z-wave, Zigbee, and Bluetooth.

The inverted antenna in L-shaped which has the capability to operate in multiband
is shown in [10]. Inverted L-strips are used in antenna for frequencies in WiMAX
applications. Bandwidth of 270MHzwas attained at resonant peak of 2.6, 1000MHz
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Fig. 2 Microstrip feed line
antenna

bandwidth at resonant peak of 3.5 GHz, and bandwidth of 1250 MHz was attained
at resonant peak of 5.5 GHz. Omnidirectional radiation pattern was obtained having
different gains. The gain of 3.7 dBi was obtained with efficiency of 68% at 2.6 GHz
and another gain of 3.1 dBi having efficiency 80% at 3.5 GHz resonant frequency.
At 5.5 GHz resonant frequency, gain obtained was 4.8 dBi with 84% efficiency.
The antenna design is shown in Fig. 3. Various IoT applications at this particular
frequency bands are scientific, industrial, and medical applications.

A coplanar waveguide (CPW) fed antenna is shown in [11] which is much smaller
in size. Dual band operation was achieved by inserting the slots into the patch. These
slots gave rise to the excitation of multi-resonant modes. 230 MHz of bandwidth
was achieved at the resonant frequency of 2.42 GHz. WLAN and C-band frequency
bands were attained. Omnidirectional radiation pattern was obtained with a gain of

Fig. 3 Inverted L-shaped antenna
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Fig. 4 Coplanar waveguide
fed patch antenna

1.4 dBi for the given resonant frequency. The coplanar waveguide fed into a planar
antenna is shown in [6]. The antenna is operated in triple band. Dimensions were
25× 25× 0.8 mm3. The shape of the patch is hexagonal having two slots containing
bent shapes in them. The antenna was capable of operating at three frequency bands.
These frequency bands are 2.14–2.85, 3.29–4.08, and 5.02–6.09 GHz. Omnidirec-
tional radiation pattern was obtained by the antenna at the operating frequencies with
desired gain. The installation of this antenna into the wireless devices is very easy.
The geometry of antenna is shown in Fig. 4. This low-profile antenna is suitable for
5G IoT applications and uses the technology of Bluetooth and Wi-Fi.

An antenna is the foremost requirement in the devices used inWLANandWiMAX
applications. A microstrip fed antenna for WLAN and WiMAX applications is
planned in [7]. Fork-shaped band was used to cover the bandwidths for the three
bands of WLAN (lower, medium, and higher) and the higher band of WiMAX.
A double-shaped design is present at the lower side of substrate which covers the
WiMAXbandof 3.5GHz.The omnidirectional radiation patternwas achieved having
acceptable gains. The antenna was having the magnitude of 34.5 × 18 mm2. The
multi-frequency processes can be used in this type of antenna. The design of the
proposed antenna is shown in Fig. 5. The IoT applications employed at the particular
frequency bans are smart traffic system. This includes the intelligent monitoring of
the traffic, automatic identification of vehicles, and other traffic factors which need
IoT technologies.

An antenna with CPW feed is represented in [8]. The antenna is operated in
two bands at the slots. Two different bandwidths of the antenna were obtained.
Bandwidth of 124 MHz was obtained at the resonant peak 2.45 GHz. Another band-
width of 1124 MHz was obtained at 5.5 GHz resonant frequency. These frequency



Comprehensive Study on Internet of Things (IoT) and Design … 25

Fig. 5 Microstrip fed antenna

bands are operated at WLAN. The size of the antenna is very small, and there-
fore, it can be very easily installed in wireless devices operating in the latest tech-
nology of wireless communication. Triple frequency bands can be operated in this
antenna. Higher bandwidth is achieved at the desired resonant frequencies. The
antenna size is 20× 30 mm2. WiMAX andWLAN applications in IoT were covered
under three operating frequency bands. These three frequency bands are 2.14–2.52,
2.82–3.74, and 5.15–6.02 GHz. The results of hardware and software were almost
the same. Very high gain was achieved at the resonant peaks. Multiple frequencies
could also be performed by the antenna, and this type of antenna is shown in [10]. It
is very compact in size. The antenna fits perfect forWLAN applications. The antenna
consisted of three main components: a spherical ring, deserted ground structure, and
a Y-shaped strip. The compact-sized antenna was capable of exciting the resonant
modes due to the insertion of rings in antenna. Excellent gain and radiation pattern
were achieved. This made the antenna perfect for WLAN applications. The design
of the antenna is represented in Fig. 6.

An antenna which contained L-shaped strips and square slots is shown in [11].
The antenna has a very simple design and is compact. It is capable of operating
at triple band making it suitable for both WiMAX and WLAN applications in IoT.
A monopole radiator is contained in this antenna. The simulation of the antenna is
done in the software. Then the fabrication is done on PCB followed by the testing
on the video network analyzer (VNA) tool. Three bandwidths were provided by the
antenna at the tri-band. These bandwidths are 480, 900, and 680 MHz. The design
of the antenna fabricated is shown in Fig. 7.

An antenna capable of operating at tri-band for WLAN and WiMAX is shown
in [12]. Inverted dual L-shaped strips are with Y-shaped strolled split ring which
comprises the antenna. Three current pathswere obtainedwith the designed structure,
and the dimensions are adjusted according to that. The three bandwidths 430, 730, and
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Fig. 6 CPW feed antenna design

Fig. 7 L-shaped strip
antenna

310MHz are achieved. The frequency bands attained were 3.05–3.88 GHz and 5.57–
5.88 GHz, respectively. All the operational bands were followed by antenna suitable
for wireless applications. A coplanar waveguide (CPW) fed antenna is shown in [13]
which operates at tri-band and covers almost all the bands for wireless applications.
Three bandwidths were achieved: 2.34–2.50, 3.07–3.82, and 5.13–5.89 GHz. The
antenna consists of following components: strips of S-shape and U-shape and a
rectangular circle. The lower side of antenna contained three straight strips. This
antenna is widely used for wireless applications because of its excellent gain and
radiation pattern. The designed antenna geometry is shown in Fig. 8.
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Fig. 8 Coplanar waveguide fed antenna

A compact antenna with multi-resonator structures is proposed [14]. T-shaped
stub resonators and edges are contained in these structures. The operative bands at
which the resonant frequencieswere obtained cover almost the entire band ofwireless
communication. These three bands are 2.40–2.51, 3.35–3.94, and 5.02–6.634 GHz.
The designed antenna geometry is represented in Fig. 9. Various IoT applications at
the particular frequency bands are smart agriculture and in smart cities.

A compact antenna capable of providing tri-band operation for wireless applica-
tions is proposed [15]. The slots of L-shape and U-shape are etched into the patch of
antenna. The ground plane is the lower side of the patch. The size of the antenna is

Fig. 9 Multi-resonator structure antenna
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Fig. 10 Tri-band operation antenna design

15 × 15 × 1.6 mm3 which is very small compared to the antennas designed earlier.
Three operating bands were attained: 2.25–2.85, 3.4–4.15, and 4.45–8 GHz. Radia-
tion patterns obtained were omnidirectional in nature, and gains of acceptable value
were achieved at resonant peaks. The proposed antenna geometry is shown in Fig. 10.

A triple band antenna is presented [16]. The antenna patch consists of a C-shaped
slot. For WiMAX applications, the antenna operates at 3.8 and 5.8 GHz. For Wi-Fi
applications, the antenna operates at 9.3 GHz. The antenna is having the radiation
efficiency of 92%. The reflection losses are reduced by itching hexagonal shapes at
the ground surface of antenna. TheWi-Fi applications are provided throughC-shaped
slots, and the WiMAX applications are provided through T-shaped patch. The radar
applications are provided through L-shaped patch. The polarization of the antenna
is circular having ultra-wide bandwidth. Figure 11 shows the proposed antenna.

3 Conclusion

The specific IoT application defines the design and choice of antenna which depends
upon various frequency bands and the transmission strength. The IoT platform
includes antenna for various frequency bands which can be licensed or unlicensed.
Microstrip patch antennas are inexpensive and low-profile structures which are very
compact in size. MPA is used in the market extensively because of its properties.
The latest technologies such as satellite communication, WiMAX, WLAN, wire-
less communications, missile technology, and radar are growing at such a rapid pace
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Fig. 11 C-shaped slot
antenna

such that they need such type of antenna which can be easily attached with the device
without making it heavier. So, the compact size and lightweight of microstrip patch
antenna makes it the best choice for the devices employed in the latest technology
of wireless communication. Different types of antenna along with their design and
geometry along with their IoT applications are studied and discussed in the paper.
Different antennas provide different IoT applications.
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Nonclassicality Used as Quantum
Information Processing in Nonlinear
Optical Systems

Priyanka and Savita Gill

Abstract We have studied nonclassical effects in pumpmode in seven-wavemixing
nonlinear process involving pump photons of different frequencies. The nonclassi-
cality of a system increases with increase in the number of photons present in the
system prior to interaction in nonlinear medium. We have found squeezing and sub-
Poissonian photon statistics that can be used in obtaining noise reduction in signal
processing. Further,wehave alsoobtained antibunchingof photons that canbeused as
a criteria of obtaining single-photon source that is primary requirement for quantum
information processing.

Keywords Squeezing · Antibunching · Quantum fluctuation · Nonlinear optics

1 Introduction

A state can be defined as a nonclassical state which does not include any classical
analogue. Squeezing, antibunching and sub-Poissonian photon statistics of light are
the nonclassical states of light. Coherent state of electromagnetic field has equal
uncertainty in both the quadrature components. Squeezed state of electromagnetic
field is the minimum uncertainty state having less fluctuation in one quadrature
component than the other quadrature. A review on squeezing was given by Dodonov
[1] and Loudon et al. [2]. Squeezing has been based on theoretical investigation and
experimental observation in nonlinear optical processes like harmonic generation
[3], multiwave mixing [4–6], Raman and hyper-Raman [7, 8], nonlinear polarization
rotation [9] and Faraday rotation of nonlinearity in atomic systems [10]. Mandal
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[11] and Hillery [12] have given the concept of amplitude squeezing in nonlinear
medium.

The concept of higher order antibunching was introduced by Lee [13], and it
has been predicted in various processes [14–16]. Higher order antibunching and the
use of antibunching in the detection of squeezing have also been reported [17–
22]. Nonclassical states of electromagnetic field have interesting applications in
quantum information processing like cryptography which is helpful in developing
single-photon source [23], teleportation [24], dense coding [25] and quantum key
distribution [26]. Strong optical nonlinearities can be studied for making optical
modulators and laser second and third harmonic generators [27, 28]. Theoretical
prediction of the present study of HOA can be experimentally verified with the help
of homodyne experiment, since criteria of higher order antibunching appears in terms
of factorial moment which can be measured by using homodyne photon counting
experiments [29, 30].

Earlier, these nonclassical effects have been studied in recent past in multiwave
mixing process involving incident pump photons having same frequencies [31–
33], but in the present work, we have studied nonclassical effects, i.e., squeezing,
sub-Poissonian photon statistics and antibunching of photons in seven-wave mixing
process involving pump photons of different frequencies. In this paper, Sect. 2 gives
the condition of nonclassicality of a nonlinear optical system. In Sects. 2 and 4,
we derive an analytic expression of nonclassicality along with discussion of result.
Finally, Sect. 5 is dedicated to conclusion.

2 Condition of Nonclassicality of a Nonlinear Optical
System

2.1 Condition of Normal Squeezing

Normal squeezing or the first-order squeezing is defined as [12]

X1 = 1

2

(
A + A+)

and X2 = 1

2i

(
A − A+)

(1)

where X1 and X2 are real and complex conjugate components of field amplitude,
respectively.

where

A = aeiωt

A+ = a+e−iωt (2)

Operators X1 and X2 obey commutation relation as
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[X1, X2] = (X1X2 − X2X1)

[X1, X2] = 1

4i

(
A2 + A†A − AA† − A†2 − A2 − AA† + A†A + A†2

)

[X1, X2] = 1

2i

(
A†A − AA†

)

Using AA† = A†A + 1 in the above commutation expression, we get

[X1, X2] = i

2
(3)

The uncertainty in X1 quadrature is

(�X1)
2 = 〈

ψ
∣∣X2

1

∣∣ψ
〉 − 〈ψ |X1|ψ〉2

= 1

4

〈
ψ

∣∣a2 + a†2 + aa† + a†a
∣∣ψ

〉

− 1

4

〈
ψ

∣∣a + a†
∣∣ψ

〉2

where α is expectation value of operatorA.

(�X1)
2 = 1

4
(α2 + α∗2 + 2|α|2 + 1) − 1

4
(α + α∗)2

(�X1)
2 = 1

4
(α2 + α∗2 + 2|α|2 + 1 − α2 − α∗2 − 2|α|2)

(�Xi )
2 = 1

4
for i = 1 and 2 (4)

The above relation holds for the coherent state.
Uncertainty criteria for squeezed light is given as

�X1�X2 ≥ 1

4
(5)

Xi variable fulfills the condition of squeezing if

(�Xi )
2 <

1

4
(i = 1 or 2) (6)

2.2 Condition of Photon Statistics

In sub-Poissonion photon statistics, deviation of photon number is less than the mean
value of photon number present in the system and can be defined as
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[�N (t)]2 < 〈N (t)〉 (7)

where N is number of photons present in the system.

2.3 Condition of Higher Order Antibunching (HOA)
of Photons

HOA is expressed in terms factorial moment of number operator. HOA criteria was
introduced by Lee [13] is given as

R(m, l) =
〈
Nm−1

x

〉〈
Nl+1

x

〉

〈
Nm

x

〉〈
Nl

x

〉 − 1 < 0 (8)

where N is number operator.
〈
N (k)

〉 = 〈N (N − 1)(N − 2)....(N − k + 1)〉 is kth
factorialmoment of number operator. Integers l andm satisfying condition l ≤ m ≤ 1
and x subscript denotes particular mode.m = 1 is chosen by Ba An [16] and criteria
of lth-order antibunching is reduced to

Ax,l =
〈
Nl+1

x

〉

〈
Nl

x

〉〈Nx 〉 − 1 < 0 (9)

and

〈
Nl+1

x

〉
<

〈
Nl

x

〉〈Nx 〉 (10)

By simplifying Eq. (8), we obtain condition of lth-order antibunching as

d(l) = 〈
Nl+1

x

〉 − 〈Nx 〉l+1 < 0 (11)

From Eq. (11), we can see that for coherent state (Poissonian state) d(l) = 0 and
for super-Poissonian state (photons are bunched) d(l) > 0. Thus, we can say that
single-photon source used in quantum cryptography should satisfy the criteria given
in Eq. (11) of HOA.
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3 Seven-Wave Mixing Process in Pump Mode

3.1 Squeezing in Seven-Wave Mixing Process

In seven-wave mixing process, the interaction takes place in such a way that one
photon of frequency ω1 and two photons of frequency ω2 each are absorbed and four
photons of frequency ω3 each are emitted, such that

ω1 + 2ω2 = 4ω3

Hamiltonian represents the total energy for the above process which is sum of
kinetic energy and potential energy of system, and Hamiltonian for the above system
is given as

H = ω1a
+a + ω2b

+b + ω3c
+c

+ g
(
ab2c+4 + a+b†2c4

)
taking (� = 1) (12)

where g is coupling constant, a†(a), b†(b), c†(c) are the creation (annihilation)
operators, respectively. A = a exp iω1t , B = b exp iω2t , C = c exp iω3t are the
slowly varying operators at frequencies ω1, ω2 and ω3.

Time evolution of operator in B mode is given by Heisenberg equation of motion
as

dB

dt
= ∂B

∂t
+ i[H, B] (13)

Commutation relation of H and B operators is given as

[H, B] = (HB − BH)

Using H and B operator in the above expression, we get,

[H, B] = (ω1a
†ab + ω2b

†bb + ω3c
†cb + gab2c†4b

+ ga†b†2c4b − bω1a
†a − bω2b

†b

− bω3c
†c − bgab2c†4 − bga†b†2c4) exp(iω2t)

= (ω2b
†bb − ω2b

†bb − ω2b + ga†b†2bc4

− ga†b†2bc4 − 2ga†b†c4) exp(iω2t)

[H, B] = (−ω2b − 2ga†b†c4) exp(iω2t) (14)

and

∂B

∂t
= iω2b exp(iω2t) (15)
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Using Eqs. (14) and (15) in Heisenberg equation of motion (13), we get

Ḃ = iω2b exp(iω2t)

− iω2b exp(iω2t) − 2iga†b†c4 exp(iω2t)

Ḃ = −2igA†B†C4 (16)

Similarly,

dA

dt
= ∂A

∂t
+ i[H, A]

Ȧ = −igB†2C4 (17)

and

dC

dt
= ∂C

∂t
+ i[H,C]

Ċ = −4igAB2C†3 (18)

Now, second derivative of B [from Eq. (16)] is

d2B

dt2
= −2ig[ Ȧ†B†C4 + A† Ḃ†C4 + A†B†ĊC3

+ A†B†CĊC2 + A†B†C2ĊC + A†B†C3Ċ]
= −2ig[(igB2C†4)B†C4 + A†(2igABC†4)C4

+ A†B†(−4igAB2C†3)C3

+ A†B†C(−4igAB2C†3)C2 + A†B†C2(−4igAB2C†3)C

+ A†B†C3(−4igAB2C†3)]

So

d2B

dt2
= −2ig[igB2B†C†4C4 + 2igA†ABC†4C4

− 4igA†AB†B2C†3C3 − 4igA†AB†B2CC†3C2

− 4igA†AB†B2C2C†3C − 4igA†AB†B2C3C†3]
d2B

dt2
= 2g2[B†B2C†4C4 + 2A†ABC†4C4 + 2BC†4C4

− 16A†AB†B2C†3C3 − 72A†AB†B2C†2C2

− 96A†AB†B2C†C − 24A†AB†B2] (19)

In this process, we assume interaction time is small (≈ 10−12s). Using short-time
approximation technique, expanding B(t) according to the Taylor’s expansion and
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taking terms up to second order in g2t2 as

B(t) = B(0) + t

1!
dB(0)

dt
+ t2

2!
d2B(0)

dt2

Using Eqs. (16) and (19) in the above expression, we get

B(t) = B − 2igt A†B†C4 + g2t2(B†B2C†4C4

+ 2A†ABC†4C4 + 2BC†4C4 − 16A†AB†B2C†3C3

− 72A†AB†B2C†2C2 − 96A†AB†B2C†C − 24A†AB†B2) (20)

And complex conjugate of B(t) is

B†(t) = B† + 2igt ABC†4

+ g2t2(B†2BC†4C4 + 2A†AB†C†4C4

+ 2B†C†4C4 − 16A†AB†2BC†3C3

− 72A†AB†2BC†2C2 − 96A†AB†2BC†C

− 24A†AB†2B) (21)

Field amplitude quadrature component is defined as

X (t) = 1

2

[
B(t) + B+(t)

]
(22)

To study the squeezing, initially we assume a quantum state which is the product
of coherent state |α〉 and |β〉 for pump mode A and B, respectively, and vacuum state
|0〉 for mode C, i.e.,

|ψ〉 = |α〉A|β〉B |0〉C (23)

Using Eqs. (20), (21) and (23) in Eq. (22), we get

X (t) = 1

2
[B + B† − 24g2t2(A†AB†B2 + A†AB†2B)] (24)

Expectation value of X (t) is given as

〈ψ |X (t)|ψ〉 = 1

2
[β + β∗ − 24g2t2(|α|2|β|2β + |α|2|β|2β∗] (25)

where α and β are the expectation value of operators A and B, respectively, with
A†A = |α|2 and B†B = |β|2.

Squaring of Eq. (25), we have
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〈ψ |X (t)|ψ〉2 = 1

4
[β2 + β∗2 + 2|β|2

− 24g2t2|α|2(2β2|β|2 + 2β∗2|β|2 + 4|β|4)] (26)

now

X2(t) = X (t)X (t)

X2(t) = 1

4
[B2 + B†2 + 2B†B + 1

− 24g2t2(2A†AB†B3 + 2A†AB†3B

+ A†AB2 + A†AB†2 + 4A†AB†2B2 + 4A†AB†B)] (27)

And expectation value of X2(t) is given as

〈
ψ

∣
∣X2(t)

∣
∣ψ

〉 = 1

4
[β2 + β∗2 + 2|β|2 + 1

− 24g2t2|α|2(2β2|β|2 + 2β∗2|β|2
+ β2 + β∗2 + 4|β|4 + 4|β|2)] (28)

Subtracting Eq. (26) from Eq. (28), we get

[�X (t)]2 = 〈
ψ

∣∣X2(t)
∣∣ψ

〉 − 〈ψ |X (t)|ψ〉2

= 1

4
[1 − 24g2t2|α|2(β2 + β∗2 + 4|β|2)] (29)

So

[�X (t)]2 − 1

4
= −12g2t2|α|2|β|2(cos 2θ + 2) (30)

where θ is phase angle of field amplitude with β = |β| exp(iθ). The right-hand side
of Eq. (30) is negative, which shows the existence of squeezing for all values of θ

for which cos 2θ > 0 in pump mode. Squeezing will be maximum, when θ = 0.

3.2 Sub-Poissonian Photon Statistics in Seven-Wave Mixing
Process

Condition of sub-Poissonian photon statistics is given as

[�NB(t)]2 − 〈NB(t)〉 < 0 (31)

where
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[�NB(t)]2 = 〈
N 2

B(t)
〉 − 〈NB(t)〉2 (32)

Using Eq. (20, 21), the expectation value of NB(t) = B†(t)B(t) is given as

< NB(t) >= |β|2 − 48g2t2|α|2|β|4 (33)

After squaring of the above Eq. (33), we get

〈NB(t)〉2 = |β|4 − 96g2t2(|α|2|β|6) (34)

as

N 2
B(t) = NB(t)NB(t)

Using NB(t) in the above expression, we get N 2
B(t) as

N 2
B(t) = B†2B2 + B†B − 96g2t2(A†AB†3B3 + 2A†AB†2B2)

Expectation value of N 2
B(t) is given as

〈
N 2

B(t)
〉 = |β|4 + |β|2 − 96g2t2(|α|2|β|6 + 2|α|2|β|4) (35)

Using Eqs. (34, 35) in Eq. (32), we get

[�NB(t)]2 = |β|2 − 96g2t2(|α|2|β|4) (36)

Using Eqs. (33) and (36) in Eq. (31), we get

[�NB(t)]2 − 〈NB(t)〉 = −144g2t2(|α|2|β|4) (37)

We are getting negative value and obey the sub-Poissonian photon statistics of
light.

3.3 Antibunching of Photons in Seven-Wave Mixing Process

The expectation value of NB(t) using Eqs. (20, 21) is given as

< NB(t) >= |β|2 − 48g2t2|α|2|β|4 (38)

Now the expectation value of N 2
B(t) = B†2(t)B2(t) is given as

〈
N 2

B(t)
〉 = 〈

B†2(t)B2(t)
〉 = |β|4 − 48g2t2(2|α|2|β|6 + |α|2|β|4) (39)
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Now using Eqs. (38, 39) in Eq. (11), we get

dB(1) = 〈
N 2

B(t)
〉 − 〈NB(t)〉2

dB(1) = −48g2t2|α|2|β|4 (40)

In the above Eq. (40), we are getting negative value which shows the existence of
antibunching and depends on number of pump photons present in the system.

4 Result

The presence of squeezing and antibunching in seven-wavemixing process involving
pump photon of different frequencies is shown in Eqs. (30) and (40). Figs 1 and 2
represent a graph between field squeezing say Sx and antibunching say d(1) with
photon number in mode B, i.e., |β|2 respectively. From Figs. 1 and 2, it is clear that
for a fixed value of photon number in mode A, i.e., |α|2, squeezing and antibunching
increases nonlinearly with increase in photon number in mode B, i.e., |β|2. Further,
it is also shown that Sx and antibunching increases with increase in photon number
in coherent state A, i.e., |α|2.
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Fig. 1 Variation of field amplitude squeezing Sx with |β|2 (taking g2t2 = 10−4, θ = 0 for
maximum squeezing)
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Fig. 2 Variation of antibunching with |β|2 (taking g2t2 = 10−4)

5 Conclusion

The result shows that seven-wave mixing nonlinear optical process can be used to
create nonclassical effects of light, i.e., squeezing, sub-Poissonian photon statistics
and antibunching. Further nonclassicality is directly related to pump photons of
optical field thus nonclassicality of a system increases with increase in number of
photons present in the system prior to interaction in nonlinear medium. Thus, we
can conclude that the process of generation of squeezing is more suitable for noise
reduction in various nonlinear processes and antibunching of photons can be used
as a single-photon source that is the primary requirement for quantum information
processing [34].
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Investigation of SNR in VLC-Based
Intelligent Transportation System Under
Environmental Disturbances

Ritvik Maheshwari , Jyoti Grover , and Sumita Mishra

Abstract Various forms of wireless communications technologies have been
proposed for intelligent transportation systems (ITSs). Recent events have illus-
trated that visible light communication (VLC) can play a significant role in achieving
Vehicle-to-Vehicle (V2V) andVehicle-to-Infrastructure (V2I) communication. Since
it is energy efficient and available in abundance, it is in huge demand. Our prime
objective of this experiment is to study the challenges that come during channel
modulation and find optimal solutions to curb them. In this paper, we have done a
comparative studyoffield of view (FOV) angles in different environmental conditions
to evaluate the change in the signal-to-noise ratio (SNR). We performed a stress test
on a previously laidmodel usingNS3.25 network simulator. This analytical approach
helped us to successfully simulate SNR for different topological schemes and infer
a hybrid model from it. Each topology scheme depicts a specific traffic scenario on
the road.

Keywords Intelligent transportation system · VLC · SNR · Simulation · Topology

1 Introduction

Visible light communication (VLC) is a new standard that could transform the future
of wireless communication. It is concerned with the transmission of data with help
of visible light. This field is in huge demand due to following reasons:
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• The excessive use of radio frequency (RF) has made it a scarce resource for
communication.

• With the recent popularity of 5G [1], they are indeed the major causes of health-
related problems to humans, and more importantly to animals.
Since VLC fulfills demands of 5G like high efficiency, low latency, free available
spectrum, low battery consumption, and its integration with 5G is now a hot topic
[2].

• VLC is less prone to cyber attacks because it endures in a confined environment,
whereas RF covers a wide area and hence more prone to security attacks.

• Data can be transferred with high speed using VLC, making it a fast and more
secure mode of communication.

• VLC is economical also. So, there is no need to install equipment specifically for
data transfer. We can illuminate the surroundings as well as transfer data using
this technology.

• As mentioned in the paper [3], RF is classified as carcinogenic to humans which
adds one more reason to not use it as a mode of communication.

There is a specific term light ad hoc network (LANET) [4] which deals in
data transmission using light. Several researches have been conducted to make this
happen, but only few of them take real-world challenges into consideration [5].

Real-world challenges can be environmental factor, system factors, physical
factors which can hamper the VLC data transfer. Environmental factors can include
fog, sunlight, artificial lights on roads, rain, etc., whereas system factors may be
wrong channelmodeling, and similarly physical factorsmay be huge crowded streets,
obstacles blocking way of light, etc. The Numbers of cars on road are increasing due
to perpetual and expeditious development of modernization and motorization, thus
leading the problems such as increased traffic congestion and frequent accidents.
There are several daily basis challenges [6–8] which we experience on road while
driving and which are also responsible for an inefficient transmission of data from
V2V like:

• Non-Line of Sight Transmission (NLOS)—There are several researches which
talk vividly about the design of line-of-sight transmission (LOS) of data [9],
which means V2V transmission of data without reflection of light, or the light
from one vehicle would go straight to other one like peer-to-peer connection
without any intermediate reflecting object. But, this situation is not always the
same on road. There may be situation where we may need help of reflecting
surfaces like wet roads or nearby reflecting surface to make the transmission
happen. Secondly, the time taken by NLOS transmission of data to distant cars
than car-to-car transmission can be far more or less efficient but also difficult to
apply, so we must find ways to make it a useful tool in communication [10].

• Visibility—We often hear news about increasing car accidents on highways due
to lack of visibility. Especially in winters, car gets into multiple collisions due
to lack of visibility. Once a car gets rammed into another, there is no secure
mechanism to transmit that data to upcoming fast cars leading to further collision.
Visibility issues can be due to pollution, artificial light of advertisement boards,
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glow sign boards or environmental factors like fog, etc. If we talk about visible
light, the channel of data transmission must be crystal clear to prevent any delay.
In this case, fog may pose a hindrance to it. If we find a way to transmit data in bad
weather condition,we canprevent first collision andhenceprevent upcomingones.
The above given challenges can we solved only if we switch to more advanced
transportation scheme.

Transportation is a very important aspect in development and urbanization of a
nation. It holds great importance in industrial sector [11]. Recent advancements in
transportation haveurged investors to invest in latest technological researches tomake
it more intelligent in nature. The term ITS basicallymeans tomake our transportation
more autonomous in nature. Like installing LIDAR GUN on highways to penalize
the over speeding vehicles, installing geographical positioning systems (GPS) in cars
to detect current location of vehicle by police or ambulance in case of emergency,
finding best route in case of traffic. ITS also includes ways to manage traffic more
and more efficiently without much involvement of man and thus making it error
free and cost effective. Nowadays, data transmission through visible light has also
become a hot topic in ITS [12], and car companies are really interested in installing
feasible technology to make it happen. IEEE standard 802.15.7 [13] discusses about
ITS and several anomalies and challenges which we come across while dealing with
day-to-day traffic. There is a research work [14, 15] which explains the recent trends
in ITS and the following related terms which add more light to the topic and explains
us how to deal with challenges incurred in ITS.

• Advanced Traveler Information System (ATIS)
• Advanced Traffic Management System (ATMS)
• Advanced Public Transportation System (APTS)
• Emergency Management System (EMS).

In this paper, we are able to graphically analyze which FOV angles at receiver
end are suitable for different environmental conditions. This analysis helped us
to contribute a hybrid model which can work in clear as well as foggy weather
conditions.

The rest of this paper is organized as follows. InSect. 2,wemovedon to topological
orientation of vehicles on road to depict real-time traffic scenarios. Then, in Sect. 3,
we discussed the methodology of our research work from installation of software till
execution of code, the parameters and formulations used to compute SNR. In Sect. 4,
results are analyzed graphically along with suggestion of an efficient model. Finally,
we draw conclusions in Sect. 5.

2 Topology

In network aspect, topology is the layout of nodes in a network [15]. In terms of
V2V communication, topology can be understood as the arrangement of vehicles on
road in a fashion to ensure efficient transmission of data [16]. Few researches have
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Fig. 1 Bus topology with three relay access points and three relay mount points

specifically taken topologies to showcase VLC networks [17]. We have simulated
our calculation of SNR considering disturbances in the channel, and with the help
of the following topology, we were able to depict the required traffic scenario like:

• Bus Topology—Fig. 1 describes bus topology; in vehicular scenario, we can
take example of a 6-lane highways with infrastructure (storehouse and a center
to transmit data) installed every 100 m; this infrastructure can be used for V2I
transmission of data, wherewe can take it as carrier sensemultiple access (CSMA)
which transmits data (to vehicles on 3 lanes) of upcoming vehicles or accident so
that cars in 3 lanes can be alert and further transmit to trailing vehicles. We have
considered a hybrid environment where RF is used for uplink, whereas VLC is
used for downlink to ensure better efficiency.

• Point-to-Point Topology—A simple transmission of data which involves single
vehicle on both sides of the channel can be treated as peer to peer as shown in
Fig. 2.

For example, suppose data transmitted to vehicle is connected to mobile phone,
which means if a data is send to a car by means of light, it will ping to the mobile
device connected to car. If a person is stuck with his car in parking lot because of
wrongly parked car in front of him, he can use peer-to-peer communication and
communicate with that person to remove his car, even if he is not near his car.

• Wireless Topology—If we talk about previous topologies, technically each one
of them involves wired connection, but in real life, we need wireless connection,
and seeing this, we were successful to construct a topology which is a mixture
of wireless as well as peer to peer as shown in Fig. 3. This topology has several
complexities during its implementation.

Fig. 2 Point-to-point topology with one relay access points and one relay mount points
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Fig. 3 Combination of wireless and peer-to-peer topology

3 Methodology

This section shows our whole process scenario to carry out experiment as shown in
Fig. 4. First of all, we equipped our virtual box with operating system (OS) Ubuntu
16.04 because our code works on NS 3.25 simulator [18, 19] which works on this OS
only. Then, after installing simulator on OS, we made our code feasible for different
topologies and to work effectively in background noises like fog.

After building the module, we changed the field of view (FOV), i.e., receiver’s
angle, and performed a stress test by taking different angles into consideration. We
considered two different environmental cases, where one was foggy and other was
clear environment. This was taken into account because in real time weather is
not always ideal for data transmission. In subsequent parts of the paper, we have
shown the parameters and formulation used to do the above tests, as well as we have
describedour inferences and suggestions as perceived from thegraphical comparative
study.

3.1 Simulation and Formulations

In this section, a vivid description of parameters and formulas used in the computation
is shown. In the following, Table 1 shows the parameters we have used to find the
best optimal value of SNR.

The formulas given belowhave been incorporated from researchwork byKetprom
et al. In [20].

• Background power is calculated in the presence of fog, where FOV plays an
important role.

PBG = HBKGπ(FOV)2Arδ −λ T F (1)

HBKG denotes background radiance, FOV is the field of view which is the angle of
photo detector at receiver end to capture maximum light, Ar is the area of the photo
detector, δň is the fiber optic bandwidth, and TF denotes filter transitivity.
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Fig. 4 Thorough flowchart
of working of our experiment

• Thermal noise occurred due to heat generated among the circuits at receiver end.

s2TH = (4KTeFB)/RL (2)
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Table 1 Simulation
parameters

Parameters Standard values

Topology used Bus, peer to peer, wireless

Field of view 70, 120, 170°

Lambertian angle 70°

Filter gain 1

Data rate 5 Mbps

Distance 1–25 m

Refractive index 1.5

Biasing at transmitter 0.5e−3 V

Duty cycle 0.85

Delay 6560 ns

Electric filter bandwidth 5 * 1e6

Band factor noise signal 10

Temperature 290 K

Photo detector area 1.0e−4

Boltzmann constant 1.381 * 1e−23

Background radiance 0.2 Wm−2 nm−1sr−1

Fiber optic bandwidth 10 NM

Filter transitivity 0.5

Resistance 100 �

Electric charge 1.6 * 1e−16 C

Speed of light 3 * 1e8 m/s

Planks constant 6.6 * 1e−34 J/s

Circuit noise figure 4

where K means Boltzmann constant, T e means equivalent temperature, F denotes
circuit noise figure, B tells about detector end electronic bandwidth, and finally RL

denotes load resistance.

• Shot noise—occurred due to junction of circuits present at receiver end.

s2SS = 2qRPSB (3)

where q stands for electric charge, similarly PS stands for reduced power, and finally
R is

R = (
nq−λ

)
/(hc) (4)
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where q stands for electric charge, c is speed of light, n is the photo detector’s quantum
efficiency, and h is Planck’s constant.

• Background noise—generated because of the disturbances in the channel, and
here, it is due to fog.

s2BG = 2qRPBGB (5)

• Signal-to-noise ratio—is the main formula of our computation which tells up to
what extent signal is transmitted as compared to noise from transmitter to receiver
end.

SNR = R(PS1 − PS0)/

(√(
s2SS + s2TH + s2BG

) +
√(

s2T H + s2BG
))

(6)

Since we are using OOK modulation scheme, it consist of two states, ‘on’ and
‘off.’ Here in the formula, PS1 − PS0 denotes change in power from ‘on’ state to
‘off’ state; in ‘off’ state, we only consider background power, and in ‘on’ state, we
consider total power; so, here we will consider received power for our computation
as it is the only change due to the involvement of fog.

In upcoming graphs, we considered all parameters for foggy channel whereas we
ignored the parameter s2BG for clear channel.

4 Results and Analysis

This section presents the result of computations from above formulas and parameters,
which are depicted in graphical form (see Figs. 5, 6 and 7).

If we observe the variations in graphs, we find few interesting observations. For
example, in Fig. 5, SNR value in foggy channel is more than half of SNR in clear
channel, but as we can see in Fig. 6, SNR change is 2.5 times between both channels,
whereas for FOV 170° as shown in Fig. 7, SNR change is nearly 4–5 times.

This may be due to the fact that as we increase the angle, receiver is more prone to
the disturbances in channel, which may be the reason that for higher values of FOV
the effect of fog on SNR is much larger as compared for lower angle of FOV.

By observing the following graphs, we draw few inferences and few suggestions.
These results were obtained when distance between transmitter and receiver was set
to 25 m.

• We observe a consistent rise in SNR in clear environment at various angles,
because as the angle increases, the capacity of receiver to capture light increases.

• We observe an inconsistent rise and fall in SNR in foggy channel at various FOV
angles due to channel disturbances.

• Since SNR change is dependent on channel, so we propose a hybrid model.
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Fig. 5 Describing SNR in the presence and absence of fog when FOV is 70°

Fig. 6 Describing SNR in the presence and absence of fog when FOV is 120°

• In hybrid model, the vehicle must detect the environmental conditions, so that it
can switch to the most suitable receiver angle for maximum efficiency.

• If it is clear conditions on road, the vehicle must increase the FOV angle to a value
where we obtain maximum SNR as shown in Fig. 6 where FOV angle is 120°.

• But if environmental condition is not favorable, i.e., foggy, the vehicle must detect
it and switch to that FOV angle where SNR for foggy channel is maximum as
depicted in Fig. 7 where FOV angle is 70°.
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Fig. 7 Describing SNR in the presence and absence of fog when FOV is 170°

5 Conclusion

Major causes of accident on road are because of head-on collision, and the prime
reason for this collision is lack of visibility, especially inwinter nights.We have found
the efficient methodology to transmit data in V2V communication. In this paper, we
have studied the effects of an environment factor, i.e., fog on SNR, where transmitter
and receiver were placed at distances from 0 to 25 m. From our experiment, we
observed that FOV angle of 120° is best for clear environmental conditions whereas
70° FOV angle for foggy conditions. We inferred a prototype model where vehicles
can change the FOV angle according to the environmental conditions and obtain
maximum SNR. We performed our experiments in NS 3.25 simulator for different
values of FOV and inter-vehicle distance. We have also performed the above simula-
tions for different topological schemes. We have observed that topological schemes
impose no effect on SNR, and their sole purpose is to define arrangement of nodes
in a given network.
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An Algorithm for Target Detection,
Identification, Tracking and Estimation
of Motion for Passive Homing Missile
Autopilot Guidance

Manvinder Sharma and Anuj Kumar Gupta

Abstract The autonomous weapons which can identify the correct targets without
any human intervention are in demand with the development of defense and war
scenarios. The dynamics of theflight path is decided by themissile guidance system to
achieve different types of mission objectives. Image processing equipped with intel-
ligent sensors can identify any type of target other than traditional method of detec-
tion of only fire (aircrafts) or other signatures. The guidance system through image
processing can differentiate between targets and can provide the latest error correc-
tion in the flight path. For detecting a particular object within an image, detection
using point featuremethod ismuch effective technique. The point featurematching is
done by comparing various correspondence points of object and analyzing the points
between cluttered scene images to find a required object of interest in image. An algo-
rithm which works on finding correspondence points between a target and reference
images and detecting a particular object (target) is proposed in this paper. Tracking of
object and estimation of motion model is also proposed by taking constant velocity
and constant turn rate model. The real performance can be achieved by identifying
the target in image using this detection approach and estimation of its motion.

Keywords SURF · Object recognition · Objects capture · Tracking ·Motion
estimation
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1 Introduction

A missile guidance system can be defined as the system which works in accordance
with guidance law and has a group of variables of components that measures the
position/location of object (missile) and changes the flight path with respect to its
target [1]. A missile guidance works on an algorithm to detect the target and control
its acceleration. The missile guidance system typically uses sensing (heat etc.)or
detection of target, computing distance and miss distance, and control component
[2].

Figure 1 shows the block diagram of the guidance methods. The missile seeker
section involves the input or command to move a certain path reaching toward target.
These may have some sort of sensors to seek the target or some kind of signal
processing/image processing techniques. It is basically a component which generates
the data to be fed as input to missile computer.

Guided missile is the term used for missile post World War II era. This was
because the weapons were replaced by the technology of guided missile. Due to the
advancement in the technology of guided missile, the accuracy in the weapons used
in the military was increased significantly, though along with it the threat complexity
was also increased. The applications ofmissile technology include guided projectiles,
air-to-air and surface-to-air guided missiles, surface-to-surface aerodynamic guided
missiles, etc. [3, 4].

Guidance system with control system functions like an autopilot in aircraft. A
guidance and control system is a flying servomechanism which positions an object
in accordance with variable signal. It operates on the principle of reducing differ-
ence between two quantities. The guidance system is used to detect the presence
of target, tracking the target, determining the correct path toward target and gener-
ating electrical steering signals in terms of actual position of missile with respect
to required path [5]. Figure 2 shows the guidance system which develops the input
signal (variable signal). The variable input signal represents the path toward the
target. The control system responds to guidance system signal and changes the posi-
tion of wings, ignition and control servo unit. Figure 3 shows the control system

Fig. 1 Block diagram for guidance
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Fig. 2 Missile guidance system

Fig. 3 Missile control system
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Fig. 4 Nutation axis and guidance

which takes the input variable signal and steers the missile toward the path [6]. The
control system compares the path of target (input variable) and path of missile going
on (output variable), if there is difference between the two variables, and then control
system changes the position of missile to reduce the difference (error) between two
variables till difference reduces to zero [7].

The control system mostly contains damping instruments (rate gyros and
accelerometer), summing (addition and subtraction of voltages) and servo-amplifiers.
For beam rider guidance system, the input variable is produced by radar receiver and
comparison is done with center of guidance beam [8, 9]. Error (difference) voltage is
produced if the missile is not flying along nutation axis (which defines path toward
target), and control system makes corrective adjustments till the missile approaches
nutation axis as shown in Fig. 4.

2 Proposed Algorithm to Detect Object

Speeded up robust feature (SURF) approximates Laplacian of Gaussian with box
filter these box filters can be easily calculated. The advantage of SURF is that it can
work concurrently on different scales, and it is faster in comparisonwith conventional
scale-invariant feature transform SIFT algorithm [10]. These features make SURF
to work on real-time application. For feature detection, local maximas within image
are resolved by determinant of hessian which are then further used to select feature
points in image [11].

Filtering images with a square and sum of image using integral image give faster
result, and the formula is given as
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Fig. 5 Proposed algorithm steps

S(x, y) =
⎛
⎝

x∑
i=0

y∑
j=0

I (i, j)

⎞
⎠ (1)

The hessian matrix blob detector is used in SURF algorithm for the detection of
the object in interest [12]. If the point is given as p= (x, y) in an image I, the hessian
matrix H(p, σ ) is rewritten as

H(p, σ ) =
(

Lx (p, σ ) Lxy(p, σ )

Lyx (p, σ ) Lyy(p, σ )

)
(2)

where p is point in image and σ is scale.

Lxx(x, σ ) is convolution of second-order derivative of the Gaussian with the image.
First, the determinant of the hessian matrix is calculated and then its non-maximal
suppression which is used for SURF detection [13, 14].

Figure 5 shows the steps implemented in the proposed algorithm. The target data
or the sample is provided in the first step. In the next step, the algorithm reads the
image taken from the camera of themissile seeker. Then, the SURFalgorithmextracts
the features of input target image which has the following three steps: detection,
description and matching [15]. Also, the features of image taken by seeker camera
are extracted. The unique features are automatically identified in detection. The
Gaussian kernel is approximated and the points of interest are selected by the use of
spatial derivatives of Gaussian kernel and with local maxima in hessian distribution.
Then, the description of each interest point is done. In the third step, matching of
the convolved second-order derivative is done. 150 strongest feature points of target
which is the bigmissile carrier truckwere taken as reference image, and 350 strongest
feature points of the image by seeker camera on missile were taken. Matching of the
strongest features point is done, and the matching points are paired for removing the
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Fig. 6 Image of target

outlines [16]. Finally, with the help of matched points, the target is located within
scene of image by seeker camera is done. The satisfactory and fast results for colored
images are obtained by implementing this approach.

3 Results and Discussion

The algorithm is implemented on MATLAB 2018a tool. The target was taken as
aircraft which is shown in Fig. 6. The frame converted from camera video is shown
in Fig. 7. Figure 8 shows feature point extraction of reference image (150) and
image from camera (350) shown in Fig. 9. Figure 10 shows putatively matched
points between target and input image. Figure 11 shows the detected target between
the input images. Another scenario was taken in which the dummies are hanged
with thread showing flying objects and from the seeker. The target reference image
is taken as same. Algorithm again detected the target aircraft although the shape of
blue aircraft (target) and yellow aircraft is samewhich is shown in Fig. 12. Figures 13
and 14 shows detection using different angles.

4 Motion Estimation and Tracking

For tracking of object, the image taken by seeker part of camera is preprocessed to
extract he target. Using pcsegdist function, the point cloud segmentation belonging
to target is classified into clusters. Using bounding box detection, each cluster is
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Fig. 7 Scene taken from camera video

Fig. 8. 150 strongest points
of target
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Fig. 9. 350 strongest feature points of seeker image

Fig. 10 Putatively matched points between target and seeker

converted as the following format [x y z l w h] where l, w and h refer to length,
width and height of each cluster and x, y and z are axis positions of bounding box.
Figure 15 shows the detected target using bird’s eye view and tracking of detected
target is estimated with two state-space models. Top view of detected target is shown
in Fig. 16.
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Fig. 11 Matching of feature points

Fig. 12 Detected target from seeker frame
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Fig. 13 Matched feature points of target

Fig. 14 Detected target aircraft at another angle
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Fig. 15 Bird eye view of detected target

Fig. 16 Top view of
detected target
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For tracking an object, the first step is defining its state as well as models which
define transition of state and corresponding measurements which collectively known
as state-space model of target [17]. Using a cuboid model, convention can be written
as

x = [xkiθlhw] (3)

where xki is portion of state which controls kinematics.

θ is yaw angle and l, h and w is length, height and width of cuboid model.
For tracking, two models can be considered as two state-space models. The first

state-space model is considered as constant velocity cuboid model, and the second
state-space model is considered as constant turn rate model [18]. The kinematic part
of state model for constant velocity can be mathematically described as

xcv = x ẋ y ẏzżθlhw (4)

And kinematic part of state model for constant turn rate can be written as

xct = x ẋ y ẏθ̈ zżθlhw (5)

The probabilistic data is coupled with IMM filter [19, 20]. Using the supporting
function, the IMM filter uses constant turn rate model (Ct ) and constant velocity
model (Cv) which helps to track switching between motion models. For events like
lane changing or direction changing by target, these models achieve good estimation
accuracy [21]. Figure 17 shows the estimation of maneuvering tracking of object
when constant velocity (Cv) is taken more as compared to constant turn rate (Ct ).In
the first estimation model, the Cv is taken as 0.90 and Ct is taken as 0.10. The target
direction can be tracked with Cv,Ct and Cv − Ct mixed model.

In the second estimation, the values of Cv and Ct are taken as same. Figure 18
shows the target movement using the Cv, Ct and mixed velocities.

For the third estimation of tracking of target, the constant velocity is taken less
as compared to constant turn rate. The value of Cv is taken as 0.10 and Ct is taken
as 0.90. The model estimates the tracking of target which is shown in Fig. 19 with
Cv, Ct and Cv − Ct mixed. The probability of each model which is corrected with
detection of target is updated by IMM filter, and error covariance is estimated to
track the motion model probabilities.

5 Conclusion

The autonomous intelligent system and smart systems are required for the modern
warfare so that they are self-initializing without the intervention of humans. Each
target should be identified and hit very accurately with passive homing missiles as
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Fig. 17 Cv > Ct

Fig. 18 Cv = Ct
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Fig. 19 Cv < Ct

they are the important elements of warfare. In this paper, work has been carried
out for identifying the particular object (target) from a input seeker camera using
modified SURF algorithm. The work presents mathematical modeling and basic
notation for object characterization and identification.After simulation, the algorithm
works faster and accurately identified the target out of two almost similar shape of
aircrafts in experimental result. Also, the estimation of motion in direction of moving
target is predicted. This model can control the path of the flight by correcting the
error between the actual direction of missile and the identified object.
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Community Discovery and Behavior
Prediction in Online Social Networks
Employing Node Centrality

Sanjeev Dhawan, Kulvinder Singh, and Amit Batra

Abstract The identification of community arrangement has taken a massive
attention amid the investigators in the last few years who are concentrating on the
characteristics of big complex graphs, e.g., biochemical systems, social networks,
e-mail systems, the Internet, and food networks. In this paper, an attempt is made to
recognize community structure employing community discovery algorithm having
different purposes that identify different clusters employing node centrality. Several
different clustering techniques can identify clusters of vertices termed as communi-
ties in real graphs that uncover the characteristics and hence structure of different
communities. The suggested algorithm uncovers the big communities with high
quality. The concept of node centrality is easier to employ to uncover best parti-
tions and hence results in the best convergence of the aforesaid algorithm. Different
investigations on actual world social networks exhibit the efficacy of the suggested
technique.

Keywords Community discovery · Social nets · Optimization function ·
Modularity · Cluster · Label propagation · Objective function

1 Introduction

Community discovery is uncovering of sub-clusters in a network [1], which are
termed as groups or communities. There are numerous applications of graph clus-
tering in several fields of technology and informatics. Community structure, which is
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a crucial and significant characteristic of big graphs, can be characterized as the clus-
tering of vertices into clusters; for example, there is a large number of links within
clusters as compared to amid groups. A large real-world network may be depicted by
networks comprising of vertices and links. The identification of community structure
is a crucial and significant task of research among researchers concentrating on the
functional characteristics of existing graphs, e.g., email systems, food graphs, social
networks, the Internet, and biochemical networks. Nodes can be individuals or orga-
nizations, whereas the edges may define the relationships among these individuals.
For instance, in a friendship net like Facebook, a vertex represents an individual and a
link depicts the friendship amid two friends. Different communitiesmay have distinct
number of vertices, distinct number of links. The nodes of these clusters are having
large number of connections to the nodes of their own clusters, while they are having
limited number of connections to the nodes of another clusters. The cluster discovery
algorithms which need the acquaintance of arrangement of the whole network are
known as universal techniques as compared to local algorithms that require knowl-
edge of only local structure. Community discovery algorithms can be used to discover
several partitions using the implementation of several definitions of communities.
No single demarcation of cluster exists. There are a number of distinct definitions,
based on which different methodologies can be adopted to discover the structure of
different communities in a large complex network. Community discovery in graphs
or networks, also popularly known as clustering, is not a straightforward problem. As
such the community detection problem can be solved by employing several different
approaches. There are several guidelines based on which different algorithms can
be compared and evaluated with each other. Aggarwal [2] noticed that the count of
nodes and links in different parts of the social nets may be different; i.e., distinct
components of the social nets may have distinct denseness and unreal communities
may be detected in sub-parts of the network by applying global algorithms. Most
popular and used definition of community needs that apiece individual vertex should
have huge links in the interior of the cluster or group than across [3]. Gargi et al. [4]
suggested that universal techniques are not scalable for complex and changing nets.
There are some hybrid techniques which efficiently combines both global and local
search on a network. The most often used quality metric is termed as modularity
which was suggested by Newman along with Girvan [5]:
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where set of all communities is denoted by C, one of the cluster in C is i, the count of
internal links in community i is denoted by E in

i , the count of external links to vertices
outside of community i is denoted by Eout

i , and the count of links is depicted by E.
Alternatively, the modularity can also be defined as under:
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where degree of node i is depicted by ki, the element of sociometric matrix is depicted
byAij (whereAij =1,when link amidvertices i and j exist, andAij =0 else).Kronecker
delta symbol is denoted by δci ,c j , and the cluster to which vertex i is allotted is having
label ci. As for most complex networks, there does not exist a normal division; as
a ground reality, it becomes more cumbersome to evaluate different community
discovery algorithms. The modularity metric may have a resolution limit, and it
is not possible to discover the communities, when these communities are small.
Furthermore, complex networks with heterogeneous degree distributions have to be
dealt with efficiently by employing several methods along with heterogeneous sizes
of different communities. In the last few years, many novel techniques centered
on progression calculation for cluster discovery challenges are suggested. This is
because of the fact that the evolutionary computation can be employed to solve the
optimization problems efficiently, which requires an appropriate illustration for the
challenge and the task to enhance its capabilities. Natural techniques like particle
swarm [6] and ant colony enhancement [7] and bat techniques [8] along with genetic
algorithms and all evolutionary approaches have contributed a great toward commu-
nity discovery. Another technique known as modularity optimization for discovering
communities results in a challenge which is called as NP-Hard optimization chal-
lenge [9]. As a matter of fact, several approximation techniques have been employed
like spectral techniques [10] or genetic ones [11, 12], which pertain to evolution algo-
rithms. Label propagation methods [13] have been explored by which information
which can be utilized in community discovery task is obtained from observing the
neighborhood of each of the nodes [14] or the connections between nodes and can
also be employed in evolution algorithms to decrease the search space and to increase
the convergence. The community discovery task can be spread up by utilizing the
information about the problem in the initialization of operators (problem-specific
operators in [15]) and hence by decreasing the solution space. There are several
merits of evolutionary computation approaches for community discovery. During
the task of community discovery, the number of communities is calculated automati-
cally. Evolution techniques are population-centric techniques which provide efficient
implementations appropriate for big networks. Genetic techniques employ the guide-
lines of choice and progress to obtain various answers to a given challenge. In the
field of artificial intelligence, the genetic techniques [14] are employed as the opti-
mization strategies. Genetic algorithms are the very useful methods to find an answer
to a complex challenge about which very few facts are identified and a technique
of rapidly discovering a valid answer to a subtle task or challenge. Individuals in
genetic algorithm are termed as chromosomes, which form a solution. The genetic
operations like mutation, choice and crossover amid chromosomes are carried out
to produce chromosomes for new population in every iteration. A possible solution
is represented by each chromosome, and the genetic algorithm gives the best chro-
mosome for the selected objective function. At the start, all the chromosomes are
initialized and more number of chromosomes evolve in further iterations. A fitness
value is allotted to every chromosome by fitness function, and it is predicted how best
a chromosome is to get a answer to a problem. Several optimization functions are
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suggested formultiobjective community discovery likeCommunity Score andmodu-
larityQutilized byBOCDmultiobjective optimization technique [16], orCommunity
Fitness and Community Score employed in the MOGA-Net [17], which utilizes an
optimization framework called NGSA-II [18]. The suggested community discovery
algorithms mostly optimize only single objective function, whereas multipurpose
enhancement is employed for cluster discovery. In multipurpose genetic technique
called MOCD [12], which employs the enhancement framework PESA-II [19], both
parts of modularity are utilized as enhancement tasks. Centrality-based algorithms
have been found as common in clustering of individuals and have been found as very
useful for clustering big databases. As a matter of fact, centrality centric techniques
are not observed as better options for recognizing groups of random structures. Clus-
ters observed through these centrality-based functions have convex structures, and
every group or module is presented by a core or midpoint. In this paper, efficacy of
centrality centric cluster discovery in nets has been discussed and studied. In this
paper, a multiobjective solution called Net-degree has been suggested employing
standard principle centered on the vertex centrality. As a matter of fact, we employ
centrality, whereas the notion of significance of organizations and individuals in
social nets was suggested by researchers in the early days [20] using the adjacency
notion of middle individual who is significant in cluster and who has the largest
impact on another. An attempt is made to discover partitions in social networks in
which the metric, say, modularity or cluster score is not optimized; however, actual
clusters in social nets are identified.

2 The Proposed Algorithm

The proposed algorithm is multipurpose enhancement which employs the vertex
significance for community discovery and the technique used is NGSA-II [18] as
multiobjective optimization framework. Firstly, a fitness value is assigned to every
chromosome in the answer space. The population in NGSA-II is sorted into an
order of sub-populace centered on the Pareto dominance ordering. NGSA-II deter-
mines fitness metric employing all optimized objectives. NGSA-II is a multiobjec-
tive optimization and genetic technique that gives additional answers, whereas a
single-purpose optimization technique gives single optimum answer that optimizes
single-purpose function. Solutions can be poor than other solutions as per single
objective; however, solutions should be superior than other answer as per at least
one other purpose. The resemblance amid individuals of every sub-cluster is eval-
uated on the Pareto front that provides inverse front of answers. Several Pareto
optimal answers constitute a Pareto optimal front [21] in a multiobjective optimiza-
tion problem. Whereas in each generation, the best chromosome remains, there is
no loss of good chromosome. As per one objective function, every Pareto optimal
solution is considered as good; however, there is only single answer that optimizes
the entire fitness task. As per at least one optimization criteria, every Pareto optimal
solution is considered as good. The chromosomes are represented by locus-centric
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adjacent representation [22], and for every chromosome, an array of integers is
employed. We employed the fitness task on the basis of vertex significance and
changed the stages of the genetic technique to fulfill the requirements of genetic tech-
nique for cluster discovery. The operators like initialization, crossover, and mutation
are also changed. In size n network, every chromosome comprises of n genes < G1,
G2,…,Gn > . In the algorithm, firstly, the initial population is created. Every indi-
vidual pertains to the alike cluster as single neighbor. The neighbor label is assigned
as an individual community number. If ith gene has value j, it ismeant that the vertices
i and j are linked to a connection in the network. The aforesaid statement confirms
that the vertices i and j pertain to the alike cluster. Two neighbors are linked by an
edge if two individuals pertain to the same community. All the components which
are connected in network ‘G’ pertain to the alike cluster in a locus-centric adjacent
representation. The aforesaid decreases the invalid search and restricts the possible
solution space. Firstly, primary populace comprising of ‘N’ chromosomes is created.
Afterward, in further repetitions, better and new populace are created. The evolution
begins with a set of chromosomes as set of solutions which represent the initial popu-
lation. The term generation is used for population in every iteration. In this algorithm,
crossover between individuals and mutations is carried out during every iteration.
The above-stated task is occurred in an iteration. The new population is created by
taking the solution from the earlier iteration. The optimization function values are
determined for every chromosome, and the ranking of chromosomes is performed.
The offspring and current population together build a combined population. The
clone of the current population is generated proportionately, and offspring popu-
lation is generated by carrying out modularity crossover and mutation operator on
the replica populace.M child chromosomes are generated by carrying out crossover
and mutation. The two optimization functions are minimized. The determination of
distance values of all nodes is done, and the new population is comprised of first N
nodes. A fitness rank is given to every solution employing NGSA-II algorithm (first
level is the better, second level is next-better, and so forth). Afterward, sorting of
combined population is done by NGSA-II. The updation of major populace is done.
All the stages are carried out repeatedly leaving only the initialization till a threshold
is reached.

2.1 Objective Tasks

In social networks analysis, the concepts of centrality were first formed. Importance
of central individuals is higher than others in a network. In a cluster or a network, the
central individual is nearer to everyone. Communication can be carried out directly
with others by the central individual and knowledge can be spread by the central
node easily in the network. An attempt is made to use two functions in the suggested
multiobjective community discovery,where the first function is centered on the vertex
significance while the subsequent function is based on the proportion of external
links. The community is viewed as a central node where this node is having high
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degree surrounded by low-density neighbors. In order to obtain the best partition, the
aforesaid two functions need to be minimized. The nodes which are not connected
to the significant vertex of cluster to which individual pertain are counted, and the
proportion of total of isolated vertices and count of individual vertices in a net is
determined by using the first function.By employing the concept of centrality indices,
the individual nodes can be ranked and most significant nodes can be recognized.
An attempt is made to use the vertex degree significance, that is described by the
degree, where degree is the count of neighbors of a vertex. The value of the above
ratio must be little for a better quality cluster arrangement, i.e., the clusters which are
largely separated are associated very densely within; however, these communities
are associated with every other sparsely.

F1 =
∑k

i=1 ni − Comi

n
;

Comi =
∑

i, j∈Ci ; j∈Ni

Com(i, j);

Com(i, j) = {1 comm(i) = comm( j)0 comm(i)comm( j)} (3)

wherever, count of vertices in cluster is denoted by n, the community Ci comprises
of ni number of nodes and the number of communities are depicted by k, and the
neighbors of the node i are depicted by Ni. In order to obtain a community that
should comprise of huge interior connections amid individual vertices within the
cluster than external connections to other clusters, the neighbors of every vertex
must be within the alike cluster. An attempt is made to employ the principle of vertex
superiority which is determined from the proportion of neighbors of the node which
do not pertain to the alike cluster as the vertex and the count of all neighbors of
the vertex. The quality of community structure is evaluated by the first function,
and an attempt is made to suggest the subsequent task that evaluates the measure of
quality of every vertex in a cluster. The second function (F2) employs the average
proportion of external links of every vertex and the value of F2 must be small for a
better quality cluster arrangement, i.e., the clusters which are highly separable should
be connected densely internally; however, these communities should be connected
sparsely to every other.

F2 =
n∑

i=1

F2(i);

F2(i) =
∑

i, j∈E; j∈Ni
Com (i, j)

deg(i)
;

Com (i, j) = {0 comm(i) = comm( j)1 comm(i) �= comm( j)} (4)

wherever, node i is having degree deg (i); i.e., count of neighbors and the set of links
are denoted by E. The minimum of these two optimization functions is searched
by the NSGA-II algorithm. For a better quality cluster arrangement, the value of
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F0 should be high comprising of clusters that are connected with denseness in the
interior; however, these communities are linked sparsely to every another.

F0 = 1 − F1 − F2 (5)

2.2 Objective Tasks Employing Count of Detected Clusters

In order to get the best partition, the following two functions need to be minimized.
An attempt is made to use other set of tasks that comprises also the count of discov-
ered clusters in the determination of fitness value. The ratio of nodes which are
not connected to significant middle individual vertex of cluster to which the vertex
pertains and degree of vertex is used by the first task of the set (F3). For good quality
clusters that are connectedwith denseness in the interior; however, connected sparsely
to every another, the value of F3 should be low.

F3 =
∑k

i=1(ni − Comi

/
ni )

k
;

Comi =
∑

i, j∈Ci

Comi(i, j);

Com (i, j) = {1 comm(i) = comm( j)0 comm(i) �= comm( j)} (6)

wherever, count of vertices of a cluster is denoted by n, the count of vertices of
the cluster Ci is denoted by ni, and the number of communities is denoted by k.
An attempt is made to employ the same principle of superiority as we did in task
F2 employing the ratio of neighbors of the node that does not pertain to the alike
cluster as the individual vertex and count of all neighbors. The quality structure
of every community is evaluated by the first function, and an attempt is made to
suggest the subsequent task which determines the superiority of every individual
vertex in a cluster. The second function (F4) employs the average proportion of
external links of every vertex. In order to obtain a community that should comprise
of huge connections in the interior amid individual vertices within the cluster than
external connections to other clusters, the neighbors of every vertexmust be generally
within the alike cluster. For a better quality cluster arrangement, the value of F4 should
be low, with the communities that are connected densely internally and connected
with other communities sparsely.

F4 =
∑n

i=1 F2(i)

k
;

F2(i) =
∑

i, j∈E Com(i, j)

deg(i)
;
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Com (i, j) = {0 comm(i) = comm( j)1 comm(i) �= comm( j)} (7)

wherever, the count of vertices of a cluster is denoted by n, count of clusters is
denoted by k, the set of edges is depicted by ‘E’, and the neighbors of node i is
depicted by ‘Ni’. The minimum of these both optimization functions is searched
by NSGA-II algorithm, and for a better quality cluster arrangement, the value of
obtained function Fk should be high, when the communities are connected densely
internally, but connected sparsely with other communities.

Fk = 1−F3 − F4 (8)

2.3 Mutation

The chromosome of a populace is pushed out of a local minimum through the process
of mutation and hence gives to detect a good minimum. The mutation process
centered on neighbor is employed which is used to mutate genes by taking into
consideration only the effective connections. The chromosomes with large number
of altered genes often do not persist. Random modifications are made in chromo-
somes through the process of mutation, and a anew genetic material is put to the
populace. Portion of prevailing individuals is arbitrarily modified to generate the
offspring. The one of node neighbors label is used to replace the community label
of the node. Mutation should not be carried out on large number of genes of chro-
mosomes and should not be carried out often as it results into a random search. If
mutation probability is greater than the random value generated, then every node of
individual is mutated. Usually, the mutation probability used is 0.95.

2.4 Crossover

The parts from two parent chromosomes are combined to generate two new child
chromosomes. Hence, the characteristics of two parents are found in the offspring
created. Firstly, the random selection of two chromosomes is performed, and in
the first chromosome, one individual node is chosen in random fashion. Crossover
is carried out on two chromosomes. If the crossover probability is greater than the
random value, crossover is executed. Usually, the crossover probability of 0.8 is used.
An attempt is made to use crossover operator carrying out two-way crossing used in
[23]. The determination of cluster of selected vertex is done, and all vertices of the
first chromosome that pertains to the community of selected vertex are also allotted
to the alike cluster label in the subsequent chromosome. Afterward, swapping of
second and first chromosome is carried out, and repetition of the alike task is done.
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2.5 Crossover on the Basis of Objective Task

In order to carry out the crossover operation, an attempt is made to employ the tour-
nament choice of an individual from a populace of individuals for parent’s selection.
Firstly, a community is created that comprises of the alike vertices as the largest fitness
value community in the descendants. Crossover is carried out to inherit good quality
communities from one generation to the next with the largest optimization function
fitness values to quickly achieve a local minimum. As a matter of fact, the crossover
is carried out only on the higher fitness value nodes as predefined threshold 0.95.
Using the optimization fitness values, sorting of all communities from two parents
is done. Only vertices which do not pertain to this cluster can be allotted to the other
cluster. Afterward, second-highest value cluster is created in the offspring; however,
only from nodes not assigned earlier. Afterward, on the offspring, some mutations
are carried out, such that every vertex pertains to the cluster to which the maximum
neighbors pertain. As soon as all the vertices in the descendants are allotted, the task
of creating communities is stopped.

3 Experimentation Results

Zachary karate club net is a popular social net [24]. The network is divided into two
components as of conflict among the instructor and the administrator. Two clusters
are recognized in the resultant segregate as shown in Fig. 1 along with the value of
modularity as 0.36 and the optimization function valueF0 0.74. The clusters detected
by the technique presented in this paper match with the result provided by Zachary.
Themodularity value of 0.42 is the best in the partitionwith 4 communities; however,
the optimization functionF0 (0.51) is smaller in this partition than the 2 communities
partition. Figure 2 depicts three communities where the modularity value is 0.38
and with maximum value of function Fk (0.74). In Fig. 3, four communities are
recognized where the modularity value of 0.42 is the highest value; however, the
achieved value of Fk 0.65 is lower than for three communities partition in Fig. 2.
By visualizing the networks, the correctness of above results can be confirmed. If
a comparison is done between partitions with three and four communities, one can
observe that in partition with three communities, and the community with center 1
is partitioned into 2 communities. However, the center node 1 of other community
is linked to four nodes, namely (5, 6, 7, 11, 17) of a new created community.
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4 Conclusion

The network community discovery in this paper is designed as an multiobjective.
Optimization problemmotivated by node centrality. An attempt is made to change

initialization, mutation, and crossover for good community discovery. Furthermore,
in this paper, crossover on the basis of objective function is used to increase the
goodness and convergence of the algorithm. The investigations have been performed
on the actual existing online social nets and showed the efficacy of the suggested
technique in discovering center-centric clusters. More work has been done recently
in the past few years. Emotional community detection in social networks has been
performed by Kanavos et al. [25]. An incremental method to detect communities in
dynamic evolving social networks has been proposed by Zhao et al. [26]. A novel
trust-based community detection algorithm in social networks has been proposed by
Chen et al. [27]. Such huge information can be used to carry out further research on
analysis of social nets.

Fig. 1 Segregation of Zachary karate net into two clusters employing optimization function F0
(0.74)
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Fig. 2 Segregation of Zachary karate net into three clusters employing optimization function Fk
(0.735)

Fig. 3 Segregation of Zachary karate net into four clusters
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IoT–Blockchain Integration-Based
Applications Challenges
and Opportunities

Chaitanya Singh and Deepika Chauhan

Abstract In the era of the revolutionized world with a huge enhancement in the
technology, various interconnecting devices are able to communicate in order to
automate the today tasks for us. These IoT nodes require security, reliability, robust-
ness and efficient management. This abundant information that shares in the network
requires security measures. Blockchain technology has revolutionary impact on the
world by transforming the way for sharing the information and provides a distributed
environment with no centralized authority support in various industries. This paper
emphasizes on the challenges faced in the integration of IoT and blockchain, surveys
the various applications to analyse the potential of blockchain in the upgradation of
IoT and addresses the development of some privacy preservation techniques for IoT
system operating over blockchain infrastructure. This paper reflects the comparative
analysis of various smart contract mechanisms used for the IoT platforms like Iota,
Iotex and Iotchain. In this, we proposed the methodologies of integration used for the
integration of both the technologies for the performance enhancement with respect
to various parameters.

Keywords Blockchain · IoT · Consensus · Paxos · Smart contractor · Iota ·
Iotchain · Iotex

1 Introduction

The rapid evolution in the technology integrates the electronic devices and wireless
networks to automate and provide advancement in the society. This advancement
leads to the production of these miniature electronic devices in various areas and
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provides a new interface to the real world. The real world is now seen as a digital
world. The Internet of thing has (IoT) is introduced as a collection of technologies
integrated with each other from wireless sensor networks to radio frequency iden-
tification. IoT is the networking of physical electronic devices which communicate
or share information between them with the help of sensors over the Internet [1].
IoT is the technology which helps to connect multiple devices along with the wire-
less network and done the communication between the devices using information
sharing. IoT technology has played a prominent role in the upliftment and upgrada-
tion of society. It converts cities into smart cities, electrical grids into smart grids,
houses into smart home, tourisms into smart tourism and health into smart health
system. According to the Gartner Inc forecasts, the report on the automotive Internet
of things (IoT) market which states that the IoT market will grow to 5.8 billion
endpoints by 2020, which shows the 21% increase from 2019 [2].

IoT is the amalgam of hardware, software, data and services. The versatile nature
of IoT has become very much popular in the technological trend as it covers all the
industries. There are many advantages having a device based on IoT. The digital
representation will generate by having various applications in various industries.
The various sectors which undergo this automation are health care, smart cities,
automobile automation, environment, smart grids, smart water management, smart
transportation and large-scale deployments (Table 1).

IoT applications inculcatewith specific featureswhichmake all the interconnected
devices to generate enormous amount of data, long-duration connectivity support and
high support for backups are required for the efficient working of devices connected.
The devices uses are miniature category IoT applications that carry specific charac-
teristics as they generate enormous amount of data, long-duration Internet connec-
tivity support and high power support for backups and efficient working. As the

Table 1 IoT endpointmarket by segment, 2018–2020,worldwide (InstalledBase, Billions ofUnits)

Segment 2018 2019 2020

Utilities 0.98 1.17 1.37

Government 0.40 0.53 0.70

Building automation 0.23 0.31 0.44

Physical security 0.83 0.95 1.09

Manufacturing and natural resources 0.33 0.40 0.49

Automotive 0.27 0.36 0.47

Healthcare providers 0.21 0.28 0.36

Retail and wholesale trade 0.29 0.36 0.44

Information 0.37 0.37 0.37

Transportation 0.06 0.07 0.08

Total 3.96 4.81 5.81



IoT–Blockchain Integration-Based Applications Challenges … 89

devices used are miniature category; thus, they have some limitation in their func-
tionality which includes power supply, storage memory, compute capacity, security,
reliability, etc.

The heterogenic nature and integration in IoT pose various challenges for the
technology. Another issues pose security and reliability of generated data as data
needs to travel within the various networks for the efficient communication. Likewise
in the centralized architecture, there exist issues related to fault tolerance, backup,
recovery. Unauthorized entities can alter the information as per there convince or
requirement; thus, the information shared in the network becomes unreliable. This
brings us a need to verify the information which has been travelling in the network
for the authenticity of the information.

One way to achieve the authenticity in IoT device by using the distributed services
in which all the participants are authenticated users and also ensure mechanism to
encrypt the data so that the data remains unalterable. For achieving authenticity we
need to verifies all the users so that every user will able to verifies complete data
from the initiation to the termination process that data should neither be altered nor
tampered. To make the system reliable and fault tolerant the distributed services
maintain the successful delivery of data to the destination.

Data immutability becomes a key challenge in the sectors in which traceability
of asset is required. Likewise in the food industry if we need to determine the raw
material used in the formation of the food products along with the destination where
the food product has to be delivered finally. For example, if any food product firm
has many clients and thousands of manufacturers through which the information has
passed on for the process automation and regulate with some laws. Like if anybody
wants to export or import any food product in different countries. In this scenario
tracing of raw material used for the packaging, finishing, polishing, etc., and trans-
portation of product between the intermediate destination would undergo with some
laws which involve may participants who rely on some unautomated methodolo-
gies for the verification purpose which introduces the problem of tracking, delays in
the delivery, unauthorized architecture or access, loss of product and unsuccessful
delivery which has enormous impact on the economy of industry. Thus, IoT has
the potential to transform and revolutionize the industry by digitizing and capturing
the knowledge to control the process in real time to maintain the data privacy and
reliability.

Thus, the reliability is the serious concern for the growing technology to overcome
this new technology was introduced as the decentralized cryptocurrency which poses
the potential to offer a better solution for the data reliability. The concept used in
the bitcoin which revolutionized the mechanism of money transfer is based on the
protocol which is called blockchain. This theory of blockchain is applicable for
various use cases of digital world which includes voting system, smart contract,
digital identity, supply chain management, fundraising, healthcare, food safety, etc.
[3].

The work in the paper will project the below-mentioned information.
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• Per lustration on blockchain technology with the illustration of unique features
and challenges faced in the real-time application.

• Methodologies for performing the integration of IoT and blockchain.
• Analyse various challenges and advantages of IoT and blockchain integration for

the real-time applications.

Chronicle organization of the paper is as follows. Section 2 introduces the theory
of blockchain technology along with the challenges faced. Section 3 addresses the
challenges faced during the integration of blockchain with IoT. Section 4 represents
various blockchain–IoT-based applications. Section 5 shows the comparative anal-
ysis of various smart contract for IoT applications. Section 6 shows the conclusion
and future work.

2 Blockchain

The issue of tampering of data can lead to serious issues in the economic world and
thus needed a better solution to secure economic transaction. In reference to this
problem, Satoshi Nakamoto in 2008 [3] presented two concepts that have a huge
impact to resolve the issue of data privacy. The concept was introduced bitcoin,
a virtual currency that maintains its value without the control of any centralized
authority or any financial entity support rather than the coins and notes which are
supervised by any centralized authority in the world. The concept was introduced
the decentralized peer-to-peer communication system for the floating of information
between the nodes or connected devices to make auditable and verifiable network.

The second concept gets the popularity which was blockchain itself. Blockchain
is themechanismwhich allows all the transactions to be verified by all the users in the
network. This is an irreversible approach in which once you perform the transaction
you cannot go back to it. This technology provides a distributed, secure, transparent
and unalterable ledger. This is a public platform which allows all the users in the
network to verify and access all the transactions since from the beginning to the last
block added in the network. The blockchain protocol structured information in the
formof set of transaction in the block.All the blocks in the network are interconnected
to the previous block by the reference thus forms the chain of the block. To operate
blockchain successfully, all the peers connected in the network require performing
some basic functionality like routing, storage, wallet service, mining and recovery
[4].

Blockchain is the distributed technologywhich helps to verify the economic trans-
action with themultiple users. The functioning of blockchain solely depends on three
properties.

1. Trustless: There exist no needs to own digitally certified identity for the user.
The entities involved in the transaction do not know each other but still able to
exchange data without knowing each other.



IoT–Blockchain Integration-Based Applications Challenges … 91

2. Permissionless: There is no existence of any controlling authority that will give
permission or take permission for performing the transactions.

3. Irreversible: They trust only on the quality of cryptographic algorithm used
for the transactions to be performed successfully. A transaction once sent and
accepted cannot be stopped.

Blockchain can be categorized into two types based on their functioning.

1. Permissioned Blockchain: This is the blockchain in which we limit the users
who can participate in consensus algorithm. In this, limited users are able to
validate the transaction and restrict users for smart contract generation.

2. Permissionless Blockchain: This is the blockchain technique in which any user
can participate in the validation and verification of the transactions and has access
to the consensus for generating the smart contract.

Functioning of blockchain undergoes the following steps which include routing,
storage,wallet service andmining.Routing is themechanismwhich is used to provide
the efficient communication between the peers to peers in the interconnected network.
Storage is the component which is required to savemultiple copies of the transactions
for the verifications, updations, backups and recovery purpose. Wallet services are
required to authenticate the users by comparing their key pairs for all the users and for
all the transactions. Mining algorithms are used to generate the block by using some
algorithms or principles like proof of work. The nodes that perform proof of work
are called miners, and they receive rewards and fees for decoding the transaction.
Theory of proof of work is based on the election of leader after electing the leader,
is responsible for validating the blocks and propagates the chain which means the
addition of blocks in the blockchain.

Proof of work based on the mathematical computation, this is the widely used
methodology in the blockchain but due to high criticization for the PoW as it is more
expensive because it involves enormous computations (Fig. 1).

Fig. 1 Transaction block validation
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Problem associated with the PoW is that multiple miners are involved in the
process which leads to wastage of electricity and computational efforts.

2.1 Challenges

Blockchain provides highly secure architecture for the network still, and it undergoes
some of the limitations.

2.1.1 Storage Capacity and Scalability

We know that blockchain is the database which is slow, immutable and highly redun-
dant thus required huge scalability and maintenance. Due to the enormous growth
in the transactions, the blockchain technology undergoes some challenges related to
storage and scalability. The impact of growth in transactions is as follows.

• Average confirmation time for the transaction increases.
• The network transaction fees increases.
• The block difficulty is increased which is directly proportional to increase in

computation power which in turn increases the electricity usage of the blockchain
technology.

• The size of blockchain increase enormously leads the technology towards the
difficulty in setting up for new full nodes which is required for the transaction
complete processing and verification purpose.

Consider the example of bitcoin and ethereum algorithms, bitcoin processes an
average seven (07) transaction per second and ethereum process an average twenty
(20) transactions per second while the other payment gateways like PayPal manage
two hundred transactions (200) per second and Visa manages average on 1667
transactions per second; thus, there is a need of scalability.

In blockchain technologies, the chains grow with the rate of 1 Mb per block in
every 10 min in bitcoin and also store the copies among the nodes in the network.

To solve the issue of storage and scalability, we proposed some solutions as
follows:

1. Increase Number of Transaction in Block: The bitcoin algorithm’s size of block
is 1 Mb and liable to handle only three to four transactions per second. Thus, we
require mechanism to increase the size of the block. In May 2018, a system we
proposed called bitcoin cash which successfully increases its size to 32 MB.

2. Minimum Byte Usage for the Information Representation in the Block:
Blockchain technology stores information in the block which is used for the
verification and validation of the transaction in the block. If we can reduce this
information storage by any means than we can achieve better throughput. For
this, we need to implement two things.
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• Used hashing algorithm which generate a small signature for authentications.
SCHNNOR signature is the way for implementing this.

• Use alternate data structure thanMerkle tree for organizing the transaction inside
a block. Merkelized abstract syntax tree is the alternative approach for handling
in a better way.

3. Reduction of Time for Adding Block: In proof-of-work algorithm of blockchain
technology, time is the function of blockchain difficulty level. In bitcoin average
time for creating block is 10 min, and in case of ethereum, the average time for
creating block is 7 min. If we use any approach which helps to reduce this time,
then the blockchain becomes efficient as there is increase in number of block
addition in average time.

4. Increase the Connectivity Between Nodes: In bitcoin, the transaction is commu-
nicated towards node twice.

• First time in the transaction broadcasting phase for the block addition.
• Secondly after the mining.

Thus, this complete process will require some time and also utilizing the network
bandwidth for the processing which in turn generates some propagation delay. Thus
for improving the performance, we need to reduce this bandwidth consumption and
design mechanism to provide highly connected networks for the nodes to reduce the
propagation delay in the network.

5. Speed of Consensus and Verification: Speed of consensus plays vital role in
the increase in throughput of the blockchain system, as in bitcoin proof of work
leads towards high computation time and block difficulty totally depend on the
scalability of the chain; thus to achieve high difficulty, we need to extend the chain
which in turn decreases the speed of consensus. Thus to design a mechanism
which helps to increase the speed and decrease the verification time for the block
helps to increase the throughput.
Alternative Options for this are:

• Litecoin is the alternative based on the concept of “SCRYPT” which helps to
reduce the time from 10 min in bitcoin to 2.5 min in litecoin which work on
the principle of serial execution of transaction rather than the parallelization of
transactions [5].

• GHOST [6] is intended to improve the scalability of bitcoin by changing its chain
selection rule. Off-chain solutions [7] are intended to perform transactions off the
chain, increasing the bandwidth; at the same time, as it increases the probability
of losing data.

• Bitcoin-NG is the alternative for a better performance in blockchain [8, 9] which
overcome the limit of 10 min of bitcoin to as soon as possible.

• BigChainDB is the alternative work on the concept of big data distributed
database and addition of blockchain characteristics which support high
throughput and low latency [9].

6. AlternativeProofs: This is an alternativewhichwill help to increase the frequency
of block addition as miners will not require spending their time in solving
cryptographical puzzles.
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7. Change in Storage Architecture: In bitcoin, all the blocks are stored at all the
nodes in the network which in turn needs enormous storage as the size of chain
increases and the frequency of adding block is also increased which cause miners
having minimum storage to be out of the market because miner node needs all
the states of the transaction for the mining and validation purpose.

8. Off-Chaining: This is the mechanism which promotes solving of puzzle off the
chain which means do some processing out of the chain which helps to reduce
the overhead over chain and reduce transaction processing cost [7, 8].

2.1.2 Security

Blockchain technology undergoes through various vulnerabilities and security
threats. The most common threats occur are double-spending attach, 51% attack,
man-in-the-middle attack and denial-of-service attacks.

• 51% Attack or Majority Attack: This is a very common attack known as 51%
attack and sometimes also known as majority attack. This attack can be done
by increasing the computation power to the 51% of mining computation power.
Many of the consensus algorithm proposed for the blockchain are subjected to the
51% attack. By getting 51% computation power, the attacker will get the value
of nonce quickly and now he is authorized for permitting the next block for the
addition in blockchain. After getting the authority, he/she would impact in the
following way.

– Apply restriction on block for verifying the transactions.
– Restrict miners from mining any block.
– Modify the transaction data which might leads towards the double-spending

attack.

• Double-SpendingAttack: This is the attackwhich uses the same coin twice in the
transaction. This generally occurs when digital currency is disrupted or currency
is stolen. Problem of double-spending can be solved by using the mechanism like
proof of work for consensus. They generally occur due to the huge time variations
and for fast payment scenarios and also can be achieved by the following ways.

– By copying the digital currency and still having the original currency.
– By simultaneously sending the coins to different peoples.
– By reversing the transaction.

• Bitcoin manages the problem of double-spending bymaintaining universal ledger
for the verification of the transaction.

• RaceAttack: This is the attackwhich occurswhen two conflicting transactions are
created by the attacker. This occurs due to the race of conformity of transaction
first. In this, attacker sends first transaction to the victim directly who accept
the transaction too quickly and then attacker sends another conflicting transaction
returning the same amount to the actor is broadcasted to the network which makes
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the first transaction invalid and probability of second transaction confirmation is
high and the victim is cheated on.

• Denial-of-Service Attack: This is the attack in which possessed all the resources
of the network becomes unavailable for the use by flooding of the transactions in
a distributed way. This can be achieved by disconnecting mining pool, e-wallets,
crypto exchange and other financial services of the network [10].

• Consensus Delay: This can be achieved by eclipse attack. Once the eclipse attack
is done successfully, then victim node becomes unable to accept block from the
network as timestamp of block does not match with the timestamp of the chain.
Sometimes, it is also known as time jack attack.

• Sybil Attack: In this category attacker take control of multiple nodes in the
network by creating fake id’s and surrounded the victim node with all the
controlled nodes of the network; thus, the node is subjected to Sybil attack. To
overcome, this attack blockchain increases the cost of new id in blockchain and
implement the consensus based on high computations.

• EclipseAttack: These attacks generally focus on single node rather than thewhole
network node like Sybil attacks. These attacks make the node isolated from the
other node by communication and get control over the chain by this victim node.

• Mining Pool Attack: Mining pools are required to mine large number of blocks
by miners; they pool all the computation power and resources for better mining
of the coins as this helps to share their rewards and obtains the highest computing
power. The attackers are also become the part of these miners by exploiting the
consensus algorithm internally and externally and attack over the network.

• Finney Attack: A Finney attack is possible when one transaction is pre-mined
into a block and an identical transaction is created before that pre-mined block is
released to the network, thereby invalidating the second identical transaction.

• Forks: Fork is the situation arises in which ideal single chain is breaking down
into two or more valid chains which generally occur due to the software updations
in the blockchain for the security concern. As all the nodes need to agree on the
agreement update in consensus will lead the division of nodes into two types new
node and old node which in turn create four scenarios.

– The new nodes agree with the transactions of block which are sending by the
old nodes.

– The new nodes disagree with the transactions of block which are sending by
the old nodes.

– The old nodes agree with the transactions of block which are sending by the
new nodes.

– The old nodes disagree with the transactions of block which are sending by
the new nodes.

Due do these four situations, fork can be categorized into three hard fork, soft
fork and temporary fork.

– HardFork:When system comeswith new agreement and not compatiblewith the
older version and old nodes disagree with the new agreement because computing
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power of new nodes is high comparative to old nodes and break the chain into
two parts. In this software validate according to older rule and block generated
according to new rules. In this situation, we need to upgrade all the old nodes to
the new version.

– Soft Fork: When system comes with new agreement and not compatible with the
older version and new nodes disagree with the old agreement because computing
power of new no Dark web is most comparative to old nodes but they work on
same chain, and gradually, they upgrade themselves. In this block, generated are
validated by older rules.

– Temporary Fork: When multiple miners done the mining of block, at the same
time then entire network disagree with the choice of newly created block.

2.1.3 Data Privacy

In blockchain technology, key feature is transparency between the transactions and
users. In this, all transactions are transparent from the initiation to the end of the
transaction while some use cases require maintaining the privacy. In consensus algo-
rithms, privacy cannot be achieved thus arise the problem of anonymity. To overcome
this, blockchain provides two mechanisms zero cash and zero coin implementation
which helps to generate anonymous transactions for the bitcoins by hiding the sender,
receiver and interval details. Also, we can propose encrypted transaction to maintain
the privacy.

2.1.4 Smart Contract

Smart contract is auto-executed line of code which is stored in the blockchain and
work on the basis of some predetermined rules. They help to exchange property,
shares, money or anything valuable. The execution of smart contract is based on
the blockchain consensus algorithms and has several advantages over the tradi-
tional approach like cost reduction, efficient, transparent and fast. After having
lot of advantages, it undergoes some limitations which are hacking, viruses, bugs,
denial-of-service attack, poorly coded contract, loopholes and lost communication.

2.1.5 Legal Issues

Blockchain supports decentralized architecture; therefore, there exists no central
control authority in case of fraudulent activity. Dark web is the most common fraud-
ulent network which uses blockchain technology; thus, this is subjected to the legal
conducts.
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2.1.6 Consensus

These are the algorithm which helps to maintain the integrity of the information
contained in the blocks and also guard transaction against the double-spending attack;
thus, this is the key component of the blockchain as the value of consensuswill decide
the authenticity of transaction of the blocks.

Proof of Work (PoW)

Proofs of work are the algorithm used in the bitcoin; but nowadays, many other
algorithms are available. Proof of work depends on the generation of coin on the
basis of energy consumption.

Proof of Stack (PoS)

Proof of work required huge amount of computation for which high power consump-
tion more electricity is required which makes the system costlier to overcome this
high cost; an alternative was proposed by ethereum community called proof of stack
which is cheaper and greener form of consensus. In this, mining depends on number
of coins hold by theminers. It creates strongmechanism to defend against 51%attack.
This undergoes with limitation as richer becomes richer which leads to the lowest
number of participants which turns the system in long run to become centralized.

The Leased Proof of Stake (LPoS)

This is the enhanced version of the proof of stack which is used to overcome the
limitation of proof of stack so that more participants should involve for the process
of block addition. These algorithms allow participants to lease coins to the other
participant so they become able to participate in the process of block selection and
reduce the chance of controlling network by particular group or individual. Sharing
of reward is done proportional to the coin held with the miners.

The Proof of Burn (PoB).

This is an alternative to proof of workwhichworks on burning of coinmeans destruc-
tion of coin that is sending coin to the verifiable unspendable address known as an
eater address for creating the new block in the chain. Eater address does not contain
any private key; thus, nobody will gain access to that fund. CounterParty is based
on PoB. However, this would lead to the increase in the price of bitcoin.
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Proof of Importance

This concept was introduced by NEM which helps in the determination of the node
which is eligible for adding the block in the blockchain. This process is named
“harvesting” by the NEM. In exchange of these harvesting blocks, participated node
gets transaction fees as a reward in the block. This protocol requires minimum of
10,000 vested XEM to become eligible for harvesting and harvesting can be done
on the highest importance score.

3 IoT and Blockchain Integration

The biggest problem associated with IoT is the centralization control as all the
communication between the nodes, validations, IoT device identification and verifi-
cation should be controlled by the central authority generally cloud servers. But the
problem exists with the present solutions that are high maintenance and infrastruc-
ture cost. But cloud server is vulnerable to single-point failure which impacts the
complete ecosystem working which arises the need of peer-to-peer communication
rather than client–server model [11].

Blockchain is tamperproof and decentralized technology and thus overcomes the
limitations of IoT by resolving the issues of scalability, reliability and data privacy
[12] (Fig. 2).

Distributed file sharing system Peer to Peer Messaging        Autonomous device 
co-ordination. 

Fig. 2 IoT and blockchain integration
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3.1 Advantages of IoT and Blockchain Integration

Integration of both the technology must require some enhancement in the new era to
make result more reluctant.

• Scalability and Decentralization: The decentralized architecture makes the
system to scale and helps to recover from single point of failure and bottleneck
which in turns help to build fault-tolerant systemand also provide extended storage
facility which helps in the reduction of storage cost.

• Unique Identity Management: Blockchain integration will help to identify the
object as each object is having a unique identity which in turn helps to identify the
actual data provided by the device. It provides authorization and authentication
of devices for the IoT available in the network.

• Autonomy: Blockchain technology empowers next-generation application
features, making possible the development of smart autonomous assets and hard-
ware as a service [13, 14].With blockchain, devices are capable of interactingwith
each other without the involvement of any servers. IoT applications could benefit
from this functionality to provide device-agnostic and decoupled-applications.

• Reliability: Integration helps to make IoT system more reliable. The trustless
network of blockchain architecture helps IoT to secure the data and services by
securing the transactions. Device connected in the network can communicate
with each other by verifying and validating the service and data successfully.
Blockchain enables accountability and traceability of service anddata in IoT-based
applications.

• Security: All the information related to the identity of devices and sensor has
stored in the encrypted form in the form of transaction which make the system
secure. The issue of hacking the sensor control information and data accessing can
be reduced [15]. All the messages can be validated and verified by smart contract
system; in this way, communication system has been improved.

• SecureCodeDeployment: Immutable storage and tamper-proofingof transaction
will help IoT to secure code used for deploying the sensors and devices in IoT.

• MaintenanceCostReduction: Blockchain-based storage platform like SIAhelps
to reduce the storage cost required by IoT for storing sensor data and communi-
cation data which is of the enormous amount. Instead of using dedicated server,
it works on the principle of rent out the storage for the system that also provides
the monetizing facility to the data.

3.2 Integration Schemes for IoT and Blockchain

3.2.1 IoT–IoT Mechanism

This is the fastest and low latency-based approach in which IoT device can commu-
nicate with each other through routing protocol mechanism. In this approach, the
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interaction between devices can be performed without the use of blockchain. In this,
some part of data is stored in the blockchain which required less storage space and
the decentralization achieve is of lower quality.

3.2.2 IoT–Blockchain

In this approach, all the data related to the communication between the devices
and the device associated data is store in the blockchain. In this approach, all the
interaction goes through blockchain for enabling immutable records of interactions.
In this, blockchain plays the role of controlling and monetizing the system and helps
to increase the autonomy of the users. This is generally used for the use of cases based
on rent such as Slock. Due to the storage of all, the details relevant to interaction in
blockchain promotes an increase in bandwidth and enormous storage requirement.

3.2.3 Hybrid Approach

In this approach, combination of two approaches is used in which interaction
performed using IoT–blockchain approach and data storage would use IoT–IoT
approach; thus, the problemarises the identification of interactionwhich goes through
blockchain. Toovercome the interaction selection issue,we integrate someother tech-
nology too like cloud computing for storage and networking support, fog computing
for mathematical computations [16, 17].

3.3 Challenges in Blockchain IoT Integration

3.3.1 Storage Capacity and Scalability

Storage and scalability are themajor concern in the blockchain-based IoT integration
system aswe know IoT device process huge amount of data, and blockchain has some
limitation over the number of transactions process per second as blockchain is not
designed for processing huge amount of data or storing huge amount of data; thus,
we can overcome this by using cloud computing in which cloud is used for storage
and blockchain is used for securing the interaction between the IoT devices.

3.3.2 Security

IoT networks are subjected to various forms of vulnerabilities which make the secu-
rity major concern; but due to integration with the blockchain, IoT undergoes some
improvement but still their exist some issues related to security. Blockchain integra-
tion with IoT ensures that the data in the chain are immutable can able identify the
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change made in the transaction but if the data arrives to the blockchain transaction
is corrupted data, in that case, the data remains corrupted in the blockchain.

There exist various for the corrupt data like malicious software’s, viruses, bugs,
environmental impact, failure of device, addition of noise. Along with these situa-
tions, there exist various types of threat which impact the data like denial-of-service
attack and eavesdropping [18].

3.3.3 Data Privacy

The problem of data privacy in transparent and public blockchain has already been
discussed, together with some of the existing solutions. However, the problem of data
privacy in IoT devices entails more difficulty, since it starts at data collection and
extends to the communications and application levels. Securing the device so that data
is stored securely and not accessed by people without permission is a challenge since
it requires the integration of security cryptographic software into the device. These
improvements should take into account the limitation of resources of the devices and
the restrictions related to economic viability. Many technologies have been used to
secure communications using encryption (IPsec, SSL/TLS and DTLS).

3.3.4 Legal Issues

Some of the applications of IoT are unable to understand whether their network
has to be managed by manufactures or make that network public to all the users.
Because blockchain is an irreversible technology, it requires some legal regulation in
a certain application which is not purely distributed or transparent. Thus, these regu-
lation issues would impact the future of blockchain technology and IoT integration
because it promotes the centralization or controlling characteristics which make the
blockchain–IoT integration inefficient.

3.3.5 Consensus

There are various issues associated with the consensus algorithms like proof of work
(PoW) as it consumes most of the computational power and a number of transaction
processes per second are generally 3–7. PoS and DPoS are the algorithm which
overcomes the limitation of power consumptions; but these algorithms suffer from
the issue of liquidity of coins where poor becomes poorer and richer becomes richer.
On the other hand, PBFT is the highest performer algorithm for the network but the
identity of each node is known and thus ensures the issues related to anonymity.
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4 IoT–Blockchain-Based Platforms and Applications

4.1 Smart Contract

Smart contract is the client management tool which is used for agreement between
the nodes of the network in blockchain technology without the need of traditional
contract agreement system. This helps to reduce the transactional cost to some extent
like reaching agreement, formalization and enforcement. This can be used in various
use cases like banking industry, insurance, telecommunication, education, real state,
music industry. This is basically set of rules written in some programming language
like solidity. This still undergoes with some limitations like.

• Complicated to implement.
• Practically still immutable

Ethereum and bitcoin are some examples for implementing smart contract system.

4.2 Hyperledger

Hyperledger was implemented by linux foundation, and this is an open-source plat-
form which is used for the blockchain-based project deployment and generally used
to implement permissioned blockchain. There are various advantages of hyperledger
as it offers the platform for implementing high level of trust and helps to exchange
asset on any network, optimized network performance and scalability. It supports
multilateral transaction system. This platform helps developers to create plugging
for individual workflow. This promotes modular architecture to the developers along
with highly immutable distributed ledger support. Limitations of hyper ledger gener-
ally faced are complex architecture design, network fault-tolerant, insufficient skilled
programmer and minimum use case support.

4.3 Lisk Framework

This is an open-source framework used for blockchain accessibility generally
designed for Java script developers. This is the platform which works on modular
architecture approach and provides developers with the toolkit for the implementa-
tion of applications based on blockchain along with the customization ease for the
applications [19, 20]. It will help tomaintain and implement connectivity between the
modules of lisk. Limitation of lisk framework is extended block time which creates
delay in the confirmation process of blocks. There are various use cases for the lisk
like Java applications, decentralized application directories and blockchain.
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4.4 Quorum

Quorum is a blockchain platform based on ethereum with high support for private,
public transactions and smart contract system. This supports high transactional
support with the support of 100 transactions per second. This is implemented for
permissioned blockchain which is simple and based on major voting support system
[20, 21]. This is very fast mechanism generally used for financial services. It allows
multiple consensus mechanisms and achieves data privacy through cryptography and
segmentation.

5 Experimental Analysis of Various Smart Contracts Used
in IoT

In this, we are using the three platforms Iota, Iotex and Iotchain smart contracts and
generate the results as follows (Figs. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17,
18, 19, 20, 21, 22, 23, 24 and 26; Table 2).

6 Conclusion and Future Work

Integration of IoT and blockchain undergoes some of the challenges which are
mentioned in this paper. This integration model of two major technologies is having
positive impact on the interaction between the citizens, government bodies and orga-
nizations. This integration promotes security of data and identity authentication but
still it faces some challenge in case of scalability and storage. This paper projected

Fig. 3 Graph shows Feb 24, 2020, Market cap, safety rank and price of Iotex
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Fig. 4 Graph shows Feb 24, 2020, Google trend analysis of Iotex

Fig. 5 Graph shows Feb 24, 2020. change in 24 analysis of Iotex

various challenges in the integration of blockchain and IoT which help to overcome
the limitation of this integration. As in today’s era, the size of data grows exponen-
tially which makes the integration suffer with the problem of storage which in turn
arise the issues of data security and privacy.

• The major issues with this integration are floating of corrupt data and subjected to
various attacks like man-in-the-middle attack, time hijacking, attack 51%; thus,
we concluded that there still exist needs for the improvement.

• Integration cost is another major issue in this approach as the requirement of
storage, connectivity and interaction varies from application to application and
also subject to various legal issues.
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Fig. 6 Graph shows Feb 24, 2020, Social Following analysis of Iotex

Fig. 7 Graph shows Feb 24, 2020, User Voting analysis of Iotex
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Fig. 8 Graph shows Feb 24, 2020, Twitter Citation analysis of Iotex

Fig. 9 Graph shows Feb 24, 2020, Potential Price analysis of Iotex
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Fig. 10 Graph shows Feb 24, 2020, Volume Point analysis of Iotex

Fig. 11 Graph shows Feb 24, 2020, Safety Rank and Potential Price analysis of Iota
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Fig. 12 Graph shows Feb 24, 2020, User Voting analysis of Iota

Fig. 13 Graph shows Feb 24, 2020, Market Cap analysis of Iota
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Fig. 14 Graph shows Feb 24, 2020, change in 24 analysis of Iota

Fig. 15 Graph shows Feb 24, 2020, Google Trend analysis of Iota
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Fig. 16 Graph shows Feb 24, 2020, Twitter Citation analysis of Iota

Fig. 17 Graph shows Feb 24, 2020, Social Following analysis of Iota
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Fig. 18 Graph shows Feb 24, 2020, Social Following, Safety Rank and Price analysis of Iotchain

Fig. 19 Graph shows Feb 24, 2020, Market Cap analysis of Iotchain
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Fig. 20 Graph shows Feb 24, 2020, Market Cap analysis of Iotchain

Fig. 21 Graph shows Feb 24, 2020, Social Following analysis of Iotchain
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Fig. 22 Graph shows Feb 24, 2020, Google trends analysis of Iotchain

Fig. 23 Graph shows Feb 24, 2020, change in 24 analysis of Iotchain
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Fig. 24 Graph shows Feb 24, 2020, Twitter Citation analysis of Iotchain

Fig. 25 Graph shows Feb 24, 2020, User Voting analysis of Iotchain
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Fig. 26 Graph shows Feb 24, 2020, Volume Ratio analysis of Iotchain

Table 2 Comparative analysis of Iotex, Iota and Iotchain smart contract used for IoT

Sn Parameter Iotex Iota Iotchain

1 Market Cap 96 Points 99 Points 92 Point

2 Safety Rank 3.99 5.32 4.92

3 Potential Prize $0.005242 $0.322677 $0.22751

4 24 h changes 51 Points 47 Points 51 Points

5 Social Following 66 Points 100 Points 76 Point

6 Google trends 9 Points 54 Points 1 Point

7 Twitter Citations 38 Points 100 Points 51 Point

8 User Voting 95 Points 98 Points 91 Points

9 Potential Profit +35.2% +23.3% +42.8%

10 Market Cap Prize $28,308,936 USD $727,274,738 USD $13,896,869 USD

11 Volume used Price $4,227,073 USD $9,415,959 USD $10,142,777 USD

12 Volume Point 15 Point 1 Point 46 Points

13 Current Price $0.005132 $0.261654 $0.159341
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Analysis on Detection of Shilling Attack
in Recommendation System

Sanjeev Dhawan, Kulvinder Singh, and Sarika Gambhir

Abstract Recommendation system is a system that attempts to predict the outcome
of user according to his/her interest. Recommendation system mostly uses collab-
orative filtering algorithms. Although this recommendation system is successful in
e-commerce sites, these collaborative filtering-based recommendation systems are
exposed to shilling attacks. In this, attackers insert false profile information to have
an impact on prediction or recommendation of the recommendation system. The
consequence of shilling attack on recommendation system, categorization of shilling
attacks, detection algorithms and evaluation metrics are provided by this paper.

Keywords Collaborative filtering · Detection algorithm · Recommendation
system · Shilling attack

1 Introduction

There is large amount of information stored on Internet, and number of users are using
Internet which causes the problem of information overload. Due to this, the users do
not get the relevant information as they desire. Google and AltaVista have solved this
problem to some extent, but prioritization and personalization were absent. These
problems are solved by recommendation system. Recommendation system is an
informationfiltering system that predicts the outcome according to user interest. It has
solved the information overload problem [1] by producing the relevant information
from large amount of data available on Internet. It helps in decision-making process
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[2] and increases the business revenue in e-commerce setting. It also reduces the cost
of transaction by buying the items from online shopping sites.

Recommender system is of three types, content based, collaborative filtering and
hybrid filtering. In content-based recommender system, recommendation is based on
the content rather on the other user opinion. Collaborative filtering is of two types—
user based and item based. In user-based filtering, recommendation is produced by
finding a subset of users that are similar to the target user. İn item-based filtering,
recommendation is produced by finding a subset of similar items rated by people.
Hybrid recommendation system is the combination of both content-based and collab-
orative filtering algorithm. Collaborative filtering (CF)-based recommender system
is affected by shilling attacks. Collaborative filtering-based system is more prone
to shilling attacks than the content-based recommender system. CF-based recom-
mendation system attainment depends on how well it handles and discovers shilling
attacks.

This design of paper is like this: Sect. 2 describes shilling attack, Sect. 3 consists
of categorization of shilling attack, Sect. 4 explains related work, Sect. 5 contains
detection attributes, Sect. 6 consists of evaluationmetrics, andfinallySect. 7 describes
conclusion and future work.

2 Shilling Attack

Shilling attacks are those that affect the recommendation system. In these attacks,
malicious users are inserted into existing dataset in order to affect the result of
recommendation systems. Product sellers generate these kinds of attacks. Strategy
of attack is to.

• Firstly create fake profiles in e-commerce sites;
• Give target items to high or low ratings.

E-commerce sites are successful by the recommendation system. However, the
collaborative filtering algorithm used in recommendation system is prone to shilling
attacks. For instance, there are six users and six items shown in Table 1. We want to
predict rating of user 1 that is the target user on item 6, incorporating the applicable
criteria that follow.

Table 1 Without attack

Users i1 i2 i3 i4 i5 i6 User 1 similarity with others

U1 5 3 3 2 ? 1.00

U2 4 2 1 4 −1.00

U3 3 3 1 2 1 0.76

U4 4 1 1 2 3 0.72

U5 3 3 3 4 2 0.94
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Table 2 With attack

Users i1 i2 i3 i4 i5 i6 User 1 similarity with
others

U1 5 3 3 2 ? 1.00

U2 4 2 1 4 −1.00

U3 3 3 1 2 1 0.76

U4 4 1 1 2 3 0.72

U5 3 3 3 4 2 0.94

U6 4 2 3 3 5 0.98

Here we assume k = 1; the similarity of user 1 with other users is shown in
Table 1. Pearson’s correlation coefficient (PCC) is used for calculating this similarity.
According to this similarity that is shown in Table 1, user 1 and user 5 are most
comparable, so the correct rating is 2 by user 1 on item 6.

Table 2 shows the user 6 is an attacker. Now according to the similarity calculated
in Table 2, it shows that user 6 is an attacker more similar to user 1. The value of
rating for user 1 on item 6 is 5; therefore, the accuracy of the recommendation system
is reduced by the shilling attack.

3 Categorization of Shilling Attack

Shilling attacks are categorized as intent based and knowledge required by the
attacker profiles.

3.1 Intent Based

Intent-based shilling attacks are categorized as push and nuke. Push attacks are the
attacks in which attacker gives higher rating to target item to increase its popularity.
Nuke attacks are those in which attacker gives lowermost rating to target item to
reduce its popularity [3].

3.2 Based on Knowledge

Shillings attacks are classified as average, random and bandwagon attacks based on
knowledge required for creation of shilling attack profiles.

True user and fake user profiles are shown in Figs. 1 and 2, respectively.
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Fig. 1 Genuine user profile Unrated 
items 

Rated items 

Fig. 2 Attacker profile
Target item Selected 

items 
Filler items Unrated 

items 

True user profile is divided into two parts, unrated items and rated items, as shown
in Fig. 1.

Fake user profile.
An attacker profile is divided into four partitions—target item, selected items set,

filler items set and unrated items set as shown in Figs. 2 and 3.
In different types of attack, different ratings are provided to select, filler and target

items for creating the attacker profile as shown in Table 3.

Attacks on Recommender System 

Random  
Attack 

Average 
Attack 

Segment 
Attack 

Bandwag-
on Attack 

Reverse 
Bandwag-

Fig. 3 Types of attack

Table 3 Types of attacks on recommender system

Attacks Is I f I I t

Items Rating Items Rating Push/nuke

Random ¢ ¢ Random System mean ¢ max/min

Average ¢ ¢ Random Item mean ¢ max/min

Segment Segmented items max/min Random rmax/rmin ¢ max/min

Bandwagon Popular max/min Random System mean/item
mean

¢ max/min

Reverse
bandwagon

Unpopular max/min Random System mean ¢ max/min
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4 Related Work

In this section, a number of detection algorithms have been proposed against recom-
mender systemwhich is based on supervised and unsupervised learning. Initially, the
term shilling along with two attack models average and random was introduced by
Riedl and Lam [4]. They analyzed that item-based CF approach is less prone to the
shilling attacks than the user-based CF. Sarwar et al. [5] also worked on item-based
CF. It has been verified that item-based algorithm is beneficial against user-based
algorithms as the effect of attack is not much that it can change the outcome of system
in item-based algorithm. Item-based approach also suffers from shilling attacks as
proved by Mobasher et al. [6]. They also analyzed that segment attacks are effective
on item-based CF. Burke et al. [7] discussed the segment attacks. Segment attack
focused on subset of users with specific interest. They also analyzed that segment
attacks are low-cost attacks. Chirita et al. [8] discussed many metrics for examining
rating patterns which are used to identify the malicious users. Rating deviation mean
agreement is given by these authors for detecting the behavior of attackers. Super-
vised, unsupervised and semi-supervised techniques aid in shilling attack detection.
To identify shilling profiles, many classifications and clustering algorithm have been
used. Bruke et al. [3] explained various detection attributes and used KNN classifier
to classify the profiles. The result of this method shows that the classifier with model
specific attributes performed better. In the sameway, Kumar et al. [9] also used super-
vised machine leaning techniques for detection of shilling attacks. They compared
the performance of six classifiers. They also analyzed that NN, SVM and random
forest have performed better than the other classifiers. They collaborate these three
classifiers and developed a new one which outdoes in many cases. Zhang and Zhou
[10] offered an ensemble model for detection of shilling attack profiles based on BP
neural network. It gave higher precision than the previous approach. Patel et al. [11]
also proposed a classification technique for detection of shilling attack based on the
attributes RDMA, DegSim and length variance. The classification method, decision
tree, is used. It gives better accuracy in any of filler size and attack size. Davoudi
and Chatterjee [12] proposed the classification technique for the identification of
shilling attack profiles that is based on social interaction between the attackers and
authentic users. Some researchers used unsupervised techniques for the detection of
attack. Brayan et al. [13] proposed UnRAP algorithm. Hv score metric is considered
for finding the attack profiles. The profile which is having high Hv score value is
an attacker. Wang et al. [14] proposed AP-UnRAP algorithm for detection of group
users. It gave the better performance than UnRAP algorithm. This algorithm is effec-
tive for popular and segment attack. But this algorithm performed significantly for
segment attack when the larger attack size is to be used. Zhou et al. [15] discussed a
new unsupervised algorithm for the detection of shilling attack based on target item
analysis. This algorithm used RDMA and dig similarity attributes for the detection
of fake profiles, and these have been refined by using target item analysis.
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5 Detection Attributes

Detection of attributes is divided into two generic attributes and model specific
attributes.

5.1 Generic Attributes

5.1.1 Rating Deviation Mean Agreement

It identifies user rating disagreement with genuine users. It is defined as

RDMAu = 1

Nu

∑

i=0

|ru, i − ri |
|RU, i |

where

Nu Total items rated user u,
ru,i u user rating to item i,
ri Item i average rating,
RU,i Total ratings delivered by all users for item i.

5.1.2 Weighting Degree of Agreement:

WDAu =
∑

i=0

|ru, i − ri |
|RU, i |

where

Nu Total items rated by user u,
ru,i User rating to item i,
ri i item average rating,
RU,i Total ratings delivered by all users for item i.

5.1.3 Weighting Deviation from Mean Agreement

It uses too much weight on rating deviations for smaller items that can help detect
anomalies. It is defined as

WDMAu = 1

Nu

∑

i=0

|ru, i − ri |
|RU, i |2
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where

Nu Total items rated by user u,
ru,i Rating of user u to item i,
ri Item i average rating,
RU,i total ratings delivered by all users for item i.

5.1.4 Length Variance

It is used to determine how long the length variation of a given profile from the
average length of the dataset. It is defined as shown below [7]

lengthVaru = nu − nu
∑

k∈U (nu − nu)2

nu Profile average length in a system.

5.2 Model Specific Attributes

These attributes are used for detection of specific type of attacks. For example, some
attributes will be used for detection of average attack, some for random attack, etc.
These kinds of attributes are defined below.

5.2.1 Filler Mean Variance

It is defined as

FMVu =
∑

i∈L f

(r x, i − ri)2

|L f |

It is used to detect the average attack.
where

Lf The filler item set,
rx,i User u rating to item i,
ri The average of ratings assigned to item i.
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5.2.2 Filler Mean Target Difference

It is calculated using formula given below

FMTD =
∣∣∣∣∣

∑
i∈Ls r x, i
|Ls| −

∑
i∈L f r x, i
|L f |

∣∣∣∣∣

where

Ls The selected item set,
Lf Filler item set,
rx,i Rating produced by user u to item i.

It is used to detect the segment and bandwagon attacks.

5.2.3 Mean Variance

MeanVar(r target, j) =
∑

i∈(P j−target)(ri, j − ri)2

|k|

where

Pj User j profile,
rtarget Hypothesized rating to target item,
ri, j Rating given by user j rating to an item i
ri Item i mean across all users.

It is used to detect the average attack (Table 4).

6 Evaluation Metrics

6.1 Prediction Shift

It is the difference between prediction of an item before and after an attack is applied.
It is calculated by the formula as described below

PredShiftu,i = pu,i − p′
u,i

pu,i Prediction of an item i before an attack
p’s Prediction of an item i after an attack
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Table 4 Detection attributes [15]

Attribute type Attribute Equation Significance

Generic RDMA RDMAu =
1
Nu

∑
i=0

|ru,i−ri |
|RU,i |

Rating deviation from mean
agreement

Generic WDA WDAu = ∑
i=0

|ru,i−ri |
|RU,i |

Weighted degree of agreement

Generic WDMA WDMAu =
1
Nu

∑
i=0

|ru,i−ri |
|RU,i |2

Weighted deviation from mean
agreement

Generic LengthVsar lengthVaru =
nu−nu∑

k∈U (nu−nu)2

Length variance

Generic DegSim DegSim =
∑x

i=1 Zi, j
x Degree of similarity with top N

neighbors

Generic TWDMA TWDMAuP = RDMAu
Trustu Trust into RDMA

Generic UnRAP Hv(u) =∑
i∈I (rui−rUi−ru I+rU I )2∑

j∈J (rui−ru I )?2

Unsupervised retrieval of attack
profile

Model specific FMV FMVu = ∑
i∈L f

(r x,i−ri)2

|L f |
Frequency mean variance

Model specific FMTD FMTD =∣∣∣
∑

i∈Ls r x,i|Ls| −
∑

i∈L f r x,i
|L f |

∣∣∣

Frequency mean target
difference

Model specific MeanVar MeanVar(rtarget, j) =∑
i∈(P j−target)(ri, j−ri)2

|k|

Mean variance

Model specific FMD FMDu =
1

|Uu|
Uu∑
i=1

|ru, i − ri |
Filler mean difference

Model specific FAC FACu =
∑

i (ru,i−r)√ ∑
i

Filler average correlation

6.2 Recall

It is defined as fraction of relevant data that area unit retrieved as attacker

Recall = true positive

true positive + false negative
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6.3 Precision

It is defined as the fraction of retrieved value is really an attacker

Precision = true positive

true positive + false positive

6.4 F1 Measure

It is the combination of precision and recall

F1 measure = 2 ∗ precison ∗ recall

precision + recall

6.5 Mean Absolute Error

It measures how close the probable prediction to the actual values

MAE = 1

N

N∑

t=1

At − Ft

At

At Actual value
Ft Predicted value.

See Table 5.

7 Conclusion and Future Work

In this paper, the effect of shilling attack on recommender system, their types, related
work and detection attributes and evaluation metrics are discussed. From the above
analysis discussed, it is observed that supervised learning performs better than unsu-
pervised learning. It means that supervised algorithms enhance the accuracy of
recommendation system. A method is required to be developed that works with
different filler size and attack size. In future, we will work on supervised learning
method for detection of shilling attack that enhances the accuracy of recommendation
system.
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Table 5 Evaluation metrics [15]

Metric Significance

Precision Fraction of retrieved value is
really an attacker

TP
TP+FP

Recall Fraction of relevant data that
area unit retrieved as an attacker

TP
TP+FN

F1 measure Combination of precision and
recall(measure the accuracy of
detection algorithm)

F1measure = 2∗precison∗recall
precision+recall

Prediction shift Measure the effect of shilling
attack

PredShift u,i = pu,i−pu,i
pu,i = prediction of an item i before
an attack
p’u,i = prediction of an item i after an
attack

Mean absolute error Measures how close the
probable predictions to the
actual value

MAE = 1
N

N∑
t=1

At−Ft
At

At = actual value
Ft = predicted value
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A Comparative Analysis
of Improvements in Leach Protocol:
A Survey

Amandeep Kaur and Rajneesh Kumar

Abstract LEACH is the hierarchal and distributed clustering protocol of wireless
sensor networks (WSNs) used to divide the network into clusters. There has been
extensive research done in LEACH protocol over the past few years to overcome
its limitations. This paper presents the survey of improvements in LEACH that has
been done over the years and also discusses the advantages and disadvantages of all
improvements.

Keywords Wireless sensor network · Clustering · LEACH · Cluster head · Base
station

1 Introduction

WSNs consist of large number of sensor nodes (SNs)with limited sensing, computing
and computation capabilities. SNs deployed randomly in sensing area with one or
more base station (BS) depending on application requirement. WSN used variety of
applications including pressure, temperature, humidity monitoring, disaster manage-
ment, forest fire detection, security surveillance and so on [1–3]. As these SNs
have limited energy and communication in WSN takes more energy as compared
to computation so as to save overall energy of network, clustering technique is
designed. LEACH protocol is the basic clustering protocol in which the network
is divided into clusters. In LEACH, cluster head (CH) is selected based on certain
criteria for each cluster that is responsible for collecting data from its members and
transmitting aggregating data to BS.
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Low Energy-Efficient Adaptive Clustering Hierarchy (LEACH): LEACH [4]
is an energy-efficient clustering protocol. It works in several rounds, and each round
consists of two phases: set-up phase and steady phase.

Set-up Phase: Network is partitioned into clusters, and CH is elected for each
cluster in set-up phase. For selection of CH, every SN produces a number between
0 and 1 randomly and then number is compared with threshold value T (n) that is
calculated by the following Eq. 1.

T (n) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

P

1 − P ∗ (
r mod 1

P

)

0: otherwise

: if n ∈ G (1)

where P is the desired percentage of SNs to become CHs, r is current round, and G
is the set of SNs that have not participated in CH selection process in previous 1

/
P

rounds.
SN is elected as CH if its random number is less than threshold value T (n),

otherwise it behaves like a normal node. Once CHs are selected, each CH broadcasts
a message in network and SNs join its closest CH to form cluster. Each CH generates
a TDMA schedule to avoid collision and transmit these schedules to their members.

Steady-state phase: In this phase, awake SNs send the sense data of whole cluster
to their CH and rest nodes remain in sleep state as per TDMA schedule to conserve
the overall energy consumption of network. After receiving data from all nodes, CH
transmits the aggregated data to sink or BS.

Advantages of LEACH:

1. LEACH is a distributed clustering protocol which reduces the communication
between SNs and BS, thereby improving energy consumption of network.

2. LEACH protocol gives all SN equal chance to be CH which causes uniform
energy distribution throughout network.

3. In LEACH, SN follows wake up as per their TDMA schedule which allows rest
nodes to go into sleep state and increases network lifetime.

Disadvantages of LEACH:

1. LEACH protocol CH selection criteria are purely based on randomness which
causes non-uniformity in network.

2. In LEACH, CH transmits data to BS that causes energy loss in CH very quickly.
As a result, network lifetime degrades.

3. LEACH follows random CH selection criteria so the less energy node may be
elected as CH. Hence, CH dies quickly by affecting robustness of network.

Improvements in LEACH: To overcome the limitation of LEACH protocol,
various improvements have been done during last few years. This section describes
all LEACH improvements as per chronological order.
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2 LEACH Protocols with Single-Hop Communication

LEACH protocol is originally meant for single-hop communication as shown in
Fig. 1 for enhancing network lifetime. Single-hop communication works better for
small size network due to less routing overhead. There has been many improvements
done in LEACH for single-hop communicationwhich includes CH selection process,
cluster form (square, rectangle, hexagonal and so on), inter- and intra-cluster forma-
tion, etc., during last few years. The following section discusses the improvements
in LEACH.

a. K-LEACH (K-medoids-LEACH) [6] (2013): Authors use K-medoids clus-
tering for cluster formation in network. K-LEACH improves LEACH protocol
by uniformly distributed CH throughout the network results in balanced energy
consumption. But it requires precision and is complex enough.

b. LEACH-TLCH (LEACHwith two level CHs) [7] (2013): Uses sameCH selec-
tion method as of LEACH. But the difference is that if current energy of selected
CH is below the average energy of all SNs and distance between CH and BS
is more than average distance of all nodes to BS, then the node having the
highest energy is selected as secondary CH. This secondary CH is responsible
for collecting data from its member nodes and sends aggregated data to BS.
This protocol outperforms of average energy consumption in rounds. But due to
selection of secondary CH, this protocol incurs extra overhead.

c. An Extended Vice Cluster Selection Approach [8] (2013): This approach is
the improvement of V-LEACH protocol. Improved V-LEACH protocol selects
the CH basis on three parameters: maximum residual energy, minimum distance
and minimum energy. In addition to CH, each cluster has vice CH that behaves
as CH only when CH dies. This protocol increases the network lifetime by using
vice CH as compared to LEACH but incurs extra burden because of selection of
one more CH for each cluster.

Fig. 1 Single-hop communication [5]
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d. LS-LEACH (Lightweight Secure LEACH) [9] (2013): LS-LEACH adds the
security feature into LEACH protocol. This protocol uses energy-efficient and
lightweight authentication scheme. In LS-LEACH, every node uses one secret
key for sharing with BS and second shared with other nodes of network. Private
key is used for sharing data between CH and BS, and group key is for joining
CHs. The main feature of LS-LEACH is that CH and nodes both authenticate
each other to prevent network from attackers. But drawback is lot of energy is
wasted in transferring of keys between nodes.

e. IB-LEACH (Intra-balanced LEACH) [10] (2014): IB-LEACH protocol
reduces the burden of CH by distributing load to aggregator nodes. IB-LEACH
protocol set-up phase is same as of LEACH but in addition to CH each cluster
has aggregator node which transmits sensed data of its members to BS. The
role of CH is only to manage cluster activities including creation of TDMA
schedule, selection of aggregators and so on. IB-LEACH protocol reduces the
energy consumption of network by reducing the load of CH but incurs control
message overhead in selection of aggregators.

f. CogLEACH (Cognitive LEACH) [11] (2014): CogLEACH is spectrum-aware
LEACH protocol that considers number of idle channels in the selection process
of CH. The probability of CH selection is calculated using the following Equation

Pi = min

(

k
Ci

Ct
, 1

)

(2)

Ct =
n∑

i=1

Ci (3)

where

k Total number of CHs in each round.
n Total number of nodes in the network.
Ci Number of idle channels in node i.

CogLEACH protocol performs better than LEACH but CHs selection criteria do
not consider energy so there is probability of less energy node can be selected as CH.

g. CogLEACH-C (Centralized Cognitive LEACH) [12] (2015): In this, author
solves the problem in CogLEACH by considering node energy in CH selection
process. As CogLEACH-C is centralized, BS is responsible for selecting CHs
in network. The probability of node to be selected as CH is calculated using the
following Equation

P(t)i = min

(

k ∗ n ∗ Ci ∗ Ei

Ct ∗ Et
, 1

)

(4)

where Ei and Et are residual and average energy of network.
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CogLEACH-C protocol enhances the network lifetime but due to its centralized
nature it suffers from scalability problem and cannot be used for large WSN.

h. EE-LEACH (Energy-Efficient LEACH) [13] (2015): EE-LEACH overcomes
the non-uniform CH distribution limitation of LEACH. CH selection is based
on spatial density of network and residual energy of node. This protocol uses
conditional probability for data aggregation and Gaussian distribution for better
network coverage. The main advantage of EE-LEACH protocol is uniform CH
distribution throughout network and less energy consumption of node.

i. MaximuM-LEACH [14] (2016): The drawback of LEACH is that someCHhas
more SNs and others have less due to its random nature. So to overcome these,
authors proposed MaximuM-LEACH centralized clustering protocol. In this
protocol, node joins its nearest CH only if CH members are less than particular
number, otherwise node joins second nearest CH and so on. BS station selects
the node as CHwhose energy is greater than average energy of all SNs. As equal
number of SNs are assigned to all CHs so MaximuM-LEACH ensures the load
balancing and uniform energy consumption of network, therefore improving
network lifetime. But the problem with this protocol is how particular number
is calculated is not clearly explained by the author.

j. Improved LEACH [15] (2016): Network performance metrics such as energy
consumption and network lifetime directly depends on the CH selection process.
ImprovedLEACH introduced new score function in place of probability function
used to select CH in the network. Score function of node is calculated using the
following Eqs. 5, 6 and 7:

SCRFN1 = Ecurrent

Emax
(5)

SCRFN2 = dbs
dfar

(6)

SCRFN =
n∑

i=1

wi ∗ SCRFNi

=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

w1

[
Ecurrent
Emax

]

n + w2

[
dbs
dfar

]

∗

⎡

⎢
⎢
⎢
⎢
⎢
⎣

P

1 − P ∗
(
r mod 1

P

)

0: otherwise

: if n ∈ G

⎤

⎥
⎥
⎥
⎥
⎥
⎦

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(7)

Ecurrent is residual energy, and Emax is maximum energy of node. dbs is distance
of node to BS, and dfar is distance of BS to farthest node of cluster.w1 andw2 are
weight given to energy and distance function. Data transmission from nearest
node preserves its energy. Therefore, parameters such as distance of node to
BS and distance of BS to farthest node in cluster and energy select the optimal
CH. Optimal CH automatically increases the network lifetime and performance
of network. The limitation of improved LEACH is that weight function is not
explained by authors.
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k. LEACH-CC (LEACH-Central Constrained) [16] (2016): LEACH-C [17]
selects the node as CH if its residual energy is more than average energy of
SNs. However, the limitation of this method is that if average energy of network
is low and node whose energy even more than average value can die after the
current round. LEACH-CC is centralized clustering protocolwhich improves the
LEACH-Cprotocol by redefiningCHselection approach.According toLEACH-
CC protocol, BS selects the k. CHs if the difference between SN energy and
average of all nodes energy is greater or equal to average energy of node for
current round. This protocol ensures that low energy nodes do not participate in
CH selection process. But as LEACH-CC is centralized, every node requires to
transmit its location information to BS which is energy consuming and costly
in terms of GPS.

l. NR-LEACH (Node-Ranked LEACH) [18] (2017): Authors have introduced
a clustering technique based on node rank. Each node uses residual energy,
link connections with its neighbours and received signal strength to calculate its
rank. Based on these parameters, the importance of node in networks calculated.
Node with higher rank is selected as CH. These protocols increase the energy
efficiency of network but it have more overhead of rank calculation.

m. CH-LEACH [19] (2017): In CH-LEACH protocol, CH selection is based on
centralized k-means clustering approach. Also authors consider the two position
of BS: one is at centre and second is at edge of network in order to improve
overall energy consumption of network. The main drawback of CH-LEACH is
to predict the accurate value of k to find optimal clusters

n. EiP-LEACH [20] (2017): One of the shortcomings of LEACH protocol is that
less energy nodes may be selected as CH. To resolve this limitation in EiP-
LEACH, authors have proposed modification in threshold calculation of basic
LEACHprotocol. The threshold value is calculated using the following equation:

T (n) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

P

1 − P ∗ (
r mod 1

P

)

0: otherwise

∗ En

Eintialaverage
: if n ∈ G (8)

where

En Current energy of SN.
Eintialaverage Average initial energy of whole network.

EiP-LEACH protocol ensures that the low energy node is not selected as CH. It
suffers from scalability problem.

o. ECO-LEACH (Energy Harvesting and Cooperative LEACH) [21] (2018):
This protocol improves the LEACH by replacing its random CH selection with
dutycycling and cooperative transmission. CHs are selected as per their duty
cycle that determines how often node behaves as CH in given time horizon. For
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example, if time horizon = 4, then node behaves as CH after every four rounds.
Moreover, cooperative transmission strategy enables nodes to relay undelivered
packets from CHs to the BS and also from members to CHs. ECO-LEACH
protocol improves lifetime but bears control message overhead.

p. ET-LEACH [22] (2019): The first step in ET-LEACH is to partition the network
field into equal size squares. CH selection is on the basis of threshold value
which is set half of the initial energy. The node is selected as CH if its energy is
greater than threshold value. ET-LEACH protocol outperforms as compared to
LEACH by reducing the overall total number of nodes participated in CH selec-
tion process. ET-LEACH also distributes CH uniformly throughout the network.
Soft threshold value is chosen to reduce performance overhead. This protocol
results in extra overhead as due to square partitioning of network.

q. Modified HeteroLEACH [23] (2018): Conventional LEACH protocol has
been proposed for homogeneous network. HETEROLEACH is an extension of
LEACH which supports heterogeneous network. In this protocol, only nodes
whose energy is more than threshold value participate in CH selection, and
nodes are associated with CH based on predefined range. CH transmits the aggre-
gated data of their members to BS to minimize redundancy and improving the
network lifetime. But the problem is control message overhead for inter-cluster
communication.

r. TH-LEACH [24] (2018): TH-LEACH protocol reduces the overhead for CH
selection of LEACH in every round. Based on the value of p (percentage of
node to be CH), few nodes are selected as heterogeneous whose energy level is
increased depending on initial energy level. Heterogeneous nodes are selected
as CH for first round and distributed throughout the whole network. In further
rounds, CHs are selected based on energy level, and SN serves as CH if its energy
is greater than average energy of all other nodes in network. CHwill be re-elected
only if its energy is less than T (n), i.e. total energy required to serve one round
and calculated using following equation.

T (n) = (n − 1) ∗ L ∗ Eelec + n ∗ L ∗ EDA + (
L ∗ Eelec + L ∗ Emp ∗ d4

BS

)
(9)

n Total Number of Nodes.
L Frame Bits.
Eelec Energy expenditure for transmitting or receiving one bit.
EDA Energy required for data aggregation.
Emp 0.0013PJ//bit/m4.
d Distance between CH and BS.

TH-LEACHprotocol avoids theCHselection in every round and saves the network
energy to enhance network lifetime. But the main demerit is to select coordinates of
CH for the first round which is not possible for large WSN.
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s. Re-LEACH (Reappointment LEACH) [25] (2019): TH-LEACH protocol
reduces the overhead for CH selection of LEACH in every round. In Re-LEACH,
protocol consists of three phases: set-up phase, steady phase and reappointment
phase. Set-up and steady phase work similar to LEACH protocol. According to
this phase, if SN is elected as CH, it continues to behave as CH for next several
rounds till it lost its energy completely. In this protocol, authors also modify
threshold value T (x)′ for selecting CH given in the following equation:

T (x)′ = K
[
N − K

((
floor

(
r1
T

)
mod N

K

))] (10)

where

N Total number of SNs in network,
T Time for reappointment,
K Total number of CHs,
r1 0 in reappointment of every new round.

Re-LEACH protocol reduces the overhead of CH selection in every round and
improves the energy efficiency of network. But the disadvantage is that selecting new
CH after the current CH loses its energy can create holes in network.

3 LEACH Protocols with Multi-Hop Communication

Traditional LEACH is not suitable for large WSN because more energy of CH is
wasted for direct communication with BS. To reduce energy wastage, multi-hop
communication between CHs and BS has been proposed in literature as shown in
Fig. 2.

t. E2ACM [26] (2014): Authors proposed E2ACMmulti-hop clustering protocol in
which CHs are selected based on LEACH protocol. The E2ACM protocol selects
next CH to participate in routing based on strength factor S f which is calculated
as Eq. 11:

S f = w1 ∗ b

w2 ∗ n ∗ w3 ∗ d
(11)

where

b Is battery life of CH.
n Is the number of nodes registered with the CH.
d is distance between neighbours CHs.
w1, w2 and w3 Are the weights assigned battery life, cluster density and distance.
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Fig. 2 Multi-hop
communication [26]

The E2ACM protocol improves the network lifetime by reducing the energy
consumption of CH required for transmission of packet to CH. The second advan-
tage of protocol is that it provides alternate path in case of link failure. But E2ACM
protocol suffers from hotspot problem as only CH near to BS is responsible for
sending aggregated packets to BS.

u. DL-LEACH [27] (2015): In LEACH protocol, node sends data to CH which is
responsible for transmitting it to BS. It consumes a lot of energy if CH is far
from BS. DL-LEACH protocol resolves this issue with two layers of multi-hop
routing. DL-LEACH follows same CH selection process as of LEACH. Before
sending data node, compare its distance with BS and CH. SN transmits data to
BS directly if distance of node to BS is less than that of CH.

v. DCDA [28] (2015): In DCDA protocol, authors modify conventional LEACH
in order to minimize its two limitations. First is that some portion of network is
left without CHs and some has more than one CHs, and second is less energy
node may be selected as CH. DCDA protocol overcomes these weaknesses by
dividing network into equal size grids and also selects CHs based on residual
energy [28] as given in the following Eq. 12:
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T (n) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

P

1 − P ∗ (
r mod 1

P

)

0: otherwise

∗
[(

Ecurrent

Emax

)

+ (rs ∗ p)

(

1 − Ecurrent

Emax

)

if iεG

]

(12)

Ecurrent is the residual energy of node, and Emax is themaximumenergy of network.
In steadyphase, selectedCHs send aggregated data of theirmembers toBS through

multi-hop routing path adopted fromE2ACMprotocol [26]. The advantage ofDCDA
protocol is that it ensures the uniform distribution of CH in network, and it also
provides alternate path in case of link failure. The demerit of DCDA protocol is that
CH near to BS loses its energy quickly and suffers from hotspot problem.

w. P-LEACH (PEGASIS-LEACH) [29] (2016): One of the drawbacks of LEACH
is that if CH is far from BS, then transmitting data from CH to BS consumes a lot
of CH energy and reduces the network lifetime. To overcome this in P-LEACH,
authors combined the PEGASIS andLEACHprotocol. P-LEACH is chain-based
centralized and multi-hop clustering protocol. Node with maximum energy is
selected as CH. CH collects data from its members and transmits it to next CH
in chain until data reaches to BS. P-LEACH protocols reduce the overall energy
consumption of network but incur extra overhead in chain formation.

x. CL-LEACH (Cross-Layer LEACH) [30] (2016): In CL-LEACH protocol,
authors proposed cross-layer techniques to improve energy efficiencyof network.
CHs are selected based on residual energy and distance of node to BS. CL-
LEACH uses multi-hop communication to transmit data from node to BS. Node
whose energy is greater than threshold is selected as intermediate node in multi-
hop communication. Major strength of CL-LEACH is caching in which source
node checks its route to destination if there is path in cache source, node follows
that path, thereby reducing overall routing time. But CL-LEACH involves more
overhead in maintaining multi-hop routing path.

4 Conclusion and Future Directions

Table 1 shows the comparative analysis of improvements of single and multi-hop
LEACH in chronological order. This survey concludes that major LEACH modi-
fication is proposed in literature to overcome its following limitations: First, CH
selection criteria are purely based on randomness which causes less energy node
may be elected as CH. To overcome this drawback, different LEACH variants use
distance and energy parameters for choosing CH. Second: CH is responsible for
transmitting data to BS so the energy of CHs depletes very quickly, and as a result,
network lifetime degrades that can be enhanced using multi-hop LEACH, and third
is some portion of network left without CH as LEACH selects CH randomly. Authors
solve this demerit by dividing network into grids, square and so on. However, the
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LEACH has been broad area of research for authors in the last years but there is
scope for this protocol for IoT and machine learning techniques in future.
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Deep Learning in Health Care:
Automatic Cervix Image Classification
Using Convolutional Neural Network

Mamta Arora, Sanjeev Dhawan, and Kulvinder Singh

Abstract Cervical malignancy can be viably counteracted if identified in the pre-
cancerous stage. In order to appropriately treat cervical cancer, making an accurate
determination of a patient’s cervical type is critical. However, doing so can be diffi-
cult, even for trained healthcare providers, because of the thin-line difference among
the various cervix types. Kaggle and Mobile ODT have distributed a gathering of
a few thousand commented on photographs of cervices. In this paper, we utilize
profound learning approaches in computer vision, for example, convolutional neural
networks and transfer learning. We try different things to experiment the models, for
example, batch normalization, image augmentation, and dataset methodologies, for
example, cropping the images. The initiations are utilized for the preprepared model
Inception v3 which was prepared on the ImageNet dataset of 1.2 million pictures.

Keywords Deep learning · Convolutional neural network · Transfer learning ·
Cervical cancer

1 Introduction

Cervical cancer is the cancer of cervix which is reported as the second most common
cancer in women in age between 15 and 44 years worldwide [1]. The cause of the
cervix cancer is a virus called human papillomavirus (HPV). The virus can damage
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the cell in the cervix. The dysplasia cells look like cancer cells, but they are not
malignant. These cells are known as cervical intraepithelial neoplasia (CIN). Based
on the severity, the CIN is broadly classified into three grades (CIN1/CIN2/CIN3).
Over period of time, CIN1 will relapse by body immune system. Thus, the major
goal is to diagnose CIN2 and CIN3.

The treatment will be proven effective if right type of cervix is identified at early
stage. According to cervical cancer statistic [2], the early detection of cervical cancer
can increase the five-year survival rate to 91%. The commonly used cervical cancer
screening methods are Pap test, HPV testing, colposcopy, and digital cervicography.
These are effective methods of screening but suffers from low sensitivity in detecting
CIN2/3+.

Moreover, these tests require the expert personnel and laboratory setup for
conducting the test. The entire above-mentioned screening test requires human inter-
ventions, thus are more prone to human error. Deep learning and computer vision
have proven effective in healthcare domain for classification of medical imaging.

The experimental work carried out in this paper is based on the image dataset
which is available on Kaggle. The Kaggle proposed a challenge in June 2017 by
making thousands of cervix images available to the public dataset through Intel and
Mobile ODT challenge. The challenge was based on differentiating the cervix image
into one of the three possible types. We proposed a novel algorithm for giving the
solution to the aforesaid problem.

2 Cervix Taxonomy

The cervical cancer is the cancer of cervix which is lower part of the uteri. It is
associated between the uteri and vaginal divider. The cervix can be think of alike
little donut with a modest opening from the center. The cervix position gets changed
all through the life cycle of women. The cervix is envisioned using instrument called
speculum. The expert practitioners look at the cervix and give the prospective deter-
mination by inserting the speculum into vaginal cannel. It is brought about by an
infection called human papillomavirus (HPV). This HPV is present in every person.
Some of HPVs are not risky, while others can cause growth of abnormal cells in
the body. The diseases caused due to HPV grew gradually. It approximately takes
between 10 and 20 years to reach from precancerous to cancerous stage. In the event
that cervical disease is identified and treated in premalignant growth organize, at that
point cervical malignant growth can be averted.

The rate of survival can be increased with the early identification. The cervix is
broadly classified into three types, namely Types I/II/III as shown in Fig. 1. There
is a thin-line difference between three types of cervix which is difficult to diagnose
for healthcare providers. With the advancement of technology, the task can become
easier for the healthcare providers.
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Fig. 1 Cervix images [3]

3 Literature Survey

As the cervical cancer takes decades in developing to cancerous stage, the mortality
rate can be increased if it is diagnosed early. Due to the less awareness of cervical
cancer screening methods, the patient comes to the doctor when it starts showing
symptoms [4]. To serve the mass population, there exist the requirements of
computer-assisted algorithms. The recently published studies show the state of the
art in medical imaging achieved using artificial intelligence techniques, viz. machine
learning and deep learning [5–8]. Some of the recent use cases of medical domain
are elaborated in detail below.

The authors Wang et al. in the study [9] used two machine learning algorithms,
viz. extreme learning machine (ELM) and support vector machine (SVM) for clas-
sification and detection of breast tumor. They worked on mammography images.
These images belong to the women aged between 32 and 70. In the first phase,
images are preprocessed for removing the noise using the median filter. The prepro-
cessed images are then segmented using region growth, morphological operations,
andmodifiedwavelet transformation technique. The result proves that SVMperforms
better than EVM.

The published study [10] dealt with profound neural system for identifying and
foreseeing tumor of the cyst. They connected different picture enlargement systems
for expanding the extent of the harmful mass and generous lone sores pictures. Along
these lines, the model had the option to report the area under the bend up to 87%.

Instances of successful convolutional designs are Inception v3 [11] and ResNet
[12], which we look at in detail in later segments. Past work has likewise discovered
methods like dropout [13], batch normalization [14], and image augmentation [15]
to help with preparing and summing up profound neural systems. Transfer learning
proved more success in this domain. It uses the pretrained weight of earlier models
and applies to the problems having fewer amounts of data [15].

In the published study [16], author Lei Lei et al. use cervigram dataset provided
by Kaggle for cervix-type classification. They have experimented four deep neural
networks, namely Inception v4, AlexNet, ResNet, and VGG16. Results show that
Inception v4 outperforms other networks with the accuracy of 74%. The author
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Chaitanya et al. [17] utilized transfer learning in diagnosis of cervix image in Types
I/II/III. They additionally utilized the optimization techniques like dropout, batch
normalization, and image augmentation.

4 Dataset

The images used in experiment are provided by the Kaggle community [11]. The
provided dataset contains hundreds of real cervical images. The multiple cervix
images of same women are obtained from EVA system and sent to the physician.
The best image is kept in the dataset. The additional set consists of annotated images
of the same patient from different camera settings. The initial dataset the competition
provides consists of the following distribution of classes (Table 1).

The amount and distribution of the additional data are as follows (Table 2).
As the efficiency of deep learning algorithms is directly proportionate to the

amount of data, additional data significantly boosts the amount of data we have.

5 Proposed Methodology

The proposed architecture based on transfer learning is shown in Fig. 2. It accepts
the set of cervix images for training stage. As images in training set are of different
sizes, these images are cropped randomly into size of 224 × 224. To increase the
size of available data, the technique of image augmentation is applied. It increases
the data by flipping, rotating, and mirroring the images. In the diagram, a sample
of horizontal flip is shown. Then, the images are normalized channel-wise for red,
green, and blue. The normalized images act as input to convolutional neural network
which gives the probability of each type of class as an output using softmax function.

Table 1 Image distribution
in original dataset

Type No. of images Percentage (%)

Type 1 250 17

Type 2 781 53

Type 3 450 30

Table 2 Image distribution
in additional dataset

Type No. of Images Percentage (%)

Type 1 1191 18

Type 2 781 53

Type 3 450 29
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Fig. 2 Proposed architecture

The classwhich is having themaximumprobabilitywill be selected as predicted class
for that instance.

Our proposed approach for cervix transformation zone classification relies princi-
pally on the transfer learning. It uses pretrained Inception v3 model which is trained
on ImageNet. Only one fully connected and softmax layer is added on the pretrained
model, whichwas trained on training set. All themethods are implemented in Python.
The model is trained and tested on Intel I5 dual-core processor.

5.1 Convolutional Neural Network(ConvNet)

The convolutional neural network or ConvNet is a type of neural network with
thousands of hidden layers. It is comprised of different back-to-back layers. The
contribution to the convolutional system takes crude pixel estimations of a picture.
The output or final layer consists of number of neurons corresponds to number of
target classes [18]. In the proposed architecture, the output layer of the convolutional
neural system will contain three neurons.

5.2 Pooling Layer

The function of the pooling layer is dimensionality reduction which in turn reduces
the feature map. There are various kinds of pooling activation function which exists
like max pooling, min pooling, average pooling, etc. The example of max pooling
function is described with the help of example. The pixels of image are arranged in
8 by 8 matrices. The max pooling function reduces it to 4 by 4 matrices by selecting
maximum pixel value from each quadrant.
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Table 3 Exprimental results Type Precision Recall F1 score

Type 1 0.34 0.22 0.27

Type 2 0.61 0.71 0.65

Type 3 0.41 0.42 0.44

6 Result and Discussion

The proposed model for cervix images classification either in Type 1/Type 2/Type
3 is evaluated using accuracy matrices. The evaluation metrics used for the system
is F1 score, recall, and precision. The classification report for the proposed model
where 249 bottom layers are freeze and only top two layers trained is shown as below
(Table 3).

7 Conclusion and Future Work

The work done in this paper portrayed the advancement and execution of
convolutional-based algorithm for cervix image classification. The work demon-
strates the usage of transfer learning approach to deal with this issue. We found that
using the approach of transfer learning respect great results, as thiswas a fine segrega-
tion task absentmuch information.We found that including a custom, complex design
over the preprepared model on ImageNet gave considerable lift to our outcomes. In
future, investigation will be done by making three unique models for each class that
will play out the paired characterization. At that point by utilizing the group system,
we can show signs of improvement forecast of the image to the class which it belongs
to.
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Review Paper on Leaf Diseases Detection
and Classification Using Various CNN
Techniques

Twinkle Dalal and Manjeet Singh

Abstract Majority of Indian population depends on agribusiness for its survival,
and it plays a vital role in every nation’s economy. The disease is spread to other
plants. Early detection of disease is a significant thing. Detection models to detect
the disease are built by direct observation of every plant. This is essential as we can
take parameters to restrict. Hence, healthy cropping is necessary for the growing
agricultural economy. A better yield of crop is dependent on many factors including
disease detection. The on time disease detection helps the farmers to save their crop
yield as the remedies can be given on time. In order to solve the problem, various
convolution neural network architectures have been designed and tested on labelled
data to obtain high accuracy in classification and detection of disease. This work
deals with the brief and detailed study of various techniques used for classification
and detection of disease in plants based on feature extraction and different training
methods.

Keywords Convolutional neural network · Image processing · Plant diseases
detection

1 Introduction

India is a country of wide diversity of crops in which majority of population relies
on the agricultural sector. The sensitivity of crops and the climatic condition proves
to be a main reason behind which leads to diseases in plants which further affects
the crop yield [1]. Out of the total diseases affected, plants make upto 10–30% of
overall yield loss. So timely and robust detection and classification of diseases play
an important role in increasing the quantity of the yield, and also it helps us to avoid
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the diseases which can somehow reduce the total loss incurred. For ready reference,
the conventional model of convolutional neural network framework is explained in
brief manner herein below:

CNN is an abbreviated form of convolutional neural network composed of four
main components

1. Convolution layer
It basically extracts the features of an imagewhilemaintaining the spatial relation
among the pixels by using a matrix that moves over the picture.

2. Nonlinearity (ReLU layer)
TheReLU function is an abbreviated formof rectified linear unit function denoted
by f (x) = max(x, 0) with input x, i.e. input given in the form of matrix. ReLU
considers all negative values in the matrix to zero, and the rest are kept constant.
ReLU speeds up the training process which can further improve the neural
network. ReLU gives unchanged value when multiplied by itself so we can say
that it is idempotent.

3. Pooling layer
Pooling can be defined as the sampling after reducing the dimensionality with the
help of ReLU. Pooling is of different types: Average, Max, sum, etc., depending
on the type of pooling the element is selected from the feature map.

4. Fully connected layer (classification layer)
It allows the network to learn about the nonlinear combination of the features [2]
obtained from CNN after pooling.

This paper presents an absolute comparison of different systems for automatic
image-based classification of diseases in plants [3].

The detailed study of these systems reveals that the different proposed systems
are tested on different leaves of plants individually to detect the disease in plants.
While all these plants have fruit that show the disease as well, our aim is to detect
the disease at an earlier stage, before it affects the fruit, so as to decrease losses [3].
For this reason, the proposed system classifies plant species and diseases based only
on the leaf [3].

After doing the detailed study of the various systems used for the work defined
above, it is clear that the proposed system is based on convolution neural network
[3], which is very well-known deep learning technique usually used in the field of
computer vision for image detection.

Few CNN architecture, models are experimented with a purpose to present a
complete comparison of the system in terms of accuracy, validation loss, speed of
training and size of model.

The organization of this paper is as follows. Section 2 comprises a literature
survey, whereas Sect. 3 consists of a brief study of various models based on CNN
techniques, and Sects. 4 and 5 consist of comparisons table based on various factors
some of which are mentioned above. And finally, Sect. 6 consists of the conclusion.
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2 Literature Survey

An intensive survey in the field of CNN is performed and organized as follows:
Support vector machine (SVM): SVM classifier uses an unsupervised learning

method. The SVM method aims to find out the linear combination of features in
pattern recognition in order to separate different classes. The learning data found
adjacent to the hyper-plane are called support vectors. SVM can separate sets of data
as both linearly indistinguishable and distinguishable [4, 5].

K-nearest neighbour (KNN): The KNN [6, 7] classifier uses a supervised learning
method. This method is a nonparametric and intense-based learning algorithm that
makes a classification of the existing learning datawhen new data enter. The principle
of this method is to assign new data input to the adjacent cluster in a previously
established sample set. The distance between these two data points is calculated
by using various distance functions. The most widely functions used are Euclidean
distance and Manhattan distance.

Extreme learning machine: ELM is proposed by Huang et al. [8] based on single
layer feed forward networks. In ELM, the hidden weights of the layer are generated
randomly, and the output weights are calculated using least square technique.

Recent study in convolutional works in convolutional neural networks is presented
as follows:

• AlexNet [9]
Krizhevsky et al. [10] proved for the very first time that the convolution neural
network can be a possible solution for recognition of images when working with
a huge amount of data, and it is even a better approach than usual traditional
method.
In 2012, Krizhevsky et al. stepped inside the visualization or can be termed as
image classification, knownas ImageNet,with their proposedCNNnetwork archi-
tecture popularly known asAlexNet, and theywon by a great margin. AlexNet can
be termed as the first step towards the recent trend convolutional neural networks.
In AlexNet, ReLU has been used along with other components such as local
response normalization and pooling. The network is trained on several numbers
of GPUs. In the coming years, champions of the ImageNet entered the deep
learning. One of the most important rebellion point of the network is its training
on multiple GPU which in turn can increase the training speed in huge data.
AlexNet is made up of five convolutional layers each preceded by ReLU layer.
Another layer known as normalization layers is added to help generalization [10].
Output of the last convolution layer, i.e. fifth convolutional layer is provided as
an input to the fully connected layer connected network after performing pooling.
As stated earlier, fully connected layers are helpful in calculating the probability
of class. Fully connected layer consists of dropout layers which are needed to
avoid over fitting. The final or end of fully connected layer (FC8) denotes the
class probabilities of image which is supplied as an input.

• SqueezeNet
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After the release of AlexNet, several architectures of CNN were proposed with a
primary objective of increasing the accuracy. SqueezNet is proposed by Iandola
et al. [11]. To achieve the objective of lightweight model, the SqueezNet is made
up of model three design strategy. That are reducing filter size, decreasing the
input channels and down sampling late in the network [11]. SqueezeNet appoints
new fire model. Fire module is made up of squeeze layer with 1× 1 filters (which
in turn decreases input channel of 3× 3 filters) and expand layer with combination
of 1× 1 and 3× 3 filters (reducing the filter size). Squeeze and expand layers are
followed by the ReLU layers [11].

• LeNet [12]
The LeNet model mainly comprises two parts: the first one is the self-explanatory
feature extraction model, and the second one is the classification model.

Feature extraction model
The feature extraction model trains the network to identify unique high-
level features extracted from the input. The LeNet comprises a sequence of
convolution and pooling layers.

– Convolution layer.
– Max-pooling layer.

Classification model
The classification step consists of fully connected layers in which every neuron
supplies a full connection to each and every learned featuremaps obtained from
the preceding layer. These fully connected layers rely on the Softmax activation
function to calculate the score of classes.

• VGG19
Simonyan et al. [13] demonstrated that CNN must include more depth for repre-
senting visual data in the hierarchical form to improve the performance of the
network. The team obtained 7.3% of error rate in image classification which is
less than as compared to preceding results obtained. They worked on network
which has 19 layers composed of 3 × 3 filters which has stride 1 and pooling
layers (max) with stride 2 to obtain more rigid features and their multiple combi-
nations. The two blocks of 3 by 3 layers (convolution) are same as the field
(receptive) of 5 by 5 in which an individual block of three layers has an efficient
field(receptive) of 7× 7. This method is made up of 3 fully connected layers (FC)
after the convolutional layer. More depth and fully connected layers give result in
a huge number of learning power as well as arguments. VGG-19 contains 1.44×
108 parameters.

• Inception-v3
This method is made of inception modules to build a deeper model while aiming
increment of width [14]. The traditional filters are used to gather information
about linear functions of the inputs, whereas with the introduction of incep-
tion module helps in obtaining higher learning abilities and selection power by
introducing complicated filters which exploit the cross-channel as individually.
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By evaluating the 1 by 1 convolution, the inception hinders the correlation of
cross-channels followed by correlation and cross-spatial via 5 by 5 and 3 by
3 filters. By performing computational in parallel manner and then clubbing the
abstracted feature maps of each and every convolution filters, this technique offers
the privilege of abstraction at multiple levels from an individual input.

• ResNet15 [2]
Residual neural network is abbreviated as ResNet developed by Kaiming [15].
He [15] had 3.57% error in classification which gives the much better results as
compared to all other state of networks (convolutional neural network). Beyond
a particular limit, increment in number of layers in a network can improve the
training and validation loss to a great extent. The problem of disappearing gradient
in network can affect the learning and make it slow and inappropriate. This
problem can be solved by creating a shortcut of the input to the result of a convo
(convolutional) layer in order to hinder the wrapping representation of the images.
The block popularly known as residual block can lead to the addition to the depth
of the network, whereas there is no change in the number of parameters. There are
two blocks of residual block one as an identity function and the other as bundle
of two convo (convolution) layers.

• Xception [2]
Xception can be termed as an enhanced version of inception model in which
replacement of modules is done with respect to the depth [14]. This architecture
of convolutional neural network comprises 36 separable convolutionswith respect
to depth, and mapping of spatial relationship and cross-channels is completely
decoupled.

• GoogleNet
GoogleNet [16] can be termed as deep neural network a structure that helps
to reduce thee computational time as well as complexity. It uses the modules of
inception which usesmore than one convolutional layer parallel to obtainmultiple
feature points. GoogleNet consists of batch normalization in place of dropout. In
batch normalization, mean and variance are obtained at each layer to normalize.

• CaffeNet [17]
CaffeNet is a form of deep learning or a form of a deep CNN composed of more
than one layer gradually that extract or compute features from the image supplied
as input. To be more specific, it contains five convolutional and eight learning
layers along with three fully connected layers. This architecture of CNN can be
termed as the initial point, but can be altered to work with five categories (class).
The final layer is modified, and the result obtained from Softmax was adjusted
according to the requirement (Tables 1, 2 and 3).

Neural networks served as the initial step towards AI by producing a model which
behaves similar to a human learning process. The above table presents a comparative
study based on the different parameters. The differentmodel trained the dataset either
using transfer learning or started training the dataset from the scratch or from both
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Table 1 Summary of performance (merits and demerits) measures based on classification models

Classifier Description Merits Demerits

K-nearest
neighbour [17,
18]

(a) It is nonparametric
and statistical
classifier

(b) Weight is assigned
to the adjacent
neighbour

(c) Classification is
done based on
distance metric

(d) It calculates
distance using
Euclidean distance

(a) Do not require
classes to be
linearly separable

(a) More
time-consuming
testing process
because it requires
calculation of
distance to all
known instances

Support vector
machine [19, 20]

(a) This objective of
this algorithm is to
define decision
boundaries in
N-dimensional
plane where N
denotes the number
of features

(a) Accuracy achieved
in classification is
very high as
compared to other
techniques

(a) Requires high
training time with
huge dataset

(b) Selection of kernel
function and kernel
parameters is
difficult for
mapping original
data into
high-dimensional
data

Extreme learning
machine [21]

(a) An efficient
learning algorithm
for the single
hidden layer feed
forward neural
networks

(a) It is robust and can
handle noisy data

(b) Well suited to
analyse complex
numbers

(a) Quite huge training
time and processing
time are required

the techniques. Transfer learning refers to the problem that is concerned on collecting
and storing knowledge obtained while solving a particular problem and using it for
a different but similar problem. The accuracy of various models has been recorded
and presented above.

3 Conclusion

Various CNN architectures like VGG-19, Inception-v3, Xception, ResNet-50 are
deeply studied with respect to different parameters according to their suitability and
compared the performance. Execution of all models has been estimated with the help
of changing the number of pictures (images), changing in weight and bias learning
rate. Change in the number of images visibly affected the performance of the models.
The main objective or the primary aim is to find an optimized model which can help
the farmers to classify the problem before it becomes uncontrollable. In this work, we
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Table 2 Comparison of different CNN models based on different parameters

Authors Species Data set Number of
classes

Total number
of images

Best accuracy
achieved till
date

Atabay
(2017)

Tomato Plant village
subset

10 19,742 97.53

Brahimi
et al. (2017)

Tomato Plant village
subset

9 14,828 99.18

Barbedo
(2018b)

12 crop plants Barbedo
(2016) (15%
controlled,
85% in field)

56 1385 87

Brahimi
et al. (2018)

14 crop Plant village 39 54,323 99.76

Fuentes et al.
(2017)

Tomato Own dataset 10 5000 85.98

Fuentes et al.
(2018)

Tomato Own dataset 12 8927 96.25

Cruz et al.
(2017)

Olive Own dataset
(controlled)

3 299 96.60

Liu et al.
[13]

Apple Own dataset
(controlled
and field)

4 1053 97.62

Ferentinos
(2018)

25 crop Plant village
dataset

58 87,848 95

DeChant
et al. (2017)

Maize Own dataset
(field)

2 1796 96.70

Picon et al.
(2018)

Wheat Johannes et al.
(2017)
extended
(field)

4 8178 97

Oppenheim
and Shani
(2017)

Potato Own dataset
(controlled)

5 400 96

Ramcharan
et al. (2017)

Cassava Own dataset 6 2756 93

Too et al.
(2018)

14 crop plants Plant village 38 54,306 99.75

Sladojevic
et al. [17]

Apple, pear,
cherry, peach,
grapevine

Own dataset
(Internet)

15 4483 96.3
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Table 3 Comparison table based on training strategy and use of CNN model either for detection
or classification

Authors Detection or
classification

Deep convolutional
neural network

Training strategy

Atabay (2017) Classification VGG16, 19, custom
architecture

From scratch and
transfer learning

Brahimi et al. (2017) Classification AlexNet, GoogleNet From scratch and
transfer learning

Barbedo (2018b) Classification GoogleNet Transfer learning

Brahimi et al. (2018) Classification AlexNet,
DenseNet169,
Inception v3,
ResNet34,
SqueezeNet1-1.1,
VGG13

From scratch and
transfer learning

Fuentes et al. (2017) Classification AlexNet, ZFNet,
GoogleNet, VGG16,
ResNet50, 101,
ResNetXt-101

Transfer learning

Fuentes et al. (2018) Detection AlexNet, ZFNet,
GoogleNet, VGG16,
ResNet50, 101,
ResNetXt-101

Transfer learning

Cruz et al. (2017) Classification LeNet Transfer learning

Liu et al. [13] Classification AlexNet, GoogleNet,
ResNet20, VGG16
and custom
architecture

From scratch and
transfer learning

Ferentinos (2018) Classification AlexNet,
AlexNetOWTBn,
GoogleNet, Overfeat,
VGG

Unspecified

DeChant et al. (2017) Detection Custom three stages
architecture

From Scratch

Picon et al. (2018) Classification Custom ResNet50,
ResNet50

Transfer learning

Oppenheim and Shani
(2017)

Classification VGG Unspecified

Ramcharan et al. (2017) Classification Inception V3 Transfer learning

Too et al. (2018) Classification Plant village Transfer learning

Sladojevic et al. [17] Classification CaffeNet Transfer learning
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presented the review of the use of various neural network models in the agricultural
field to detect and classify plant diseases detection and classification. The literature
study shows that the texture, colour and morphological characteristics are best suited
for the purpose of identification and classification of plant diseases. In the nutshell,
we would like to conclude that automatic detection and classification of disease in
plants would reduce the cost incurred because of an expensive domain expert. And
also, it will prove to be a boomb to farmers which would help them to improve the
yield of crop which will further add to enhance the quality of Indian gross domestic
product.
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Artificial Intelligence and Virtual
Assistant—Working Model

Shakti Arora, Vijay Anant Athavale, Himanshu Maggu, and Abhay Agarwal

Abstract In twenty-first-century virtual assistant is playing a very crucial role in
day to day activities of human. According to the survey report of Clutch in 2019, 27%
of the people are using the AI-powered virtual assistant such as: Google Assistant,
Amazon Alexa, Cortana, Apple Siri, etc., for performing a simple task, people are
using virtual assistant designed with natural language processing. In this research
paper, we have studied and analyzed theworkingmodel and the efficiency of different
virtual assistants available in the market. We also designed an intelligent virtual
assistant that could be integrated with Google virtual services and work with the
Google virtual assistant interface. A comparative analysis of the traffic and message
communication with length of conversation for approximately three days is taken as
input to calculate the efficiency of the designed virtual assistant.

Keywords Virtual assistant · Artificial intelligence · NLP · IoT · NLG

1 Introduction

The virtual assistant is an independent entity which provides administrative services
to the users. It also provides technical and social assistance to the users. The virtual
assistant can work in various modes like secretarial work, customer service support,
marketing on social media, as well as can do the web editing task for a particular
site or app. Virtual assistant services can be used in any of the organization, and
with the training of the virtual assistant, the efficiency of the work can be improved
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continuously. Several supporting technologies help the virtual assistant to work as
a real time assistant. For example, Natural Language Processing (NLP), Artificial
Intelligence (AI) and IoT supported tools and applications are working as a backbone
for virtual assistant.

1.1 Difference Between Virtual Assistant and Chatbots

Chatbots and virtual assistants are the applications of artificial intelligence and both
can be used and served as the business applications, and considered as the intelligent
applications ofAI. The chatbots are used as an interface for extracting the information
and work as a medium for providing the information to the user and afterward
users can verify their queries or ask any product-related information, can fix an
appointments andmeetingswith themanagers and orwith any registered entity, while
virtual assistants are used for making business plans, setting reminders, planning
events, attending calls and so on.

Virtual assistant and chatbots can apply artificial intelligence. Intelligence worked
on the trained model support high level language processing and support high
language processing skills; wider scope and can work with a range of functions.

Simple rule-based tasks can be performed; Artificial Neural Networks,
and Ranking models are used to design chatbots various API are available to design
VA, C#, JavaScript, Python can be used to design chatbots.

The comparison between the chatbot and virtual assistant is given in Table 1 and it
is more evident that virtual assistant uses Artificial Intelligence, Natural Language
Processing and the artificial neural network which makes the virtual assistant more
dynamic and productive.

In Fig. 1, a survey report published by Clutch [1] in 2019 is presented, which
visualizes the adoption of virtual assistant integration with different devices.

Table 1 Comparison
between virtual assistant and
chatbots

Virtual assistant Chatbots

Apply the artificial
intelligence

Worked on the trained model

Support high level language
processing

Does not support high language
processing skills

Wider scope and can work
with a range of functions

Simple rule-based tasks can be
performed

Designed using artificial
neural networks

Ranking models are used to
design chatbots

Various APIs are available to
develop

C#, JavaScript, Python can be
used to develop chatbots



Artificial Intelligence and Virtual Assistant—Working Model 165

Fig. 1 Voice communication integration in different devices

Figure 1 shows the actual existence and working of virtual assistant in different
domains. 85% smartphones are using virtual assistants, 19% smart speakers and 18%
laptops in the market are using the services of the virtual assistant. Total 44% of the
users are using the virtual assistant on different devices. With the advancement in
IoT, such types of applications are embedded in the larger to smaller devices and are
working efficiently.

2 Training Automation

Intent Identification: Intents are a special type of object that describes how to do
something [2]. Intents are the actions, used to map the queries (asked by the users),
to the most appropriate responses. It is the goal of the users in making a particular
request. Context plays a vital role while taking these actions as they store the previous
data and status of what has already been done in the conversation. Some events also
occur while mapping a particular query to the response. These events are nothing
but a special piece of code that performs a particular operation and allows us to call
an intent-based non-verbal signal, like starting a new conversation or a button click.
The designed intents activate the training phrases and train the machine based on
inputs keywords and phrases provided by users.

Entity Identification: Entities tell the systemor virtual assistant how the data from
the user’s expressions have been extracted [2]. When a user asks any query entity
from that expression is identified. Entity can be a place or some sort of keyword. For
example, show me any flight for New York, book an appointment with the director.
Here, New York and Appointment are identified by the code and then the data is
extracted from a particular user expression and helps to map the query to a particular
response.

Training Phrase Organization: Training phrases are some example phrases for
what a client or a user might ask. A lot of training phrases may be created for
a particular intent [2]. When a user’s utterance resembles one of these phrases, the
intent has beenmatched and the user query has beenmapped to a particular response.
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For example, for booking an appointment client might ask, “book an appointment,”
“schedule an appointment,” “schedule an appointment at 12 pm,” or maybe the client
says or type “Iwant to book an appointment at 12 pmnextMondaywith theDirector.”

Workflow: The workflow of any virtual assistant can be defined step by step in
order to achieve better accuracy. The basic workflow, if there’s no data required for
the user’s query, is simply the query can be stemmed accordingly and mapped to a
particular intent according to the what the score of the query actually is, meaning
that the score is compared with a threshold value set by the developer itself. If the
score of the query is greater or equal to threshold then the intent with a higher score
is taken and according to that, the VA responds to a particular user’s query. But if the
score is less than the threshold, then the query is forwarded to a “fallback” intent.
Workflow can be as follow [1]:

• The user asks a query to a chat client.
• VA sends the phrase to NLP engine.
• NLP engine extracts user intents and entities from given phrases and sends them

back to VA.
• Proper data service is called by intent and hence structured data by a given entity.
• Data is returned to VA.
• VA responds back to the client the same way as the client asks the query (Fig. 2).

Layers of VA: There are four layers in a chatbot. The layers define the workflow
in a better and more understandable way. These are (a) UI layer, (b) integration layer,
(c) machine learning layer and (d) data layer.

1. UI Layer: This is the closest layer to the end-users as shown in the Fig. 3. It is
the only layer to which a user actually interacts with [4]. This layer is usually
visual to the end-users.

Fig. 2 Workflow of a VA [3]
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2. Middleware/Integration Layer: This layer connects the UI layer to the conver-
sational or ML layer. This layer consists of a special piece of code that calls
a particular method to detect or map the user utterance to the particular action
which could help in integration. Hence, this layer is called the integration one.
This is the layer which enables the backend code to different platforms. Virtual
assistant can work with google, webapp, twitter, facebook and many more.

3. Machine Learning Layer: This layer is also called the conversational layer.
Conversational layer consists of NLP/NLU Natural l Language Undersatnding
and a decision tree. It consists of your special piece of code including your intents,
entities, context, etc. [4]. NLP is the component of an AI that makes it able to
recognize, process and perform human language. NLP is based on deep learning
and neural network to recognize patterns, categorize the patterns, contextualize
them, translate them into text and perform a voice-based interaction [5]. NLU
is the subgroup of NLP that deal with the best handle unorganized inputs and
change them into a structured manner that software can understand and now the
VA throws these utterances into the decision engine, and VA has the definite
standard to encounter to exit the conversational loop and act upon [1, 4, 5]. That
is how the user’s queries are mapped to the most accurate and specific responses.

4. Data Layer: It is the farthest layer to the end-users. There is a data connector in
this layer that is responsible for connecting and collecting the data to/from the
cloud or any data source. This layer directly passes the structured data to Natural
Language Generation (NLG) which converts structured data into specific text
response and passes the response to the middleware/integration layer (Fig. 3).

Fig. 3 Layers of VA [6]
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3 Analytics

Precisely, potential test methods are used to retain data and to modify it into conver-
sations with the user and to provoke and keep a conversation continuous. This
covers the survey of input, way of generating output and “fallback” plan for when
a direct/mapped response is not available. Abreast this, there is no method of data
extraction for the VA to focus on. This, in turn, means that the VA’s main focus is to
assist the user through conversation and continuously redeveloping its unique library
of data and metadata [7].

Analysis of the length of conversation and messages sent by users is done. The
conversational length goes on increasing with the increase in the number of the user.
The users love the interaction and behavior of virtual assistant which results in more
engagement of users with the VA(s) for a longer duration. Hence, it is clear that
the VA(s) is behaving more like a human than a machine. This shows the natural
behavior of VA(s) (Figs. 4 and 5).

Fig. 4 Conversation length

Conversation length

Fig. 5 Text message

Text Message 
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4 Related Work

This paper introduces the usability of four voice-based and text-based VA (Google
assistant, Cortana, Alexa and Siri). Google assistant answered 88% of questions
correctly, while Siri scored 75%, Alexa scored 72.5% and Cortana came in with
63%. However, this test was on smart speakers and not smartphones [3, 8, 9]. To
perform an action on virtual assistant via voice communication interface on different
objects, some of the approaches work upon computers, tablets while some upon
smart devices like Smartphones, Google Home, Alexa Echo dot, etc.

Alexa works on several platforms, like Amazon echo line speakers and smart
devices, there is also an Alexa application for smartphones. Also, the application is
an additive to other Alexa gadgets and not as a solitary AI-based VA. Alexa answered
72.5%of questions correctly and is improving day by day. The initial release ofAlexa
is in November 2014 and supports Fire OS 5.0 or later, iOS 8.0 or later Android 4.4
or later. In January 2019, Amazon’s devices team announced that it had sold over
100 million Alexa-enabled devices [6, 10, 11] and is available in English, French,
German, Punjabi, Hindi and many more languages. Alexa is of two types: Intelligent
VA and cloud-based voice service.

Google Assistant works on several platforms like Android, Chrome OS, iOS,
Linux, etc. There is even a Google Assistant application for smartphones. Also, the
application is an additive to other Alexa gadgets and not as a solitary AI-based VA.
Google Assistant answered 88% of questions correctly and is improving day by day.
Google Assistant was unveiled on May 18, 2016, and has support for Android,
Google Home, Wear OS by Google, Android TV, smart speakers, headphones,
smart displays, iOS, Ubuntu, Raspberry Pi, etc. Google Assistant is available in
English, Arabic, Bengali, Chinese, Dutch, French, German, Gujarati, Hindi, Indone-
sian, Italian, Japanese, Korean, Tamil and many more languages. It is basically a
virtual assistant.

Siri works on several platforms like iOS gadgets, macOS and Apple TV too.
However, Apple was the beginning head to set a voice-controlled VA on a phone, and
Siri has expanded frombeing a fundamental attachment to your iPhone’s capacities to
something significantly smarter [12, 13]. Siri answered 75% of questions correctly
and is improving day by day. The initial release of Siri is on October 12, 2011,
and supports iOS 5 onward, macOS, TV OS, watch OS, audio OS, iPad OS and is
available in English, French, German, Chinese, Dutch and many more languages.
These are intelligent virtual assistants.

Cortana works on several platforms like Windows, iOS, Android, Xbox OS,
PlayStation, etc. Cortana answered 63% of the questions correctly. Cortana was
presented in 2014. Cortana also works with Apple iOS gadgets and Google Android
and is available in English, French, German, Dutch and many more languages. Since
launch, the total number of questions asked is 18 billion and the number of people
with access to Cortana is around 800 million in 2019. These are personal digital
assistant [14–16].
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5 Future Work

Recognizing speech and natural language to make the conversation more natural is
still the biggest task to work upon. Speech recognition and machine getting to know
have persevered to be refined.

6 Conclusion

In this paper, a comparative analysis of chatbot and virtual assistant aswell as analysis
is done on the number of virtual assistants available in themarket. The next generation
of virtual assistants is also discussed. We designed a virtual assistant to converse
with humans, with a consistent design. The designed VA(s) accepts both speech and
contextual text for communication in both the input and output case. Also, in order to
make the VA’s conversation more interactive, we use a few technologies like speech
recognition and the knowledge base. A sample of a few days of voice message and
text messages are taken as testing to analyze the performance of designed virtual
assistant. To make the conversation between human and software more natural, we
use some techniques like natural language processing and machine learning in the
machine learning layer.
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Data Security in Wireless Sensor
Networks: Attacks and Countermeasures
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Abstract Secure routing of information is one of the major concerns of specialist
working in the field ofwireless sensor networks (WSNs) as sensor nodes gather infor-
mation from the physical world and transmit to base stations for authorized users
to access via the internet. In a WSN, sensor nodes are deployed most of the times
in unattended locations where there is the possibility of authorized or unauthorized
access. This and others have brought the need to secure transmitted information from
intruders. Though there are many ways to provide security to a network, cryptog-
raphy has been identified as the best way for these main three security requirements
which include: data confidentiality, authentication, and integrity (CIA). In this paper,
we present an overview of the present challenges in a WSN and outline a number
of countermeasures to solve these challenges. To tackle the challenge of security
encountered in existing WSN systems, we propose an efficient and robust encryp-
tion and decryption algorithms for secure communication. The major key feature
of this algorithm is that it combines both substitution and transposition cipher tech-
niques in order to achieve the encrypted text. The algorithm is the outcome of the
inspection of various existing algorithms in this field.
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1 Introduction

In recent times, wireless sensor network (WSN) technology has experienced rapid
growth in modern science and engineering applications. A WSN consists of small
nodes which are powered by electronic devices that are non-rechargeable and have
limited battery. The sensor nodes are made up of four components, namely: sensing
unit, microcontroller, power supply, and transceiver. They consume energy while
receiving, processing, and transmitting data. These networks arewidely used inmany
applications such as military surveillance, battlefield, medical field, target tracking,
precision agriculture, home applications, and many other commercial applications.

Nowadays, secure transmission is a challenge in WSN as unauthorized users
try to gain access to transmitted information [1, 2]. This brings about the need to
secure transmitted information from unauthorized users. Though there are many
ways of providing security in a WSN, cryptography still remains the most widely
used approach for tackling this challenge. Some of the widely used cryptographic
techniques include: symmetric key ciphers and asymmetric key ciphers.

The major challenges faced when employing any efficient security scheme in a
WSN are created by the memory, size of sensors, processing power, and type of tasks
expected from the sensor nodes as well as its limited communication capacity [3, 4].

The rest of this paper is organized as follows. Section 2 presents the types of
attacks which occur in a WSN. In Sect. 3, we discuss the security requirements in a
WSN. Cryptographic techniques are discussed in Sect. 4, while in Sect. 5 we discuss
the various attacks experienced by cryptosystems, and in Sect. 6, we present a review
of related works. In Sect. 7, we present our proposed approach, and Sect. 8 concludes
the paper.

2 Attacks in WSN

In recent years, there has been an increasing demand for communication devices,
for instance, cordless and mobile phones, laptops, and teleconferencing equipment
which use some form of wireless connection to communicate. Communication with
any of these devices requires a secure means of transmission [5]. WSNs experience
a wide range of attacks, therefore, in this section, we categorize the attacks into the
major types.

1. Outsider Versus Insider Attacks: Attacks coming from outside the WSN are
known as outsider attacks, while those coming from inside are known as insider
attacks.

2. Passive Versus Active Attacks: Passive attacks occur often and thus can be
detected easily. Typical examples are traffic monitoring, traffic analysis, and
eavesdropping. These attacks usually lead to node outages, node malfunctioning,
node subversion, message corruption, and denial of service, while in an active
attack, information is beingmodified and they are difficult to get rid of [6]. Active
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attacks occur when an unauthorized attacker monitors and modifies information
within the network. These attacks include: routing attacks, spoofed and altered
or replayed routing information, selective forwarding, sybil attacks, hello flood
attacks, wormhole attacks, sinkhole attacks, Internet smurf attacks, homing, and
misdirection.

3. Jamming Attack: Jamming attack could be viewed as a special case of denial
of service. Radio frequency signals are emitted by the intruder to intentionally
disturb signal transmission to sensing equipment. This attack could occur in the
physical layer or the data link layer.

4. Hello Flood Attack: According to some protocols, sensor nodes are required to
send messages to other senor nodes to show proximity; spiteful nodes could send
messages to other nodes making them believe that the particular node is in close
range. This attack usually occurs in the network and routing layer.

5. Black Hole Attack: This attack generates false messages. It basically changes
the transmitted information, thus leading to two sets of information (real and false
packets of information). Eavesdropper reprograms nodes with false information
about route received from the base station and generates or reprograms nodes
with fake information about routes; this is known as black hole. This attack occurs
in the network and routing protocol layers.

6. Sybil Attack: In this attack, a single harmful node behaves like other nodes and
sends several fake messages.

3 Security Requirements in WSN

The major security requirements for a WSN are as follows: firstly, data confiden-
tiality: This deals with the privacy of data. It basically saves data from third parties
by assuring that data should be received by authorized users only. Secondly, data
integrity: This confirms that data during the sending process does not change, i.e.,
data should be transmitted accurately. Thirdly, data authentication: Confirmation
of received information guarantees the unwavering quality of messages by distin-
guishing their roots. Information verification is accomplished through symmetric or
deviated components while sending and accepting hubs offer mystery keys. Fourthly,
data availability: This ensures that authorized users are not denied communication
services or transmitted information. The fifth is access control: This is the process of
granting entry to authorized users to ensure legitimacy. Access control determines
who can access the system, what system resources can be accessed, and how the
resources are to be used.
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3.1 Security Service

The main objective of network security is to provide four basic security services.
These services are:

1. Confidentiality: Only the intended persons should be able to access the infor-
mation transmitted. No one can read the substance of data with the exception of
the approved client or beneficiary.

2. Authentication: This service is concerned with the assurance that the commu-
nication is authentic, i.e., data received on the network has been sent only by a
verified sender. This means the communication is between authorized users.

3. Data Integrity: This deals with recognizing any modification to the informa-
tion. The information may be altered by an unintended entity intentionally or
accidentally. Data integrity services check for whether transmitted information
is changed or not.

4. Non-repudiation: This ensures that any user cannot refute the ownership of a
message or activity. It provides assurance that the original creator of a message
cannot refuse its transmission.

4 Cryptographic Techniques

A great part of the data imparted every day must be kept private. Data, for example,
monetary reports, worker information, and therapeutic records should be conveyed in
a way that guarantees secrecy and honesty. The issue of unsecured correspondence is
exacerbated by the way information is transmitted over the internet in form of email
or text.

The most common cryptographic techniques used in recent times to withstand the
various cyber-attacks are categorized in Sect. 4.1.

4.1 Secret Key Cryptography

Secret key cryptography is a cryptographic scheme that uses symmetric key encryp-
tion for the encryption of the data. With secret key cryptography, both conveying
parties utilize a similar key to encode and decode messages. Before any encrypted
information can be sent over the network, both parties must have the key and
should concur on the cryptographic calculation that they will use for encryption
and decoding. An illustration of this scheme is presented in Fig. 1.

One of the real issues with secret key cryptography is the strategic issue of how to
get the key from one party to the next without enabling access to an assailant. In the
event that the two parties secure their information with secret key cryptography, and
if an unauthorized user accesses their key, the user can see any hidden message sent
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Fig. 1 Symmetric key encryption

between the two parties. Not exclusively can the unauthorized user decode the two
authorized users messages but can likewise imagine that he is one of the authorized
users and send encoded information to the other. In this situation, the receiving
authorized user will not realize that the message originated from the unauthorized
user rather than his counterpart.

At the point when the issue of mystery key dispersion is tackled, mystery key
cryptography can be a profitable instrument. The calculations give fantastic security
and encode information generally rapidly. Most of the delicate information sent
in a secure socket layer (SSL) session is sent utilizing mystery key cryptography.
Secret key cryptography is likewise called symmetric cryptography in light of the
fact that a similar key is utilized to encode and decode both pieces of information. It
is important to note that secret key cryptographic calculations incorporate the Data
Encryption Standard (DES), triple-quality DES (3DES), Rivest Cipher 2 (RC2),
and Rivest Cipher 4 (RC4). Symmetric key cryptography utilizes a similar key to
scramble and decode information. Some normal symmetric key calculations are the
DES, triple DES, Blowfish, and the Advanced Encryption Standard (AES). DES is
insufficient on the grounds that it utilizes a 64-bit key andhas been hacked severally.A
special consideration should be given to those crypto-securities similar toMicrosoft’s
Windows XP Encrypted File System (EFS) which are default to DES and must
be changed to give great security. The principal advantage of the symmetric key
cryptography is speed. The guideline issues with this framework are key dispersion
and versatility.Keys should be appropriated safely, and each protected channel should
be allocated a different key. Symmetric key frameworks give privacy, however, this
does not guarantee authenticity of the message because the sender can deny having
sent the message.

One major issue with using symmetric algorithm is the key exchange issue, which
can exhibit a great conundrum. The other fundamental issue is that of trust between
two parties that use a secret symmetric key. Issues of trust might be experiencedwhen
encryption is utilized for validation and trustworthiness checking. The asymmetric
key can be utilized to check the personality of the other participating party, although
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this requires one party to trust the other. The key exchange issue emerges when one or
the other party offers a secret key to an unsuspecting user before safe communication
is started. Obviously, direct key trade is not generally practical because of hazards,
burdens, and cost factors. The catch-22 relationship refers to the topic of how to
safely impart a mutual key before any safe communication can be started.

With the serious development of Internet technologies (Internet of Things), it is
presently a commonprerequisite that partieswho have never communicated suddenly
communicate with each other in a safe and verified way. Luckily, this issue can be
managed successfully by using the asymmetric key cryptography [7].

5 Attacks on Cryptosystem

In this present age, businesses as well as every part of human activities are driven
by data. Thus, it is required that information be shielded from noxious exercises, for
example, assaults. Assaults are normally sorted in light of the activity performed by
the attacker. An attack can be categorized as passive or active [8].

1. Passive Attack: A passive attack is a system attack in which a network is
observed, and now and then checked for open ports and vulnerabilities. The
design is exclusively to pick up data about the objective, but no information is
changed about the objective. Passive attacks incorporate dynamic observation
and uninvolved surveillance. In a passive attack, an attacker scans the network
for vulnerabilities without collaboration through strategies like session catch. In
dynamic surveillance, the attacker draws in to the objective framework through
strategies like port sweeps.

2. Active Attack: A dynamic assault is a system misuse in which a programmer
endeavors to roll out improvements to information on the objective or information
in transit to the objective [9].

5.1 Types of Active Attacks

• Masquerade: In a masquerade attack, the intruder tries to impersonate a specific
client in the system to get entrance. A masquerade is achieved using stolen login
IDs and passwords and by discovering security holes in programs or through
bypassing the authentication mechanism [10]. A typical example of this is shown
in Fig. 2.

• Session Replay: In a session replay attack, a programmer takes an approved
client’s sign-in data by taking the approved client’s session ID. The attacker gains
entrance and has the capacity to do anything the approved client can do on the
site [11]. Figure 3 shows an illustration of session replay.
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Fig. 2 Masquerade (active attack)

Fig. 3 Session replay (active attack)

• Message Modification: In message modification attack, the attacker adjusts
bundle headers to guide a message to an alternate goal or changes the information
on an objective machine. This is shown in Fig. 4.

• Denial of Service: In denial-of-service (DoS) attack, clients are denied access to
a system or web asset [12]. This is largely achieved by overpowering the objective
with more activity than it can deal with. This is shown in Fig. 5.
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Fig. 4 Message modification (active attack)

Fig. 5 Denial of service (active attack)

6 Existing Methods

6.1 Application Based Methods

Singh [13] proposed a new algorithm based on the ASCII value transformation with
the help of a randomly generated secret key. The algorithm follows the symmetric key
encryption as the process performs encryption and decryption using the same key.
The algorithm goes with extracting minimum ASCII values for the input plaintext
and the secret key that has been used. The idea is to perform a modulus operation
on the input text value with the minimum ASCII value of the input and similarly
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perform same for the key values and minimum ASCII value of the key and store it in
a separate array. The values of each index of both the arrays are added. The final sum
is added to each of the ASCII values of the key in order to get the final ciphertext.

Saraswat [14] proposed a new methodology for encrypting a plaintext message
using the extended version of the Vigenere table that has more characters than the
simple Vigenere table. The numeric values are also included in this table for creating
the extended version of the Vigenere table. The cross section of the table values
gives the intermediate text, and after performing the Caesar cipher process, the final
ciphertext is found.

Sukhraliya [15] proposed a methodology for the encryption of plaintext. The idea
is influenced by the set theory of mathematics, i.e., to have a subset of the content of
the plaintext, the plaintext is taken, and a random number is selected. The quotient
and remainder are generated by dividing the plaintext values with a random number.
The starting and ending values of the plaintext are used to make a subset value
within that range and are separated with the mode of these values. The final values
are converted to characters to get the encoded text.

Singh [16] has proposed a new symmetric key encryption algorithm. It is based on
the mathematical principle of modulus and shifting of the values using the right shift.
The input text is converted to corresponding ASCII values character by character,
and the minimum value is extracted from them. The modulus operation is performed
on the original ASCII value with the minimum one with the restriction that the values
should not be greater than a particular value. Then, a random key is generated of four
characters, and its minimum ASCII value is again used for performing the modulus
operation on the key. The modulated key array is then right shifted, and the values
are added with the mode content of the plaintext. The result is then converted to
characters to get the encrypted text.

Chatterjee [17] proposed a new cryptographic algorithm called MSA algorithm
based on the symmetric key and polyalphabetic substitution of the characters of the
input text; arandomkeywasgenerated.The relative positionof characters is important
in this encryption scheme. A 4× 4 key matrix is created which is a modified version
of play fair encryption. A table is processed using cyclic shifting, right shift, and left
shift. The combined pair of characters were exchanged or replaced with characters
from the table. The text formed by the replacement of characters was used as the
final ciphertext for the algorithm.

Bisht [18] provided a comparative study of various encryption algorithms. They
compared both the symmetric and asymmetric key cryptography on different factors.
The utilization of a key is important as far as encryption and decoding are the
same or extraordinary. The calculation utilization is characterized by its sort whether
symmetric or deviated. The length of the key is utilized by its deem, and the speed
is portrayed as quick or moderate. The security is defined as great but not secure or
minimally secure. The cost is more economic or unreasonable, and its execution is
directed by its calculation utilization which is either basic or complex.

Rani [19] proposed a new system for detecting suspicious emails using triple DES
algorithm. The system detects any type of security attack or suspicious email. The
authors employed the use of cryptographic techniques for suspicious email detection.
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The cryptographic technique used was the triple DES algorithm which is a private
key cryptographic system. The system detects suspicious messages sent from the
senders that are registered on a Web site. The Web site provides sign-up facility
for new users to send and receive emails. Cryptographic systems were connected to
identify suspicious messages. Triple DES calculations were connected with the first
text given as a plaintext message, where the main key was utilized to DES-encode the
message. The second key was utilized to DE decode the scrambled message. Since
the second key is not the correct key, this decoding just scrambles the information
further. The twice mixed message is then encoded again with the primary key to
yield the last figure content. This three advance technique is called triple-triple-DES
and is simply DES done three times with two keys utilized as a part of a specific
arrange. Triple DES should likewise be possible with three separate keys rather than
just two. In either case, the resultant key space is around 2112. Triple DES algorithm
is utilized by administrators to scramble the messages sent to clients or to send a few
notices about alternate client’s suspicious movement.

6.2 Technique Based Methods

1. DES: This data encryption standard algorithm works on 64-bit block of data. It
uses a 64-bit key. The key is then converted to 56 bit. The plaintext is divided into
two equal halves/blocks, and a key is used for encryption. Initial permutation is
applied on plaintext, and then, each half goes through 16 rounds of encryption.
After encryption, each half is combined and a final ciphertext is formed [20].

2. AES: It is a widely adopted symmetric encryption technique. It is six times faster
than triple DES. It works on 128 bits of data with key size of 128 bit/192 bit/256
bit of length. The length of the key AES uses ten rounds for 128-bit keys, 12
rounds for 192-bit keys, and 14 rounds for 256-bit keys. The encryption process
consists of byte substitution, rows shifting, and mixing of columns with XOR
operation. The last text obtained after the encryption is called ciphertext. The
reverse process is applied for decryption [21].

3. HASH: Hashing technique is applied to enumerate a complex illustration of a
fix size message or file. It is called a ‘fingerprint’ or a ‘message digest.’

4. SHA-1: This is a hashing technique similar to MD5 (a 128-bit message digest),
but generates a digest of 20 bytes. Since it is of a huge digest size, it is less
possible that two distinct messages will have the same SHA-1 message digest.
As a result of this, it is approved over MD5.

5. RSA: RSA is a key generation and asymmetric encryption algorithm. For key
generation, two large prime numbers are selected. Both the prime numbers are
multiplied and stored. Encryption key is produced by applying formula, and the
decryption key is then calculated. The encryption key is called public key, and
decryption key is called private key.
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6.2.1 Comparative Study

All the approaches discussed in this paper have been developed for secure communi-
cation. The parameters for the comparison among them are the complexity, algorithm
type, i.e., symmetric or asymmetric, length of the key, and time of execution. It is
common knowledge that the AES algorithm is more secure and robust than other
cryptographic techniques. The time of execution of encryption is much less using
this algorithm than the other algorithms. The existing work of authors in [14] takes
in consideration alphabet encryption only, while the proposed algorithm works for
alphanumeric and some special characters also. Authors in [16] solved the problem
of the length of a key. The proposed algorithm takes the length of plaintext to be
random according to the plaintext length making it tough for the cryptanalyst to get
the key. The challenge with the work in [22] is that the execution time increases
exponentially with a corresponding increase in the plaintext length.

7 Proposed Solution

Performing a cryptographic function in an efficient way has always been a challenge
in computer network security. This research paper presents an efficient algorithm for
performing encryption anddecryption. The algorithm is a combination of an extended
Vigenere table and transformational functions. The aim is to perform substitution and
transposition cipher methods on plaintext in order to get a robust ciphertext. In the
substitution cipher, the characters of the plaintext are replaced with other characters.
Transposition cipher deals with the shifting of characters or changing the position
of characters. The proposed algorithm was implemented with Java programming
language. It blends both techniques together to produce a more effective secret text.

A simple Vigenere table just has few alphabets, but the extended Vigenere table
used for this work contains all alphabets (A–Z) and digits (0–9), thereforemaking the
encryption of the alphanumeric characters possible. This can help in the encryption
of the secret messages in the defense services and even in any other organization.
The algorithm takes in plaintext as input which contains all alphabets and digits. The
key that must be entered must be of a fixed length that would be predefined.

The final ciphertext is obtained using the proposed algorithm. The proposed
algorithm is presented sequentially with the following steps:

Step 1: Input the Plaintext and Key
The process for the algorithm starts with the input of the plaintext. The
plaintext canbe anyof the alphabets (A–Z), digits (0–9), or some special characters
(: ; < = > ? @). The plaintext can be of any length.
Key 1: This key is a randomly generated key which is of the same length as the
plaintext.
Key 2: This is a user-defined key which contains a single numeric value having a
value less than the size of the plaintext.
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Step 2: Substitution Text Determination from Plaintext and Key 1
The following step introduces the modified Vigenere cipher approach which
includes digits and special characters. The modified Vigenere cipher approach
is used to get substitutions for alphabets [A–Z] only. The proposed algorithm
applies substitution by combining the alphabets [A–Z], digits [0–9], and some
special characters [: ; < = > ? @]. The substitution text can be determined by
using the following mathematical formula: ST = (PT + K – 2 * 43) % 43 +
48, where ST = substitution text, PT = plain text, and K = key. This formula is
applied to each character of the plaintext and key by taking their ASCII value.
This actually keeps the value of the substitution text between the ASCII values’
range of 48–90.
Step 3:ApplyingMathematical Function on the SubstitutionTextCharacters
The characters of the substitution text are taken, and a fixed value is added to
each ASCII value of the characters. The fixed value added is the secret key 2. The
value of the key 2 must be in the range of 2–5. The user will define the value for
the key 2.
Step 4: Applying Transformational Function to the New Value of the
Substitution Text
In this step, the substituted text is transposed making it more reliable, secure, and
safe. The characters of the substituted text are written in a diagonal manner for
the number of rows defined by key 2, and then read in the sequence of the rows
formed.
Step 5: Final Ciphertext Determination
Encryption:

● Input: Plain Text, Key 1, Key 2. Output: Cipher Text: Take input of 
the Plain Text from the user. 

● Generate random Key 1 equal to the length of Plain Text. 
● Take input of another key i.e. Key 2 from user lying in the range of 2–5.
● Find the Substitution Text (ST) – each character. Calculate using the 

formula: ST = (Plain Text + Key 1–2 * 48) % 43 + 48 
If (ST > = 90), then ST = ST – 43 

If (ST <= 48), then ST = ST + 43
ST = Substitution Text for each character.

• Add value of key 2 to ASCII value of each character to get Intermediate text. 
IT = ST + key 2  

IT = Intermediate Text for each character. Obtain the Transposition of 
the intermediate text as discussed in step 4 using the key 2.  

● Final CIPHER TEXT = Transposed Text. 
End 



Data Security in Wireless Sensor Networks: Attacks … 185

Decryption:

• Begin: Take the cipher Text.
• Transpose the cipher text using the reverse transformational function used for

encrypting the intermediate text (I.T.).
• Find the Substitution text (ST) from the intermediate text by using the

formula: ST = IT – Key 2.
• Find the Final Substitution Text (FST) by using the formula: FST= (ST – Key

1 + 43) % 43 + 48.

• If (FST > = 90), then FST = FST – 43.
• If (FST < = 48), then FST = FST + 43.

• Convert the Final Substitution Text to Plain Text.
• End.

8 Conclusion

In this paper, a new cryptographic algorithmwas presented as a solution to the limita-
tions of existing cryptographic algorithms.The encryption anddecryptionof plaintext
was carried out using the designed algorithm. The improved multilevel substitution
technique as well as the transposition technique of encryption and decryption was
integrated in this algorithm to obtain the final ciphertext. The algorithm uses two
keys for encryption to make it very difficult for attackers to obtain the keys. The
plaintext remains encrypted until the valid key is provided. Vigenere cipher is regard
as a simple and weak method which is easy to detect by an intruder. To overcome
the limitations of the Vigenere cipher table, the proposed multilevel substitution and
transposition encryption scheme was developed. The encryption key is generated
randomly, hence, the designed algorithm ensures non-repudiation; it also makes it
difficult for cryptanalyst to guess the encryption key. At the same time, the computa-
tional complexity is much lesser than most modern ciphers, making it an appropriate
choice for lightweight applications where resources are limited. As there are always
certain limitations for any work, the designed algorithm has the limitation of not
being able to encrypt small letter alphabets and some special characters. Because of
this limitation, we converted all lowercase letters to uppercase letters at the beginning
of the encryption process.

Therefore, it can be concluded that the designed algorithm is effective and more
secure than existing algorithms. Our future work will be targeted at improving the
cryptographic algorithm to make it more robust to tackle all types of printable
characters.
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Emerging Next-Generation TWDM-PON
with Suitable Modulation Format

Meet Kumari, Reecha Sharma, and Anu Sheetal

Abstract The exponential growth of high-speed broadband services, an increase
in the number of end-users, high bandwidth, and massive data rate demand inno-
vative and emerging points to a multipoint network that satisfies the need for
next-generation passive optical access network (NG-PON). Next-generation passive
optical access network stage 2 (NG-PON2)-based time and wavelength division
multiplexing passive optical network (TWDM-PON) are mostly considered as the
most promising optical access candidate due to its high-speed services, low power
consumption, back-to-back compatibility, and cost-effectiveness. In this paper, the
eight wavelengths-based bidirectional 80/20 Gbps TWDM-PON system using return
to zero (RZ), non-return to zero (NRZ), and carrier suppressed return to zero (CSRZ)
data modulation formats have been proposed and analyzed by varying input power,
transmission distance, and bit rate. Further, the system is evaluated in terms of
minimum bit error rate (BER), quality factor (Q factor), received optical power
(dBm), eye diagrams, and eye height. It has been observed that the most appro-
priate modulation format for downstream transmission is NRZ while for upstream
transmission, the most suitable modulation formats are RZ and NRZ.

Keywords CSRZ · NG-PON2 · NRZ · RZ · TWDM-PON

1 Introduction

The present optical access networks (OANs) insist on the high speed, long reach,
high end user, and a large number of users’ handling applications. To support and
satisfy the estimated demand for the OANs, various networks such as active and
passive optical networks may be implemented, as they support the extensive capacity
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backbone network, core network, and metro network [1, 2]. Presently, the passive
optical networks (PONs) being deployed and considered as an attractive solution for
future OANs. There are different PONs that are based on time-division multiplexing
(TDM) such as gigabit passive optical network (GPON) standardized by interna-
tional telecommunication union-telecommunication (ITU-T) and Ethernet passive
optical network (EPON) standardized by institute of electrical and electronics engi-
neers (IEEE). Also, the first generations PONs are next-generation passive optical
network stage 1 (XG-PON1), ten gigabit Ethernet PON (10G-EPON) and next-
generation passive optical network stage 2 (XG-PON2) standardized by ITU-T and
IEEE. This is called next-generation passive optical network stage 1 (NG-PON1).
But the NG-PON1-based systems do not meet the future network demands such as
high capacity, high split ratio, high bit rate, bandwidth upgradability, maximum reuse
of ODN, flexibility, minimum cost, and high performance. Therefore, full service
access network (FSAN) group members recognized that hybrid time and wavelength
division multiplex (TWDM) was the best solution for new generation PON system
[3, 4]. Thus, TWDM-PON has been chosen as the innovative and primary candi-
date for next-generation passive optical network stage 2 (NG-PON2) by FSAN due
to its attractive advantages of backward compatibility, high bit rate (40/10 Gbps
for downstream/upstream), component availability, mature and simple technology.
Moreover, it also provides a large number of users’ handling capacity, significant cost-
effectiveness, reliability, easy upgradability, and ‘pay as you grow’ features. Thus,
TWDM-PON can be used for fiber to the home (FTTH) and business applications
at a high data rate [2]. In TWDM-PON, at high data rate, the modulation formats
become an important issue for optimum system performance. There are different
types of modulation formats that have been proposed to enhance the performance of
TWDM-PON [5, 6].

Amandeep Kaur et al. analyzed and investigate the performance of non-return to
return (NRZ) and return to zero (RZ) modulation formats in co-existence 2.5 Gbps
GPON/10 Gbps gigabit capable GPON (G-GPON) system at variable bit rate
and transmission distance. It results show that RZ modulation format is better as
compared to NRZ modulation format. It provides the faithful transmission of an
input signal up to 90 and 140 km for downstream (at 1577 nm and 10 Gbps bit
rate) and upstream (1270 nm and 2.5 Gbps) transmission in the presence of fiber
nonlinearities [2].

Vivek Kachhatiya et al. optimize and compared the downstream transmission of
wavelength routing PON (WR-PON) and power splitter-PON (PS-PON) at 10 Gbps
over optical fibers like ITU-T G.652.A fiber, ITU-T G.652.B fiber, Alcatel 6912
tealight ultra 1625 fiber, corning leaf 1625 fiber, and lucent true-wave rs 1625 fiber.
The result shows that the performance of the system is restricted due to fiber atten-
uation, dispersion, and nonlinearities for variable input power, non-return to zero
external modulation (NRZ-EM), and return to zero external modulation (RZ-EM)
[7].

The comprehensive literature review shows that modulation formats, viz. NRZ,
RZ, etc., have a considerable impact on enhancing the performance of various PON
and TWDM-PON systems. In this paper, the performance comparison of different
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modulation formats, viz. NRZ, RZ, carrier suppressed return to zero (CSRZ) in bidi-
rectional 80/20 Gbs TWDM-PON for varying transmission distance, bit rate, input
power under fiber attenuation, dispersion, and nonlinearities have been presented.
The organization of the paper is as follows: Sect. 2 describes the architecture design of
TWDM-PON at different modulation formats and system parameters used in work.
Section 3 presents the results and discussions, and finally, conclusion is drawn in
Sect. 4.

2 TWDM-PON Architecture for Different Modulation
Formats

2.1 Downstream System Design

Figure 1 shows the eight wavelength () downstream architecture of TWDM-PON
system at 10 Gbps using different modulation formats such as NRZ, RZ, and CSRZ
over 10–80 km single mode fiber (SMF) distance. An optical line terminal (OLT)
consists of eight downstream transmitters where each transmitter consists of contin-
uous wave (CW) laser, pseudorandom bit sequence (PRBS) generator to generate the
random bit sequence, data format generator (NRZ, RZ, or CSRZ), andmach-zehnder
modulator (MZM) modulator to modulate the incoming signals at 10 Gbps. Here,
the aggregate 80 Gbps downstream signals are transmitted using 8 × 1 Ideal Mux.
Then, in optical distribution network (ODN), receivedmultiplexed signals are passed
through bidirectional SMF with reference wavelength = 1,550 nm (attenuation =
0.2 dB/km, dispersion= 16.75 ps/nm/km, and dispersion slope= 0.075 ps/nm2/km)
is utilized and split into eight optical network units (ONUs) using 1 × 2 bidirec-
tional splitter. Each ONU consists of 1 × 8 splitter for a single wavelength. For the
reception at ONU side, PIN photodiode, low pass Bessel filter, 3R regenerator, and
bit error rate (BER) analyzer are used [1, 8].

2.2 Upstream System Design

The eight-wavelength upstreamarchitecture ofTWDM-PONsystemconsists of eight
ONUs. Each ONUmodulated the upstream signal at 2.5 Gbps using different modu-
lation formats such as NRZ, RZ, and CSRZ. An ONU section consists of eight
upstream transmitters where each transmitter consists of CW laser, PRBS generator,
data format generator (NRZ, RZ, or CSRZ), andMZMmodulator at 2.5Gbps [1, 10].

All ONUs transmit 2.5 Gbps signal at 1528 nm with two cascaded dynamic Y
selects. These selectors allow the signal to be transmitted only at a definite time. The
switching time for first selector uses 0–4.48 × 10−08 s range, whereas the second
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Fig. 1 Schematic diagram of bidirectional 40/10 Gbps OTDM-PON system up to 10–80 km at
different modulation formats [9]

selector uses 6.4 × 10−09–5.12 × 10−08 s range at 2.5 Gbps. For the reception at
OLT side, PIN photodiode, low pass Bessel filter, 3R regenerator, and BER analyzer
are used.

2.3 Different Modulation Formats

NRZmodulation technique minimizes the dispersion and inter-symbol interference
(ISI) between transmission pulses. It has narrow optical spectrum due to lower on–off
transactions [5].

RZmodulation technique has twice power peak as compared toNRZmodulation.
It has property of reduced spectral efficiency and reduced dispersion [5].

CSRZ modulation technique is the special form of RZ modulation technique. It
has pi phase shift as compared to RZmodulation between adjacent bits. It minimizes
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Table 1 System parameters and their values [9]

S. No. Component name Component parameters Parameter value Unit

1 CW laser source Output power 0–18 dBm

linewidth 10 MHz

2 MZM modulator Wavelength range 1596–1601.6
(downstream)
1527.2–1532.8
(upstream)

nm

Extinction ratio 30 dB

3 PRBS sequence
generator

Bit rate 10–20 Gbps

Order 7

4 8 × 1 ideal Mux Input ports 8

Wavelength range 1596–1601.6
(downstream)
1527.2–1532.8
(upstream)

nm

Channel spacing 0.8 nm

5 PIN diode Responsivity 1 A/W

Dark current 10 nA

Thermal noise 1 × 10–22 W/Hz

6 Low pass Bessel
filter

Cut-off frequency 7.5–15 GHz

Order 4

7 Optical fiber Reference wavelength 1550 nm

Length 10–80 km

Attenuation 0.2 dB/km

Dispersion 16.75 ps/nm/km

Dispersion slope 0.075 ps/nm2/k

Effective area 80 µm2

Nonlinear index of
refraction

26 × 10–21 m2/W

Temperature 300 K

the linear impairments, dispersion, and maximize the spectral efficiency to Tbps [5].
The various system parameters along with their values are given in Table 1.

3 Results and Discussion

The three modulation techniques, viz. NRZ, RZ, and CSRZ have been compared for
variable input power, transmission distance as well as bit rate for asymmetrical and
bidirectional eight wavelengths 80/20 Gbps TWDM-PON in terms of Q factor, BER
value, received optical power, and eye diagrams.
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3.1 Comparative Analysis for Downstream Transmission

Thedownstream transmission ofTWDM-PONat 1596nmchannel using threemodu-
lation techniques, viz. NRZ, RZ, and CSRZ have been compared for variable fiber
length (10–80 km atPin = 10 dBm and 10Gbps), input power (6–18 dBm over 60 km
and 10 Gbps), and bit rate (2.5–20 Gbps at Pin = 10 dBm and 10 km).

Figure 2 shows a graphical representation of Q factor versus fiber length. It is clear
that NRZ achieves stable performance and the other side CSRZ modulation format
shows poor performance compares with NRZ and RZ formats. It also describes as the
fiber length increases the performance of TWDM-PON system degrades for all three
modulation formats due the presence of fiber dispersion and nonlinearities such as
self-phasemodulation (SPM), cross-phasemodulation (XPM), and four-wavemixing
(FWM) [7].

Also, Fig. 2 demonstrates the eye diagrams of NRZ, RZ, and CSRZ modulation
formats over 60 km, 30 km, and 20 km, respectively, under fiber dispersion and
nonlinearities. The results show that NRZ modulation has maximum eye opening
and eye height as compared to other modulation formats. Hence, NRZ is a suitable
choice form downstream transmission in TWDM-PON over long reach.

Figure 3 shows a graph of Q factor versus input power at channel 1596.8 nm for
NRZ,RZ, andCSRZmodulation formats over 60kmat 10Gbps. It indicates thatNRZ
modulation format provides better error-free performance at the input power from 8
to 16 dBm as compared to RZ and CSRZ modulation formats. Also, it is observed
that optimum input power for NRZ modulation is 14 dBm. Thus, it shows that the
input power of transmitter CW laser varies with the different modulation formats
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Fig. 2 Q factor versus length (km) for downstream TWDM-PON system for NRZ, RZ, and CSRZ
modulation formats along with eye diagrams
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Fig. 3 Q factor versus input power (dBm) for TWDM-PONwith NRZ, RZ, and CSRZmodulation
along with eye diagrams at 14 dBm, 14 dBm, and 8 dBm optimum input power, respectively

and for fiber specifications. Again, it is observed that when input power is more
significant than that of optimum input power, the performance of network degrades
due to increasing fiber dispersion and nonlinearities. Hence, NRZ outperforms RZ
and CSRZ modulation in terms of the performance of TWDM-PON for downstream
transmission.

Further, Fig. 3 demonstrates the eye diagrams of NRZ, RZ, and CSRZmodulation
formats at 14 dBm, 14 dBm, and 8 dBm input power, respectively. The results show
that NRZmodulation hasmaximum eye opening and eye height as compared to other
modulation formats. Hence, NRZ is a suitable choice form downstream transmission
in TWDM-PON at high input power.

Figure 4 shows a graph of Q factor versus bit rate at channel 1596.8 nm for
NRZ, RZ, and CSRZ modulation formats over 10 km at 10 Gbps. It shows that NRZ
modulation format provides better error-free performance at the bit rate from 10
to 20 Gbps as compared to RZ and CSRZ modulation formats. It is also observed
that the maximum bit rate for NRZ modulation is 20 Gbps. Moreover, the bit rate
increases, the performance of the network degrades due to increasing fiber dispersion
and nonlinearities. Hence, NRZ outperforms RZ and CSRZ modulation in terms of
performance of TWDM-PON for downstream transmission at a high bit rate.

Figure 4 demonstrates the eye diagrams of NRZ, RZ, and CSRZ modulation
formats at 20 Gbps, 18 Gbps, and 14 Gbps bit rates, respectively. The results show
thatNRZmodulation hasmaximumeye opening and eye height as compared to others
modulation formats. Hence, NRZ is a suitable choice form downstream transmission
in TWDM-PON at a high bit rate.
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Fig. 4 Schematic diagram of bidirectional 40/10 Gbps OTDM-PON system up to 10–80 km at
different modulation formats

3.2 Comparative Analysis for Upstream Transmission

The upstream TWDM-PON system at 1528 nm channel using three modulation
techniques, viz. NRZ, RZ, and CSRZ have been compared for variable fiber length
(10–80 km at Pin = 0 dBm and 2.5 Gbps), input power (6–18 dBm over 60 km and
2.5 Gbps), and bit rate (2.5–20 Gbps at Pin = 0 dBm and 10 km).

In Fig. 5, the Q factor has been observed versus the fiber length for upstream
TWDM-PON over 60 km at 2.5 Gbps using different modulation formats to establish
the maximum transmission distance with high reliability. For RZmodulation format,
the fiber distance increases, the Q factor value decreases from 205.46 at 10 km to
35.30 at 80 km (for RZ). Also, for NRZ modulation format, the Q factor value
decreases from 92.06 at 10 km to 6.06 at 80 km. In the same manner, for CSRZ
modulation format, the Q factor value decreases from 41.87 at 10 km to 5.45 at
80 km. Thus, based on varying Q factor value, the RZ modulation format performs
better than other modulation formats.

The eye diagrams for three modulation formats are shown in figure at 80 km. It
is clear that the transmitted information is maintained and reconstructed effectively
for short range distance for all modulation formats. However, as the transmission
distance increases, the eye height (EH) decreases. At a distance of 80 km, the EH
is minimum for all modulation formats, but that for NRZ and CSRZ modulation
format is less than for RZ format, indicating the better performance in upstream
TWDM-PON system.

The performance characteristics of TWDM-PON for 1528 nmchannel at optimum
input power form NRZ, RZ, and CSRZ modulation is shown in Fig. 6 as Q Factor
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Fig. 5 Q factor versus length (km) for upstream TWDM-PON system for NRZ, RZ, and CSRZ
modulation formats along with eye diagrams
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Fig. 6 Schematic diagram of bidirectional 40/10 Gbps OTDM-PON system up to 10–80 km at
different modulation formats

versus optical input power over 60 km at 2.5 Gbps. It is observed from figure that
RZ, NRZ, and CSRZ provide error-free performance at the optimum input power of
14 dbm, 12 dBm, and 6 dBm, respectively. It is also noticed that the optimization of
optical input power formulti-wavelengthTWDM-PONnetworkwith anymodulation
format is an essential step to minimize the fiber dispersion and nonlinearities. Hence,
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Fig. 7 Schematic diagram of bidirectional 40/10 Gbps OTDM-PON system up to 10–80 km at
different modulation formats

it is clear that RZ modulation not only gives the advantages of large eye opening but
also outperforms NRZ and CSRZ modulation in terms of performance of TWDM-
PON for upstream transmission.

Figure 7 shows a graph of Q factor versus bit rate for NRZ, RZ, and CSRZ
modulation formats over 10 km at 10 Gbps. It shows that NRZ modulation format
provides better error-free performance at the bit rate from 2.5 to 5 Gbps as compared
to RZ and CSRZ modulation formats. It is also observed that the maximum bit rate
for NRZmodulation is 20 Gbps. It is also observed that the upstream performs better
than downstream transmission in the presence of fiber dispersion and nonlinearities.
Hence, NRZ outperforms RZ and CSRZ modulation in terms of performance of
TWDM-PON for downstream transmission at high bit rate.

Figure 7 demonstrates the eye diagrams of NRZ, RZ, and CSRZ modulation
formats at 20Gbps.The results show thatNRZmodulationhasmaximumeyeopening
and eye height as compared to other modulation formats. Hence, NRZ is a suitable
choice form upstream transmission in TWDM-PON at high bit rate.

Tables 2, 3, and 4 show the comparative analysis of bidirectional TWDM-PON
system using NRZ, RZ, and CSRZ modulation formats for varying transmission
distance, input power, and bit rate. It is observed that for downstream transmission
NRZ shows better performance than RZ and CSRZ modulation formats in terms
of minimum BER and received optical power. While, for upstream transmission,
RZ (both for varying fiber length and input power) and NRZ (for varying bit rate)
perform better than CSRZ modulation format. Moreover, upstream transmission
shows better performance as compared to downstream transmission for all three
modulation formats.
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Table 2 Comparative analysis of NRZ, RZ, and CSRZ modulation formats at Pin = 10/0 dBm
(downstream/upstream) and 10/2.5 Gbps for varying transmission distance

Modulation
format

Distance (km) BER Received optical power (dB)

Downstream Upstream Downstream Upstream

NRZ 10 0 0 1.82 −31.13

50 1.61 × 10–22 5.24 × 10–106 −6.17 −35.81

80 2.93 × 10–3 6.66 × 10–10 −12.17 −41.67

RZ 10 0 0 −1.70 −37.18

50 1.36 × 10–3 0 −9.68 −38.28

80 1 0 −13.68 −39.68

CSRZ 10 1.27 × 10–57 0 −2.38 −37.18

50 8.28 × 10–3 3.71 × 10–96 −10.38 −38.18

80 1.11 × 10–2 2.46 × 10–8 −16.38 −39.37

Table 3 Comparative analysis of NRZ, RZ, and CSRZ over distance = 60 km at 10/2.5 Gbps for
varying input power

Modulation
format

Input power (dBm) BER Received optical power (dB)

Downstream Upstream Downstream Upstream

NRZ 6 1.66 × 10–06 0 −12.18 −43.09

12 1.09 × 10–20 0 −6.18 −37.09

18 1.94 × 10–8 0 −0.18 −31.09

RZ 6 1.38 × 10–2 0 −15.70 −40.08

12 6.75 × 10–4 0 −13.02 −39.32

18 7.30 × 10–3 0 −12.64 −37.18

CSRZ 6 3.19 × 10–3 5.47 × 10–41 −16.39 −43.37

12 1.99 × 10–3 1.65 × 10–4 −10.38 −37.37

18 1 7.06 × 10–4 −4.37 −31.37

4 Conclusion

In this paper, the bidirectional and asymmetrical 80/20 Gbps TWDM-PON for NRZ,
RZ, and CSRZ modulation formats have been analyzed and compared by varying
input power, transmission distance, and bit rate under the influence of fiber attenu-
ation, dispersion, and nonlinearities. From the results, it is concluded that the fiber
distance and bit rate increase, the performance of the proposed system in terms of Q
factor, minimumBER, received optical power, eye height, and eye diagrams degrade.
Also, the effect of increasing input power on the performance of the proposed
system is investigated, and the results show that at optimum input power, the system
performance increases. Further, the comparative performance of different modula-
tion formats, i.e. NRZ,RZ, andCSRZ in the proposed systemhave been observed and
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Table 4 Comparative analysis of NRZ, RZ, and CSRZ at Pin = 10/0 dBm (downstream/upstream)
over distance = 10 km for varying bit rate

Modulation
format

Bit rate
[DW/UP]
(Gbps)

BER Received optical power (dB)

Downstream Upstream Downstream Upstream

NRZ 10/2.5 0 0 1.82 −31.13

14/3.5 1.26 × 10–169 0 −7.28 −39.09

20/5 5.56 × 10–25 0 −7.39 −41.09

RZ 10/2.5 0 0 −1.70 −37.18

14/3.5 2.41 × 10–98 0 −11.09 −39.67

20/5 2.69 × 10–3 0 −11.62 −39.68

CSRZ 10/2.5 1.27 × 10–57 0 −2.38 −39.37

14/3.5 1.78 × 10–12 1.22 × 10–281 −2.49 −39.38

20/5 1.23 × 10–3 3.37 × 10–149 −2.62 −39.39

results show that for downstream transmission NRZ shows better performance than
RZ and CSRZ modulation formats. While for upstream transmission, RZ (both for
varying fiber length and input power) and NRZ (for varying bit rate) perform better
than CSRZ modulation format. Thus, the most suitable downstream fiber distance,
input power, and bit rate for NRZmodulation format is 60 km, 14 dBm, and 20 Gbps
per channel. Whereas, for upstream, most appropriate fiber distance and input power
for RZ modulation are 80 km and 14 dBm. Moreover, for upstream, the maximum
achievable bit rate is 5 Gbps for NRZ modulation format. Finally, the results also
concluded that upstream transmission shows better performance as compared to the
downstream transmission for all three modulation formats.
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Big Data and Analytics in Higher
Educational Institutions

Ankit Bansal and Vijay Anant Athavale

Abstract The higher educational institutions are working in a rapidly increasingly
complicated and competitive scenario. The contemporary challenges faced by the
higher educational institutions in India are discussed in this paper. Big Data is a
trending area of research that is using data analysis to notify decisions. Research on
Big Data is mainly focused on evaluating real-time, compiled data and corresponds
to heavy datasets to find repeating behavioral patterns instead of creating metadata
of the status quo. This paper outlined the effect of Big Data analytics to improve
faculty members’ understanding of learners’ perspectives and behavior toward the
programs as well as opportunities and challenges associated with its knowledge and
implementation.

Keywords Analytics · Big Data

1 Introduction

The higher educational institutions have been working in a rapidly increasingly
complicated and competitive scenario for a decade. The pressure to revert to the
economic, political and social change is day by day increasing like the growing
need to increase the ratio of learners in some streams, implanting in-house program
outcomes.

The huge amount of data is being collected and stored in various educational insti-
tutional databases. Most of them are giving a knowledge repository online. Data is
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scattered in various systems like student information systems, social media reposito-
ries, learning management systems, personal computers and administrative systems,
etc. In addition to availability in abundance of data, it comes in various formats.

The paper checks the various aspects of Big Data and analytics in outlining the
challenges faced by higher educational institutions (see Fig. 1). The paper finds the
main trends affecting higher educational institutions and explores the strengths of Big
Data and analytics in addressing these issues. Then, it highlights opportunities and
issues linked with the implementation of Big Data in higher educational institutions.

Despite rapidly increasing changes happening in the era of higher education, the
role of Big Data in solving these issues is often unnoticed. As learning technologies
are day by day increasing from all sides in higher educational institutions, huge
datasets are generated. These datasets can be utilized to inform higher educational
institutions to accept better in response to issues arising within and outside their
scenarios [1].
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Fig. 1 Factors affecting higher educational institutions
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2 Evolution of Big Data

Data is used by many organizations currently to take appropriate decisions about
their plans. It is not new to use data to make good decisions; institutions have been
saving and analyzing huge data since the occurrence of data warehouse systems.
Generally, higher educational institutions are running on structured data [2].

Big Data elaborates data that is huge and runs too fast, thus, exceeding the
processing speed of old database systems [3]. Big Data also includes innovative
techniques to identify, save, distribute, manage and analyze huge data sets with
disparate structures.

Douglas, L. in Gartner’s report proposed a threefold definition encompassing the
“three Vs” (volume, velocity and variety) [4].

Some other properties are also there such as data validity, which refers to the
accuracy of data and volatility. Apart from it, there are three stages data collection,
data analysis, visualization (see Fig. 2).

2.1 Data Collection

It is unbolting the value accumulated from Big Data. This requires finding data that
can acknowledge useful information. Data must be filtered for relevance and saved
in a useful form.

2.2 Data Analysis

After collection, it needs to be analyzed to generate the required information.
However, with the increasing heterogeneity in the nature of data, it is a very complex
process to manage and analyze heterogeneous data set. We can call the situation as
the ‘complexity’ of Big Data.

Data 
Collection Data Analysis Data 

Visualization

Fig. 2 Important stages of Big Data
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2.3 Data Visualization

Here, users find the analyzed data that is understandable and integrated into existing
processes, and hence it can be used in decision making.

3 Big Data and Analytics in Higher Education

BigData analytics in higher educational institutions comprises four types of analytics
which are mentioned in given Fig. 3.

3.1 Institutional Analytics

If we talk about higher educational institutions in India like any state technical univer-
sity always want to find out where it stands. What is its reputation, where it stands

Big Data Analytics in 
Higher Educational 

Institutions

Institution
al Analytics

IT 
Analytics

Academic 
Amalytics

Learning 
Analytics

Fig. 3 Analytics in higher educational institutions
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based on facts and figures or data? The data can be text, numbers, pictures, videos,
audio and feelings.

Institutional analytics is used to quantify policy acceptance, remedies and instruc-
tions acceptance, and to find structural analytics. It empowers institutions to take
effective decisions to improve their system.

3.2 Information Technology (IT) Analytics

IT analytics helps to develop and deploy technology and tools, processes, integrate
data from a variety of systems.

IT analytics include how many times the particular data is being searched so that
it can find out the importance of particular data.

3.3 Academic Analytics

Academics analytics play an important role in improving academics. As per NBA
guidelines, the outcomes-based education model relies on continuous evaluation,
continuous learning and continuous improvement. Academic analytics identify
various shortcomings in various programs.

3.4 Learning Analytics

As higher educational institutions are using hybrid approaches to teaching in online
scenarios and platforms. Learning analytics is to quantify student behaviors toward
online content, number of visitors, bounce rate, the number of clicks or click-through
rate, conversion rate and time spent on a page, acceptability of content with the
positive comments of learners, cross-questions of learners and no. of assignments
solved for that content.

This can be better understood by the concept of learning provided byMOOCs like
NPTEL, Swayam, Udemy, etc. Learning analytics provide various facts and figures
which are very helpful in understanding learners’ behaviors, time spent on particular
content and effectiveness of that particular data for comments and assignments. Also,
it provides various gaps which can be taken as an opportunity to improve it.
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4 Opportunities

Due to having huge student databases, higher educational institutions can analyze
various datasets. Existing processes of teaching, learning, academicwork and admin-
istration can be exceptionally improved with the help of Big Data and analytics in
higher educational institutions [5], which can contribute to improving policies and
practices.

Higher educational institutions can have the predictive analytic tools to improve
learning outcomes for various learners as well as ways they can ensure high-quality
standards academic programs with the help of Big Data.

As Big Data can be in the form of text, numeric, audio, video, facts and figures,
images, feelings, emotions, etc., Big Data analytics can provide various ways to
retrieve data-based content retrieval for the same. It will provide an opportunity to
provide the higher education industry to find out various shortcomings, opportunities,
gaps, etc.

Big Data analytics strengthen faculty to measure, watch and answer, in real-time
to a learner’s understanding. Faculty can make courses interesting for learners with
different levels of knowledge. Using data analytics to understand, where each learner
is struggling or improving can allow faculty to offer a different learning material for
each learner within the same course. This will improve the interest of learners. Big
Data analytics is very useful in understanding employment trends and to prepare
introductory courses and fundamental learning principles (Fig. 4).

5 Challenges of Implementation

Generally, higher educational institutions collected data in their best capacities from
the best possible ways. Also, they have their alumni as well as present students’
database. By the time, this data keeps on increasing with the traces of their informa-
tion which is continuously captured by the institutions from time to time, and not
only by the institution, every stakeholder is playing his/her role in contributing to
increasing data. But this data is scattered across the whole institution. Now there are
so many challenges linked with this data like consolidation of data, quality of this
data, acceptance of this data, difficulties in retrieving or accessing that data, skilled
people to manage, access, compare, retrieve that data and to develop new algorithms
for better analytics, patience due to time-consuming process, etc.

Another major issue is also to be mentioned here about ethics of data collection,
institutional policies and blockades due to privacy concerns, security and ownership
of that data.
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Fig. 4 Main Big Data opportunities of stakeholders

6 Conclusion

In this era of abundant data, higher educational institutions like other institutions
share the same reasons for using Big Data analytics.

In higher educational institutions, though the data is day by day increasing but
is scattered across the whole institution and in institution domain like stakeholders’
personal computers and laptops, faculties, cloud and available with different exten-
sions and formats, making it difficult to access, retrieve and consolidate. For effi-
cient compilation and analyze, different datasets are needed, regardless of where it
originated and aggregating data within the institution domain.

BigData analytics is capable to figure out innovations, gaps, facts for improvement
of results in growing businesses and services. Its institutional analytics can help any
university or higher educational institutes to find their position across the globe.
Its academic analytics provides various information related to the effectiveness and
shortcomings of the programs. It is IT analysis focuses on the popularity and citations
of data. Rest learning analytics is a hot and trendy aspect of Big Data analysis which
can create a good knowledge repository.

In the future, Big Data analytics can help program developers or faculty members
to organize new courses as per individual learners’ understanding.
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A Hybrid Channel Access Method
to Optimize Congested Switched Network

Shilpa Mahajan and Nisha Sharma

Abstract In this paper, a congestion control TDMA and FDMA-basedMACmech-
anism for optimizing data flow in a tree switched network is suggested. A method
has been devised for minimizing the communication loss and delay for carrying
heavy network traffic from data centers to fixed data points. A two-stage approach
is adopted, where traffic analysis is done first and then node prioritization is made
considering different quality parameters. Node’s individual contributions are calcu-
lated and based on their contribution’s frequency allocation using FDMA will be
applied. Later, load on critical cross-points will be observed and TDMA scheduling
method is devised. Simulations are done in NS2 environment. This method not only
reduces communication losses but also improves throughput.

Keywords Switched · Network · MAC · TDMA · FDMA · Congestion

1 Introduction

A switched network [1] is a reliable dedicated network that aims to provide high
speed communication link between servers’ and sub-areas. The content level commu-
nication [2] analysis is done by observing node or network level communication.
To provide high speed communication, these networks require high bandwidth.
Common applications where such networks are used are in biometric application,
big data processing and server-to-server communications.

Some basic properties of switched network are discussed below.

High Bandwidths

Switched network requires higher bandwidth for fast data transmission. The
communication can be performed up to 1014 Hz.
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Low Transmission Loss

For checking data loss, amplifiers and repeaters can be used. The error checkers can
also be applied for data validity.

Cross-Communication

Switched network works on topological network, where shared media is used, and
some methods are required to be applied to avoid cross-communication problems.

Communication Security

Security is always a main concern in communicating network. Network is vulnerable
to active and passive attacks.Measures should be ensured to avoid these attacks. Thus,
low level security mechanisms are of utmost important.

Rigidness and Flexibility

Since Wired channels are dedicated channels, they are more relaible then wireless
media. The technology is less complex and requires easy handling.

2 Related Work

Mukhopadhyay et al. [1] have proposed a method for congested switched wire-
less network. This paper improves network capabilities by suggesting method
for mobile handling and uses capacity-driven estimation technique. A distributed
component-driven architecture is also proposed for avoiding congestion. It improves
the placement of switches/nodes in order to improve communication efforts.

Khoo et al. have worked on rerouting technique using disjoint analysis approach
for congested networks [3]. Author defined a traffic-driven analysis on optical
network to identify the traffic situation in the network. It works by applying
traffic request on different network parts with cross-switch estimation under various
parameters. An effective evaluation method is also suggested in switched network.

Fenglin et al. have provided a work on load balanced communication method in
MPLS networks [4]. Author defined a traffic engineering method for route choice
generation and resource utilization. A load balanced communication is provided
by the model for generating alternative paths in the network. The communication
behavior shows optimized throughput and reduces communication losses.

Nishijima et al. have devisedwork on synchronous TDMAfor reducing communi-
cation delay [5]. A delay-driven communication forwarding is provided for reducing
the delay and providing the optimized network communication.

Cheung et al. [6] have proposed a data offloading method for cellular congestion
aware communication in switched network. It also identifies the problems relative to
mobility, location dependency anduser availability. The dynamic network connection
and cost modeling are also defined in this work. Author provided a balanced network
formation technique for optimizing static and dynamic behavior of the network [7, 3].
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Girry et al. [8] have devised an approach on circuit switching to observe congestion
problem for high and low level network traffic. A TCP connection-based method of
path formation is defined for identification of interactive communication. A queue-
driven approach for congestion analysis is proposed and reformation technique is
also suggested during bottleneck situations.

Najah et al. [9] have suggested a capacity analysis-based communication method
for behavior control in global environment. It also makes use of optical buffering
method to provide the delay specific observation so that the controlled commu-
nication is performed in the network. The results are validated through extensive
communication in switched network.

Gholami and Akbari [10] defined a rerouting approach for reducing congestion
in data center. A fat tree topology is implemented in mininet emulator and open flow
control mechanism is used for improving throughput and delay in a network. During
congestion, packets will choose least loaded path computed from all the available
paths in a network.

In a proposed work hybrid MAC congestion control (HMCC), an improvement
to the MAC protocol is provided for optimizing the communication in congested
switched network. The work has combined the TDMA and FDMA to achieve the
optimization in the dedicated tree switched network. Analysis of nodes has been
done on load factors and balancing techniques have been devised for optimizing the
congestion problem. The protocol has been implemented in NS2 environment and
results have been compared with other existing approach.

3 Contributions

Following goals have been considered to develop HMCC.

• To define a MAC [11] improved communication model for optimization of
switched network.

• To apply frequency division based on node requirement prioritization for reducing
communication delay.

• To apply TDMA to distribute the load for critical points for data loss reduction.
• To improve communication throughput and reduce communication delay.

4 Design Philosophy

In HMCC, an optimization to the switched network is defined on modifying the
functional capabilities of MAC layer. The work is defined to combine the TDMA
and FDMA [12, 13] modeling in MAC layer to achieve the load equalization and
frequency distribution. Analysis of the network under load and communication
rate parameters is done. Once the parametric derivations are obtained, the node
requirement-based prioritization will be assigned. The prioritization will be used to
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Fig. 1 HMCC layout
Generate tree Switch network 

Analyze the network path using load parameters. 

Define a session window for node level observation 
under load and rate parameters (using back off Algorithm) 

Assign frequency division to nodes

Observe critical network cross points and identify the 
load

Apply TDMA on these points for load equalization

assign the frequency to different nodes based on the requirements. Later, the node
load on various switched nodes will be analyzed. The TDMA will be applied to
assign the communication session so that the load equalization will be achieved.
Diagrammatic layout of HMCC is shown in Fig. 1.

4.1 Network Parametric Analysis

In order to analyze load condition of the path, it is necessary to find metric for
congested node based on load rate and packet loss factors. Load rate can be
defined as current link utilization over maximum load capacity. Link load utilization
(lutilization) can be defined as

lutilization =
(
Throughput

data rate

)
∗ 100 (1)

Here, data rate is the maximum data that can be sent through a link, whereas
throughput is the actual data transmitted through a link per time unit. Thus,

Ta→b =
∑

a→b B

Time
(2)
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Here, T is the notation used for data rate. a → b represents a link between a and
b. B is the amount of data send from a → b.

Other factors affecting the path load condition are packet loss. It is the number of
packets received by a node to the total number of packets transmitted. It is calculated
using packet loss indicator.

pi = pT i − pRi
pT i

(3)

If the value of pi > 20, then there may be a link failure due to node failure,
collision or congestion.

4.2 HMCC Procedure

Algorithm 1
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Algorithm Description

Algorithm 1 defines network condition of a tree network. Various conditions have
been taken for analyzing the node load factor. The communication optimization is
achieved using contention window control mechanism applied using back-off algo-
rithm. The contention window is responsible to decide the communication infor-
mation size for the protocol stack for effective communication in the network.
The contention window control mechanism analysis is done to get network failure
estimation.

4.3 Exponential Back-Off Algorithm

In thismethod, themain requirement is to optimize the contentionwindowprocessing
using FDMA method. The content window control method is defined using back-
off algorithm. The associated window-driven formula is defined to generate the slot
specific value. The algorithmic formulation of this exponential algorithm is defined
below. The node-level characterization and optimization are obtained using expo-
nential algorithm. This algorithmic approach has optimized the window formation
so that the effective communication will be drawn from the system.

Back-Off Algorithm

For implementing HMCC, NS2 simulator tool is used. NS2 can be used for wired
and wireless networks. This tool provides different traffic forms and connection
control methods so that the communication in collaborative environment can be
formed. Various parameters considered for evaluation are discussed in Table 1.

Network construction of switched wired network of 29 nodes is shown in Fig. 2.
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Table 1 Network parameters Parameters Values

Number of nodes 29

Type of network Switch hierarchal network

Simulation time 10 s

Packet size 512

Delay 0.01

Topology Tree

Traffic CBR

Fig. 2 Network scenario

The nodes are connected under tree topology. Here, 0th node is considered as the
source node. All nodes are connected and transmission of packets from source node
to all other nodes can take place in hierarchal order.

The result of the proposed approach is compared with existing (Gholami [10])
approach by constructing the same network scenario and results of both are compared
on various defined parameters. Network communication from source node to all
others is shown in Fig. 3. When load starts increasing on nodes, the bottleneck
situation generated and it results in a communication loss.

Here, Fig. 4 shows communication flow in a switched network at time 1.5 s. It can
be clearly seen that although the packets are already distributed over the network,
but still due to heavy load lot of data will be lost.

Figure 5 shows packet communication in existing approach. Here, x-axis repre-
sents communication time and y-axis shows packet communication. As the network
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Fig. 3 Communication with network loss (existing approach)

Fig. 4 Distributed communication with loss (existing approach)

is wired network, because of which once the flow weight is decided, the communi-
cation flows with constant rate. The figure is showing the communication flows at
constant rate over the network.

Figure 6 shows the packet communication of HMCC. Here, x-axis represents
communication time and y-axis is showing the packet communication.As the network
is wired network, once a flow weight is decided, the communication flows with
constant rate. The proposed protocol uses combined FDMA and TDMA-based
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Time

Packet Communication

Fig. 5 Packet communication (Gholami [10] approach)

Time

Packet Communication

Fig. 6 Packet communication of HMCC
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Time

Packet Loss

Fig. 7 Packet loss (Gholami [10] approach)

neighborhood analysis approach that results in improving communication up to an
extent.

Figure 7 defines the packet loss in exiting protocol. It shows as simulation time
increases, the loss of packets in the network also increases. This is mainly due to
heavy load and bottleneck situation. As some nodes become more loaded and they
start dropping packets.

Here, Fig. 8 shows communication loss occurred in HMCC. In this, TDMA and
FDMA-based neighborhood analysis approach reduces the communication loss. As
the communication begins, the loss occurs till the observation stage is not reached (as
defined in Algorithm 1). Once reached, the load is distributed to neighboring nodes
to minimize the traffic. Here, green line shows the proposed method scenario, and
red line shows exiting network behavior.

Comparison between HMCC and Gholami [10] approach is shown in Fig. 9.
Here, Fig. 10 shows the packet delay analysis for Gholami [10] approach. Result

shows that the communication delay is high when the network is established after
that the communication delay is reduced.

Figure 11 shows the packet delay analysis for the proposed approach. The figure
shows that the communication delay is high when the network is established after
that the communication delay is reduced. The proposed FDMA and TDMA-based
approach has improved the communication strength and reduced the communication
delay when compared to exiting approach.
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Time

Packet Loss

Fig. 8 Packet loss in HMCC

Time

Number of Packet 
Lost

Fig. 9 Packet loss HMCC versus Gholami [10] approach
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Time
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Fig. 10 Packet delay (Gholami [10] approach)

Time
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Delay

Fig. 11 Packet delay (HMCC)
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5 Findings

The research is carried out for congestion control in switched network. A dedicated
switch network is defined under tree topology and heavy communication flow is
shown over the network. The communication is broadcasted from root node to all
other nodes. The bottleneck situation is generated while performing this commu-
nication. In this work, a neighbor analysis-based combined model is defined. At
the early stage, the TDMA is applied to assign the communication time slot. The
FDMA is defined to apply the contention window control using exponential method
during load conditions. The simulation results show that the method has improved
the communication by reducing the communication loss and communication delay.

6 Conclusions

In this present work, an improvement to the circuit switched network is provided by
observing the neighbor nodes and applying the TDMA and FDMA-based combined
approach. The effective neighbor node analysis is performed based on delay, link
observation and packet loss factors. The routing behavior of each node is defined to
observe the previous load based on which the time slots are assigned. In the future,
the work can be extended on other networks including star, mesh and hierarchical
topology and can be applied to wireless network.
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Automated Object Detection System
in Marine Environment

Vishal Gupta and Monish Gupta

Abstract Detection and classification of objects within images are an actively
pursued field in computer vision. For more than a decade, a lot of work has been
explored in the maritime surveillance domain but research in computer vision for
maritime is still in the nascent support and several challenges remain open in this
field. Although the tracking of ships widely explored, object detection of non-ship
objects remains an unexplored part. The present work describes an automated novel
method to detect different ship and non-ship objects. The proposed work is based
on support vector machine (SVM), to train the algorithm with large data set. We
have used the canny filter to detect the edges of an object and further extracted the
features of images using bag of features. The algorithm is trained with the large set of
extracted features of objects. Experimental results show the detected objects along
with its classifications. The algorithm is implemented on MATLAB environment.

Keywords SVM · Computer vision · Surveillances · Tracking · Ships · Objects

1 Introduction

Maritime surveillance systems can be employed to increase the security of ports,
airports,merchant andwarships against pirates, terrorists or anyhostile vessel attacks,
to avoid collisions, to controlmaritime traffic at ports and channels and for coastal and
oil platforms defence. Surveillance systems play an important role in management
and monitoring of littoral and maritime areas by providing tools for situation aware-
ness, threat assessment and decision-making. Video surveillance has been widely
used for automatic monitoring in seaport security, maritime transportation and ocean
engineering managements. Many applications have been developed for monitoring
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ship waterways using stationary cameras. In order to control normal activities in
these areas, ship detection and tracking play the important role in video surveil-
lance systems [1–3]. Various sources of surveillance, monitoring, maritime safety
information are available. These include the automatic identification system (AIS),
automatic radar plotting aid (ARPA), vessel monitoring systems (VMS), air-and
space-borne SAR systems, ship-and land-based radars, air-and space-borne optical
sensors, harbour-based visual surveillance.

During the last decade, technology has beenmoving towards integration of several
information sources, of which one essential component is vision. Fusion of vision
with other information sources allows more accurate and descriptive monitoring of
coastal areas, maritime borders and offshore assets. Examples of this trend include
systems that integrate AIS/VMS with SAR imagery [4, 5], radar- and visual-based
surveillance for ports [6, 7], land-radars with visual information from air-borne plat-
forms, and ship-based systems that integrate visual and other sensor’s information
[8, 9]. A concept [10, 11] helps to integrate information from radars/AIS with vision
sensors placed on autonomous buoys. Fefilatyev et al. [12] presented a novel algo-
rithm for on-board processing of image-and video-data obtained by a buoy-based
maritime surveillance system equipped with a low-sitting forward-looking camera.

There have been a number of attempts to address the problem of detecting and
tracking objects at sea. In [13], several machine vision techniques that could help in
easing the search tasks in maritime environment are investigated. In [14], temporal
characteristics of sea clutter and that of a range of small boats are analysed using
a comprehensive set of recorded data sets. Vicen-Bueno et al. [15] proposed neural
networks-based signal processing techniques to reduce sea clutter. Zhang et al. [16]
developed an algorithm for ship detection and tracking in image sequences, capable
of handling in situ waterway surveillance. Frost and Tapamo [17] have investigated
the use of prior knowledge of a shipshape to assist level set segmentation in video
tracking for a maritime surveillance problem. Kocak et al. [18] proposed a stereo
vision system to help navigation officers by detecting other ships and obstacles,
measuring their locations and tracking them. Kaido [19] described a novel method to
detect and tracking ships using a machine vision to reduce marine accidents. Szpak
and Tapamo [20] presented an approach that attempts to track objects using a closed
curve in the image (a method known as level set segmentation) after they had been
detected using a motion-based detection system. Wang et al. [21] presented novel
hierarchical saliency filtering (HSF) scheme, by taking both object- and contour-level
cues into account, for efficient false alarm removal and precise ship target detection.
Li et al. [22] proposed an integrated algorithm, based on multiscale saliency and
surrounding contrast analysis, of ship detection and tracking. There were a number
of prior works studying the problem of automatic vessel detection [23–25], as well
as the related problem of vessel-type classification [26]. Buck et al. [23] developed a
ship detection system that utilized high-resolution satellite imagery. Fefilatyev et al.
[24] developed a vessel detection systemusingbuoy-mounted cameras. Felzenszwalb
et al. [25] developed a fairly general object detection approach that can be trained to
detect different categories of objects including vessels.
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The number of marine accidents with ships is decreasing because the quality of
these electronic devices has been improved. However, the number of collision acci-
dent, especially with small ships, is not decreasing. The major reason is insufficient
lookout around the ship by a navigation officer. Because small ships are not obligated
to install the AIS and sometimes cannot be discriminated by radar, if a small ship
enters a blind spot from a large ship while an officer does not watch it, collision of
both ships will happen. In the same manner, the presence of other numerous objects
in the sea may cause hindrance in the surveillance of coastal areas. These objects
may be small boat, ferry, dynamic background, whale, water foams, human flesh,
etc. Such objects are not easily detected by any electronics device, and using manual
patrolling system, it is very difficult and a tedious job to detect these objects. There is
a huge gap in the research work to detect the objects in coastal area, as the main focus
of researchers has been laid down only on the detection and tracking of ships. In our
proposed work, we have focussed on the detection of different objects which might
be present in sea. Once the method of detection of objects successfully simulated,
the tracking of ships can significantly be implemented.

2 Proposed Methodology

The final interest of the entire work being done on the marine areas is to make
the coastline area safe and secure. Majorly only ships detection and tracking have
been considered in all research work. There may be numerous other objects in the
sea other than ships which may interfere in the detection of ships. A wide variety
of objects may be encountered, ranging from small buoys and watercraft, to large
commercial shipping tankers, so algorithms must be able to handle a broad range
of object profiles. Therefore, the proposed work is focused on to detect the various
objects/obstacles in the coastline area using training data sets. In our work, we have
considered the 2D images along with the stereo vision data set a gap in [19].

(a) Binarization of Image

For the proper analysis of different objects, there is always a need to transfer an
image into another represented form (binary representation), which can better be
well represented by morphological operators because it provides mathematical as
well as quantitative description of geometric structure. The morphological function
includes erosion and dilation, opening and closing, labelling connected components,
segmentation and finally the reconstruction of a binary image B(x, y) to bounding
the rectangle of the required region.

(b) Deep Learning with Training Data Set

The tracking of the ships can efficiently be done if the detection of different
objects/obstructer in the sea finds out. For that reason, we have trained the algo-
rithm using bag of features to extract the features of object. The feature samples are
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generated from the input image, and the bag of features returns a bag of features that
use a custom feature extractor function to extract features.

The object boundaries of an image can be identified using edge detection
algorithm.

1. Edge Detection Algorithm

The edge detection algorithms may be: Sobel, Prewitt, Roberts, Canny, Laplacian of
Gaussian methods. The Laplacian method used in [19] may be replaced by Canny
method as the later one can detect true weak edges without being fooled by “noise”.
The Canny filter works in the sequence of steps:

(a) First of all Gaussian filter is used to smooth the image in order to remove the
noise.

(b) Calculating the intensity gradient of the image.
(c) Determining potential edges.
(d) Suppressing the weak edges which are not connected with the strong edges to

finalize the detection of edges.

2. Support Vector Machine (SVM)

Support vector machine (SVM) is a machine learning algorithm which is used for
classification and regression challenges. It is the data set of coordinates of individual
observations. In the proposed work, support vector machine segregates the data set
into two categories, “object or obstacle and sea or sky”. Defining the data category
helps in distinguishing the desired detection from the false detection. The set of
frames are several times repeated to form the final candidate.

Algorithm Description:

(a) Defining RGB image I(x, y) of an object
(b) Calculation of Gaussian filter coefficients
(c) Convolution of [image I(x, y), Gaussian filter matrix]
(d) Applying edge detection.

In our present work, threshold values T_High = 0.50 and T_Low = 0.200 are
taken into consideration and the Gaussian matrix obtained is:

⎡
⎢⎢⎢⎢⎢⎣

0.0126 0.0252 0.0314 0.0252 0.0126
0.0252 0.0566 0.0755 0.0566 0.0252
0.0314 0.0755 0.0943 0.0755 0.0314
0.0252 0.0566 0.0755 0.0566 0.0252
0.0126 0.0252 0.0314 0.0252 0.0126

⎤
⎥⎥⎥⎥⎥⎦

(e) Features extraction of the object
(f) Training of the algorithm
(g) Matching with the preset database
(h) Repeat the steps (i–vii) if not matched
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(i) Final output (Fig. 1).

The original images I(x, y) of two different ships are shown in Figs. 2a and 3a. The
images are then applied with the morphological operators to convert RGB image in
binary form. The binary image B(x, y) is then passed through Canny filter, the output

Fig. 1 Block diagram of object detection

(a) (b)

(c) (d)

Fig. 2 a Original image, b Output of Canny filter, c Histogram of image, d Bounding rectangle of
region
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(a) (b)

(c) (d)

Fig. 3 a Original image, b Output of Canny filter, c Histogram of image, d Bounding rectangle of
region

of which are shown in Figs. 2b and 3b. The Canny filter enhances the results by
connecting the weak edges of the object. Figures 2c and 3c represent the histogram
representation of images. The idea behind using the histogram is to prevent the over
enhancement of the imageswhichmight have caused the overlapping of the unwanted
region. Figures 2d and 3d represent the final output with the bounding region of the
objects.

Before obtaining the bounding region of the objects, the features of the images
have been extracted using image classifier as shown in Figs. 4 and 5. Here we have
shown features of only two objects used in Figs. 2 and 3; otherwise, the proposed
algorithm is supportedwithmore than 2500 images data sets. The algorithm is trained
with the extracted features of different objects. The proposed method is simulated
on the data set collected from the images captured by on-board camera.

3 Experimental Results and Discussion

The data set for coastline areas are not easily available asmost of thework is designed
for the defence purpose only. For our work, we have gathered the data set from
open-source readily available for the research purpose. The data set used as training
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Fig. 4 Features extracted of image Fig. 2a

Fig. 5 Features extracted of
image Fig. 3a

images includes images of various different categories. The images captured resized
to 300 [pix]× 205 [pix]. Figure 6 shows images of different objects used for training
purpose and the features of objects obtained after classifier. We have considered
over 2500 images in the set of 16 different categories. But the algorithm is not
limited to this number only; depending on the CPU utilization the number of images
can be increased. The proposed work is simulated on the workstation with system
configuration (Table 1).

Figure 7 shows the actual outcome of the method which clearly shows the objects
and its classification with accuracy.

The accuracy is given by:

Accuracy = mean(diag(confMatrix))

where confMatrix is a confusion matrix which is a good initial indicator of how well
the classifier is performing.

In our work, the accuracy comes out to be 0.6757 with an average computing time
of 1.89 min. We compare the proposed algorithm with Koch et al. [27], Zhang et al.
[28, 29] (Table 2).
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Fig. 6 Data set of different Images for the training purpose

Table 1 Workstation
configuration

Processor i7

RAM 8 GB

Hard disk 1 TB

Software MATLAB R2018a, Open CV 2.4.8

Tool box Computer vision, image processing

4 Conclusion and Future Work

In this paper, we presented work on the detection of different objects in the coastline
areas. Theproposed algorithm is processedwith above2500 framesof images, and the
computing confusion matrix gives enhanced results. The detection of objects plays
a vital role in the coastline surveillance system. The proposed method is capable
to handle large data set to detect and classify the objects. The futuristic work may
be considered on the automation of tracking of objects and automation of analysing
video frames.
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Fig. 7 Detection of objects with classification

Table 2 Processing parameters per set

Parameters Koch’s [27] Zang [28] Zhang [29] Proposed

Time (min) 1356 58 39 1.89

Accuracy 0.2345 0.4569 0.5478 0.6757
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Passive Authentication Image Forgery
Detection Using Multilayer CNN

Sakshi Singhal and Virender Ranga

Abstract With the development of various image editing tools and techniques, the
forgery has become a common aspect in the image domain, nowadays. We can now
insert, delete, or transforma small part of an imagevery easily.Wecan also copy-paste
an image into some other image or the same image frequently. The image forgery
mainly focuses on passive-based approach, because it does not involve the addition of
any information into the image unlike active-based approach. Our proposed method
mainly focuses on copy-move forgery and splicing forgery detection which are types
of passive authentication techniques. The proposed method uses four convolution
and pooling layers in a succession with different parameters. A filter is applied on
each convolution layer, and all the layers are initialized with some weights and a
bias. Using a hidden layer after four convolutions and pooling layer and finally using
output layer for decision making with a result of 86.4% accuracy, precision of 81%,
recall of 79%, and F-measure of 84% as compared with state-of-the-art approaches.

Keywords Image forgery · Copy-move forgery · Splicing · Multilayer CNN ·
CASIA v1.0

1 Introduction

Due to the evolution of generation and technology, capturing moments through
images and videos with the help of high-resolution cameras have become a crucial
part of our life. Moreover, the images can be enhanced or manipulated using various
softwares available today such as CorelDRAW [1], ACDSee Photo Editor [2], Adobe
Photoshop [3] as required. The manipulation is done to gain political gain, to defame
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a person, to make false interpretation; in the medical healthcare, we can say that this
can lead to the wrong diagnosis by enlarging the area of cancer [4]. Themanipulation
in the image can be referred to as integrity or authentication. Integrity refers to the
change in the content of information [5]. Since one single image is a good carrier of
information, tampering with such information can lead to various issues such as it
can lead to misdiagnosis when the X-rays images are changed, can create violence
when the social media images are tampered, can defame a person when the face of
one person is changed with other [5, 6]. With the rise of such issues, there is a need
to develop a highly efficient mechanism that can detect such tampering.

1.1 Types of Image Forgery

The integrity techniques are classified as active image integrity technique and passive
image integrity technique [1–7]. The techniques are further divided based on the
source image requirement as shown in Fig. 1. In active image integrity technique,
source image is required to detect the forgery. In passive image integrity technique,
requirement of the source image is not needed.

Active Approach. In active image integrity technique, some data is added to the
image at the user’s end which is extracted at the recipient’s end to check the integrity
of the data [4]. Active image integrity technique is further classified into digital
watermarking [6–9] and digital signature [10–12].

Image forgery 

Active approach Passive approach                          

Digital 
Watermarking

Digital 
Signature

Copy- move 
forgery

Splicing Retouching

Fig. 1 Forgery techniques
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Fig. 2 Copy-move image forgery example [7]. a The fake image, b The original image

Digital Watermarking. In digital watermarking, the watermark is added at the
capturing end and this watermark will be used for forgery detection; later, the water-
mark is extracted from the source image at the receiver’s end and if the watermark
is found changed, then it can be detected that the forgery has taken place [13, 14].

Digital Signature. In case of digital signature, some algorithm is applied at the
sender’s end to extract the features from the image, and then the same algorithm is
applied at the receiver’ end, and extracted features are matched with that of sender’s
to check the integrity of the image [15].

Passive Approach. In passive image integrity technique, the copied region of the
image is pasted into the same or some other image [16].

It is further classified as copy-move forgery, splicing, and retouching [17].
Copy-Move Forgery. As the name signifies in copy-move forgery, the copied part

of the image is pasted into the same image [18]. The motive behind such a forgery
hides some content behind an image or to highlight a portion of an image [19]. The
components of the image being pasted remain the same such as texture, background
color, noise.[20]. Hence, it becomes difficult to examine from the unaided eyes as
shown in Fig. 2.

Splicing. In splicing, a part of the image is copied and pasted from one image to
another image [21]. Due to which there is a change in the texture and background
color composition. Hence, the detection of such forgery can be done by simply
checking the components variation such as color palette, texture, and dynamic range
[22]. The intuition behind such a forgery is to defame a person or to create a false
impact. To make the forgery undetectable, the copied image undergoes geometric
transformation such as scaling, rotation to fit the best into the image than to make the
boundary of the image undetectable the post-processing operations are done [23].

Retouching. In case of retouching, the image is not copied and pasted rather the
features such as brightness and color of the image are either improved or degraded to
make it more pleasing as shown in Fig. 3. This is a popular technique used in films,
newspapers. This type of passive-based image forgery does not have a major impact
on the image. But it involves the manipulation with the image [24].
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Fig. 3 Retouching examples [then (top) and after retouching (bottom)] [1]

1.2 Passive Image Forgery Attacks

Passive image forgery attacks are done either before or after the image which is
copied and pasted to some other location [25]. It is classified into two categories:
intermediate operations and post-processing operations.

Intermediate operations. Intermediate operations are done to transform the
copied part before pasting it into the image. It is done so that the copied image
should fit properly at some other place either in the same image or in the different
image [26]. The various intermediate operations performed are:

• Rotation—changing the angle.
• Scaling—enhancing the image either by enlarging or reducing the size.
• Reflection—changing the image by replacing it with its reflection.
• Chrominance Changing—changing the blue or red component in the image.
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• Luminance Changing—changing the contrast.

Post-processing operations. Post-processing operations are done after the copied
image which is pasted at some other location [7]. This is done to hide any tampering
clues. These operations can be:

• Compressing into JPEG
• Making blur
• Adding noise.

Further, paper is arranged as follows. Section 2 deals with the related work.
Section 3 explains the proposed mechanism. Section 4 contains performance
measures and results. Section 5 concludes the paper.

2 Related Work

There are various approaches implemented for detecting the forged images. Some
of them are listed below.

In [27], the author used CASIA dataset (publically available dataset) to verify
their approach. They first converted the image into YCrCb color component where
Y stands for luminance channel and CrCb are the chrominance components where
Cb and Cr are blue and red difference, respectively. The Cr and Cb components can
detect the edge deformity in the image and shows good results in the literature to
identify forged images that is why author has concentrated its work over the Cr and
Cb components. Later Muhammad et al. [27], applied the SPT which is a multi-
resolution technique consisting of various sub-bands on different scales. The zero
scale contains high-pass and low-pass filters. In the first scale, the low-pass filter was
again divided into four sub-bands and a low-pass sub-band has a frequency equal to
half of the previous sub-band, and this is done until a required number of scales have
been gain. Further, the local binary pattern (LBP) was applied for texture description
in all the sub-bands, and the result from each LBP was stored as a feature vector, and
then LLB and L0-norm were applied for feature selection, and finally, the decision
of the image to be forged or not is taken according to the support vector machine
(SVM). The author does not use RGB color components because it does include
relationship between the channels. The problem with this method is that the authors
had used various sub-bands which are not feasible to implement in the real-time
scenario.

In [28], the authors converted the image into the RGB components after that
they applied Wiener filter for the noise removal and then they subtracted filtered
image from the original image in order to get the noise image. Then the multi-
resolution regression filter was applied over the estimated noise pattern to estimate
the intensity of the central pixel. Then the normalization was done, and this input is
feed into the SVM (support vector machine—which is use for binary classification)
and ELM. ELM is a feedforward network with single hidden layer. The score of both
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the algorithm was sent as input to the BSR and the final decision of the image to
be forged or not was measured using BSR. The proposed architecture was applied
successfully over the smart healthcare system. The authors in this paper converted
the image into RGB color components instead it could be converted into grayscale
for lesser features or YCrCb component for edge deformity detection.

Wei et al. [29] devised a two-level CNNapproach for detecting the deformity in the
edges present in the forged image. To extract the difference between spliced regions
and the image itself, they used two CNN layers: the refined convolutional neural
network and the coarse convolutional neural network. They proposed method work
on different scales by checking various intrinsic properties of the original image and
the spliced image. Wei et al. [29] verified the effectiveness of their work on CASIA
database which results in 0.70 weighted average of precision, 0.72 weighted average
of recall, and 0.68 weighted average of F-measure.

3 Proposed Model

3.1 Architecture of Model

We used Keras library for our experiment which is powerful than TensorFlow. It
runs over TensorFlow means it uses TensorFlow in the background. The basic flow
of code in Keras is shown in Fig. 4.

3.2 Preprocessing

All the images present in CASIA v1.0 are of the same size but some are of 384 ×
256 size while others are of 256 × 384 size so we reshape them into the same size
before passing it through the convolution layer.

3.3 Convolution Layer

For our experiment, we used sequential model. Four layers of convolutional neural
network were used in our approach each followed by one pooling layer. We used 64
units or neurons in the first convolutional layer with filter of depth 3 for RGB images
and of size 3 × 3 with activation function as rectified linear unit (ReLU) which
decides whether to fire a neuron or not. It fires a neuron if it crosses predefined
threshold that is the function outputs the input if its value exceeds zero; otherwise,
it outputs zero only. Let us consider i be the input and f (i) be the function.
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Fig. 4 General flow of
Keras model Creating a model

(Sequential or Functional API)

Defining architecture
(Deciding number of units, activation 

function to use)

Compile
(Passing optimizer, loss, metrics to 

computer over)

Fit
(Passing number of iteration, batch-

size)

Evaluate and predict

f (i) =
{
i, i ≥ 0
0, i < 0

}
(1)

The bias and the weights were chosen randomly at first afterward neural network
will learn itself by applying multiple iterations doing forward propagation and back-
ward propagation. Each unit in the convolution layer has unique weight and bias,
and every unit performs weighted addition between pixels of an image and weights
applied and adds bias to it.

The stride which signifies the number by which we want to shift our filter is set
to 1 and padding this set to be the same.

3.4 Polling Layer

After convolution layer, we added pooling layer with pool size to be 2 × 2 and type
to be max pooling. So the image will be traversed in 2 × 2 dimensional box and the
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Fig. 5 Pooling process using 2 × 2 filter

maximum value within the applied region of an image will be stored in the output
image, thus reducing the size of the image.

Adding pooling layer is not necessary but we had lot of images which means lot
of pixels which further means lot of features. So we used pooling layer to reduce the
size of image. The RGB pooling layer with pool size 2 × 2 is shown in Fig. 5.

The same convolution layer followed by pooling layer is applied three more times
in succession with number of units at convolution layer to be 128, 256, and 512 for
three different layers. Keeping all the parameters same for convolution layer as well
as pooling layer.

3.5 Dense Layer

Before we pass our output from the above used four layers, we flattened the image
then passing it through hidden layer consisting of 2048 units. Hidden layers are the
intermediate layers, we add between input and output layer. We added single hidden
layer for network with randomly chosen weights and bias. The output from hidden
layer gets inputted into output layer. Since classifying whether the image is forged
or not is a binary classification problem. So we used just a single unit at output layer
with sigmoid as activation function. Sigmoid function return values between 0 and
1 and is s-shaped curved.
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Fig. 6 Dropping random neurons output

3.6 Dropout Layer

To avoid overfitting, we added one dropout layer between hidden layer and output
layer. Dropout layer will simply drop the output coming from some of the hidden
layer neurons. This is done to avoidmemorizing the complete training data and hence
will efficiently handle overfitting (Fig. 6).

3.7 Completing the Network

While compiling our network, we passed optimizer as adam and loss to be the
binary_crossentropy because our classification problem is binary in nature then used
fit function to fit our model with the batch size of 32 which update the weights in the
batch of 32 without waiting for complete input. Finally predicting the model over
test set to verify the accuracy.

The proposed architecture is shown in Fig. 7.

3.8 Database Specification

In our experiment, we have used one publicly available database containing images
out of which some are forged and some are authenticated. The forged images in the
dataset are either copy-move forged or spliced images and have undergone geometric
operations like scaling, rotation, chrominance change, reflection tomake the edges of
the image undetectable by naked eyes. All the images in the database are colored in
nature. The database used is CASIA v1.0. CASIA v1.0 database contains more than
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Fig. 7 Proposed architecture

900 forged color images and 800 authentic images out of which 459 are forged as
copy-move, and the remaining are spliced.Most of the forged images have undergone
various geometric operations to hide the tampered region. The images are in JPEG
format and are of size either 384 × 256 pixels or 256 × 384.

4 Results

We verified the effectiveness of our model by comparing the performance of it with
some other combinations of machine learning algorithms with or without filter. Filter
is used to extracts out the noise from the image. The comparison is made between the
classification reports of our proposed method with the existing techniques also and
found that precision comes out 0.81, with recall value 0.79, and F-measure is shown
0.84 (Fig. 8). The values represent the weighted average of the precision, recall, and
F-measure, respectively. We found that our proposed architecture performs better
than other proposed schemes.

We calculate precision, recall, and F-measure by the following formulas:

Precision(P) = TP

TP + FP
(2)

Recall(R) = TP

TP + FN
(3)
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Fig. 8 Weighted average of the precision, recall, and F-measure

F-measure = 2 ∗ P ∗ R

P + R
(4)

where TP is True Positive, FP is False Positive, and FN is False Negative.
F-measure is also known as F1-score which is the harmonic mean of precision

and recall (Fig. 8).
We have also compared the accuracy of our model with proposed models, shown

in [27, 28] and found that our model is producing 86.4% accuracy even when the
image undergoes various geometric operations (Fig. 9).

The above-mentioned results are tested over CASIA v1.0 dataset which contains
authentic as well-forged images. In both the figures, we can observe that our model
is performing better.

5 Conclusion

This paper presents a convolutional neural network (CNN) approach to detect the
forged images. The images can be either copy-move forged or spliced.

For the effectiveness of ourmethod, we used publically available database CASIA
v1.0. We compared our results with the previous proposed approaches used in [27,
28]. We have also tried and verified different combinations of machine learning
algorithms and found that CNN approach works well since it is an image classifier.
Our proposed method works well in detecting copy-move forged and spliced images
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even if they undergo various geometric operations. Moreover, we had taken care
of overfitting by adding one dropout layer between hidden layer and output layer.
Still much more work can be done in detecting the more efficient algorithm that
can detect the forged images with higher accuracy or to develop a robust technique
to detect forged images that will use for real-time applications, after detecting the
forged images we the work can be done to localize the forged area.
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Contiki Cooja Security Solution (CCSS)
with IPv6 Routing Protocol
for Low-Power and Lossy Networks
(RPL) in Internet of Things Applications

Arun Kumar Rana and Sharad Sharma

Abstract Everyone is aware that existing approaches to IoT networks have nothing
to do with certain security issues that may expose sensitive data to unauthorised
user. Today, low-power and lossy networks (LLNs) speak as one of the most
fascinating examination regions. They incorporate wireless personal area networks
(WPANs), low-power line communication (PLC) systems and wireless sensor
networks (WSNs). Such systems are frequently improved to spare vitality, bolster
track designs not the same as the standard unicast correspondence, run steering
conventions over connection layers with limited edge sizes and numerous others.
The IoT is a quickly developing innovation. In IoT, the gadgets (device) are asso-
ciated through the Internet and controlled from any remote territories. Before the
approach of IoT, the association between the clients was distinctly through the Web.
By 2020, there will be 75.4 billion gadgets interconnected through the Web. In
IoT, we have routing protocol for low-power and lossy networks (RPL). RPL is a
lightweight convention that has decent directing usefulness and mindful setting, and
it underpins dynamic topology, having fundamental security usefulness. This paper
explores the power-efficient and secure ipv6 routing protocol RPL and proposed the
Caesar Cipher hash algorithm for the trust privacy and security of the information
of IoT node with power full tool CONTIKI COOJA SIMULATOR security solution
(CCSS).
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1 Introduction

The Internet of Things (IoT) is anticipated hugely which affects the life of people.
The report shows the enormous increment in the number of gadgets per individual,
for example, in excess of eight gadgets for every individual by and large constantly
2020. This mostly gave to a value decrease of the gadgets whichmakes them progres-
sively open for everybody. IoT is a multilayer design, partition into the four-layer as
an observation layer, organizing layer, administration layer and application layer [1].
IoT is an overall heterogeneous system comprising of interconnected items and has
a one of a kind location dependent on the standard correspondence conventions. In
IoT, ‘Internet’ is an overall system of interconnected PC systems dependent on the
(TCP/IP) correspondence conventions and ‘Thing’ is an item or any IoT gadget. IoT
permits people to be associated whenever with the remote gadgets. A gadget can be
associated with different gadgets utilizing anyway/organization or by any assistance.
Different sorts of correspondence can be used in IoT if the correspondence proce-
dure transmits the data between the heterogeneous gadgets through heterogeneous
systems. Distinctive directing conventions are required in IoT for gadget-to-gadget
correspondence; however, we require versatile steering conventions in various situa-
tions to discover discretionary courses. RPL [1] is one of the institutionalized steering
conventions in IoT systems. Right now, investigate the RPL convention by examining
its security for various assaults in IoT (Fig. 1).

Fig. 1 Internet of Things security—unpredictable conduct
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2 Literature Review

Lin et al. [1] have proposed the fog-based framework for IoT to empower processing
administrations gadgets sent at the system edge, planning to improve the client’s
understanding and versatility of the administrations in the event of disappointments.
With the benefit of circulated engineering and near end-clients,mist/edgefiguring can
give a quicker reaction and amore prominent nature of administration for IoT applica-
tions. Thewhite paper byAtmel [2] has talked about the security issues for IoT. Right
now, Web security advancements, for example, SSL and TLS were likewise talked
about alongside basic issue happens in the system when the edge hub will be gotten
to by the warning. Right now, benefits accessible to the hubs whose character has
been checked are laid out. This paper has noticed the different kinds of pull in happen
in the edge hub [3–5]. At last, they have given the keen answer for the encryption
for the edge hub in this manner utilizing crypto quickening agent gadgets. Container
Cheng et al. [6] have proposed a standard-based way to deal with the plan and actu-
alize another mist figuring-based system, to be specific fog flow, for IoT shrewd city
stages. They have likewise talked about how to progressively arrange and oversee
information preparing undertakings over cloud and edges and how to advance errand
allotment for insignificant dormancy and transmission capacity utilization. Travis
Mick, Reza Tourani and Satyajayant Misra proposed lightweight validation and veri-
fied steering (LASeR) for NDN (Named Data Networking) IoT in Smart Cities [7], a
protected onboarding and directing system for NDN-based IoT system. Right now, it
is accomplished through a progressive system structure and almost no cryptographic
or computationalweight. FedericoMontoriononi proposed an engineering [8] open to
expansions in a few different ways and as yet permitting the concurrence of assorted
information-gathering strategies. Joshua E. Siegel et al. propose an answer demon-
strated [9] on human utilization of setting and discernment, utilizing cloud assets to
encourage IoT on compelled gadgets. They present engineering application process
information to give security through reflection and protection through remote infor-
mation combination. The data proxy permits a framework’s sensors to be examined
to meet a predetermined ‘Nature of Data’ (QLD) focus with insignificant asset use.
The productivity improvement of this design has appeared with a model vehicle
following application. At long last, they think about future open doors for this design
to diminish specialized, financial and conclusion obstructions to the selection of the
IoT. Guan et al. [10] proposed a protected and proficient information obtaining plan
for Cloud IoT in the shrewd network. In the proposed plan, the enormous information
is divided into a few squares, and the squares are encoded/unscrambled and trans-
mitted in a grouping. What’s more, they receive the double-mystery sharing plan,
which understands the protection safeguarding, the information honesty check and
the traits check at the same time [11]. The examination shows that the proposed plan
can meet the security necessities of information procurement in the brilliant frame-
work, and it additionally diminishes reaction time overhead altogether contrasted
with other mainstream plans. In this paper by Solapure et al. [12], different issues
faced along with some solutions like power, storage and bandwidth are highlighted
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The white paper by XILINX [13] inspects three key application zones that include
the establishment of IoT network, cybersecurity and edge figure inside the setting of
choosing an IoT edge stage that can adjust to the effect of market drifts after some
time. In the paper, Sobral et al. [14] review the most recent approaches based on IoT
with RPL presented. This paper will be based on the further enhancement in security
scenarios using RPL routing protocol.

3 Methodology

IoT Contiki is an OS much like Microsoft Windows and Linux. Be that as it may, for
a totally exact explanation and specifically, it concentrated on ‘matters’ inside the
IoT. Different elements of an OS comprise programming/system control, valuable
asset control, memory the executives and verbal trade the board. The objective of
Contiki OS is to satisfy the necessities of the littlest devices together with shrewd
soil. Things should have the option to talk a few bits of data to each other. Contiki OS
is an IoT working framework intended to help arranged, asset-compelled gadgets.
Actualized in C, Contiki organizes lightweight memory board and force proficiency,
with a run of the mill set-ups being conveyed utilizing as small as 2 kB of RAM and
60 kB of ROM running at 1 MHz [10]. As indicated by the IoT engineer review of
2017 [5], Contiki is utilized in generally 13.4% of gadgets, and it is relied upon to
develop consistently. Intended to associate little, battery-fuelled gadgets to the Web,
Contiki gives lightweight usage to an assortment of mainstream correspondence
principles, including IEEE 802.15.4, 6LoWPAN, CoAP, MQTT, TSCH and RPL.
Also, Contiki highlights an equipment autonomous programming framework, with
the moderate reflection being given by the centre framework. Given the undeniably
application-driven nature of sensor gadgets, this encourages framework versatility, as
extra stage backing can be actualized in libraries and administrations over Contiki’s
liquid design.

Function of each window in Cooja simulation in which I demonstrate the node
distribution in form of name ‘PIET’ where presently working as assistant professor,
shown in Fig. 2 (Fig. 3).

• Network—For the distribution of all nodes
• Simulation Control—This window is used for simulation control
• Notes—To write about simulation
• Mote Output—Status output of all nodes like power delay, etc.
• Timeline—Flow of message is noted by simulation timeline window.

Innovation has been improved so that the contraptions and gadgets can interface
with one another without human collaboration. What’s more, this kind of correspon-
dence is known as the Web of things. IoT correspondence incorporates keen urban
areas, business interchanges, barrier hardware, traffic frameworks, savvyworkplaces,
brilliant cost assortment, and satellite TV. These gadgets are for all intents and
purposes associated and correspondence is performed naturally. IPv6 conventions
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Fig. 2 Different window in Contiki Cooja simulator
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Fig. 3 Types of attack in IoT network

utilizing Contiki Cooja makes the system exceptionally secure. The DOS assault is
finished by the noxious parcel or by the aggressor hub by obstructing the correspon-
dence channel or data transmission of the gadgets. Hub imitation attack the assailant
can make possess hub with a phony ID. Thus, the hub can get the messages that
do not have a place with that hub. With the assistance of this assault, the aggressor
can assault the entire situation of IoT. In application-level attack, the aggressor can
assault the hub and alter the message and retransmit the message to the goal hub. By
this assault, the aggressor can spread phony messages to the hubs. Sybil attack the
assailant duplicates the source hub and controls the personality and powers different
hubs to move away from the system (Fig. 4).
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Fig. 4 Features introduced with the IPv6 protocol for RPL

4 Result and Analysis

Information security and information uprightness is the principle issue with IoT
gadgets. Secure correspondence is required between the gadgets. IPv6 convention
gives high-secure correspondence. IPv6-based calculations will be exceptionally
secure with dynamic cryptographic confirmation and key age that is utilized by
Caesar Cipher algorithm. RPL is an IPv6-based convention that for the most part
utilized in IoT. Also, it is primarily co-ordinated with low-force remote individual
region systems. Flow chart of security solution with IPv6 RPL routing is shown in
Fig. 5 (Fig. 6).

Communication should be started between two nodes with authentication
followed by message passes between them. The clients calculate the hash and send
the hash to the server. Server calculates the hash from the information which it has
saved earlier; if both have same, then I will send acknowledgement to the receiver.
The receiver receiving the acknowledgement and then server will send co-ordinate
of the key to the client these co-ordinate are chosen randomly of these values used
for encrypting the message. Server match co-ordinates of key to save in his database
when the key matches with the received co-ordinate then message decrypts success-
fully and if client have nomessage to send then server send a disconnection message.
Encryption process and decryption process for the data security are shown in Figs. 7
and 8. Not at all like IPv4, is IPsec security ordered in the IPv6 convention detail,
permitting IPv6parcel validation or potentially payload encryption through the exten-
sion headers. In any case, IPsec is not naturally actualized; it must be arranged and
utilized with a security key trade.

In our mathematical model, first translate all of our characters to numbers, ‘a’
= 0, ‘b’ = 1, ‘c’ = 2 … ‘z’ = 25 and demonstrate the Caesar Cipher encryption
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Fig. 5 Security solution with IPv6 RPL routing

Fig. 6 Simulation scenarios with one sink (green colour) with six senders (yellow colour) with
RPL routing

function, e(x), where x is the character we are encrypting, as shown in Fig. 9:

e(x) = (x + k)(mod 26)

where k is the key (the shift) applied to each letter. The decryption function is:
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Fig. 7 Encryption process

Fig. 8 Decryption process

ENCRYPTION
e(x) = (x+k) (mod 26 )

DECRYPTION
e(x) = (x-k) (mod 26)

Fig. 9 Caesar Cipher mathematical model

e(x) = (x − k)(mod 26)

5 Conclusions and Future Scope

IoT network is constrained network in terms of battery, processing power, memory,
etc. Hence, it is very susceptible to the security attacks. RPL likewise permits the
advancement of the system for various application situations and arrangements. For
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instance, it might consider the connection quality between hubs or their present
measure of vitality which makes it a proficient answer for IoT organizations. This
paper has talked about numerous assaults that influence the nature of correspondence
in IoT and examined the alleviation procedures for different security assaults in IoT.
With the help of Caesar Cipher mathematical model, trust, security and privacy are
defined in the network. In future, RPL can be used for 5G technology so that 5Gmay
offer a more reliable network that is extremely secure network for industrial IoT by
integrating RPL security into the core network architecture.
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Characterization of Thimbles Based
upon Different Sensors

Harmeet Singh, Kamal Malik, and Anshul Kalia

Abstract Human can grasp and release any object based upon the tactile feedback.
Without the feedback, the ability for fine control of a prosthesis is limited in the
upper limb amputees. Based on the discrete event-driven sensory feedback control
(DESC), there is a device that informs the users on the completion of the discrete
events such as object contact and release in the form of vibrotactile feedback. The
device (DESC-glove) comprises sensorized thimbles to be placed on the prosthesis
digits to sense the contact events, a battery-powered electronic board, and vibrating
units embedded in an arm-cuff. In this paper, we have presented the sensitivity in
terms of the force applied on the thimble at different positions with different force
rate. An experimental setup was designed in order to characterize the two thimbles
with different sensors. The sensitivity was 0.82 ± 0.16 and 1.18 ± 0.05 N for two
thimbles. The main motivation to present the sensitivity of the thimble in different
position was to overcome the limitation of the previous design.

Keywords Thimble · DESC-glove · FSR sensor · Vibrator

1 Introduction

The loss of a limb is a dreadful event, and this is particularly apparent in case of the
hand amputation. While a decent level of grasping function is often gained through
active prostheses, the open challenge in this field is to restore the sensory function.
Handprosthetics can be classified into threemain types. Firstly, conventional or body-
powered prosthetic devices are those which work with the use of harness system. In
this, user can control both their aperture (from the amount of the movement) and grip
strength (through the reaction transmitted the by the control cable harness on their
body). Second one is external power or myoelectric hand prosthetics. These devices
are controlled by utilizing an electric motor that is powered by batteries instead of
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the harness system. The electromyography (EMG) signals coming from the muscle
are then transmitted to a processor to control the function of the motor. But user
has to rely on the vision to regulate their actions because there is no feedback after
the proper grasp [1–3]. Third is the cosmetic or passive functional hand prosthetics.
This is just used to copy the appearance of the amputated hand and assist the user in
simple carrying and balancing of the objects.

There is a significant progress that has been made in the fields of articulated
prostheses, control interfaces, and control algorithms [4–7]. But the sensory feedback
component and its practical effectiveness in daily activities are still an open issue.
However, the sensory can be provided invasively or non-invasively. Invasive feedback
can be provided using implanted electrodes targeting the nerves within the residual
limb [8] and holds a potential of eliciting close to natural tactile sensations [9]. On the
other hand, non-invasive simulation generally relies on the ability of the individual to
learn to correctly interpret artificial sensory stimuli, althoughmodality (e.g., pressure
to pressure) and somatotopical matching (e.g., eliciting phantom sensations) can
shorten the learning process [1]. Among the non-invasive, vibro, or electro-tactile
feedback have been widely used, as they do not require any surgery and low power
consumption and compatibly with EMG [10–12].

Discrete Event-Driven Sensory Feedback Control (DESC)-glove is a device that
informs the users on the completion of the discrete events such as object contact
and release as shown in Fig. 1. DESC-glove comprised of two parts. First part is
the thimble, which is designed to fit digits of conventional myoelectric prostheses
hand. Thimble is made from the silicon, so that it is easier to don and doff for the
participants. Different sensors can be embedded into the thimbles, e.g., force-sensing
resistor (FSR) sensor. The main function of the thimble is to sense the contact events.
Second part of the DESC-glove is the arm-cuff attached to the user’s arm containing
a printed circuit board (PCB), a battery, and vibrator. The main functionality of the
arm-cuff is to give the feedback to the user based on the signal sensed by the sensor
in the thimble.

Fig. 1 DESC-glove: a The device is composed of two parts: sensorized digit thimbles that detect
contact with objects and an arm-cuff used to stimulate the user via miniature vibrating motors, b the
device fitted on the myoelectric prosthesis of an upper limb amputee (reprinted from Clemente et al.
[13])
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An experimental setup was developed in order to characterize the two thimbles
with different sensors. As the working principle of both the thimbles are different,
so.

Their data processing was also different. For the first thimble, the overall
sensitivity was 0.82 ± 0.16 N, and for the second, it was 1.18 ± 0.05 N.

2 Architecture of the Thimbles

Two thimbles were designed with different sensors, and characterizations were done
based upon the different forces appliedwith different force rates on different positions
of the thimbles. The first thimble was made from the piezo film (thickness_28 µ)
as shown in Fig. 2. First, the piezo film was cut according to the desired shape by
the laser cutter. Then, to avoid the short circuit near the edges after the cut, edges
were cleaned with help of acetone. With the help of conductive adhesive, the wires
were connected on the different sides of the film. Then, the film was glued on the
1 mm inner layer of the thimble using the silicon glues (Sil-PoxyTM, Smooth-On
Inc., Allentown, USA), and then, again the thimble was molded again with 1 mm of
the outer layer of silicon (Smooth-SilTM 945, Smooth-On Inc., Allentown, USA).

The second thimble was made with the accelerometer (ADXL 335, Analog
Devices Inc.) and the vibrator (vibrational frequency of 70 Hz) as shown in Fig. 3.
I have placed the vibration on the center of the accelerometer as shown in Fig. 3.

Fig. 2 Different stages in the implementation of piezo film thimble

Fig. 3 Thimble made from accelerometer and the vibrator: a vibrator placed on the center, bmold
used for the thimble, and c final thimble
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Then, the thimble was made with the mold (Fig. 3), and then, the combination of
accelerometer and the vibrator was glued with the silicon glue inside the thimble
(Fig. 3).

3 Methods

Piezo film develops a voltage (potential difference) between its upper and the lower
surfaces when the film is stressed. This voltage arises from the generation of the
charge within the material. Piezo film is often used for dynamic tactile sensing [14].
The embedded strips are thin and flexible, having little effect on the elastomers in
which they are embedded. The sensitivity of the film is largely due to the format of the
piezo film material. The low thickness of the film makes, in turn, a very small cross-
sectional area, and thus, relatively small longitudinal forces create very large stresses
within the material. If the film is placed between two layers of complaint material,
then any compressive forces are converted into much larger longitude extensive
forces. In fact, this effect tends to predominate in most circumstances since most
substances are compliant to some extent and the ratio of effective sensitivity in the 1
(length) versus 3 (thickness) directions is typically 1000:1. The signal was observed
using 10 M input resistance and an amplifier (TL074IN, Texas Instruments).

On the other hand, the thimblewith accelerometer and vibratorworks on a concept
of vibrating the thimble with forced vibration and measures the changes when the
thimble touches some object [15]. For example, when there is contact between the
thimble and object, therewill be attenuation in the vibration.When there is no contact,
that vibrational signal can be the baseline for the detection of the touch. The detection
can be based upon the trained classifier or simply based upon the threshold.

4 Data Recording

An experimental setup was developed in order to characterize the thimbles as shown
in Fig. 4. The setup comprised of a 3D positioning platform (VT-80 linear stages, PI
miCos GmbH, Eschbach, Germany) equipped with a tri-axial load cell (NANO17,
ATI Industrial Automation Inc., Apex, USA), which applied a known deformation on
the thimbles’ surface,while the embedded sensor and load cell outputswere recorded.
The data from both thimbles was acquired by a PC through a data acquisition board
(model NI-USB 6009, National Instruments), with sampling rate of 1 kHz.

The 3D positioning platform was programmed through MATLAB 2016a to
applying constant forces on nine positions of both the thimbles with different
speeds and from a constant distance of 4 mm (Fig. 5). At each position, one force
was applied with five different speeds, and for each combination, there were ten
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Fig. 4 Experimental setup used for the characterization of the thimbles

Fig. 5 Different forces (mean ± SD) with different speeds applied on nine positions of thimble

trials. I have used five forces as shown in Fig. 5. So for one position, 250 trials (5
forces × 5 speeds × 10 trials) were performed, consisting of 2250 for all positions
for one thimble.

5 Data Analysis

The datawas first pre-processed using a Butterworth filter. Then, the relevant features
were extracted for the further processing from both the fingers separately.
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For the thimble with piezo film, 10 Hz low-pass third-order Butterworth filter was
used to filter the data. This filter was used because of the frequency range of the
human hand and fingers, which resides between 5 and 10 Hz [16]. In this way, the
noise produced while the thimble moves without making any contact with object can
be removed, and we will get the right thresholds.

For the thimblewith accelerometer and vibrator, the datawas filtered using a band-
pass (5–150 Hz) third-order Butterworth filter. The acceleration (Rg) was calculated
by combining all the axis (Eq. 1) and standard deviation (Std) along each axis with
a window size 20 ms and 0% overlap. The threshold (Th) for the detection of the
touch and release is calculated by taking the sum of the Std. along x-axis and y-axis
(Eq. 2). The reason for considering the standard deviation only along x-axis and y-
axis because as the vibrator was placed along z-axis (Fig. 3a), there was less variation
along the z-axis.

Rg =
√
x2 + y2 + z2 (1)

Th = st x + sty (2)

where

x value of x-axis in g.
y value of y-axis in g.
z value of x-axis in g.
stx standard deviation along x-axis.
sty standard deviation along y-axis.

6 Results

The threshold for the thimbles is shown in Fig. 6. The upper and lower thresholds
for piezo film thimble were set to 3.9 V and 3.1 V, respectively, for the detection of
touch and release events (Fig. 6a). These thresholds were set by taking into account
the noise threshold.

On the other hand, the upper and lower thresholds for the second thimble were set
to 0.08 and 0.035, respectively (Fig. 6b). In addition to the noise threshold, theRgwas
also calculated to avoid the wrong feedback when the thimble moved freely without
any touch and release events. So Rg was set to be less than 1.2 g for the feedback,
and if it was more than 1.2 g, the system would not give any wrong feedback to the
users.

Figure 7 shows the response of the piezo thimble with respect to the thresholds.
The response was in terms of force and force rate. The force rate was calculated
according to the speed and the force applied. The positions 2, 4, 5, 7, and 8 are
more sensitive as they reached the threshold with fore applied with less force rate as
compared to the positions 1, 6, and 3. On the other hand, in case of the thimble with
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Fig. 6 Thresholds for: a piezo film thimble and b accelerometer and vibrator

the accelerometer and vibrator, all the positions are sensitive except the position 5
(Fig. 8).

7 Discussion

The two thimbles were designed with different sensors for the comparison. The
working principle of both the thimbles is different. The piezo film develops a voltage
between (potential differences) its upper and the lower when the film is stressed.
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Fig. 7 Piezo film thimble response with respect to the thresholds

Fig. 8 Accelerometer and vibrator thimble response with respect to the thresholds
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For the second thimble, the accelerometer recorded the vibration and measured the
variation in the vibration when thimble touched or released the object.

As the working principles were different, their data processing was also different.
For the piezo film, only one signal was used for the processing. But an amplifier
was used to amplify the signal. Then, the filter was applied to remove the data
with frequency more than 10 Hz. For the other thimble, the signals from three axis of
accelerometer were collected and processed. Bandpass filter (5–150Hz)was applied,
and then Rg and Th were calculated. The delay of 10 ms (approx.) was observed
in the piezo film thimble and 30 ms in the second thimble between the threshold
reached and the feedback. The delay was more in the thimble with the accelerometer
and vibrator because the window size of 20 ms was used to calculate the Std.

In terms of force rate, the thimble with accelerometer and vibrator seems to be
more sensitive than the piezo film thimble. As you can see in Fig. 8, the force rate to
reach the threshold for seven positions is less than 1 N/s. It implies that the thimble
with accelerometer and vibrator was sensitive even if the speed of the myoelectric
handwould be slow. On the other hand for the piezo film thimble, only one position is
able to reach to threshold less than 1 N/s and four positions less than 1.5 N/s (Fig. 7).

In terms of force required to reach the threshold, the accelerometer thimble is
more sensitive. In the thimble with accelerometer and the vibrator, eight positions
required less than 0.5 N force to detect the events of touch and release, but in the
piezo film only four positions.

For the overall sensitivity of the thimble, it is completely dependent on the contact
between the thimble and the object, as some positions on the thimbles are more
sensitive as compared to others. In our case, for the overall sensitivity of the thimble,
I have selected the positionwith least sensitivity. So for the accelerometer andvibrator
thimble, the overall sensitivity is 0.82 ± 0.16 N (second position), and for the piezo
thimble, it is 1.18 ± 0.05 N (first position). So, in terms of the overall sensitivity,
both thimbles are very similar.

In terms of the implementation, there are many factors that can affect the imple-
mentation of both the thimbles. The power consumption by the piezo film is very
less as compared to the accelerometer and vibrator thimble, because the vibrator
needs to be powered just before the detection of the events. Cutting the piezo film
into the desired shape for the thimble is a challenging process because after cutting
the film, if the edges are not cleaned properly, it would short circuit the film. There
will be additional control required to active and deactivate the vibrator before and
after the touch task. This can either be done by using the EMG control, i.e., vibrator
could be activated with EMG signal or it could be activated if the thimble remains
in certain position for fixed time and detect some changes in the signal with the help
of accelerometer.
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Abstract 2,4-Dihydroxyacetophenone benzoylhydrazone (DHABH) collectively
has been used for the anticorrosive activity towards soft cast steel and as a complexing
agent for formation of a coordination complex with tungsten (VI). The corrosion
inhibition properties of the reagent are examined in acidic medium at variable
concentrations and temperatures utilizing different techniques like gravimetric and
electrochemical including polarization measurements and electrochemical
impedance spectroscopy (EIS) and quantum chemical calculations. It has been
found from the study that inhibition potency increased with increasing concentration
of DHABH as indicated by weight loss measurement, polarization curves and EIS
studies. However, the complexation conduct of the reagent with tungsten (VI) to
form 1:3;W(VI): DHABH complex is studied spectrophotometrically. The produced
method of determination has been observed to be exceedingly sensitive, selective,
quick, reproducible and satisfactorily pertinent to a wide variety of technical and
synthetic samples.
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1 Introduction

Corrosion is a naturally happening destructing phenomenon of a metal disintegra-
tion in view of metal ecological collaboration. A considerable lot of the ordinarily
utilized metals particularly iron are helpless to consumption and subsequently lost.
The process is undesirable, thus eradicating metallic properties and reducing their
life [1]. Thus thinking about the wide applications of iron in its commercial steel
alloy form, corrosion prevention and control are essentially required. Out of various
techniques applied for the corrosion control process, a calculable decline in corro-
sion rate of iron is observed on supplementation of a chemical substance known as
inhibitor. The inhibitors help in retarding the attacking tendency to metallic surface
thereby to withstand environmental conditions. Corrosion control by application of
inhibitors is observed to be the most efficacious, empirical and lucrative technique
against erosion in acidic solution [2, 3].

Organic compounds generally act as effective corrosion inhibitors, and the most
efficient are the compounds with π -bonds or heteroatoms like N, O and S in their
structures [4]. Magnificient results are obtained in the past using hydrazones as the
potential inhibitors [5, 6]. In continuation with the past studies [7–9], DHABH,
another hydrazone, is used in the present work as a brilliant corrosion inhibitor.
2,4-Dihydroxyacetophenone benzoylhydrazone (DHABH) has been utilized for the
anticorrosive action towards soft cast steel and as a complexing operator for formation
of a coordination complex with W(VI). Alongside the utilization of DHABH as a
powerful anticorrosive agent, it is found to have extensive use as a complexing agent
in analytical chemistry for spectrophotometric determination of transition elements
including tungsten (VI) [10–14] where DHABH goes about as a promising reagent
for complexation of W(VI) in the present work.

2 Experimental

2.1 Preparation of 2,4-Dihydroxyacetophenone
Benzoylhydrazone (DHABH)

Equimolar amounts (0.025 mol) of resacetophenone (3.8 g) and benzoyl hydrazine
(3.4 g) are refluxed for two hours in ethanol. The product obtained, Fig. 1, is cooled,
filtered and recrystallized with ethanol [15].

Molecular formula: C15H14O3N2; molecular mass: 270 g mol−1; melting point:
197 °C.
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Fig. 1 Structure of 2,4–dihydroxyacetophenone benzoylhydrazone (DHABH)

2.2 Materials Required for Anti-corrosion Potential

Specimen Preparation. A (3×1.5×0.028 cm3) rectangular soft cast steel specimen
with the composition (wt%) C—0.14; Si—0.03; Mn—0.032; S—0.05; P—0.20;
Ni—0.01; Cu—0.01; Cr—0.01 and the remaining iron was taken for all corrosion
inhibition tests. All the samples and solutions required for gravimetric and electro-
chemical measurements were prepared as reported, and finally corrosion rate was
computed in millimiles per year (mmpy) applying the formula [16]:

CorrosionRate = (534 × �W )/DAT (1)

where �W is loss in mass of soft cast steel in mg, D is the density of soft cast steel
(7.86 g cm−3), A is the total area in cm2 and T is immersion time in hours of the soft
cast steel. ‘CR’ values thus determined were applied to evaluate inhibition efficiency
(η) using the equation:

η% = [(
CR0 − CR

)
/CR0

] × 100 (2)

where CR0 and CR are the corrosion rate values of soft cast steel in the absence and
presence of the inhibitors, respectively.

Electrochemical Analysis. All types of electrochemical measurements including
potentiodynamic polarization studies to record Tafel curves and electrochemical
impedance spectroscopy (EIS) for Nyquist plots were performed using electrochem-
ical work station, three-electrode cell assembly including soft cast steel sample as
working electrode with 1 cm × 1 cm, exposed area, Ag/AgCl as reference electrode
and graphite electrode as the counter electrode as reported [16].

The experimental measurements were carried out by immersing the steel sample
in 1 M H2SO4 solution devoid of and in the presence of variable strengths of the
inhibitor within the temperature range of 303–323 K.

All other testing conditions for electrochemical analysis were set as earlier similar
reported experiments [16]. The polarization Tafel curves thus recorded in the absence



274 N. Kaur et al.

and presence of inhibitor in the potential range ±250 mv with a scan rate of
0.001 Vs−1 were used to evaluate the percentage corrosion efficiency (η%) as

η%(Tafel) = [(
I 0corr − Icorr

)
/I 0corr

] × 100 (3)

i0corr and icorr denoted corrosion current densities of soft cast steel in 1 M H2SO4 in
the absence and presence of DHABH, the inhibitor, respectively.

Similarly, based upon Nyquist curves obtained from EIS measurements and
the EIS data including parameters like charge transfer resistance (RCT), maximum
frequency (Fmax), double layer capacitance (Cdl) and % inhibition efficiency were
determined applying the equation as:

Cdl = 1/2πFmaxRCT (4)

η% = [(
RCT−R0

CT

)
/R0

CT

] × 100 (5)

RCT and R0
CT indicated the values of charge transfer resistance in the presence

and absence of inhibitor, respectively.
Quantum chemical parameters. The quantumchemical parameterswere evaluated

with the help of HyperChem Professional 8.0 packages (Hypercube, Inc., USA) [17].

2.3 Instrumentation and Materials Required
for Spectrophotometric Determination of Tungsten (VI)

A UV–Vis spectrophotometer (2375; Electronics India) with 1 cm analogous quartz
cuvettes was used for absorbance measurements and spectral studies.

A stock solution, 1 mg ml−1, of tungsten (VI) was formulated by dissolving
0.179 g of sodium tungstate in distilled water and normalized by oxine method [18].
The employed solutions of lower concentration were prepared by suitable dilutions
therefrom.

Solutions of other metal ions at mg ml−1 level were prepared by dissolving their
commonly available sodium or potassium salts in deionized water or dilute acid
which on appropriate dilution produced solutions of lower strength at μg level.

A 0.5% ethanolic solution of DHABH was prepared.
Distilled ethyl acetate throughout was used for extraction and determination.
2MHydrochloric acid (HCl)was prepared by appropriate dilution of concentrated

HCl.
By homogenizing solutions of different metal ions in suitable proportions, the

synthetic samples (some of them comparable to minargent, platinoid, tungsten alloy,
heat-resistant steel and high-speed steel) were prepared.
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The technical sample, reverberatory flue dust (0.1 g), was dried at 110–120 °C in a
silica crucible after combiningwith 10mgof tungsten solution and alongwith sodium
peroxide (0.8 g) fused in a muffle furnace at 250–300 °C, dissolved in hot water,
neutralized with concentrated hydrochloric acid and finally adjusted to 0.1 M acidity
in 100 ml total volume. 0.5 and 0.4 ml fractions were applied to the determination
of tungsten by the proposed method.

3 Result and Discussion

3.1 Anticorrosive Behaviour

Gravimetric Analysis/Weight Loss Measurements

Variation of corrosion rate with concentration of inhibitor. At divergent concentra-
tions ranging between 200 and 1000 ppm of the inhibitor (without and with) in 1 M
H2SO4, the weight loss measurements of rectangular steel sample were performed
under stable aerated conditions and at variable temperature falling in the range of
303–323 K.

This is clearly evaluated from the weight loss studies as manifested from Table 1,
and Figs. 2 and 3 that DHABH, the inhibitor, helps in increasing inhibition efficiency
(η) with increase in concentration whereas the corrosion rate (CR) diminishes with
increasing concentration of the studied inhibitor. The corrosion rate exhibitedwithout
DHABH was found to be 365.18 mmpy at 303 K which reduced to a much lower
value of 30.74 mmpy on application of DHABH to the steel sample. Similarly, the
inhibition efficiency increased significantly to a value of 91.58% at 303 K which is
considerably a very high value of %η for corrosion inhibition of soft cast steel.

The results indicate effective adsorption of the hydrazone molecule with high
concentration over the steel surface. The experiment of weight loss measurement
was repeated at other temperatures of 313 and 323 K to observe the same trend in
CR and %η with variable concentration as analysed at 303 K and shown in Table 1.

Table 1 Effect of concentration of DHABH and temperature on CR and %η from weight loss
measurements

Inhibitor Concentration
(ppm)

CR at
303 K
(mmpy)

η% CR at
313 K
(mmpy)

η% CR at
313 K
(mmpy)

η%

Blank − 365.18 − 598.44 − 1096.22 −
DHABH 200 88.70 75.71 315.13 47.34 677.68 38.18

400 48.31 86.77 282.70 52.76 586.17 46.52

600 35.27 90.34 257.32 57.00 548.00 50.01

1000 30.74 91.58 215.55 63.98 475.21 56.65
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Fig. 2 Inhibition efficiency (η%) with concentration of DHABH

Fig. 3 CR with concentration of DHABH

Variation of corrosion rate with activation parameters. Table 1 from weight loss
measurements indicates that rate of corrosion is highly affectedwith elevated temper-
ature of the testing solution, thus influencing efficiency of the inhibitor. This is
observed from the experiment that the corrosion rate enhances whereas %η dimin-
ishes with increased solution temperature showing maximum inhibition efficiency
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value of 91.58% at 1000 ppm, 303K. The effect is ascribed to the enhanced corrosion
process at elevated temperature, speeding up desorption of the absorbed DHABH
(inhibitor) molecule from the steel surface.

The activation parameters showing dependency of corrosion rate on tempera-
ture can also be computed in terms of activation energy (Ea) employing Arrhenius
equation as:

CR = A exp(−Ea/RT)

ln CR = ln A − Ea

RT

logCR = log A − Ea

2.303RT
(6)

whereCR stands for corrosion rate,A is pre-exponential factor,Ea is the apparent acti-
vation energy,R is gas constant (8.314 JK−1 mol−1) and T is the absolute temperature
(K).

The value of activation parameter, i.e., Ea, is enumerated from the slope
(Ea/2.303RT) of the plot drawn in Fig. 4 between log CR and 1/T at 303 K with
1000 ppm strength of the inhibitor in its presence and absence.

Analysis of the activation parameter data exhibited a much higher value of Ea of
111.57 kJ mol−1 for the solutions containing DHABH as inhibitor than to that of bare
acid solution (Ea = 44.50 kJ mol−1). As is reported earlier that Ea with inhibitor is
more thanEa without inhibitor [19] accordingly. The higher value ofEa energy shows
increased energy barrier for the occurrence of corrosion slowing down the corrosion

Fig. 4 Arrhenius plot for soft cast steel in 1 M H2SO4



278 N. Kaur et al.

process in 1 M H2SO4. The positive and increased value of Ea is also indicative of
the process of physisorption between soft cast steel surface and DHABH molecule.

3.2 Electrochemical Measurements

Potentiodynamic polarization measurements. The polarization curves of the soft
cast steel surface in 1 M H2SO4 solution without and in the presence of different
concentrations of DHABH are represented in the form of Tafel polarization curves
as shown in Fig. 5. From the potentiodynamic polarization curves thus obtained,
the numerical values of all the electrochemical kinetic parameters like the anodic
Tafel slope (βa), the cathodic Tafel slope (βc), the corrosion potential (Ecorr) and
corrosion current density (Icorr) at various concentrations of DHABH at 303 K were
calculated and are given in Table 2. The corrosion inhibition efficiency (η%(Tafel))
was obtained from polarization measurements using Eq. 3. This is quite evident from
Fig. 5 that DHABH influences both cathodic and anodic reactions changing shapes
of the polarization curves to lower current densities indicating retarding nature of
DHABH towards anodic dissolution aswell as evolution of hydrogen takes place. The
inhibition effect enhances with increasing concentration of the inhibitor indicating
probably the respective enhancement of adsorption of DHABH over the surface.
However, the change in Ecorr value is less 85 mV, and it indicates the mixed-type
nature of inhibitor.

Thus, the most probable mechanism expected for the process is adsorption of
inhibitor through π-electrons of benzene ring and unshared pair of heteroatom

Fig. 5 Tafel polarization curves
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Table 2 Polarization parameters of soft cast steel at different concentrations of DHABH

Inhibitor C(ppm) βa
(mV dec−1)

βc
(mV dec−1)

Ecorr
(mV vs.
Ag/AgCl)

Icorr
(μA cm−2)

η(%) Θ

Blank − 94.06 36.49 423 83.84 − −
DHABH 200 40.56 19.89 444 28.08 66.50 0.66

400 83.12 39.52 446 25.03 70.14 0.70

600 100.72 24.59 425 18.28 78.19 0.78

1000 86.70 56.35 471 15.90 81.03 0.81

(N and O) which blocks reactive sites of soft cast steel surface retarding the corro-
sion current density. Consequently with increased block fraction of steel sample by
adsorption, inhibition efficiency increases. Further, the recorded values of corrosion
potential (Ecorr) do not show a significant change (�Ecorr ≤ 48 mV) remaining less
than 85 mV [20] confirming the nature of inhibitor under observation as a mixed
type.

Electrochemical impedance spectroscopy (EIS). In 1 M H2SO4 solution at 303 K,
after immersion of the steel sample for 60–65 min, the corrosion performance of
soft cast steel was analysed by EIS studies (deprived of and with inhibitor). The
investigational data thus procured is abstracted in Table 3, and the impedance spectra
obtained for the sample without and in the presence of varying concentrations of
DHABH are presented in the form of Nyquist plots in Fig. 6.

The total impedance remarkably rises up on applying inhibitor to the soft cast
steel sample which is indicated in the results that an increase in concentration of
DHABH affects positively on the impedance value.

The plots clearly reveal that each impedance spectrum contains one high
frequency, an intermediate frequency and a low-frequency capacitive semicircle at
different concentrations of the inhibitor. It can be interpreted on the basis of elec-
trode behaviour and charge transfer process occurring on the interface of metallic
surface. The variation in the semicircles shown in Nyquist plots may be ascribed to
the surface heterogeneity that is its roughness and frequency variations at the steel

Table 3 Impedance parameters for soft cast steel at various DHABH concentrations

Inhibitor C(ppm) RCT
(� cm2)

Cdl
(μF cm-2)

Θ η %

Blank − 6.46 376.21 − −
DHABH 200 71.56 33.9 0.791783 79.17831

400 185.07 23.0 0.91949 91.94899

600 215.62 19.8 0.930897 93.08969

1000 342.54 16.5 0.956501 95.65014
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Fig. 6 Nyquist plots of DHABH

surface. The change observed in the impedance with the positively changed concen-
tration of inhibitor may be due to enhanced adsorption of DHABH on metal surface
and hereby obstructing its active sites.

RCT (charge transfer resistance) was found to be maximum at the maximum
concentration of inhibitor (1000 ppm) used for this study, while the corresponding
Cdl value is found to be minimum as calculated by Eq. 4 indicating sleeving of the
metal surface with protective film of the inhibitor. The same results were reflected
in increased η% with rising concentration of DHABH as determined from Eq. 5.

3.3 Adsorption Isotherms

Corrosion inhibition, mainly due to adsorption, is generally studied through adsorp-
tion isotherm, i.e. relation between amounts of adsorbate adsorbed on the surface of
adsorbent. Thus, it is significant to think about adsorption isotherm of soft cast steel
(adsorbent) which can give essential information about the mechanism of corrosion
hindrance for steel sample because of the examined compound. So as to portray the
adsorption conduct of the inhibitor (DHABH), Langmuir adsorption isotherm [21]
for soft cast steel was utilized which gave the best depiction of adsorption conduct
of examined compound. The surface inclusion (θ ) is characterized as given in Eq. 7

θ = η

100
(7)
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η denotes inhibition efficiency seen from weight loss estimations. The outcomes
reveal that the plots of C/θ versus C provide a linear fit with the perfect linear
correlation coefficient, R2 ≥ 0.99 as is given by Eq. 8, the general form of Langmuir
equation

C

θ
= 1

Kads
+ C (8)

where θ represents the extent of surface coverage/inclusion of soft cast steel the
adsorbent, C is the concentration of DHABH present in bulk solution and Kads is
the equilibrium constant for adsorption–desorption process as determined from the
reciprocal of intercept of the plot of C/θ versus C (Fig. 7).

Kads is related to the free energy of adsorption (�G°ads) with Eq. 9

�G = −RT ln (55.5 Kads) (9)

where R stands for the ideal gas constant, T is the absolute temperature and the value
55.5 is concentration of water in bulk solution. The �G°ads value as obtained from
Eq. 15 at 303 K (30 °C) is −25.73 kJ mol−1 (Table 4). The value of �G°ads signifies
the nature of interaction between adsorbent and adsorbate that is physical adsorp-
tion (�G°ads up to −20 kJ mol−1) or chemical adsorption (�G°ads ≤ –40 kJ mol−1)

Fig. 7 Langmuir adsorption isotherm of DHABH for soft cast steel in 1 M H2SO4
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Table 4 Thermodynamic parameters from Langmuir isotherm for DHABH in 1 M H2SO4

Temperature (K) 1/Kads (M) Kads (M−1) R2 �G°ads (kJ mol−1)

303 0.002037551 490.7853 0.9995 −25.73

313 0.007026939 142.3095 0.9954 −23.36

323 0.009608571 104.0737 0.9958 −23.26

[22, 23]. The negative �G°ads value is indicative of the spontaneity of the adsorp-
tion process [24] and stability of the adsorbed layer. Thus in the reported examina-
tion, the value slightly greater than −20 kJ mol−1 shows physicochemical nature of
adsorption.

3.4 Quantum Chemical Parameters

Recently, quantum chemical calculation method has been utilized for assessing the
corrosion inhibition mechanism with the aid of quantum chemical calculations [25].
The energy gap �E (HOMO–LUMO) is an important stability index and is appli-
cable for developing the theoretical models which are able to explain conformational
and structural barrier in various molecular systems [26]. Reactivity of the compound
can be easily predicted on the basis of �E as represented in Table 5. Several other
parameters like absolute hardness (h), global softness (σ ) [26], absolute electroneg-
ativity (χ ), electronic charge and separation energy (�E) were calculated with the
help of the following equations:

�E = ELUMO−EHOMO (10)

χ = −(EHOMO + ELUMO)/2 (11)

h = (ELUMO−EHOMO)/2 (12)

σ = 1/h (13)

The tendency of bonding can be directly related to frontier orbital energy levels,
that is, highest occupied frontier molecular orbital (HOMO) and the lowest unoccu-
pied frontier molecular orbital (LUMO) in order to explore the ability of the inhibitor

Table 5 Computed quantum chemical parameters for DHABH

Quantum parameters EHOMO ELUMO η χ �N �ET

DHABH −8.545 −1.129 3.708 4.837 0.583 −0.927
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[27]. HOMO represents the electron-donating ability, whereas LUMO is a represen-
tative of the electron acceptance ability of inhibitor molecule [28]. Greater the energy
of HOMO, better is its ability to donate electrons to the d orbitals of metal while
reverse is true for LUMO that is lower the energy of LUMO, excellently it can
accept electrons frommetal surfaces. Thus, energy gap between HOMO and LUMO
is inversely varyingwith the inhibition efficiency. It could be observed fromFig. 8 that
the electron density is mainly concentrated over heteroatoms, benzene ring pointing
towards the electron-donating ability via lone pair and conjugated system to interact
with the metal surface through donor–acceptor pathway.

The number of transferred electrons (�N) has been calculated by application of
the Pearson method using Eq. 14 [29] as under

�N = (χFe − χinh)

2(hFe − hinh)
(14)

where χFe and χinh de note the absolute electronegativity of iron and inhibitor
molecule. hFe and hinh represent the absolute hardness of iron and the inhibitor
molecule, respectively. However, the use of work function (φ) of the metal surface
instead of electronegativity gives more appropriate results [30]. Thus, Eq. 15 is
rewritten as follows:

�N = (φFe − χinh)

2(hFe − hinh)
(15)

The derived quantum chemical value for Fe (1 1 0) surface is 4.26 eV [31]. �N
is a measure of inhibitor’s efficiency to transfer its electrons and hence its inhibition
efficiency. In the presented work,�N value is positive demonstrating the potentiality
of DHABH for adsorption to the soft cast steel surface. The presence of heteroatoms
(N, O) and conjugated aromatic ring system in DHABH are the most probable modes
of adsorption to the metal surface via electron transfer process. The experimental
and theoretical calculations are in a good congruous with each other.

Optimized molecular 
structures

HOMO LUMO

DHABH

Fig. 8 Geometry optimized structure, HOMO and LUMO of DHABH
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3.5 Spectrophotometric Determination of W(VI) Using
DHABH as Complexing Agents

Another unconquerable significance of DHABH presented in the work is to go about
as a complexing agent where it responds with tungsten (VI) in hydrochloric acid
medium to create a 1:3 (M:L) yellow-coloured persistent complex quantitatively
distinguishable by extraction into ethyl acetate and studied spectrophotometrically.
The procedure for extraction and determination, experimental conditions beingmain-
tained while studying different parameters in a steady progression, the optical char-
acteristics, stoichiometry of the formed complex and applications of the technique
are referenced underneath.

3.6 Procedure Recommended for Extraction
and Determination of Tungsten (VI)

1 ml of 1 M HCl and 1.5 ml of 0.5% (m/v) DHABH solution along with the sample
solution containing ≤100 μg of W(VI) and appropriate amount of doubly deionized
water were brought together into solution in a 125 ml separatory funnel to make up
the volume of aqueous phase 10 ml. The contents were equilibrated once for 30 s
by extracting out with 10 ml of ethyl acetate. After clear phase partition, the light
yellow-coloured organic phase containing complex was passed through a Whatman
filter paper (No. 41, 9-cm diameter, preprocessed with the solvent) to eradicate any
traces ofwater left in the concentrate.At 400 nm, the analytical signals for absorbance
of the light yellow complex were read against similarly treated reagent blank and
from the standard curve thus obtained, concentration of themetal ion can be analysed
under indistinguishable conditions.

However for the samples containing Cr(VI), Ce(IV), Se(IV) and Mo(VI), adjust-
ment in the procedure is required to avoid co-extraction of these metals. In their
respective specimens, masking or complexing agents were added to prevent the
interference accordingly brought about by the referenced elements. For each of 1 mg
Cr(VI) and0.1mgCe(IV), 20mgof ascorbic acid; for 0.1mgSe(IV), 50mgof sodium
sulphate, and for 0.1 mg of Mo(VI), 50 mg disodium EDTA were added preceding
use of the ideal conditions intended for formation of the prepared complex.

Effect of varying experimental conditions. This is observed that DHABH reacts
with W(VI) under acidic conditions to produce a light yellow complex altogether
extractable into ethyl acetate, indicating maximum and stable absorbance in the
visible region of the spectrum. Nature and concentration of the medium provided
(acidic or basic) influence absorbance of the formed complexwithmaximal perceived
in hydrochloric acid medium.
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The ideal, maximum and stable absorbance was accomplished for the specimens
containing ≤100 μg of W(VI) in 10 ml aqueous conditions, 0.05–0.13 M HCl and
1.4–1.7 ml of 0.5% (m/v) DHABH solution in ethanol added progressively in a
similar request. The resultant aqueous solution was then equilibrated once with an
equivalent volume (10 ml) of ethyl acetate during 10–120 min as aggregated in
Table 6. Various water incompatible solvents like chloroform, carbon tetrachloride,
benzene, toluene, dichloromethane, 1,2-dichloroethane, isopentyl alcohol, isobutyl
methyl ketone and cyclohexane could comfortably separate the investigated complex.
However, ethyl acetate was noticed to be maximum acceptable imparting quick and
clear phase partition.

To analyse selectivity of themethod, tolerance limits of different foreign or diverse
ions on complex formation were tested under ideal states of the proposed procedure.
Various anions or complexing agents were examined by taking their generally acces-
sible sodium or potassium salts and adding as their mg per 10 ml amounts along
with 50 μg W(VI) per 10 ml aqueous phase. Nitrate, 100 mg; carbonate, 80 mg;
disodium EDTA, thiocyanate, chloride, sulphate, ascorbic acid, acetate, hydrazine
sulphate and iodide, 50 mg each; sulphite, bromide and dithionite, 40 mg each;
citrate, 10 mg; tartrate and fluoride, 5 mg each; phosphate, 0.1 ml; H2O2, 30% (w/v);
and glycerol, 0.5 ml each when added before reagent addition did not affect the
determination. However, oxalate interferes seriously causing an error of more than
1%. Comparative investigation was performed of different cations as: Co(II), Hg(II),
Ba(II), Mn(II), Mg(II), Pb(II) and OS(VIII), 1 mg each; Ru(III), 0.5 mg; Zr(IV) and
V(V), 0.1 mg each; and Fe(III), Pd(II) and Th(IV), 0.08 mg each do not obstruct
the absorbance ofW(VI)–DHABH complex. Cr(VI), Ce(IV), Se(IV) andMo(VI) do
not influence the determination in the presence of respective masking or complexing
agents as depicted in the procedure. The tolerance limit of a foreign ion is taken in
the quantities as the maximum amounts causing an error in the absorbance value by
±1%.

Table 6 Effect of physical parameters on the absorbance of W(VI)–DHABH complex

HCl (M)a 0.01 0.03 0.04 0.05–0.13 0.14 0.15 0.20

Absorbance 0.237 0.252 0.300 0.327 0.300 0.276 0.192

DHABH
(ml)b

0.2 0.4 0.6 0.8 1.0 1.2 1.4–1.8 1.9 2.0

Absorbance 0.325 0.388 0.453 0.497 0.514 0.540 0.610 0.560 0.542

Equilibration
time (s)c

0 2 5 10–120

Absorbance 0.420 0.550 0.590 0.610

Conditions: aW(VI) = 50 μg; DHABH [0.5% (m/v) in ethanol] = 1.5 ml; aqueous volume =
solvent volume = 10 ml; solvent = ethyl acetate; equilibration time = 30 s; λmax = 400 nm
bHCl= 0.1M; other conditions are the same as in (a) excepting variation in DHABH concentration;
DHABH = 2,4-dihydroxyacetophenone benzoylhydrazone (DHABH)
cDHABH [0.5% (m/v) in ethanol] = 1.5 ml; other conditions are the same as in (b) excepting
variation in equilibration time
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Fig. 9 Absorption spectrum

Optical characteristics and correlation data. At optimal conditions, the absorp-
tion spectrum of W(VI)–DHABH complex against reagent blank in ethyl acetate
demonstrated the absorption maximum in the wavelength range 397–405 nm as
is indicated in Fig. 9, Curve A. The spectrum of the reagent blank against pure
ethyl acetate likewise demonstrated a little absorbance at this wavelength as is
clearly assessed from Fig. 9, Curve B. TheW(VI)–DHABH complex obeys linearity
over the concentration range of 0.0–10.0 μg W(VI) ml−1. However, the optimum
range for precise determination of tungsten as analysed from Ringbom plot [32] is
1.17–6.98 μg ml−1. Utilizing statistical techniques, various optical and statistical
parameters were assessed and brought together in Table 7.

3.7 Stoichiometry of the Complex

The 1:3 (M:L) stoichiometry of the prepared complex was established by Job’s
continuous variations method [33] reformed by Vosburgh and Cooper [34] and certi-
fied by the mole ratio [35] and equilibrium shift [36] methods. Fixing two different
concentrations (2.718 ×10−3 and 1.358 ×10−3 M) of the metal and ligand, solu-
tions of equal molarity of W(VI) and DHABH were prepared and were employed to
compute metal-to-ligand ratio. Quantifying absorbance value at 400 nm, the curves
obtained absorbance against mole fraction of W(VI) with a maximum at a mole
fraction of 0.25 of tungsten designating 1:3 (M:L) composition of the extracted
complex. Validation of the 1:3 (M:L) composition was further made by mole
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Table 7 Optical
characteristics, precision and
accuracy data

S. No. Parameter Value

1 λmax (nm) 397–405

2 Beer’s law limits (μg ml−1) 0–10

3 Molar absorptivity (l mol−1

cm−1)
2.244 × 104

4 Sandell’s sensitivity (μg
cm−2)

0.0082

5 Correlation coefficient (r) 0.992

6 Regression equation (Y )* Y = 0.620 X + 0.015

7 Slope (b) 0.620

8 Intercept (a) 0.015

9 Standard deviation ±0.0046

10 Relative standard deviation 0.756%

11 Limit of detection (μg
ml−1)

1.233

*Y = bX + a, where Y is absorbance and X is concentration of
W(VI) in μg ml−1

ratio method utilizing two different concentrations of tungsten (2.718 ×10−3 and
1.358 ×10−3 M) kept constant per study and varying.

Concentration of DHABH. Measuring absorbance again at wavelength 400 nm
of the variation between absorbance and mole ratio of the two components, a clear
break at 1:3 metal to DHABH ratio and hence confirmed the composition. The
stoichiometry of the complex was again verified by equilibrium shift method at
2.718 ×10−3 M tungsten concentration. The reagent concentration is varied from
5.436 ×10−4 to 6.795 ×10−4 M. The slope of the plot between log AI/(A0 − AI)
and log CL is found to be 3.2 supporting 1:3 (M:L) ratio as clearly shown in Fig. 10
(where A0 denoted the maximum absorbance value attained at complete complex
formation, AI absorbance value at a reagent concentration CL and CL being the total
molar concentration of the reagent added).

Thus, the feasible structure of the light yellow-colouredW(VI)–DHABHcomplex
is proposed as shown in Fig. 11.

4 Computational Studies for Structural Elucidation

The energy optimized structure of W(VI)–DHABH complex (as shown in Fig. 12)
was found to have octahedral geometry with an optimized energy −21.1525 kJ/mol.
Three moieties of ligand are perpendicular to each other bound to the central metal
through oxygen atom with a torsional strain of 1.4343. The equatorial M–O distance
is 1.947 Å. The 1,4-VDW interaction is 14.3908 kJ/mol. The O–W–N and O–W–C
bond angles are 84.472° and 78.296°, respectively.



288 N. Kaur et al.

Fig. 10 Equilibrium shift method

Fig. 11 W(VI)–DHABH complex

5 Conclusions

DHABH for the first time has been applied as anticorrosive as well as complexing
agent. The anticorrosive studies of the reagent had been carried out with the help of
gravimetric analysis, potentiodynamic polarization and EIS techniques. Theoretical
methodswere also taken into consideration to analyse corrosion inhibition efficiency.
Theoretical and experimental results were found to be compatible with each other.
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Fig. 12 Optimized structure
of W(VI)–DHABH complex

This was clearly indicated from the obtained data that DHABH can act effectively as
a mixed-type inhibitor against corrosion whose efficiency increases with increasing
concentration of the reagent. Spectrophotometric studies offered a fruitfulmethod for
the micro-determination of W(VI) by the application of complexation behaviour of
DHABH. The method was very simple, sensitive and fast (hardly taking 2–3 min for
a single determination) and had much wider tolerance limits of foreign ions, thereby
enhancing its scope of application. The validity of the method had further been tested
by analysing several synthetic samples of varying compositions and the industrial
reverberatory flue dust sample. The obtained results were in excellent agreement
with the amount of metal ion initially added as is indicated in Table 8.

Table 8 Analysis of synthetic and technical samples by the proposed method

S. No. Composition of sample* W added (μg) W found (μg)**

1 Cu(0.2), Ni(0.2), Pb(0.15)a 25 23.77

2 Cu(1.2), Ni(0.3), Zn(0.5)a 20 17.9

3 Cu(0.5), Zn(0.25), Al(0.4)a 50 46.5

4 Fe(0.08), Cu(0.02), Co(0.03),
Mn(0.005), Ni(0.005)a

10 9.83

5 Fe(0.04), Cu(0.015), V(0.008)a,b 60 55.7

6 Ce(0.05), Ni(2), Mg(5) 50 48.6

7 Co(5), Hg(2), Ba(3) 50 46.9

(continued)
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Table 8 (continued)

S. No. Composition of sample* W added (μg) W found (μg)**

8 Co(5), Ba(3) 50 49.4

9 Ce(0.05), Ni(2), Mg(3) 25 24.9

10 V(0.008), Cu(0.5), Zn(0.5)a 50 46.9

11 Reverberatory flue dust 50
40

51.22
40.07

a1–5 correspond to minargent, platinoid, tungsten alloy, heat-resistant steel and high-speed steel,
respectively; *mg amounts of metal ions in parentheses; ** average of triplicate analysis; bin the
presence of 20 mg ascorbic acid
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A Comprehensive Overview of Sentiment
Analysis and Fake Review Detection

Gurpreet Kaur and Kamal Malik

Abstract Sentiment analysis (SA) is based on natural language processing (NLP)
techniques used to extract the user’s feelings and opinions about any manufactured
goods or services provided. Opinion mining is the other name for sentiment anal-
ysis. Sentiment analysis is very useful in the decision-making process. With greater
Internet use, SA is a powerful tool for studying the opinions of customers about any
product or services provided by any business organization or a company. Several
approaches and techniques have came to existence in past years for sentiment anal-
ysis. Sentiment analysis is useful in decision making. In this paper, we offer an
exhaustive description about techniques used for SA, approaches used for SA and
applications of sentiment analysis.

Keywords SA · Opinion mining · Machine learning · Lexicon · NLP

1 Introduction to Sentiment Analysis

In this worldwide time, client reviews became relatively necessary to understand
different aspects, especially the weaknesses of services and merchandise. The short-
comings or weaknesses can be overwhelmed by client criticism and expelling the
bottlenecks. Sentiment analysis offers a tool to deal with client feedback expressed
with the sort of text, which is formless data [1]. Opinionmining is the second name of
SA [1, 2]. Sentiment analysis refers to processing of natural language and document
analytics techniques used for the detection and retrieval of contextual knowledge in
source material [3]. In general, the purpose of the sentiment analysis is to decide the
speaker’s, writer’s and author’s attitude toward any subject or the whole qualitative
polarization of the manuscript. Opinion is either one’s decision or the evaluation,
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emotional condition or emotional contact planned [3]. Sentiment analysis is widely
used in many different areas like market prediction, recommender system education
sector, box office detection, etc. Opinions are expressed with adjectives [4]. The
number of adjectives used in conjunction with the product characteristic is called
product rank [5]. An opinion could be of two types, one is direct and the other is
relative (comparative) [6]. Direct sentiment signals about certain targets, entities
like goods and services, events, subjects, people, for example, “Battery backup of
Redmi pro 5 is amazingly good”. Comparison opinion stated differences or similar-
ities between the objects, e.g., “Bike X is cheaper than Bike Y” [6]. Review sites are
increasingly met with either the increase in negativity, i.e., sentiment fraud aimed
toward supporting or harming other potential clients through manipulating whether
person who reads or computerized opinion mining and SA. Sentiment analysis
approaches can be applied for spam review or fake reviews detection [7, 8].

1.1 Levels of Sentiment Analysis (SA)

The analysis of sentiments is conducted at three stages—one is document level,
second is sentence level and third is at feature level. Sentence-level sentiment analysis
is done via two jobs, subjectivity and objectivity [6] which are as follows:

Objectivity defined for Dell laptop: I am using Dell laptop from last few years.
Subjectivity for laptop: Dell laptop is very nice. Subjective sentences are classified
into two types—one is positive and other is negative:

Positive sentence: Dell laptop is a very nice laptop.
Negative sentence: This laptop had a deprived battery backup.

In second-level mining, we get a review from the whole article or document and
indicated that the whole document as positive sentiment value or negative sentiment
value, [9] for example, “thumbs-up,” “star ratings,” etc. Opinions can also be of
feature level, e.g., I bought a phone, it was such a nice phone, and the picture quality is
too good. Each feature is classified, and overall sentiment is measured [6].

1.2 Architecture of Sentiment Analysis

In Fig. 1, the sentiment analysis method starts with data collection, which involves
a collection of data from sources of opinion. The researcher takes only that data
which is related to their research that was collected during the first step of the
architecture. After that input document is analyzed. Identification of opinion is then
performed to determine whether the text source includes opinions [10]. Yi et al. [11]
defined a method that is used for opinion identification, opinion holders and subjects
from sentences. They defined the process stepwise; in the first step, identification of
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Fig. 1 Sentiment analysis
architecture Sentiment 

Data Source

Input 
Document

Identify the Opinion

Extract Features

Classification of Sentiments

Final Result

opinion behavior words is (verbs and adjectives) categorized into positive, negative
and neutral. In Fig. 1, after opinion identification, feature extraction is done using
various methods or algorithms like lexicon approach and approaches to machine
learning that we will discuss under approaches in the third section of this paper.
Extracted features are fed to the classifier, and it is necessary to extract the exact
features of sentiment. The main function of the classifier is to assign the sentiment
polarity. Sentiment classifiers classify the sentiment either into neutral, positive or
negative. And the final stage is just to summarize results [10]. The first step of the
sentiment analysis architecture is that the reviews are taken and the data processing
is done, and in the second step removing the unwanted data is done. In the third stage,
review analysis is done with the help of POS (parts of speech tagging) and negation
tagging. After that, learning models are applied for sentiment classification, and at
the final stage, results are prepared [9].

2 Fake Review

Nowadays, online reviews of the product or service turn out to be the popular source
of client reviews or comments. Those comments are utilized by people, companies or
organizations to take decisions. Some of the companies or organizations, for profit,
produce fake reviews, and customers are mislead by these reviews. But the catego-
rization of the opinions or reviews as genuine or fake is the major problem. One of
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the solutions to detect fake reviews is sentiment analysis which is a powerful tech-
nology to detect reviews and customers’ feelings. Opinion fraud includes reviewers
who are paid for posting fake reviews. Fake reviews are of two types: defaming spam
or hype spam [12]. Spam or fake review is like a web page fraud [13]. Jindal and
Liu [13] studied the review spam for 5.8 million opinions and more than 2 million
reviewers from Amazon web site. They studied that there exist a number of fake
reviews. Authors identified many duplicate reviews and the same reviews posted by
the same or different reviewer. They proposed two-step methodology to detect spam
or fake review: In the first step, they classify the reviews into three types, and after
that, they did review spam analysis and defined two classes for reviews either spam
or non-spam [14]. Methodology defined for spam review detection consists of the
steps, following the collection of review dataset—preprocess the dataset to remove
noisy data, feature extraction techniques and the last step is to detect spam review for
which they used machine learning or lexicon-based methods. Positive reviews can
bring critical monetary benefit to the organization, and negative reviews frequently
cause deals misfortune [15]. The main job in spam review detection is to identify
which is spam or which is an honest review. For spam detection, data and features
are divided into three types: Text of review, review meta data and review information
[16]. Holla and Kavitha [17] defined latent Dirichlet allocation method for detection
of spam review. This method is based on certain words or patterns related to a partic-
ular subject. It is a probabilistic model. They took 80% of training data and 20% of
test data and chose evaluation metric for accuracy. Accuracy given by them is:

A = True Positive + TrueNegative/True Positive

+ TrueNegative + False Positive + FalseNegative

where true positive is the spam reviews, true negative is the truthful reviews, false
positive and false negative reviews. Mukherjee et al. [18] in their paper defined
method to detect group spammers in spam reviews. Group spamming is defined
as number of consumers putting together spam or fake comments to support or
downgrade aimed services or products. They proposed a relationship-based model
called GSRank that can take into account the relationship between groups, users and
services they reviewed to identify spammers.

Spamor fake review is a review that is not truthful review of the product. It is either
posted by spammer or group of spammers to increase the profit of their organization,
and customers are mislead by these reviews.

3 Literature Review

Pang et al. [19] definedmachine learningmethods to find the efficiency of documents
classification by overall sentiment. Results showed that learning with machine gave
improved results than human-created methods for opinion mining or SA on data
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of movie reviews. An experiment consists of more than 700 negative and positive
reviews. The unigram and bigram features are used for classification. The research
is carried out using support vector machine (SVM), Naïve Bayes and maximum
entropy classification. The efficiency of machine learning methods was lower than
topic-based methods.

Turney [20] used unsupervised learning algorithms to categorize the opinion as
“suggested” and “not suggested”. Thumbs-up is the example of suggested, and
thumbs-down is the example of not suggested. They also used POS to categorize
sentences which include adverbs and adjectives.

Yi and Niblack [21] defined a sentiment analyzer to take out a sentiments from
given topic which was taken from online texts or documents. This analyzer used
NLP techniques. This sentiment analyzer discovers every reference of the content or
document and polarization of every reference. This paper gave good result for digital
cameras and music.

Ghose [22] defined the product reviews focused on client-oriented andmechanism
of producer ranking. The proposedmethod finds themost effective opinion or review.
For aspect-based services or products, reviews containing validated details found in
the product description were used, and the subjective point of view is useful for
experienced products.

Hu et al. [23] defined removal and summarizing procedure to all the client opinions
or reviews of a service. The following steps were used in the above said process:

1. Mined the product features which are written by client. Mining is done by NLP
and techniques of data mining.

2. Opinions in the review are recognized and organized as positive and negative.
3. Finalize or summarize the results.

Several semi-supervised techniques have been proposed to provide the solution
for the problem of lack of marked data for sentiment classification to solve the
classification of opinions or feelings they used under-sampling methods [24].

Ravi et al. [1] explained sentiment analysis in the educational sector and analyzed
text reviews on 270 training programs posted by 2688 participants in an organiza-
tion. To find the efficiency of the proposed work, they found a correlation coefficient
between sentiment score and numerical rating assigned by the participants. Pearson’s
coefficient calculated by them is 0.04, which indicates that sentiment score is nonlin-
early related to program rating. Future scope of this paper was extended to find out
sentiment expressed over the Internet connection, hospitality, etc.

Peng and Zhong [25] computed sentiment score by shallow parser dependency.
It also defined the connection between score of sentiments and fake reviews. They
developed a time sequence combined with some discriminative policy to find spam
reviews efficiently. Classification accuracy of the different lexicons was given as
SentiWordNet which has 56.4% and MPQA 58.5%.

This is the study of fake reviews inChina [26]. Dataset was taken from theChinese
review hosting site Dianpoing.com. Firstly, they studied fake reviews of two classes,
i.e., fake andunknown.But the unknownclass hasmany fake reviews.To identify fake
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reviews form unknown class, they used positive unlabeled learning which identified
a huge number of spam reviews contained in unmarked data.

The author studied all the features of fake hype reviews and discovered the text
analysis was positive or negative [27]. They suggested a method to identify online
fake hype reviews of a restaurant based on SA. In their paper, the reviews were of
four types such as service, overall attitude, taste and environment, and the review is
defined as hype, if the outcome of all types of reviews is constant. Their algorithm
gave 74% accuracy.

Li et al. [7] defined machine learning technology to find spam or a fake review.
They manually built a spam collection form their crawled reviews. Analyzed the
impact of spam recognition features. They provide two methods to exploit unla-
beled data. Methods used to exploit unlabeled data are semi-supervised methods and
co-training. To identify review spam, they used spam corpus. For future scope, they
said that the co-training model is also applied to find opinion mining in blogs or
social networking sites.

Godsay [28] defined the process of SA. The first step in the process is to set
the goal, and then do the text preprocessing and parsing the content based on their
polarity. After that, do the text refinement by finding stop words, synonymous, etc.
Last step of the process is to review the data and scoring. This process is applied for
sentiment analysis in various areas.

Zvarevashe [29] proposed a sentiment analysis system for hotel customer reviews
with an opinion mining. It is a sentiment polarity framework that automatically
prepared dataset for training and testing. The analysis was done with the help of
Naïve Bayes, a sequential minimal of optimization.

Krishna [30] analyzed customer complaints in Indian banks by using machine
learning approaches on unprocessed textual data. For preprocessing raw data,
author performed DTM driven by a term frequency—IDF and LIWC method. Raw
data of grievances was marked either “Moderate” or “Extreme.” They took their
data from ICICI, AXIS, SBI, and HDFC banks. Results were good enough to use
sentiment analysis in the future for complaints in the banking sector. The accuracy
of their algorithm was 74%. This algorithm, in future, will use for various other
services for review detection.

Wahyuni and Djunaidy [2] fake review detection using iterative computation
framework. They proposed ICF++ for detecting spam reviews of any service that uses
the text and ratings from a review. ICF calculates review’s honesty value, reviewer’s
trustworthiness value andproduct’s consistencyvalue.Tofind review’s honesty value,
they used opinion mining, and to find fake review, they used algorithm for ratings.
The ICF++ algorithm’s accuracy value is 6 per cent higher than ICF.

4 Approaches Used for Sentiment Analysis

As discussed in fourth and fifth steps of architecture of sentiment analysis to extract
features and classify sentiments, various classification techniques are used.
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There are three approaches used for sentiment analysis [31]. For the classification
of text, machine learning methods are used. It has two parts: One is training set,
and the other is test set. For finding the different features of a document, we use
training set, and to check the accuracy of the classifier, test set is used. These tech-
niques are based on labeled data or unlabeled data that means supervised learning or
unsupervised learning. Various approaches are used under this like SVM, maximum
entropy, Naïve Bayes and neural networks. Naïve Bayes is a probabilistic classifier
and employs for less size training data. The base of naïve Bayes algorithm is Bayes
theorem given as under:

P(X/Y ) = P(X)P(Y/X)/P(Y )

In this equation, probability of an event X arises given the proof Y. We use this
equation to find a sentiment of any sentence as under [32–34]:

P(S/SN) = P(S)P(S/SN)/P(S)

where S means sentiment and SN means sentence.
Support vector machine (SVM) is a binary classifier. SVM requires huge amount

of training data. The objective of this technique is to locate a hyperplane that divides
the tweets or reviews or opinions, and the high margin between the classes. It
uses various univariate and multivariate techniques for characteristic selection by
employing chi-square method to locate the appropriate text attributes. This method
gives high accuracy of 85–88% in average for sentiment analysis [32, 34, 35].Another
probabilistic classifier based on exponential function is a maximum entropy classi-
fier. It is used for NLP. It is based on the principle of maximum entropy which defines
that the probability distribution of large entropy best represents the state of knowl-
edge. The maximum entropy theory is that the scattering is supposed to be consistent
when nothing is known that means it have maximum entropy [32, 34, 36, 37].

Second is the lexicon-based approach for sentiment analysis which is extensively
used to classify text sentiments. Training dataset is not required for these techniques.
Opinion words are the words which are commented by the client about any product,
and opinion lexicons are the lexicons defined in those comments. This approach
counts the number of words of positive and negative opinion in each review sentence
near the characteristic of the product or service. To find sentiment score At on any
day t, use the following equation of positive and negative words:

At = count
(
positivewords∧topic

)
/Count

(
Negativewords∧topic

)

= p(positivewords/topic, t)/p(negativewords/topic, t)

A major problem with the lexicon approach is that it does not operate on words
depending on the meaning [32–34, 38, 39].

A hybrid approach is themixture of both lexicon andmachine learning approaches
to enhance the performance of sentiment classification. Previous work shows that
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the hybrid approach increases the efficiency or accuracy over Naïve Bayes, SVM
and lexicon-based methods [38, 40].

5 Real-Life Applications of Sentiment Analysis

The sentiment analysis (SA) is well known for multiple domains for studying the
feelings and opinion of customers. In this part, we are discussing real-life applications
of opinion mining or SA.

Sentiment analysis (SA) is commonly adopted technology to study the feelings
and opinions of people about anything like product, service, etc. Therefore, sentiment
analysis (SA) is used in many areas as under [41]: social media monitoring: Out of
world’s total population (i.e., 7.7 billion), 3.5 billion people have actively partici-
pated in social media, i.e., Facebook, Twitter and Instagram. Every day, people write
lakhs of tweets on Twitter and comments on Facebook. The vast quality of data is
a treasure for priceless information about the views, desires and feelings of people
toward numerous things: From the food, they want to eat and to the candidate, they
are selected for Prime Minister elections. Sentiment analysis (SA) analyzes this data
and takes out the opinions and thoughts that underline social media discussion, to
know about the thoughts of people about any service. Brand monitoring: In addition
to social media, an online discussion will take place in blogs, Web site reviews, news
Web sites and discussion forums. For example, for purchasers, product reviews are an
important part in the decision process to buy something new. Before buying anything,
they read at least 10–15 reviews. Sentiment analysis (SA) is a wonderful method for
keeping an eye on the status of the brand, finding out what’s correct or incorrect with
one’s business and understanding customers more. Customer support: The delivery
of excellent customer service experiences should be the number one priority for a
profitable firm. 96% of customers believe, after all, that excellent customer service
is a key factor in choosing a brand and staying loyal. Sentiment analysis will help
us make interactions with our customer support faster and more efficient. Customer
feedback: Every businessman needs his/her customer feedback to evaluate the perfor-
mance of their products or services, etc. For that they ask a customer to fill feedback
form in which customer has to give a score to every service between 0 and 10.
For processing these results, we use sentiment analysis and obtain sufficient results.
Market research: If a company wants to introduce a new product and wishes to
gather opinions of people’s thoughts, perceptions and needs relevant to the product
area of the business, we might use sentiment analysis to track various sources of
online discussion regarding a particular subject. Analysis of emotions in sociology,
psychology and political sentiment analysis: It helps individuals to get an opinion
about things on a global scale such as film reviews, political reviews, global problem
analysis, news inequality, etc., for example, people read from various blogs about
which candidate is good forwhich post and they vote for that person accordingly [28].
Sentiments of socialmedia images: [42] defined a framework for socialmedia images
known as unsupervised sentiment analysis (USEA). SEA provides them with a new
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perspective to better understand the semantic difference among graphical features
and sentiment of picture. Movie review [43] for Turkish text documents they planned
a structure for USEA. As part of their method, they modify the SentiStrength senti-
ment analysis library, by translating their lexicon into Turkish. The educational sector
as already explained above in literature review, sentiment analysis is also used for
the education and the banking sector [1, 30]. SA for stocks [44]: that paper explains
the use of sentiment analysis in the finance and stock market to study the market
sentiment, government policies and company announcements. Teraiya and Vohra
[45] also defined usage of sentiment analysis (SA) to determine the strength and
shortcomings of the government sector by observing group opinions.

6 Conclusion

We overall conclude that sentiment analysis (SA) which is a powerful tech-
nology used to evaluate customer’s perceptions, feelings, emotions, opinions toward
company’s product or services provided by a company. It is a good technology for
every business organization to know about its brand’s strengths (positive opinion)
and weaknesses (negative opinion). Sentiment analysis (SA) is broadly applied for
different areas like brand monitoring, social media monitoring, customer feedback,
finance, stock exchange, educational sector and banking sector. Sentiment analysis
is also used to find out the spam reviews of various products or services using
different techniques either lexicon or machine learning methods. Major challenge
of the sentiment analysis is the fake review detection where the organization adds
fake reviews and customers are mislead by those reviews. To overcome this, many
techniques are used for detecting spam reviews.Machine learningmethods are exten-
sively employed for fake review detection, but some of the researchers used hybrid
approach to detect fake reviews, but results are not accurate. We conclude that, in
future, more work is to be done on hybrid approach to detect fake or spam reviews
about the products or services provided by any organization.
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Information Security
in Software-Defined Network

Nidhi Kabta, Anjali Karhana, Neeraj Thakur, Soujanya, and Darpan Anand

Abstract For long, software-defined network (SDN) has been the new trend in
the field of networking. Despite being way better than the traditional networking
approach, security issues related to SDN are a major concern for technologists all
over the globe. It has drawn great attention and is still a highly interesting field of
study for network administrators. Among the various means suggested to overcome
these security issues, working with securing Border Gateway Protocol (BGP) seems
to be a feasible solution to securing SDN. BGP deals with transferring data between
two autonomous systems by exchanging routing information between the systems.
In this paper, we propose an efficient way to secure data transfer, through BGP,
between two autonomous systems in SDN. This is achieved by encrypting data using
Advanced Encryption Standard (AES) Encryption Algorithm. In order to prove its
feasibility, AES data encryption algorithm is implemented on two hosts in SDN and
data transfer is traced on Wireshark. Furthermore, we extend our study to conclude
that SDN can be secured by encrypting data over BGP and then transferring it safely
to the destination.

Keywords Software-defined network · SDN security · BGP security · AES · Data
encryption

1 Introduction

Today, gathering information or transferring data to any nook and corner of the world
has become a child’s play. Everything can be done in a click, with minimumwastage
of time. But earlier, things were different with the traditional networking approach.

In a traditional setup, one had to deal with a range of hardware devices; primarily
routers, various types of switches and firewalls in order to control the movement of
data. Figure 1 depicts the traditional networking architecture. Traditional network had
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Fig. 1 Traditional networking architecture

control plane embedded with the data plane which provided decentralized control to
the entire system. For many years this traditional networking approach was followed
to meet the requirements of various organizations.

But as time elapsed and demands grew, the traditional networking approach failed
to meet the needs. Many issues related to hardware, cost, security, programmability
came up as obstacles to the growth of better networking conditions. A major reason
behind the failure of the traditional network was that for a long time, networking
was not uniform across the globe. Due to non-uniform networking paradigm, each
vendor would create their own solution for a given request. This resulted in need for
creating protocols that could operate across different vendors.

To overcome this, researchers thought of ways to minimize the complexity and
cost of networking. The development of virtual machines by VMware, about a
decade ago, brought about new transformations in the field of networking [1]. It
gave rise to concepts like virtualized network functions (VNF) and network function
virtualization (NFV).

Virtualized network functions dealt with virtualizing tasks that were carried out
by dedicated hardware devices. VNF ensured that network functions were run as
software applications, rather than hardware, on a device. VNFs not only increased
network scalability and agility, but also ensured better use of network resources. VNF
and NFV together not only optimized networking, but also resulted in promoting a
better approach to networking through the software-defined network (SDN) [2].

Software-defined network is meant to address the dynamically changing, rapidly
growing needs of computing and storage (of modern computing). Apart from being
cost-effectiveness, it is flexible as it can be programmed (as per the need of the
operator) and can also be implemented in an elastic computing environment in a
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Fig. 2 Software-defined network (SDN) architecture

virtual machine. Software-defined network (SDN) architecture is shown in Fig. 2.
SDN comes up with a centralized networking approach and dissociates the control
plane from the data plane. The control plane along with the management plane forms
the centralized controller of the SDN, which sends commands to data plane for
data transfer. Controller maintains all networking paths and programs all networking
devices (under it) with a set of commands which are described in OpenFlow protocol
[3, 4].

Despite numerous benefits of SDN over the traditional networking approach,
security of SDN has always been a matter of concern for the technologists. There
are various network security challenges in SDN such as DoS attacks, trust between
apps, controllers, and devices. These need to be overcome so as to obtain a robust,
safe, and secure networking paradigm.

In this paper, we are to focus on securing Border Gateway Protocol (BGP) when
data is transferred between controllers of SDN. BGP is an Exterior Gateway Protocol
that deals with inter-domain transfer of data. BGP ensures transfer of data among
various autonomous systems and also shares routing information among them. Our
task is to secure this information so that it is not manipulated by unauthorized
users. We will achieve it by using Advanced Encryption Standard (AES) Encryption
Algorithm.

This paper is organized as follows: Section 2 gives a description and highlights the
importance ofVNFandSDN.Section3provides anoverviewabout the relatedworks.
Section 4 explains in detail the work that we wish to propose and its implementation.
Section 5 depicts the experimental results of the proposed work. Section 6 concludes
the discussion. Section 7 highlights the future scopes of the work.
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Fig. 3 Virtualized network functions (VNF) architecture

2 Virtualized Network Functions and Software-Defined
Networks

Software-defined network (SDN) decouples control plane from data plane, which is
programmable.UsingSDN, you canmonitor and/or configure traffic control and trou-
bleshoot networking devices easily from controller, avoiding lots of manual compu-
tations. Therefore, it is both time saving and cost-effectiveness. SDN is agile and
centrally managed and you can add new or remove element and devices. It allows
network administrator to control traffic flow [5, 6] (Fig. 3).

Virtual network function (VNF) is a software consisting of one or more network
functions that are used to provide security to networks created using virtual machines
(VMs), without the use of hardware. Two or more VMs are connected to form
a network. In VNF, multiple network functions work on single virtual machine
using the boxes resources. Examples of VNF in security functions include firewalls,
intrusion detection systems, virus scanners, and spam protection [7, 8] (Table 1).

3 Related Work

Although SDN is the future of networking architecture, but there are some limitations
of SDN as well. The major limitation of SDN is its security issues such as controller
hijacking, black-hole, and unauthorized datamodification. Traditional system cannot
fix these problems [9, 10].
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Table 1 Difference between SDN and VNF

S. No. SDN VNF

1 SDN architecture decouples control plane
and data plane

VNF architecture handles one or more
network function that are built on one or
more virtual machines

2 SDN is agile and centrally managed
network traffic

VNF also has agile and centrally
managed network functions

3 SDN has directly programmable network
control

VNF has programmable network
functions

4 SDN is a flexible and dynamic networking
architecture

VNF runs on NFV infrastructure to
provide programmable and dynamic
security to NFV

5 Examples of SDN are load balancing using
SDN, QoS support using SDN

Examples of VNF are firewalls, IPS,
GGSN, SGSN, RNC, EPC, etc.

In SDN, the control of networks is centralized since it has separate data plane
and control plane. SDN can be simulated by using different simulators such as NS3,
Mininet, OpenDaylight, Floodlight, etc.

Casedo et al. [11] considered the idea of separating control plane and data plane,
along with forwarding framework. His SANE architecture, comprising this idea, was
proposed in 2006.

Later in 2008, SDN was made by using OpenFlow protocol. It is one of the key
components of the SDN. It manages the direct traffic of packets among the network
and the switches [12].

In 2015, Belema Agborubere and Erika Sanchez-Velazquez [13] implemented
TLS protocol to protect confidential information communicated between the data
plane and the control plane of SDN. For authentication, server had to confirm its
identity to the client, and vice versa, using their private keys. MAC address was
supplied by the sender, along with the messages sent, to the receiver in order to
verify its identity at receiver side. TLS protocol protects the data from man-in-the-
middle attack. But TLS protocol only ensures secure transmission of data, and it
does not provide security to the data.

To provide security to the data, different encryption algorithms are used such
as DES and AES algorithms. DES algorithm uses cryptographic key for any given
block of code and converts the message into blocks of 64-bits and then encrypts
these blocks with key. Decryption is done by implementing the encryption process
in reverse order. On the other hand, AES algorithm uses same key to encrypt and
decrypt messages [14, 15].

The threats in SDN are present in application layer, data plane, and the control
plane. The threat in application layer is destruction of entire network by malicious
applications. The control plane is a centralized unit and thus is an easy target for the
attackers. These threats can be solved by using AES-256 algorithm [16]. This paper
considers the security concerns related to SDN architecture simulated usingMininet.
We then use AES algorithm to secure the network from the unauthorized users or
attackers.
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4 Proposed Work

4.1 Requirement Specification

Linux/Windows Operating System, 8 GB RAM, 15 GB ROM, Virtual box, Mininet,
Wireshark.

4.2 Methodology

SDN involves various security challenges [17]. One of the challenges is that any
third party can analyze the network traffic. This means they can analyze the source,
destination, and type of protocols used to transmit the information between various
hosts over SDN [18]. Also, disclosure of transmitted information to the third party
can be possible. If less secure encryption technique is used for securing the data,
then the possibility of decryption of encrypted data by the third party increases [19,
20]. The proposed scheme will prevent this insecurity involved in the process of
transferring message from one host to another host in a software-defined network
[21]. In this experiment, we have used Advanced Encryption Standard algorithm for
securing the data over SDN [22]. AES: Advanced Encryption Standard algorithm
provides high security with great hardware and software implementation speed. It
can be implemented on various platforms, especially in small devices. AES uses 10
rounds for data block of 128-bit, 12 rounds for data block of 192-bit, and 14 rounds
for data block of 256-bit [23]. In AES algorithm, the following steps are used to
encrypt a 128-bit block of data:

1. A set of round keys is derived from the ciphertext.
2. The plain text is input into an array named as state array.
3. The initial round key is added to the starting state array.
4. Required number of rounds is performed on state array and data is manipulated.
5. The final state array obtained is our encrypted data or the ciphertext.

The series of steps involved in each round of encryption are as follows [24]:

• Substitute Bytes: Substitution operation is done to convert every byte into a
different value.

• ShiftRows: Each and every row is rotated to the right by a certain number of bytes
with respect to the row number.

• MixColumns: Each column of the state array is operated separately with the round
key to produce a new column. This replaces the old columns in the state array.

• XorRoundKey: This XOR operation is done between the existing state array and
the round key.
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Decryption: In this, all the steps taken in encryption are reversed using inverse
functions like InvSubBytes, InvShiftRows, InvMixColumns, and consequently
receiver gets the actual data.

To perform this experiment, we need a simulation of SDN topology.
Mininet allows you to simulate different SDN topologies. We can either use default
topology by typing the command: sudo mn or we can create our own topology by
using the following commands: sudo./miniedit.py opens upMiniedit interface where
one can build different topologies by using OpenFlow switch, hosts, and reference
controller. IPs should be assigned to each switch, host, and controller. Enable the flow
of switches, save the topology and export the Mininet topology as Python file. To
check whether end-to-end connection between hosts is established or not following
commands can be used: pingall, h1 ping h2, h1 ping c4, etc. After establishing a
successful connection between various hosts, we send information or messages from
one host to another with encryption and without encryption by building a client–
server socket. To analyze the difference between the two transmissions, we use a
packet tracer, Wireshark. Advanced Encryption Standard (AES) algorithm is used
to encrypt the data in the data plan. The main aim of the project is to ensure secure
transmission of the data between the server and the client. It helps in combating
unauthorized access of data by any third party.

Figure 4 represents the working of the project and can be explained as given
below:

• Simulating software-defined network: For this, we need a simulator like Mininet.
In Mininet, we simulate a network with number of hosts connected to each other
using various switches. IPs are assigned to various hosts and switches. Path of data
packets sent through these switches will be controlled by an OpenFlow reference
controller [25].

• Enabling two-way communication between the two hosts: For this, we create a
client–server socket program in Python. This helps in customized packet between
the two hosts [26] as represented in Fig. 4.

• Tracing customized packets: For this, we require a packet tracing software like
as Wireshark. Using Wireshark, we gather all information about the data packets,
packet properties, source, and destination and we save that information for future
reference [27] as shown in Fig. 4.

• Enabling secured two-way communication between the two hosts: For this, we
create a client–server socket program, in which we encrypt data using AES algo-
rithm. Later, an encrypted, customized data packet is exchanged between the two
hosts as shown in Fig. 4.

• Tracing encrypted, customized packet: Using Wireshark, we gather all informa-
tion about the data packet, other packet properties like source and destination and
we save this information for further study and comparison.

• Analyzing the difference between the two captured files of Wireshark [28].
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Fig. 4 Flowchart representing working of SDN with AES

5 Experimental Results

Software-defined network architecture is simulated with help of Mininet network
emulator and data packets are then traced using Wireshark. Later, AES algorithm
was implemented to encrypt data that was being transferred over the network. This
helped in ensuring confidentiality of data being transferred over the network. As a
result, our data was secure and free from attacking and hijacking.
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5.1 Screenshots

Figure 5 shows the design of software-defined network topology created in Miniedit
(Editor ofMiniedit). It has oneOpenFlow reference controller, FourOpen vSwitches,
and ten hosts connected to each other.

Figure 6 shows the data packets sent to all connected hosts. It checks if every host
is reachable to every other host in the network. There is zero percent drop in data
packets, indicating that all hosts are reachable.

Figure 7 shows the data packets from host h1 to host h10 are traced onWireshark.
Here, packet number 10 in the sequence is captured in Wireshark.

Figure 8 shows the exchange of customized data packets between two hosts in
the network. For sending customized data packets, we create a client–server socket
program. One host acts as a client, while the other becomes the server and the data
is transferred between the two. Here, host 3 is the client and host 9 is the server.

Figure 9 shows captured data in Wireshark. It has information about customized
data packets sent and received between the client and the server. In Wireshark, we
note that from host 3 (with IP address 10.0.0.3) message is sent to host 9 (with IP

Fig. 5 SDN topology
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Fig. 6 Sending default data packets to all connected hosts

Fig. 7 Tracing the data packets sent between the hosts

address 10.0.0.9). The message that is sent is successfully traced in Wireshark and
is found to be “Hello Host 9”.

Figure 10 shows that exchange of customized data packets, encrypted using AES
algorithm, between two hosts in the network. Encryption is done so as to ensure that
the data transferred is safe and secure.

Figure 11 shows the encrypted data sent and received between the client and the
server is captured in Wireshark. In Wireshark, we note that from host 3 (with IP
address 10.0.0.3) message is sent to host 9 (with IP address 10.0.0.9).
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Fig. 8 Sending customized data packets between the hosts

Fig. 9 Capturing customized packets sent between the hosts

The message that is sent is successfully traced (as highlighted in the screenshot
above) in Wireshark and is found to be encrypted.

6 Conclusion

SDN is prone to various security risks due its network architecture design, which
comprise of the control plane, application plane, and data plane layers.
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Fig. 10 Sending encrypted customized packet between server and client

Fig. 11 Capturing encrypted customized data packets from server to client in Wireshark

Server virtualization mobility and cloud computing are becoming the new norms
to meet changing business needs with SDN. With the rise of these technologies, the
traditional network architecture is starting to fall short of meeting the significant
network demands.
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6.1 Proposed Work Achievement

SDN should able to meet the requirements of networking community and provide
security to ensure integrity and confidentiality of data. Here, we have simulated a
software-defined network on Mininet. We have used reference controller and Open-
Daylight controller to handle control plane. For deploying security, we have tried
to secure data plane as well as control plane by encrypting data, which is being
communicated from one host to the other host in server and client environment,
using AES algorithm. We have not introduced any new security feature but tried to
secure controller by using existing data cryptography algorithm in software-defined
network. As we can see that if data is not encrypted then attackers can easily steal
information and our network is also prone to hijack attacks. On the other hand, if
data is encrypted then attackers cannot have access to data. As a result, data cannot
be manipulated as attackers cannot inject virus and worms in order to gain access to
the controller and harm the network. Then, we have traced packets using Wireshark
with security using ethn0 and any interface. To check the security issues, we have
performed DoS attack on SDN and we found that network is secure enough. We
worked on AES security to ensure secure transfer of data by each host connected to
network and provide confidentiality to data being transferred on network. AES uses
three main parameters—16-byte key which is to be shared with client for decryption,
second one is AES vector, and third is AES MODE CBC. So, SDN can be secured
in more efficient ways and has capacity to change the whole business networking
scenario by making things easier and faster.

6.2 Findings

• Cryptography in software-defined network (SDN) using AES algorithm has
enhanced security in network.

• While communicating within one switch, data was successfully shared from one
host to other using private key.

• Encryption between one host to other across different controllers with minimal
chance of data loss or modification is possible with our project model.

• We are able to maintain data integrity and data confidentiality successfully.

6.3 Advantages

• Does not require extra cost and effort.
• Effective and efficient with less time complexity.
• Include all AES advantage over other algorithms, for example, DESwhich is slow

and can be decrypted by attackers.



318 N. Kabta et al.

• Any organization interested in having software-defined network as their network
they can use AES in SDN to securely send data over network.

7 Future Scope

SDN can be integrated with various security features and protocols to make it secure.
Certain security protocols of traditional networking can be incorporated to SDNwith
more research and efforts of networking scientists. They can be modified such that
it can be applicable to SDN. SDN security already has certain issues which makes it
prone to attackers, and can be modified to ensure validation of SDN communication
link and content. Product evolution in both networking and virtual infrastructures
by the incorporation of SDN as a network will make task easy as well as effective.
The spread of micro-segmentation in pursuit of software-defined perimeters and
zero-trust computing suggests that BGP can be incorporated in SDN. Various other
encryption algorithms like DES can also be used to secure data. New security model
can be designed to make controller more secure by authenticating hosts in LAN and
WAN of SDN. In data centers as well as in clouds for supervising the whole network,
which will decrease the cost and reduce time with strong security framework, SDN
can bring wonders to the networking community.
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Emotions Recognition Based on Wrist
Pulse Analysis

Tanima , Akshay Kumar Dogra, Indu Saini, and B. S. Saini

Abstract Inmodern time, emotions affect people inmany aspects of life. Long-term
emotional problems lead to mental and physical problems such as depression. Wrist
pulse contains the information regarding the physiological and pathological state of
an individual. Overall mental and physical status of human can be checked with the
wrist pulse through pulse examination or nadi parikshan. This paper discusses the
parameters of wrist pulse in terms of Vata, Pitta, and Kapha energies for different
emotions (anger, calm, fear). Manually, Vata, Pitta, and Kapha are sensed by the
medical practitioners through three fingers. Here the pulse data is being acquired
through the optical pulse sensor interfaced with the ATMEGA328 microcontroller.
Signal processing techniques as approximate entropy, sample entropy, augmentation
index, pulse rate are applied in MATLAB to extract the features of Vata, Pitta, and
Kapha to recognize the emotions. It is found that Vata rate is high for fear emotion
while Pitta rate is high for anger emotion and for calmness emotion, Kapha rate is
high. Approximate entropy, sample entropy, augmentation index are more for anger
emotion than other emotions.
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1 Introduction

The emotions are considered as a universal language as people interact socially
with emotions. Facial expressions mainly express the emotions which are sometimes
difficult to perceive. Basically, the mental state of the person is reflected through
the emotions. This mental state determines the physical efforts and actions of the
person. The automatic recognition of the emotions with the sensors is very useful in
many areas as psychological studies, image processing, robotics, and virtual reality
applications. Efforts in the area of emotion recognition are being made to gather the
information from the ECG and EEG signals. Building an emotion recognition and
face detection system is a great area of research these days [1]. Wrist pulse signal
can also be used for emotion recognition [2]. Machine learning algorithms are being
refined for emotion recognition in real time. Wrist pulse analysis is done through
pulse examination which is known as nadi parikshan in Sanskrit language [3].

Arterial palpation is generated when the heartbeats. Blood flows from the left
ventricles to aorta when the heart contracts. Pulse waveform is produced by the heart
at that time. Due to the compliance of the arteries, the blood flows to other body
parts of the body and the pulse pressure depends on it. The pulse wave comprised of
forward wave which is formed during the systolic phase where the pulse wave travels
away from the heart, and the reflectedwavewhich is generated during diastolic phase.
Figure 1 shows the standard pulse waveform.

Pulse is sensed through the nadi parikshan technique which is performed on the
wrist with the help of index finger, middle finger, and ring finger. Normally, palm
of the practitioners supports the wrist of the patient and pulse is examined using
fingertips. This diagnosis requires long period of study and practice [5] without
any physical recording and analysis. The radial artery gives the sensation of three
bioenergies which are Vata, Pitta, and Kapha. The Vata is sensed by the index finger,
Pitta bymiddle finger, andKapha by ringfinger. Figure 2 shows the pulse examination
technique.

The characteristics of Vata, Pitta, and Kapha are different from each other, and
dominance varies from person to person. Some people have one dominant energy
while some have a combination of two or more energies. The imbalance in these
energies is the root cause of many diseases. The characteristics of Vata, Pitta, and
Kapha along with the physiological and pathological effects of these energies are
listed in Table 1.

Fig. 1 Pulse waveform [4]
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Fig. 2 Pulse examination [6]

Table 1 Characteristics, physiological, and pathological effect of Vata, Pitta, Kapha [6–8]

Vata Pitta Kapha

Characteristics Light, fast, thin,
disappears on pressure

Forceful, strong as lifts
up the palpating fingers

Regular, slow, deep

Sensation Like a cobra Like a frog Like a swimming swan

Temperature Cold Hot Cool or warm

Pulse Rate 80–95 70–80 50–60

Force Less High Medium

Body Size Slim Medium Large

Body Weight Low Medium Overweight

Skin Rough, thin, dry Oily, smooth Thick, oily

Chin Thin Triangular Double chin

Eyes Small, brown, black Bright, sharp, gray Big, beautiful

Nose Uneven Long Short

Lips Dry Red Oily

Digestion Irregular, gas formation Burning sensation Mucous problem

Intellectually Quick Accuracy Slow

In [9], the idea to diagnose the imbalance inVata, Pitta, andKapha is proposedwith
the help of machine learning algorithms. This is useful for the disease diagnoses. The
system containing the transducer is used to record the pulse waveform for checking
the imbalance in Vata, Pitta, and Kapha. In [3], the author presented the modern
approach to design the Nadi diagnosis system. The photoelectric sensor was used to
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record the waveform along with the Butterworth filter to remove the noise produced
at the time of data acquisition. Both frequency domain and time domain analyses
were performed to analyze the waveform. The approximate entropy is proved as the
main parameter to distinguish the healthy and the unhealthy groups. This system
can be used as a wearable health monitoring system. In [10], the angle between
the mechanical fingers and the wrist of the patient was found to be 90 degrees for
accurate pulse sensation and pulse rate. In [11], the pulse was diagnosed before the
lunch and post-lunch to check the variation in Vata, Pitta, and Kapha energies. Here
Biopac 150 is used for the preprocessing of the signal. The Vata signal was found to
be high before lunch while post-lunch, the Pitta and Kapha signals were high.

2 Methodology

For data acquisition, the optical pulse sensor is interfaced with the microcontroller
to acquire the waveform of Vata, Pitta, and Kapha from the radial artery at the wrist.
ATMEGA328 is used to convert the sensed signal of the pulse sensor from analog
into digital form as the optical pulse sensor is of analog nature. The sensed signals
are preprocessed with the Butterworth filter in the MATLAB. Necessary features
are extracted from the Vata, Pitta, and Kapha waveform parameters. Methodology
schematics is shown in Fig. 3.

2.1 Data Acquisition

For data acquisition, the emotions are simulated with the help of videos giving the
sense of fear, anger, and calmness or peace. At that simulation, the band consisting
of pulse sensor is placed on the wrist to acquire the required waveform. Figure 4
shows the wrist band used for data acquisition.

The optical pulse sensor works on the principle of photoplethysmography. This
sensor has two components, i.e., LED and photodiode, embedded on it which are
mainly responsible for pulse detection. LED emits the light on the radial artery.
The blood flowing in the blood capillaries absorbs some amount of light, and rest is
reflected back which is detected by the photodiode or photodetector. This reflection

Data Ac-
quisition
using Sen-
sor

Preprocessing
using But-
terworth filter

Feature 
Extraction

Graphical 
Display 
Unit and 
Detection

Fig. 3 Methodology
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Fig. 4 Wrist band for data acquisition

is based on the volume of the blood inside the blood vessels. Figure 5 shows the
setup for data acquisition.

Fig. 5 Data acquisition setup
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Pulse examination is done on the right hand for the male while on the left hand
for female, as the nerve plexus is different for both male and female [12]. Proper
position of the pulse sensor is necessary to acquire the precised data. To maintain
the balanced pressure on the optical pulse sensor, the Velcro tape is being used.

2.2 Preprocessing

The pulse sensor has an inbuilt noise removal circuit below the LED. But due to
interaction with the skin and the muscles, the signal is contaminated from noise.
Here the low-pass Butterworth filter with cutoff frequency 200 Hz is designed in
MATLAB to preprocess the acquired Vata, Pitta, and Kapha signals.

2.3 Feature Extraction

The preprocessed signals are obtained onMATLAB to extract the necessary features
from different parameters. The Vata, Pitta, and Kapha rate, sample entropy, approx-
imate entropy, augmentation index are mainly used to extract the features of Vata,
Pitta, and Kapha signals. The approximate entropy quantifies the time domain signal
based on the assumption that the signal which hasmore repetitive fluctuation patterns
gives more predictable results than the signal with less repetitive patterns [13]. It has
strong dependence on the sample length. Sample entropy being the modification of
the approximate entropy defines the more regularity of the signal by less value of
it [14]. It does not depend on sample length. Augmentation index is related to the
arteries stiffness [15].

3 Result

With the data acquisition system, the data samples are being acquired. Videos were
used to simulate the anger, fear, and calm emotions. Data is collected for 15 subjects
where the health condition of person is also considered at the time of acquisition.
Subjects are classified into three groups as fear emotion group, anger emotion group,
calm emotion group. Table 2 lists the extracted features for these groups.

The approximate entropy, sample entropy, and augmentation index are found
more for anger emotion group than other two groups which clearly indicates more
repetitive pattern of fluctuation in pulse signal for anger emotion as approximate
entropy is more than fear emotion group value which is followed by calm emotion
group approximate entropy value. Similar trend is observed for sample entropy.
As approximate entropy depends on the sample length, so total 5000 samples are
considered for all the subjects. The augmentation index which measures arterial
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FEAR ANGER CALM 

Energy Imbalance 

Vata Rate Pi a Rate Kapha Rate

Fig. 6 Vata, Pitta, Kapha dominance for fear, anger, and calm emotion

stiffness is useful parameter to indicate the cardiovascular disease and is observed
more in anger emotion. Fear emotion group has more augmentation index than the
calmemotion group. For the anger emotion, thePitta rate is high, and for fear emotion,
the Vata rate is more while Kapha rate is high for calm emotion. The imbalance in
Vata, Pitta, and Kapha energies are associated with fear, anger, and calm emotion,
respectively. Figure 6 shows the Vata, Pitta, and Kapha imbalance for fear, anger,
and calm emotion.

Figures 7, 8, and 9 show the Vata, Pitta, and Kapha waveform for fear, anger, and
calm emotion group, respectively. More fluctuations in waveform are observed for
fear and anger emotion group.

4 Conclusion

The study of the determination of emotion and imbalance in Vata, Pitta, and Kapha is
carried out with the optical pulse sensor interfaced with the Arduino ATMEGA328.
Low-pass Butterworth filter is used to remove the noise from the acquired signal.
The features of Vata, Pitta, and Kapha are extracted from the required parameters.
The subjects are classified into three groups based on simulated emotions, i.e., fear
emotion group, anger emotion group, and calm emotion group. The approximate
entropy and sample entropy are more for anger emotion group which indicates more
similar pattern in the pulse waveform. The augmentation index is also more for anger
emotion group which indicates more arterial stiffness and chances of cardiovascular
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Fig. 7 Vata, Pitta, and Kapha waveform for fear emotion group

Fig. 8 Vata, Pitta, and Kapha waveform for anger emotion group

diseases. The dominance of imbalance in Vata is observed for fear emotion group
while the imbalance of Pitta is associated with anger emotion group and Kapha
imbalance for calm emotion group. The acquired waveform is plotted on MATLAB
software package version R2018a. The imbalance in these energies is responsible
for the change in the emotions of an individual.
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Fig. 9 Vata, Pitta, and Kapha waveform for calm emotion group
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Trace Determination of Zirconium (IV)
as its 3-Hydroxy-2-[2′-(5′-
Methylthienyl)]-4H-Chromen-4-One
Complex and Structural Elucidation
by Quantization Technique

Chetna Dhonchak, Navneet Kaur, Rajesh Agnihotri, Urmila Berar,
and Nivedita Agnihotri

Abstract Micro determination of Zirconium (IV) has been carried out using
3-Hydroxy-2-[2′-(5′-methylthienyl)]-4H-chromen-4-one (HMTC) as an analytical
reagent. Zr (IV) forms a 1:4 (M:L) yellow coloured complex with HMTC extracted
into dichloromethane from ammoniacal medium (pH 7.05–7.09). The complex
system shows a maximum at 424–440 nm and follows Beer’s law in the range
0.0–0.9 μg Zr (IV) ml−1 with an optimum range of determination as 0.27–0.79 μg
Zr (IV) ml−1as detected from Ringbom plot. Zr (IV)-HMTC complex has molar
absorptivity of 8.22 × 104 Lmol−1 cm−1, specific absorptivity of 0.900 ml g−1 cm−1

and Sandell’s sensitivity value 0.0011μg Zr (IV)cm−2; the linear regression equation
being Y = 0.981X − 0.036 (Y = absorbance, X = μg Zr (IV) ml−1) with the corre-
lation coefficient 0.9987. Detection limit of the procedure is 0.0174 μg ml−1. The
repercussions obtained are highly consistent with the standard deviation of ±0.0039
absorbance unit and has been confirmed by student’s t-test with 0.5% limit. The
proposed technique has been successfully applied in diverse synthetic and industrial
samples.

Keywords Zirconium (IV) ·
3-hydroxy-2-[2′-(5′-methylthienyl)]-4H-chromen-4-one · Spectrophotometric
determination
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1 Introduction

Zirconium (Zr) with atomic number 40 is a lustrous grey white transition element.
It has no biotic role known so far. But depending on the nutritional custom human
body contains 250 mg of Zr with a daily consumption of 4.1 mg, i.e., 3.5 mg from
food and 0.65 mg from water, respectively. Zirconium is extensively scattered in
nature and is found in all biological systems, for example: 2.86 μg g−1 in whole
wheat, 3.09 μg g−1 in brown rice, 0.55 μg g−1in spinach, 1.23 μg g−1 in eggs, and
0.86 μg g−1 in ground beef [1]. Additionally, zirconium has been frequently used
in commercial products like deodorant sticks, aerosol antiperspirants such as the
aluminium zirconium tetrachlorohydrex gly or AZG, is used as an antiperspirant in
many deodorant products. It has the ability to obstruct pores in the skin and prevent
sweat from leaving the body. Other use of zirconium is in water purification, for
example, control of phosphorus pollution, bacteria and pyrogen-contaminated water
[2]. Zirconium has not been assessed as health or environmental hazard and is not
carcinogenic or genotoxic. However, at levels of 25 mg m−3, zirconium has been
detected to be immediately dangerous to life and health.

Zirconium bearing compounds have various biomedical applications, including
dental implants and crowns, knee and hip replacements, middle-ear ossicular chain
reconstruction and other restorative and prosthetic devices [2]. Sodium zirconium
cyclosilicate has been used in the treatment of hyperkalemia [3].

Due to such vast applications of the element in commercial industry, it is needed
thatwe develop a procedurewhich has good reliability, less time consuming and good
sensitivity and selectivity for micro-determination of the same. Many approaches
have been evaluated so far in this field where their pertinence has been diminished in
terms of sensitivity, selectivity and rapidity using UV-VIS spectrophotometery [4–
8]. The presented procedure manifests the complexation of new benzopyran named
3-hydroxy-2-[2′-(5′-methylthienyl)]-4H-chromen-4-one (HMTC) with Zr (IV) for
its trace analysis, deriving preferable outcomes.

2 Experimental

2.1 Equipments, Reagents and Solutions

AUV-VIS spectrophotometer (2375; Electronics India) with 10 mmmatched quartz
cells was used for absorbance measurements and spectral analysis.

A stock solution of Zr (IV) containing 1 mg ml−1 of the metal ion was attained
by solvation of promptly weighed amount of ZrOCl2.8H2O (CDH® ‘AR’) in 2 M
solution ofHCl andmaking up the volume by same in 100ml volumetric flask. Lower
concentrations like that of μg ml−1 level were obtained by appropriate dilutions
therefrom.
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Fig. 1 Structure of HMTC

Similarly, stock solutions of other metal ions at the mg ml−1level were prepared
by dissolving their frequently available sodium or potassium salts (‘chemically pure’
grade) in de-ionized water or dilute acids. Dichloromethane (CDH® ‘AR’) and
Ammonia (SDFCL ‘AR’) were used as such.

0.1% (m/v) solution of 3-hydroxy-2-[2′-(5′-methylthienyl)]-4H-chromen-4-one
(HMTC) [9] [Molar Mass = 258 g mol−1, Melting Point = 203 °C; Fig. 1) was
prepared fresh in acetone.

2.2 Synthetic and Technical Samples

Synthetic samples were brought into solutions by mixing Zr (IV) and different
metal ion solutions in desirable quantities with compositions as depicted in Table 1.
However, technical samples like reverberatory flue dust and water (tap and well)
were dissolved to a definite volume as per the earlier reported work [10]. Suitable
aliquots were taken to determine zirconium as portrayed in the methodology.

2.3 Procedure for Extraction and Determination

Tomake final volume of aqueous phase as 10ml, an aliquot containing≤9μg Zr (IV)
solution and 0.5 ml of 0.1%HMTC solution were taken in a 125ml separating funnel
and enough amount of ammonia solutionwas added so as to adjust its pH7.06.Ample
volume of demineralized water was added tomake the final volume of aqueous phase
10 ml. It was then equilibrated once with equal volume of dichloromethane for 30 s,
releasing the pressure periodically through the stop cork. As the phase gets separated,
the yellow coloured organic layer was filtered through Whatman filter paper no. 41
(pretreated with dichloromethane) in a 10 ml volumetric flask and was made up to
mark with pure dichloromethane. Absorbance of the yellow coloured extract was
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Table 1 Examination of various synthetic samples

S. No. Sample composition Zr (IV) found (μg
10 ml−1)**Matrix* Zr (IV) added (μg 10 ml−1)

1 Zn(5), Ca(5), Ba(5) 5 5.03 ± 0.008

2 Ni(3), Hg(3), Cd(1) 2 2.05 ± 0.100

3 Pb(5), Mn(3), Mg(2) 3 2.94 ± 0.084

4 CrVI(3), Ag(5), Co(2) 5 5.00 ± 0.006

5 FeIII(2), Ce(2), Mg(5)a 7 6.96 ± 0.049

6 Mo(0.5), Sn(0.5), Ni(5)b,c 3 2.95 ± 0.022

7 FeII(2), Cu(0.5), Bi(0.5)c 5 5.02 ± 0.028

8 Pt(0.5), Nb(0.2), Au(0.5)c 7 6.98 ± 0.068

9 V(0.2), Co(2), Hg(5)d 3 2.96 ± 0.048

10 Ru(2), La(0.5), CrIII(0.5) 5 5.16 ± 0.048

11 Ti(0.5), Pd(0.5), Se(2)d 2 2.04 ± 0.043

12 Ir(0.5), Al(2), Sr(0.5) 3 3.05 ± 0.021

13 As(0.5), W(2), Ba(5)e 7 7.00 ± 0.163

14 Water (i) Tap water
(ii) Groundwater

5
5

5.11 ± 0.096
5.00 ± 0.100

15 Reverberatory flue dusta 5 4.95 ± 0.040

*Figure in bracket indicates the amount of metal ion in mg 10 ml−1

**Average of triplicate analysis ± SD
aIn presence of 10 mg fluoride
bIn presence of 1 ml peroxide
cIn presence of 30 mg oxalate
dIn presence of 50 mg ascorbic acid
eIn presence of 100 mg thiocyanate

measured at 430 nm against the reagent blank prepared in an equivalent manner. The
amount of zirconiumwas determined from the calibration curve obtained by plotting
a graph between variable amounts of Zr (IV) and the corresponding absorbance
values obtained after applying optimum conditions of procedure.

3 Results and discussion

HMTC formed a very stable (stability >4 days) yellow coloured complex with
Zr (IV) in an ammoniacal medium (pH 7.05–7.09). From the spectra taken for Zr
(IV)—HMTC complex, the absorption maximum was observed in the range 424–
440 nm in comparison with the reagent blank that also absorbed to a little extent in
the reported range (Fig. 2). Due to this pretext entire measurements were taken at
430 nm against reagent blank. Though similarmethodology as appliedwith ammonia
was performed in Na2CO3, CH3COOH, H3PO4, H2SO4, NaHCO3 and HCl, the
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Fig. 2 Absorption spectra of
Zr (IV)—HMTC complex

absorbance observed was comparatively less in the same order, and hence NH3

medium was chosen over others where the complex not only showed high colour
intensity but consistency over time.

Extraction conduct of Zr (IV)-HMTC complex was examined in various organic
solvents and found to increases in the order: Ethyl acetate < isoamyl alcohol
< methyl isobutyl ketone < toluene < benzene < carbon tetrachloride < chloro-
form < cyclohexane < iso amylacetate < 1,2dichloroethane < dichloromethane. In
context to the mentioned order, it can be said that complex should be extracted in
dichloromethane as it showed maximum absorbance followed by its stability for
more than 4 days. Yellow coloured complex can be wholly uprooted into organic
layer of dichloromethane in single step by quantitative (100%) extraction.

The influence of divergent physical variables like pH, HMTC concentration and
equilibration time on the extraction of Zr (IV) was studied as summarized in Table
2. After examining Table 2, it can be said that to attain the optimum and constant
intensity of the complex containing ≤9 μg Zr (IV) in 10 mL aqueous phase, 0.3–
0.8ml of 0.1% (w/v)HMTCsolution in acetonewas addedmaintaining pH7.05–7.09
of thewater solution by adding sufficient ammonia in the sameorder as per the applied
procedure and equilibrating once with same amount (10 ml) of dichloromethane for
15–300 s, are appropriate for the Zr (IV)—HMTC complex formation.

3.1 Effect of Anions/Complexing Agents and Cations

To study the effect of diverse ions, the ions were added under ideal conditions of the
suggested strategy to 5 μg concentration of Zr (IV) in a 10 ml aqueous volume. The
impact of different anions, complexing agents or cations on the extraction and spec-
trophotometric determination of Zr (IV) was prospected to evaluate the selectivity
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Table 2 Effect of physical parameters on the absorbance of Zr (IV)-HMTC complex

pHa 2.84 3.63 4.34 7.05–7.09 7.52 8.11 8.15 8.20

Absorbance 0.177 0.190 0.346 0.450 0.402 0.369 0.349 0.329

HMTC (ml)b 0.1 0.2 0.3–0.8 0.9 1.0 1.2 1.5

Absorbance 0.133 0.233 0.450 0.411 0.391 0.361 0.301

Equilibration time (s)c 0 5 10–300

Absorbance 0.300 0.437 0.450

Conditions aZr (IV) = 5 μg; pH = variable; HMTC [ 0.1% (m/v) in acetone] = 0.5 ml; aqueous
volume = solvent volume = 10 ml; solvent = dichloromethane; equilibration time = 30 s; λmax =
430 nm
bNH3 = 7.06; remaining parameters same as in (a) except for the variation in HMTC concentration
cHMTC [0.1% (m/v) in acetone] = 0.5 ml; remaining conditions same as in (b) excepting variation
in equilibration time

and tolerance limit as shown in Tables 3 and 4. The tolerance limit was customized
as the amount of diverse ion causing an error ≤1% in the extraction of Zr (IV).
Some of the samples containing metal ions required addition of the appropriate
masking/complexing agents before the addition of HMTC as depicted in Table 4.
Out of 22 anions and 32 cations studied, none (alone or after masking) interfered
with the determination of Zr (IV)-HMTC complex.

Table 3 Effect of anions or complexing agent on Zr (IV)-HMTC complex

S. No. Anion or complexing agent Zr (IV)-HMTC complex

Tolerance limit (mg 10 ml−1) Absorbance

1 None – 0.450

2 Chloride, Bromide, Iodide, Nitrate,
Carbonate, Sulphite, Disodium
EDTA, Thiocynate, Thiourea,
Phosphate

100 0.450

3 Sulfosalicylic acid 80 0.450

4 Sulphate, Ascorbic acid, Dithionite,
Tartarate, Sulphate

50 0.450

5 Acetate 40 0.450

6 Oxalate 30 0.450

7 Nitrite 20 0.450

8 Fluoride 10 0.450

9 Hydrogen peroxide (30%)* 0.5 0.450

10 Glycerol* 1 0.450

*Amount added in ml
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Table 4 Effect of cations on Zr (IV)-HMTC complex

S. No. Cation added Zr (IV)-HMTC complex

Tolerance limit (mg 10 ml−1) Absorbance

1 None – 0.450

2 Ag(I), Zn(II), Pb(II), Hg(II), Ca(II),
Ba(II), Mg(II), Mn(II), Ni(II), Cd(II)

10 0.450

3 Co(II), Al(III), Ru(III), Fe(III)a,
Se(IV), W(VI)b

5 0.450

4 Ce(IV) 4 0.450

5 Cr(VI) 2 0.450

6 Cu(II), Sn(II)c Sr(II), Pd(II)d, Ir(III),
As(III), Au(III), Pt(IV), La(III),
Cr(III), Bi(III), Ti(IV), Mo(VI)e

1 0.450

7 V(V)b, Nb(V)c 0.5 0.450

8 Fe(II)c 0.25 0.450

aIn presence of 10 mg fluoride
bIn presence of 50 mg ascorbic acid
cIn presence of 30 mg oxalate
dIn presence of 100 mg thiocyanate
eIn presence of 1 ml hydrogen peroxide

3.2 Spectral Characteristics

The yellow complex of Zr (IV)-HMTC acquired under the optimum conditions of the
mechanism showed linear response up to 0. 9 μg ml−1 of Zr (IV) with the optimum
limit of determination as obtained from the Ringbom plot [11] falling in the range
0.27–0.70 ppm. Linearity of the calibration plot was confirmed by analysis of the
correlation coefficient having the value 0.9987. Student’s t-test was conducted and it
was concluded that at 0.5% level, no biasness had occurred in the research process.
Various optical and statistical characteristics as calculated by statistical methods are
shown in Table 5.

3.3 Stoichiometry of Zr (IV)-HMTC Complex

The stoichiometric ratio of Zr (IV)-HMTC in the extracted species was established
as 1:4 by the job’s continuous variations method [12] as revised for a two-phase
system by Vosburgh and Cooper [13] and portrayed in Fig. 3. The ratio 1:4 of the
complex constituents was further confirmed by mole ratio method [14]. The stability
constant as estimated by the mole ratio method was 3.76 × 1015.

Thus, the probable structure of Zr (IV)-HMTC complex as determined by the two
methods was suggested as shown in Fig. 4.
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Table 5 Spectral characteristics, precision and accuracy data

S. No. Parameters Values

1 λmax (nm) 424–440

2 Beer’s law limits (μg mL−1) 0–0.9

3 Optimum range of determination (μg mL−1) 0.27–0.79

4 Molar absorptivity (L mol−1 cm−1) 8.212 × 104

5 Sandell’s sensitivity (μg cm−2) 0.0011

6 Correlation coefficient (r) 0.9987

7 Regression equation (Y )* Y = 0.98X − 0.036

8 Slope (b) 0.981

9 Intercept (a) − 0.036

10 Standard deviation ±0.0039

11 Relative standard deviation (%) 0.861

12 Limit of detection (μg ml−1) 0.0174

13 Stability constant 3.76 × 10−15

*where Y = absorbance and X = concentration of Zr (IV) in μg ml−1

Fig. 3 Job’s continuous
variations method for Zr
(IV)-HMTC complex (Total
concentration: [Zr] +
[HMTC] = 1.096 × 10−3

M; pH = 7.06)

3.4 Structural Elucidation by Optimization Technique

The metal complex was demonstrated with Avogadro 1.01 programme [15] and
optimized using molecular mechanics. Various cycles of optimization were effec-
tuated. Energy found for the complex was 4257.28 K J mol−1 before optimization
and 2275.56 K J mol−1 after 500 cycles of optimization. The optimized structure has
coordination number 8 and square antiprismatic geometry. Some optimized bond
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Fig. 4 Probable structure of
Zr (IV)-HMTC complex

Table 6 Computational parameters of Zr (IV)-HMTC complex

S. No. Bond length Bond angle

Atom type Bond length (A°) Atom type Bond angle (°)

1 Zr–O(1) 2.189 O(1)–Zr–O(8) 65.3

2 Zr–O(2) 1.843 O(2)–Zr–O(3) 62.4

3 Zr–O(3) 2.181 O(4)–Zr–O(5) 65.4

4 Zr–O(4) 2.177 O(6)–Zr–O(7) 62.3

5 Zr–O(5) 2.225

6 Zr–O(6) 1.474

7 Zr–O(7) 2.198

8 Zr–O(8) 2.183

lengths and bond angles are also calculated and are shown in Table 6. The optimized
structure is shown in Fig. 5.

3.5 Analytical Applications

The proposed spectrophotometric method for the micro-determination of zirco-
nium is rapid to operate (takes 2–3 min for a single determination), less equipment
requiring, highly sensitive, reproducible and has a vast forbearance limit for the
foreign ions including Fe, Cr, Mo, W, Nb, V, Sn and many other important elements
including platinum group metals, thereby increasing the purview of application. The
extensive usefulness of the technique is further tested by analysing a large variety
of real samples and synthetic mixtures of varying composition as in Table 1. The
obtained results are in great concurrence with the amount ofmetal ion initially added.
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Fig. 5 Optimized structure
of Zr (IV)-HMTC complex

The proposed method is reproducible and accurate with the relative standard devi-
ation of 0.861% for 10 replicates containing 0.5 μg Zr (IV) ml−1 every time. The
procedure preferred has been compared with existing methods in respect of rapidity,
selectivity and sensitivity as summarized in Table 7.

4 Conclusion

3-Hydroxy-2-[2′-(5′-methylthienyl)]-4H-chromen-4-one has been used as an analyt-
ical reagent for the spectrophotometric determination of zirconium. Zirconium (IV)
in presence of several cations and anions/complexing agents forms a yellow 1:4
(M:L) complex with HMTC which is extractable into dichloromethane in ammoni-
acal medium of pH 7.06 and 0.3–0.8 ml of 0.1% HMTC solution in acetone and is
stable for more than 4 days. The complex shows an absorption maximum at 424–
440 nm with a molar absorptivity of 8.212 × 104 l mol−1 cm−1 and Sandell’s sensi-
tivity equal to 0.0011 μg Zr cm−2. The linear regression equation was Y = 0.981X
− 0.036 and the correlation coefficient, r = 0.9987; detection limit of the method
being 0.0174 μg ml−1. The optimum range of determination was 0.27–0.79 μg Zr
(IV) ml−1. The method has been adopted in account for its simplicity, selectivity,
rapidity and precision and has been applied for the determination of zirconium in
synthetic and technical samples.
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Barriers Which Impede
the Implementation of an Effective Deep
Web Data Extraction in VBPS

Meena Chaudhary and Jyoti Pruthi

Abstract Semantic block detection is an approach to deal with mining of data from
Web pages and Web applications. Conventional strategies cannot perform better, as
the new Web site configuration develops with new technologies. Extraction of Web
information from the full Web page will be the intensive assignment to recover the
substantial info because they are Web site programming language subordinate. A
“layer tree” is developed to replace various levels of irregularities between the DOM
tree portrayal and the visual format of the Web page. There are various limitations
and barriers arise for the different scenarios and to find out and resolve the issues
accordingly with the degree of complexity of the problem. As the flow of information
has been upgraded and updated on the Web pages exponentially on the daily bases
and to find out the correct information in this bulk of data is the real task. VBPS helps
in finding the deep data among the huge Web pages but as the technology has been
updated dynamically this approach has faced with some limitations. In this paper, we
are discussing about these limitations and its comparison with the other techniques
in this field.

Keywords DOM · VBPS · Semantic nodes

M. Chaudhary (B) · J. Pruthi
Manav Rachna University, Faridabad, Haryana, India
e-mail: meena@mru.edu.in

J. Pruthi
e-mail: jyoti@mru.edu.in

© The Editor(s) (if applicable) and The Author(s), under exclusive
license to Springer Nature Singapore Pte Ltd. 2021
N. Marriwala et al. (eds.), Mobile Radio Communications and 5G Networks,
Lecture Notes in Networks and Systems 140,
https://doi.org/10.1007/978-981-15-7130-5_26

345

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7130-5_26&domain=pdf
mailto:meena@mru.edu.in
mailto:jyoti@mru.edu.in
https://doi.org/10.1007/978-981-15-7130-5_26


346 M. Chaudhary and J. Pruthi

1 Introduction

1.1 The Recent Trends

In recent information retrieval fromWeb, Web crawler restores similar outcomes for
various third party clients. This technique is awkward and improper in light of the
fact that clients’ interests are different from each other, while query output on the
Web crawler is not separate among users. As a rule, this technique for data recovery
may not be material since in our quick changing Web and pattern of customized
data prerequisite, data recovery should supply more insightful, more precise what
is more, client aim data benefit. To take care of these issues, Web indexes must be
ready to express and manage the interpreted data in the HTML pages and return
clients a clever and describes query items. VIPS is a procedure got from individuals’
recognition on site. A site HTML page is not just a single dissent; instead, the
impression of different things consisting of linguistic starts. It is in a perfect world
that particular limit program will be located at specific territories. Exactly when a
site page displayed, customers would isolate into a couple of linguistic normally.
It is possible to interface a site page with using location and vision data. VIPS has
extensively been used as a piece of Web mining. Then, once more, it is all around
exhibited that similar semantic limit arena reflecting similar HTML marks.

1.2 The Working Architecture

The issue of mining can be settled for the most part by separating the Web organiza-
tion and significant names. In this, we useVIPSfiguring to extract the specific content
from Web lists. The issue of Web information extraction has accumulated a consid-
erable measure of consideration as of late, and the vast majority of the proposed
solutions depend on breaking down the HTML DOM program or the DOM trees
of the pages. A DOM arrangement takes the accompanying principle impediments:
First, the programming dialects which are HTML site pages’ subordinate. As most
Web site pages are composed in HTML, it is not amazing that every single past
arrangement relies on investigating the HTML source code of pages. Be that as
it may, HTML itself is as yet developing and when upcoming forms or different
labels are presented, the past activity should be changed more than once to adjust
to new forms or new labels, assist more, HTML is not any more the selective site
page programming dialect, and different dialects have been presented, for example,
XHTML and XML, the past arrangements now confront the accompanying problem,
would it be advisable for them to be essentially modified or even surrendered? Or,
then again should different methodologies be suggested to suit the new dialects?
Second, they are unequipped for taking care of the regularly expanding many-sided
quality of HTML DOM code. Past works have not connected the contents, like.js
and.css, in the HTML content. Nowadays, Web site page architects are utilizing



Barriers Which Impede the Implementation of an Effective … 347

extremely complex JavaScript, jquery or css, in light of our examination and got to
numerous sites, and we came into conclusion that present structure of pages is more
muddled then before rendition of site page outline this make out more troublesome
for existing answers for induce the flow of the structure for the pages the Web sites
contains.

With the help of this, we can separate the blocks of information from the Web
pages according to the layout of the page and locations, but the revolution of updating
of techniques in this decades has put up the limitations on these techniques as the
development of the Web pages has been updated from <HTML> to <HTML.5.> and
now <HTML> with JavaScript and <XML>. To find out the barrier in searching, the
information in this update has put the real effort and this is what we have tried to
find out.

2 Objectives

(i) To review and identify the list of challenging factors (barriers) for impede, the
effective Deep Web Data Extraction in VBPS.

(ii) To analyze and identify the inter-relationship between barriers for the imple-
mentation of an effective Deep Web Data Extraction in VBPS.

(iii) To identify the influential barrier with the help of DEMATEL approach which
is suitable to find the cluster of the barriers in finding out the knowledge.

3 Research Background

Authors: Liu and Meng [1]: Profound Web substance is gotten to by questions
presented in Web site database and revert information archives enclosed in progres-
sively created Web site pages. Extracting organized information from profoundWeb
site sheets and testing issue due to the basic complicated organizations of such sheets.
As not long ago a substantial number of methods been suggested to statement this
issue, yet every one of them has inborn impediments in light of the fact that they are
pages are constantly shown consistently for client to peruse.

Authors: Cai and Yu [2]: Another Web site content structure examination in
view to visual portrayal is suggested. SeveralWeb site applications, for example, data
recovery, data extraction and programmed page adjustment can profit by this organi-
zation. This paper offers a programmed top-down label hierarchy autonomousway to
deal with distinguish Web site content organization. It exaggerates a client compre-
hends Web site design organization in light of his visual discernment. Contrasting
with other existing techniques, for example, DOM tree.

Authors: Silambarasan and Mohan [3]: Many Web applications, for example,
data recovery, data extraction and programmed page adjustment can profit by
semantic content structure. This paper exhibits a programmed top-down, tag-tree
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free way to deal with recognize Web content structure. It reenacts how a client
comprehends Web format structure in view of his/her visual recognition. This paper
diagnostically talks about VIPS calculation to remove the semantic organization of
a Web site sheets.

Authors: Akpınar et al. [4]: Site pages are regularly intended for visual coop-
eration. They incorporate numerous visual components, for example, header, footer,
menu and so forth that guide the per user. One can undoubtedly take a gander at the
visual rendering and can separate the portion which regularly varies in foundation
shading, textual style styles, fringes or edges around the portions. Then again, the
basic source code regularly does not give such sort of clear division or, on the other
hand design. In this manner, whenWeb site pages are naturally prepared by assistive
innovations or, then again adjusted for cell phones this sort of data is not accessible.

Authors: Singhal [5]: Site page portrayal is a subject of worry for little screen
gadgets, similar to, versatile, palm and so on. In a Web site page, greater part of
insignificant information including ads and other boisterous data’smake get to bother.
Web site page division is a method which settles this issue by legitimately separating
a site sheet into fragments. Sheet portions could be made by utilizing DOM and
Visual Page Segmentation methods. This research includes, a half breed technique
for Web site page division has been composed utilizing mix of DOM strategy and
VIPS calculation for creating portions from a Web site sheet. Here, both the basic
and graphic parts of a Web site sheet to make a section been measured. A portion is
such a fundamental part of Web site sheet that could not be additionally partitioned.
This is finished by preparing a sheet over a BCA which would further discuss.

Authors: Doan et al. [6]: This paper examines the issue of removing infor-
mation records on the reaction pages came back from Web databases or Web
indexes. Existing answers for this issue are constructing fundamentally with respect
to breaking down the HTML DOM trees and labels of the reaction pages. While
these arrangements can accomplish great outcomes, they are too intensely reliant on
the specifics of HTML.

4 Vision-Based Page Segmentation (VBPS)

To encourage perusing and draw in consideration, pages more often than not enclose
much graphic data in the markers in HTML. Run of the mill visual indications incor-
porate lines, clear regions, hues, pictures, textual styles and so on. Visual prompts
are exceptionally useful to identify the semantic locales in Web site sheets. Docu-
ment object model all in all gives a valuable arrangement to a page. Be that as it
may, labels, for example, HTMLTABLE and HTMLP are utilized for content asso-
ciation, as well as for format introduction. Much of the time, DOM has a tendency to
uncover introduction organization other than content organization and is frequently
not sufficiently exact to segregate distinctive semantic squares in a site page. Many
times, subjects or goals can be recognized with visual intimations. For example,
position, anchor, textual style, images and so on. With the improvement of Hyper
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Text Markup Language Calibration, as Extensible Hyper Text Markup Language,
the pattern Hyper Text Markup Language tag must steady with the semantic squares.

VIPS is the sort of calculation which extricates the semantic arrangement of a
site page in view of its visual introduction. The semantic structure of VIPS is a tree
structure. In view of the VIPS calculation, it is helpful to remove the fundamental
or expectation data from the Web page. Clear from the tree structure of the site
page, commotion data is expelled naturally. The belief system of VIPS calculation
is the direction of Web mining. We utilize the strategy to creep the normal pursuit
motor outcomes. Its points of interest are self-evident. Right off the bat, VIPS is to
discover the DOM structure and from the site page. A level of coherence (DOC) is
characterized for each square. The permitted degree of coherence (PDOC) can be
pre-characterized to accomplish diverse granularities for the content structure. Also,
it is a helpful strategy for Web content mining and particularly helpful to separate
the Web indexes’ query items. These particular data is gathered to do next seeking
step, such as report division, tf-idf count and expectation words weight estimation,
bunching and positioning calculations.

4.1 Deep Web Data Extraction in VBPS

The browser can provide the visual data for any Web page with the support of the
logics and interfaces provided on it. In this paper, we apply the VIPS concept to
change the visual prospects of the Web page in to the knowledge information in
the form of a visual structure tree. A visual structured block tree is transformation
of the segmented content of a Web site. The node represents the root block as a
complete page, and each block in the tree sync as a region of theWeb page. The least
differentiated nodes are represented as leaf blocks, such as the paragraph of texts
or images. Figure 1a shows a Web page presented on a Web site which considered
as main source data and Fig. 1b gives its correlated visual block tree. In reality, the
Visual structured block the structured tree of a deep information Web page contains
numbers of blocks that may be in huge numbers. Visual structured block tree has
consist of many nodes, the highest node is considered as the root node with the
highest degree, and at the level one, the leaf nodes appear with the visual structured
blocks, the more we go down the levels the more depth of Web page will arise
with correlated blocks. There are three segments of representation in this tree, the
root node is considered as the main node and the leaf nodes are successor of this
ancestor node. The sub-level nodes will be further divided as leaf node can be further
categorized as root, left child and right child. In reference to Fig. 1a, which shows the
real-time example of a Web site, and it consists of multiple blocks of pages here the
top block representing the advertisement image which can be converted as node. The
second and third blocks are representing the leaf nodes of left and right child data.
Each internal blocks can be represented by = (Root, Left, Right) and continuously
with the different levels. Each leach node can be further divided into the same way
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N2 (Block of Content 
Information and its sub 
level nodes) 

N0…Root
(complete web Page)

N1..Lev
el1 Node

N3 
(Block) 

N3 (Block of Infor-
mation) 

a

b

Fig. 1 a Page layout. b DOM tree of the page

as Root, Left, Right child nodes. The same set of blocks is arranged on every level.
On every level, we categorized the fonts, images and contents of the blocks.

Figure 1b is representing the DOM structure of the tree which consists of root as
wholeWeb page with node level N0 at the highest node and further sub-level N1, N2,
N3 are sub-levels of these nodes. Each node is representing its corresponding blocks
of node in the structured tree. These blocks consist of further images, different fonts
of different text used (Fig. 2).
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Fig. 2 a Block Web page structure and b its visual structured block tree
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4.2 Barriers for Deep Web Data Extraction in VBPS

This approach for deep Web data extraction in VBPS is very effective for the extrac-
tion of theWeb pages as it works with the content of pages which consists of images,
text and content. But it consists of some barriers in it as it does not work with the
run-time pages or the dynamic pages which were updated on the daily basis. As the
upgraded programming of the pages from the HTML to HTML 5 and inclusion of
the CSS and the JavaScript in the design of the Web pages makes it more complex,
it is also tedious in finding the rank of the pages with run-time threshold. The inclu-
sion of the advertisement in these pages makes it more complex as we are unable
to detect the motive of these advertisements. The algorithm can check that it is an
image but it cannot detect for what purpose the advertisement is floated. There are
some ambiguous situations faced by these parameters also (Table 1).

Table 1 Barriers of deep web data extraction in VBPS

Barriers Short description References

Rule set and thresholds are not
well defined
• Web Mining

The set of rules defined for visual
structured are not clearly defined

Akpınar and Yesilada [7]

Programming wise it is
insufficient to handle the
complexity generated by the
upgraded HTML 5
• Web Content Mining

The barrier of the upgradation of
the technology from the initial
Tags of <HTML > to the
<HTML5> makes it more
complex and hinders the
algorithm

Akpınar and Yesilada [7]

VIPS cannot deal work with the
run-time dynamism of the Web
pages
• Web Usage Mining

The real-time Web pages contain
the dynamic portions in it which
is updated and creates the
hinderers’ in applying the VIPS.
This algorithm is mostly covers
the static Web pages

Akpınar and Yesilada [7]

VIPS is unable to handle the
cascading style sheet and the
inclusion of JavaScript in it
• Web Structure Mining

The appearance of the Web pages
means a lot for the users which
creates the application of
JavaScript and CSS in this,
hence, the complexity of the
pages increased and it creates the
barrier

Liu and Meng [1]

VIPS cannot work with the
updated Web pages in and on
daily basis
• Web Server Logs
• App Server Logs
• App Level Logs

As the exponentially growth of
the Web sites for every ideality
the generation of pages as been
increased and the updated
technology has put it in more
complex while applying for the
search on the deep Web pages

Liu and Meng [1]
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5 Conclusions and Recommendations

The booming growth of the deep Web gives the scope to get benefit from abundant
information lying beneath it. Generally, the knowledge or the useful information
is just waiting to get extracted from the queries generated by the end users. So, it
is very important to fetch the desired information from the huge stack and pile of
information. That is why this paper is useful in defining the relevant requirement
and problem arises on the way of the destined knowledge. As every Web page has
been structured in a particular way to visualize the relevant information in it, we
categorize this in a structural form.
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The Prediction of Stock Market Trends
Using the Hybrid Model SVM-ICA-GA

Kamal Malik and Manisha Malik

Abstract In this paper, the trends and the timings of stock market of Japanese
Candlestick are predicted and analyzed empirically by developing the hybrid model
that uses the three prominent techniques of artificial intelligence, i.e., SVM, ICA
and genetic algorithms. In order to conduct the effective technical analysis of stock
market—support vectormachines (SVM) are usedwith genetic algorithms and impe-
rialist competition algorithms (ICA). ICA is used to indicate the stock market timing
and to optimize the SVM parameters, whereas GA is used to select the best features
in addition to SVM parameters optimization. The input data of a model is generated
using the two very important approaches—raw-based and signal-based. The results
of the paper indicate that the performance of SVM-IC-GA is far better than the
existing feed forward static neural network techniques of the existing literature.

Keywords SVM · ICA · GA · ANN

1 Introduction

To predict, the timing and the behavior of the stock market prices have become the
biggest challenge. Nowadays, for all the financial scientists and investors, the right
information about the forecasting trends and stock changes is the outmost require-
ment for investing in the stock market. So, there must be a powerful mechanism
that deals with this forecasting. To predict the stock prices, the fluctuations in stock
market work in a nonlinear dynamic system, and hence their prediction becomes
a quite complicated tasks in all aspects and respects. In order to handle nonlinear
complexities and the uncertainities of these dynamic systems, themodern approach of
artificial intelligent systems has been discovered that raises the accuracy in predicting
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this stockmarket effectively. The newmethods of AI are quite reliable and up tomark
as compared to the traditional methods and these methods have their own pros and
cons. For instance, while taking into consideration, the technical analysis of Japanese
Candlestick as the investment technique applied for the stock market timing, a super-
vised feed forward neural network is used. One of themost prominent and supervised
learning methods is support vector machine, i.e., SVM that identifies the fluctuations
occurred in the rules of the time series and predicts the different outcomings. The
accuracy of the back-up vectors depends upon the setting up of the parameters of
SVM. In this paper, along with SVM, the two metaheuristic approaches are also
used to predict the changes in stock prices. These two metaheuristics algorithms are
genetic algorithms (GA) and imperialism competition algorithm (ICA) that helps us
to modify and optimize the various features of the models. The aim of the study is to
evaluate SVM over GA and ICA to solve the various problems regarding forecasting
the different predictions of stock market funds.

The structure of paper is as follows: Section II contains the review of the literature.
In section III, the overview of SVM, GA and ICA is discussed which is further used
to develop the proposed model. Section 4 presents the proposed methodology of the
model indicating the step by step procedure. Section 5 deals with the results obtained
for the real data on different aspects. Section 6 presents the final discussions of the
entire study.

2 Literature Review

Stock market researchers and anyone who wants to sell or buy the stocks is keenly
interested in knowing its right time at predicting the behavior of stock market but
due to the nonlinearity and noisy nature of stock process, the accurate prediction is
quite challenging and cumbersome. There is significant impact of some factors like
general economic conditions, rate of interest, political events, psychological factors,
etc., on the stock market and the different methods are used by the traders for the
decision making in the stock market. Basically, the analysis of stock market can be
further categorized into two types.

i. Fundamental analysis
ii. Technical analysis.

Fundamental analysis involves the economy and the industrial conditions, finan-
cial conditions, various quantitative and qualitative factors of secure investigations,
whereas the technical analysis includes the previous prices to predict the future prices
of the stock. In this research, the analysis of Japanese Charts and their patterns are
used as the technical information. Due to the nonlinearity of nature, soft computing
methods are widely used so as to deal with the stock market issues. ANN, i.e., artifi-
cial neural network and SVM have been used to resolve the problems of forecasting
and financial time series predictions of stock market trends. Although there are many
evolutionary mechanisms of classification techniques in neural networks, yet they
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lack in the learning process that completely depends on the limited reproducibility
of the process [1]. Due to which new approaches and modern statistical techniques
like SVM are used. Software vector machine is one of the advanced applications of
regression and classification methods. There are several studies [2] that use the SVM
to predict the time series and SVMwas initially developed and introduced by Vapnik
[2]. SVM is a machine learning technique that is widely used in pattern recognition
and time series forecasting due to its excellent features and high performance [3].
Apart from this [4] uses SVM to determine the air quality and finally concluded
that the two kernel parameters C and Ψ have the significant impact on the accuracy
and precision of the SVM [5]. Pai and hang [5] used genetic algorithms and gradual
annealing algorithm. Sequential parameter optimization (SPO) was given by Bartz
[6]. Reference [7] Hong Dong Chen and Wei have used the continuous ant colony
algorithm and genetic algorithm to achieve SVR parameters. For numerical analysis
and to set the other parameters, some other important methods of genetic algorithms
are also available like PSO, i.e., particle swarm optimization methods, etc.

3 Overview of SVM

Support vector machines are one of the prominent techniques of supervised learning
models that help us to analyze the data for classification and regression analysis.
Support vectors are shown in Fig. 1, SVM is a representation of instances as points
in spaces so that the instances can be separately categorized with a clear gap [7].
Further, some new instances can be added to it and are again categorized and the
process goes on for the no. of iterations required as per the threshold.Mathematically,
SVM is a binary classifier that separates the two classes using a linear boundary.

Fig. 1 SVM model
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An optimization algorithm is used to create the boundary classes. These are called
support vectors. Figure 1 indicates that the input feature space includes two classes
and the classes holds xi educational points where i = 1, 2, 3, 4 . . . N . These two
classes are tagged in yi = m 1 to −1. The method of optimal margins given by is
used to calculate the decision boundary of the two absolutely separate classes and it
is boundary line can be given by

wx + b = 0 (1)

where x represents the support vector on decision boundary andw is ann-dimensional
vector which is perpendicular to this decision boundary. b

w denotes the distances
between the origin and decision boundary and w.x is the inner product of the two
vectors.

Consider the mappingμ:Rn → Rm , i.e., it is started using the initial data from Rn

dimensions to Rm and in these dimensions, the classes usually have less interference.
Mathematically, its optimal decision boundary is as follows:

Max: α1, α2, α3, α4 . . . αN

1

2

N∑

i=1

αi

N∑

j=1

α j yi y j
(
μ(xi )μ

(
x j

)) +
N∑

i

αi

where 0 ≤ αi ≤ ci , where i = 1, 2 . . . N

∑
αi yi = 0 (2)

Here, αi and α are Lagrange’s multiplier and C is a constant. Now, in Eq. 2, if we
apply the core function

K (xi , x j ) = μ(xi )μ(x j ) (3)

After calculating the exact value of K (xi , x j ), we can replace the cost function
μ(xi , x j ) by the calculated value. One of the sigmoidal kernel equations formed after
that will be

k(xi , x j ) = n exp(�, c) (4)

The twomost important parameters of SVMareC and�which should be selected
with utmost care. As C denotes the penalty, if the value assigned to C is very high,
then the classification, accuracy rate is the phase of training will be high but in case
of testing, it will be low and it is usually termed as overfitting. On the other hand,
if there is a small or low value of C, then it will be definitely end up with the poor
accuracy of classification that will give the wrong results as shown Fig. 1. Similar
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scenario applies for the parameter � while it has more adverse effects that C in the
results as it directly affects the feature space.

4 SVM with ICA and GA

Segregation of SVM with ICA and GA

i. In this section, we aim to develop a model for determining the timing of stock
market by using SVM with imperialist competitive algorithm (ICA) and genetic
algorithms (GA) on the business strategy and technical analysis with the help
of Japanese Candlesticks. ICA is applied to optimize the SVM parameters. The
segregation of ICA with multiclass SVM is used to determine the amount of
SVM parameters helps in the accurate timing of the stock market.

ii. Secondary, GA is used for the feature selection and to choose the optimal param-
eters from SVM. The purpose of these selected features is to provide us with the
useful and unique features by selecting the most essential attributes having the
less no. of features will decrease the overall computational cost, SVM features
are also the kernel function parameters. Genetic algorithms are basically used to
optimize the feature selection done by SVM.

SVM with ICA

An optimization of kernel parameters is using imperialist competitive algorithm.
First of all, to select the appropriate centroid or kernel for the SVM is one of the
most important tasks as an appropriate kernel determines the data effectively from
the initial state to the state at which we want to map our data in new space. For
accomplishing this, the linear classifier has to be chosen effectively and we usually
use the polynomial kernels. There are two ways to select the appropriate kernels, one
is to use the spatial data, another one is to select a different kernel and then classify
the data and on the basis of the tested data, the final appropriate kernel is decided,
and the Gaussian and sigmoidal kernels are most popularly used kernels and along
with the kernels it is also important to have the different kernel parameters.

Polynomial kernel with parameters p

P(a, b) = (a.b + 1)p

Polynomial kernel with parameter �

K (a, b) = 2 exp

(−(a − b)

2�

)

Polynomial kernel with parameter μ and k is

(a, b) = tan h(ka.b − μ)
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RBF kernel is basically a benchmark for the optimization of parameters. ICA
which is used for optimization is a social human phenomenon but not a natural
phenomenon.

SVM and GA

Genetic algorithms are actually based on Darwin’s principle “Struggle for Survival
and the Survival of the fittest” and can be obtained after the series of iterations. In
genetic algorithms, different solutions are provided to successive populations until
the acceptable results are achieved. In evaluation step, the quality fitness function
is calculated and the operations that randomly affects its fitness values as shown
in Fig. 2. In every iteration, more suitable chromosomes have been chosen for
reproducing the better results. Crossover is an important operator that actually takes
place by one-point, two-point or multipoint crossovers and this evolutionary process
continuously repeats till the stop condition is satisfied.

Fig. 2 Data flow in ICA
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5 Proposed Methodology

The main aim of this study is to create an appropriate model for predicting stock
market trading signals with very high precision. In this paper, the model is developed
by segregating ICA and GA with SVM, and then appropriate results have been
obtained. The following figure shows the flow of the data in it.

In Table 1, the input dataset that we have used is actually based on two approaches
[]. The stock market’s price is categorized into low, high, open and closed prices and
turn into 15 and 24. Indicators Oi, Mi, Li and Ci, respectively, denote open, high,
low and closed prices on the ith day. 48 datasets are described on the daily basis
and are classified into two groups—training and testing. Each dataset includes the
daily stock prices, for example, data of the year 2002 is used for testing, whereas the
dataset of 2000 is used for training. In one dataset, the data of the year 2000 and 2001

Table 1 Input data set

No Training period Test period No Training period Test period

1 2000 2001 25 2000–2003 2007

2 2000 2002 26 2000–2003 2008

3 2000 2003 27 2001 2002

4 2000 2004 28 2001 2003

5 2000 2005 29 2001 2004

6 2000 2006 30 2001 2005

7 2000 2007 31 2001 2006

8 2000 2008 32 2001 2007

9 2000–2001 2002 33 2001 2008

10 2000–2001 2003 34 2001–2002 2003

11 2000–2001 2004 35 2001–2002 2004

12 2000–2001 2005 36 2001–2002 2005

13 2000–2001 2006 37 2001–2000 2006

14 2000–2001 2007 38 2001–2002 2007

15 2000–2001 2008 39 2001–2002 2008

16 2000–2002 2003 40 2001–2003 2004

17 2000–2001 2004 41 2001–2002 2005

18 2000–2001 2005 42 2001–2002 2006

19 2000–2001 2006 43 2001–2002 2007

20 2000–2001 2007 44 2001–2002 2008

21 2000–2001 2008 45 2001–2004 2005

22 2000–2003 2004 46 2001–2004 2006

23 2000–2003 2005 47 2001–2004 2007

24 2000–2003 2006 48 2001–2004 2008
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are combined together as a single training data as shown in Fig. 3. The algorithm
SVM-ICA-GA is as follows.

SVM-ICA-GA Model

A hybrid approach is followed where a support vector machine is used with ICA[]
and genetic algorithms(GA). The following notations can be used in the paper:

Npop: It indicates no. of primary population.
N Imp: No. of imperialist.
THETA: It indicates the “cost on Empires”. As it represents the impact on co-

efficient of colonies.
Imperial cost: Imperialist cost.
Imperial fitness: Imperialistic fitness.

Fig. 3 Model of
SVM-ICA-GA Data base is 

created
Input data

Data Set of first 
approach

Data set of 
secondappr

Preparation and 
preprocessing of 

Training and testing of 
data

Predictive 
model 

implementati
on
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Prediction 
Model

Calculate 
performance criteria

Comparison
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Pre-evolution: The probability of revolution.
HeusRatio: The impact co-efficient, the difference between parent and child.
Imp colonies cost: It is the cost of imperialist’s colonies.
Max decades: It indicates the maximum no. of decades as a factor for stopping in

ICA.
In this study, RBF as kernel function has been used for the following reasons:

i. The kernel functions can scale the boundaries of the linear space to another very
higher dimensional space.

ii. By considering RBF kernel, the linear space with one parameter (C) has entirely
the sameperformance for the twoparameters (C,�) for higher dimensional space.

Algorithm
Step 1: Firstly, the input dataset of Japanese Candlestick has been taken into consid-
eration. After that an optimal hyperplane is chosen that clearly categorizes the data
points. Our objective is to find out the plane that has the maximum margin for the
different classes. Maximizing the margin distances provides some reinforcement so
that the future data points can be classified with confidence. Using support vector
machines, the data is categorized into three classes Hi, Mi and L i denoting high,
medium and low chances of the particular data points using two hyperplanes.

Step 2: Hi, Mi and L i, the different data points are achieved and obtained in support
to these three classes and with the help of SVM, we are having the data points with
high prediction (H i), low prediction (Li) and medium prediction (M i) classes.

Mathematically, for data points, x1, x2 . . . xi belongs to Hi, L i, Mi where x =
1 – 48 in the dataset of Japanese Candlestick and if the soft margin is taken, we wish
to minimize the following:

1

n

n∑

i=1

(max(0, 1 − yi (w.xi − b))) + μ||w||

Here, μ is the trade-off between increasing the margin size and ensures that xi
lies on the correct side of the margin.

Step 3: The ICA, i.e., imperialist competitive algorithm is used in this step.

i. The primary population of the colonies is created randomly. Then, the cost
function is evaluated for each colony. In this paper, the data points which are
missed and are used as a cost function.

Miss_points = 100 ∗
(∑N

(Y=1)
Xpredicted − X

)

Here, N is the no. of outputs. Xpredicted is the predicted output by SVM and x is
the real output that is given as an input to SVM.
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ii. From the above cost evaluation function, the strongest colonies are selected as
an imperialist and the colonies move toward the different directions. This step of
ICA is usually known as assimilation. Then, the residual colonies are allocated
to the imperialists based on the strength of the empires.

iii. Revolution in some colonies takes place, i.e., the location of one colony and
imperialist changes if the empire’s cost is less.

iv. The objective functions of all the empires are compared and the weakest colony
is assigned to the best empire.

v. Weak empires are eliminated and the algorithm is stopped when the stopping
condition is reached which accomplishes the specified grounds, otherwise, step
ii is repeated.

In this way, the best SVMs parameters are selected using ICA so, in each iteration,
it will have the co-ordinates for Miss_points.

Step 4: On the selected parameters of SVM, genetic algorithm is applied. The basic
notion of using genetic algorithms is to apply the reinforcement learning. In the
selected SVM parameters, GA is used in the three steps:

i. Firstly, the initial population is generated by the system and it is used to find out
the optimal parameters and features. Each chromosome contains all the neces-
sary information that is required to select the optimal features and important
parameters.

ii. Training
After the initial population is created, system uses support vectors with the help
of process parameter values in the chromosomes and the performance of each
chromosome is calculated. In this paper, the optimal or near-optimal parameters
are calculated and predicted in order to make the predictions more accurate
and precise. Then, the fitness function is applied for testing the accuracy of
prediction.

iii. Genetic Operations.

By applying the genetic operations, such as selection, crossover and mutation,
a generation of new population is created. The best chromosomes are selected
depending upon the fitness value of each chromosome and then the crossover as
the mutation operator is applied on it with a very small mutation rate. With the new
generation again the training phase will be executed to calculate the fitness values.
This process is repeated until the stopping condition is achieved, i.e., the no. of prede-
termined generations. The chromosomes that indicates the best performance in the
last selected population are considered as the final result.

In this way, support vectors with very high predictions and medium predictions
are achieved in an optimal way.
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Table 2 For raw approach with complete details of SVM-ICA-GA

Total Raw approach Signal approach 1-day raw
approach

1-day signal
approach

Feed Forward
Neural Network

74.2 74.8 73.6 45 43.4

SVM-ICA 76 70 79 19 27

SVM-GA 60 59 61 33 33

SVM-ICA-GA 78 62 80 42 33

6 Results and Discussions

The parameters taken for ICA are as follows:
MaxDecades = 100;
NPop = 30;
N Imp = 5;
Ncol = nPop – nImp;
Prevolution = 0.7;
Zeta = 0.1;
Heuristic ratio = 0.5;
With the implementation of SVM-ICA-GA model for the two approaches—raw

and signal, the results of 48 datasets have been shown in Table 1. The mean of the
predictions with the optimal parameters (C) with raw and signal approaches is 63.
84% and 64.75%, respectively. As the prediction accuracy of both the approaches
are quite close to each other and the no. of the features do not make a major change
in the forecast accuracy. However, the second approach seems to be better (Tables 2
and 3).

In Table 4, the comparative analysis of the two approaches are discussed. 9% and
61%, respectively while 1-day hit rate is almost same.

7 Conclusion

This study has proposed SVM-ICA-GA model for determining the stock market
trends in the way that SVM acts as a classifier, ICA will figure out the strongest
imperialist colonies and then genetic algorithms are applied to select the optimum
features for the exact and better predictions. In previous studies, SVM-ICA and
SVM-GA have already been done but both of these algorithms overall enhances the
space and time complexities and their prediction trend was less accurate, but in this
paper, three of the approaches are merged and SVM-ICA-GA got the fantastic hit
rates of 80% which is quite approachable.

It is to be noted that 1-day hit rate of this base study is quite dominant on others
under all the circumstances and provide a good reason for the deeper studies.
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Table 3 For signal approach with complete details of SVM-ICA-GA

No. 1 2 3 4 5 6 7 8

1 33 16 6 2 2 0 62 102

2 21 8 6 3 3 1 42 113

3 41 15 6 2 3 2 69 72

4 53 10 3 3 2 1 72 81

5 52 11 3 2 1 1 81 80

6 41 12 6 3 1 2 80 73

…

…

45 18 11 8 5 4 3 72 73

46 25 12 6 2 1 0 112 112

47 38 13 5 2 1 1 72 72

48 9 6 4 4 3 2 43 43

Table 4 Comparative analysis of the two approaches

No 1 2 3 4 5 6 7 8

1 52 16 6 2 2 0 62 102

2 40 8 6 3 3 1 42 113

3 62 15 6 2 3 2 69 72

4 83 10 3 3 2 1 72 81

5 51 11 3 2 1 1 81 80

6 40 12 6 3 1 2 80 73

…

…

…

…

45 33 17 8 5 4 3 72 73

46 28 12 6 2 1 0 112 112

47 33 13 5 2 1 1 72 72

48 24 6 4 4 3 2 43 43
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Abstract The use of technology in the field of medical sciences has increased a
lot since the last decade. Nowadays, you can see many technologies like computers
and cameras used in medical sciences. They not only help in detecting the disease
or the cause but also help in the curing process by maintaining records. The use
of computers for image processing has provided an upper hand to the physicians.
By using this technique, anybody can tell if there is a fracture in the bone or not.
Fractures are common these days, so fracture detection is a crucial part of orthopedic
X-ray image analysis. The automatic fracture detection technique helps the doctor to
start medical care immediately. We propose a new technique using machine learning
and digital geometry. The method can detect bone fractures by bone contours by
removing discontinuity processed by segmentation. It overcomes the shortcoming
of the previous method which only works on texture analysis. In this, several digital
X-ray images are taken as input, and the machine will give the output whether there
is a fracture or not based on particular algorithms.
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1 Introduction

This research work proposed a new technique of detecting fractures from X-ray
imageswhich are normally examinedmanually. It takes a lot of time to do it manually
and is prone to errors. The paper is based on many preprocessing techniques to
remove noise from X-rays because these images are more prone to noise (dark spots
and patches). The system can detect fracturesmore efficiently. First, noise is removed
from the image, and then the clearer image is used for further process. All unwanted
and small objects are removed by the system. Connected components are used by the
system to detect the fracture. Orthopedic surgeons must provide ray images as input.
Then the system will do preprocessing to remove noise from the scanned image. It
will also eliminate all the undesirable objects from the image. Then the machine will
give output whether the given input image has a fracture or not. It will do this on the
basis of cracks detected in the image. This system saves time and can help a doctor
to treat his patients faster.

Here, the proposed model performs considerably well with the digital geometry
technique.The introduction is done inSect. 1. InSect. 2, literature review is presented;
in Sect. 3, the proposed model is presented; Sect. 4 covers implementation details.
Section 5 covers results and discussions. Finally, Sect. 6 presents the conclusion and
future work.

2 Literature Review

Bone fracture detection is implemented by various researchers, and still, the detec-
tion is in progress to identify the bone fracture, its type and severity. The literature
available provides a real path to identify the work done in this area as well as gives
a systematic view to provide a solution.

In this paper [1], the author has developed a classification of detection of long bone
fracture. The systemworks on two stages, the first stage is basically for preprocessing,
where the shape and size of bone fracture is identified and in the second stage the
classification is done using back propagation technique.

In another paper [2], the authors use basic image processing techniques to detect
multiple fractures in an X-ray image. First, it takes an X-ray as an input, then it
preprocesses it to remove noise, then edge detection is done to extract the edges of the
bone, then segmentation and feature extraction techniques are executed after which
the resultant image is classified. The authors of the paper [3] are using MATLAB as
a basic tool for image loading and preprocessing. Also, the gray level co-occurrence
matrix (GLCM) is used for feature detection. Also, decision trees and artificial neural
networks and meta-classifiers are used for classification.

Another article presented by [4] the author has elaborated the Gaussian filter to
remove noise from an image. Also, it uses Canny edge detection and Sobel edge
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Table 1 Summary of the accuracy for bone fracture

Algorithm used Accuracy (%) Result

Canny edge detection, support
vector machine (SVM) [4]

84.7 Morphological operators are used along
with Canny edge detection method.
After that the classification is done on
the basis of SVM

Simple image processing with two
performance assessment methods
[5]

80 This uses image processing as a basic
technique, and then one performance
method is used in evaluation of bones
and other is used to reduce error

Back propagation, SIFT [1] 100 This uses image processing and neural
network technique and SIFT to classify
the images

Combination of decision tree and
neural network which is named as
meta-classifier [3]

85 In this, Sobel operator is used, after that
area of fracture is calculated followed
by GLCM. It classifies the image as
fractured or unfractured

detector to detect edges in an image. It uses support vector machine (SVM) to
distinguish the fractured bones from the unfractured bone.

In this paper [5, 6], the author has proposed the idea of classification of bone
fractures into fractured and un-fractured ones. In this, the output of the system is
measured by two performance assessment methods. The first one is the performance
evaluation of bones and the second is for accurate analysis of fracture type within
error conditions.

This investigation develops a programmed model [7, 8] for distinguishing and
characterizing blacktop asphalt split. Various situations of highlight choice have
been endeavored to make informational indexes from computerized pictures. These
informational collections are then utilized to prepare and confirm the presentation
of AI calculations including the support vector machine. The list of capabilities that
comprises the properties got from the projective indispensable and the properties of
split articles can convey the most attractive result.

The following table contains the summary of the research work done for bone
fracture (Table 1).

3 Methodology

First of all, the types of bones are identified, so that the proper classification can be
done, based on the features of different types of the bone fracture, one can easily
identify the fracture in the bone as well as its type for the better prediction (Table 2).

Bones are the most sophisticated part of the body. This paper has approached to
detect deformities in bones through algorithms using digital image processing. The
proposed approach mainly focuses on detecting minor or hairline fractures through
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Table 2 Types of the fractures

Simple fracture This fracture occurs when the broken bone does not penetrate into the
skin. It is also called as closed fracture

Open fracture This type of fracture occurs when the bone is fragmented into small
parts which then penetrates through the skin. Another name is
compound fracture

Hairline fracture In this type of fracture, large amount of force stress is exerted on one
leg or on one part of the body. It generally occurs when a person does
rigorous jogging and running exercise

Greenstick fracture In this, the bone bends and cracks. In this, the bone is not broken it
just simply bends and cracks from its original position

Complicated fracture In this fracture, the bones adjacent to the fractured bone are also
damaged. It may result in severe injuries like in the arteries

Avulsion fracture In this fracture, the connecting tissues between bone and muscles
called tendons are affected. This type of fracture generally occurs in
knees and shoulders

Communicated fracture This type of fracture will take more time to heal. In this, the bone is
broken into several pieces which penetrate through the skin

Compression fracture This type of fracture happens when two bones are pressed against
each other. Aged people are more prone to this type of fracture
because of osteoporosis

the above techniques. First, the input image is preprocessed so that we can extract the
required objects from the image. This is done by blurring the background details and
processing the highlighted foreground details. Mathematical morphological tech-
niques like opening and edge detection are used to do these types of operations. The
foreground objects are highlighted by edge detection and smoothening technique.
At last, the image is classified into two categories whether it is a fractured bone
or non-fractured bone. The techniques used in these operations are image prepro-
cessing, noise removal, segmentation, feature extraction and then the classification
of the image whether it is fractured or not. The steps involved in these operations are
as follows.

Image Preprocessing: In this stage, the features of the image are enhanced. This
stage consists of particular set of procedure that helps to highlight the foreground
features and smoothening background to increase the performance of subsequent
stages of the system. The unwanted features like, noise are removed from the image
and contrast is improved for feature extraction. Amedian filter and average filters are
used to remove noise. Median filters are more effective than any other filter because
it does not decrease the image sharpness. Also for image enhancement, logarithmic
operators are used. The feature extraction is performed by using erosion and dilation
techniques and the Sobel edge detection technique is also used.

Noise Removal: Noise is the unwanted pixels that are present in an image. It
decreases the quality of image. Noise can be represented as.

h(a, b) = s(a, b) + i(a, b), where h(a, b) is noisy image, s(a, b) is original image,
and i(a, b) is noise present in an image.
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There are two types of noise present in an image-Gaussian noise and Salt and
Pepper noise. Salt and Pepper is more common in X-ray images. It is caused during
transmission and appears as light and black dots in the X-rays. Salt and Pepper noise
can be removed by mathematical transformation because this method helps us to
preserve the edges. To remove it generally median filters are used.

Edge Detection: It determines the boundary of the objects present in the image
thus saving its structure. It is basically a technique to find a period in an image on
which the intensity of the image shifts suddenly or abruptly. The points on which the
illumination of the image changes are then organized into a group of curved portion
known as edges. Gradient and Laplacian are the two approaches which are used in
edge detection. In the gradient method, the first derivative of the image is used to
detect the edges, whereas in Laplacian second derivative of the image is used.

Segmentation: Image segmentation is one of the most important steps because in
this step we basically extract data from an image. In this, the regions of the image are
homogenously dividedwith respect to someparameters like color, texture, brightness,
etc. It is a necessary step as it locates objects and their boundaries. Through this, an
image can be partitioned into a collection of pixels that are connected. It helps in the
annotation of the object scene. Many approaches can be used like region approach,
boundary approach, edge approach and many more.

Feature Extraction: It is considered the next step in many image processing
applications. It is a type of dimension reduction. Parts of an image are represented
as compact. This is useful when images are of large size, and feature extraction
technique is used to complete tasks such as retrieval very quickly. It is often used
with feature detection so that it can work efficiently. Many techniques like scale-
invariant feature transform (SIFT) technique are used to detect features from the
digital image.

Classification: In this, the data are categorized into a number of categories. It
is basically a study of data and then categorizes it accordingly. Each category has
its own properties, and the data which belong to that category have some common
properties. In this, the classifiers divide the input image into two categories—the
fractured and the non-fractured one.

4 The Model

The approach in the current paper is basically an intelligent system that consists of
two phases: processing and classification, i.e., done by digital geometry and machine
learning. In the first stage, we extract the content of the image by using the Haar
wavelet transform and SIFT. SIFT method is used to detect those points which are of
interest from the grayscale image. Image intensities which are present in the image
structure are used in this process. In this system, we used the SVM because it is very
efficient in identifying different types of bone fractures by extracting the depth of the
fracture. These features are used to increase the character of the image and also to
excerpt useful parts from the bone (fractured bone). After that, the processing phase
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of the system image is set to the next phase for classification, which is done by a
machine learning classification system, and in the current approach SVM is used for
the classification.

Haar wavelet transform: As stated in 2013, one of the best ways to do image
preprocessing is image transforms because they are extensively used in filtering,
image processing, alongwith denoising. Haar wavelet can be used for several distinct
image transform and preprocessing methods. The compression method is basically
used for the investigation of medical images. In studies, the Haar wavelet transform
technique is used to strengthen the features of the image. Firstly, input image is
transformed into grayscale so to decrease the processing time, then image filtering
is done to make image balance. Smoothing which is also called blurring is a method
that means to reduce noises in an image for further processing.Wavelet transform has
an advantage that this is not Fourier-based, therefore better results can be obtained
by handling the discontinuities of the image.

Scale-Invariant Feature Transform (SIFT): SIFT is a method used for feature
extraction. In these design stats of gradient directions of image, depths are used.
These depths are compiled in the image structure of each interest point to match each
relevant interest point descriptor is used. This algorithm is used to extract features
and to identify interest points, and it uses different kinds of images. A method is
performed which uses stats of gradient direction of image depths.

This approach is used to extract the feature of the image for processing of image so
that the system can classify the image as fractured and non-fractured. For extracting
features from the image, an image is converted into a “large collection of local
feature vectors” by the algorithm. Scaling invariance, rotation and translation can
define properties of these local feature vectors. The system is trained by the back
propagation network through the features of images that are extracted from images
by SIFT. After training, images are input into the neural network to check if it is
working properly and can it pass the feature extraction phase (Fig. 1).

5 Result

Data Set: The data set is taken from the TCIA [7] and USI [10]. MATLAB 16.0
and Python are used for carrying out this system for real-time use and for detecting
fractured bones.

The Table 3, illustrate that the bone fracture detection is performed by various
approaches like Canny Edge Detection, SVM (Support Vector Machine), Simple
Image Processing with two performance assessment methods, Back Propagation,
SIFT, Combination of Decision Tree and Neural Network, which is named as Meta
classifier. Finally, the proposed approach i.e.MachineLearning andDigitalGeometry
based technique provides better accuracy level than the state of art approaches. The
results are based on overall accuracy of bone fractured as calculated so far.
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Fig. 1 Flowchart of the proposed approach

Table 3 Results of the accuracy for bone fracture

Algorithms Accuracy (%)

Canny edge detection, support vector machine (SVM) [4] 84.7

Simple image processing with two performance assessment methods [5] 80

Back propagation, SIFT [1] 90

Combination of decision tree and neural network, which is named as
meta-classifier [3]

85

Machine learning and digital geometry 92

6 Conclusion

The approach is based on two things, i.e., machine learning and digital geometry;
therefore, it uses the advantages of these approaches. The image processing tech-
niques are very useful in the medical field. The work is based on the comparative
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study of some of the approaches which are already implemented, and then the exten-
sion is done in the form of a hybrid approach, i.e., machine learning and digital
geometry. In approach uses the simple procedure like first image preprocessing is
done and then the noise is removed by the morphological or logarithmic operator,
followed by segmentation then feature extraction and in the end classification. All the
approaches have this basic structure. The difference arises when different algorithms
in combination with different approaches are used on various stages of the basic
cycle. According to the results, the best approach is when neural networks are used.
But it is costly and takes a long time; therefore, there is a need to design an approach
that can provide results better than the available approach in a very fast manner. The
images may contain different types of fractures and patches which help the machine
learning and digital geometry-based system to train the better. Also,machine learning
and digital geometry are robust, and they are trained to detect fractures. In the end,
this approach shows the best result when compared with other approaches.
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Abstract Microgrids help to achieve power balance and energy allocation opti-
mality for the defined load networks. In this paper, the focus is to enhance the intel-
ligence of the microgrid network using a multi-agent system and validation is using
network performance metrics such as delay, throughput and jitter. Network perfor-
mance is analyzed for the medium-scale microgrid using two IEEE test systems,
i.e., IEEE 34 and IEEE 39. In this paper, Bellman–Ford algorithm is incorporated
to calculate the shortest path to a given destination. The algorithm is defined for the
distributed nature of the microgrid. From this model, researchers have achieved up
to 30% improvement in the network performance of a microgrid.
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1 Introduction

Microgrids are small electric power systems that consist of generation, transmis-
sion, distribution and load. These are the single, independent and controllable
power systems incorporating various distributed generators, energy storage devices,
sensing and controlling devices, etc., connected to the users [1, 2]. Microgrids help
to achieve power balance and energy allocation optimality for the defined load
networks. Microgrids are the distribution networks helpful to handle grid variability
and energy harvesting using high penetrations of bidirectional power flow. Micro-
grids have two working modes, i.e., grid-connected mode and islanded mode [3].
In the grid-connected mode, microgrid is connected to the national grid for trans-
mitting/receiving power and information through their respective networks, but in
islanded mode, microgrid is in the self-sufficient mode that generates/distributes
energy and information as per their defined area. In islanded mode, power sharing
is local though the information/data sharing is not only limited to local but to global
network as well [4, 5]. This global connection to the Internet builds a strong commu-
nication between microgrid and national grid in terms of economical, commercial,
technical and social decision making [6]. To share energy optimally and efficiently,
energy information is exchanged within installed energy routers in the data network
[7]. The microgrid data network is distributed either using wired or wireless connec-
tions. This distribution varies based on the size of microgrids’ geographical network
area (such as small, medium and large). As per the network size, the routers may
use different routing protocols. These protocols are applied to maintain optimiza-
tion, misrouting, of packets, re-routing of data packets, packet dropping, fabrication,
security and modification [8, 9].

Traditional microgrids are the electrical systems that have a major role of energy
routing than the information/data routing [10, 11]. To make the microgrids smarter,
various techniques are required that can equip traditional microgrids with intelli-
gence and vision. To aim a certain level of intelligence in the modern microgrids,
it should have a robust communication network. Modern microgrids use commu-
nication technologies to collect and respond to the information, as represented in
Fig. 1.

Figure 1 describes the environment between inter- and intra-microgrid communi-
cation. In the scenario, collected information considers the behavior of the consumer
and supplier, production and distribution stability, transmission andmonitoring oper-
ations, etc. The requirements for power routing are quite different from thedata packet
routing (such as best effort delivery is suitable for data routing but not for energy
routing since lost power signals are difficult to be resent) [1, 4]. Today, the most chal-
lenging task for the microgrid is decision making. Hence, it seeks upgradation for
the microgrid control and monitoring systems. Several methods are proposed based
on the physical model of the microgrid considering the physical layer, but nowadays
communication and networking demand more focus. The futuristic approaches can
be listed as Internet of Things (IoT), artificial intelligence,multi-agent systems, game
theory, etc. [2, 6].Multi-agent and game theorieswidely have been used for the energy
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Fig. 1 Pictorial representation of inter- and intra-microgrid communications [1]

management and decision making of the AC and DC microgrids. Several intelligent
approaches are explored for changing electricity consumption behavior and energy
demand response. Previously, researchers only focused on formulating optimization
problems for achieving economic efficiency with the centralized approach. Regard-
less in this paper, researchers are focusing on robust communication designing for the
smartmicrogrid in order tomake themicrogridwiser than other proposed approaches
to get a better network performance based on the decentralized distribution network
[2, 12].

The uniqueness of the paper is the network performance analysis for medium-
scale microgrids. The paper is organized in a manner that explains outline through
introduction followed by material and methods that describes basic building blocks
of the work. Further, the simulation environment is explained followed by the results
and discussion section.
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2 Materials and Methods

2.1 Multi-Agent System

Multi-agent system refers to a team of homogeneous and heterogeneous agents
communicating with each other based upon their intelligence (defined algorithm and
past experiences) using standard language such as agent communication language
(ACL), knowledge query andmanipulation language (KQML). Generally, agents are
categorized based on two types: i) administrative agents and ii) runtime agents. In
the microgrid, agents are classified as physical agents and communication agents.
These agents vary based on their attribute nature, i.e., static attributes and dynamic
attributes. A general description of the multi-agent system is explained through
Table 1.

Table 1 describes a list of agents used for the microgrid network model
designing. It communicates based on the heterogenous and homogenous nature
of the agents. The framework considers N physical agents (combination of �n j

generator agents deployed to communicate with �n j load agents) communi-
cating and controlled by M number of communication agents (combination of
mmaster ,mgen_host ,mdis_tran_host ,mload_host ).Here,mmaster is themaster communica-
tion node for the communication agentsmgen_host (host agent for generation control-
ling agents), mdis_tran_host (host agent for distribution and transmission controlling
agents) and mload_host (representing host for load agents). Hence, total agents for the
framework can be followed as follows:

Number of agents A = [N + M] (1)

A =
[(∑

ni +
∑

n j

)
+ (

mmaster + mgenhost + mdistranhost
+ mloadhost

)]
(2)

Based on this equation, researchers have analyzed microgrid performance for
IEEE 34 and IEEE 39.

Table 1 Agent response table for the multi-agent system

Agent type Responsibility

User agent Represents a user by expressing its information request

Information agent Represents an information source and answers users’ requests

Query agent Follows up a request from the user

Support agent Set of agents providing internal service and coordination among
multiple agents

Communication agent Transmits messages to various agents

Communication area Provides mailbox to each agent’s disposal

Mailboxes Accumulates message addressed to one agent
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2.2 IEEE Bus Systems for Microgrid

Microgrids are considered as thewhole grid with a significantly smaller geographical
extent. Several testingmodels are provided by the IEEE such as IEEE4, IEEE9, IEEE
14, IEEE 33, IEEE 34, IEEE 39, IEEE 72, IEEE 118 and IEEE 123. These systems
are proposed for the electricity grid testing but have been used for microgrid testing
as well [13]. To test for the microgrids, electrical lengths are considered smaller in
comparison with national grid testing. Based on the power production, demands and
line length microgrid testing systems are classified into three categories, i.e., small,
medium and large. The major differences of using these testing systems are seen for
the monitoring, response times, system handling, voltage fluctuations, less inertia
but not on the topology. Hence, the scale of microgrids can be categorized as small
microgrids as IEEE 4, 5, 9, 14, etc., medium microgrids as IEEE 23, 33, 34, 39, etc.,
and large microgrids as IEEE 72, 118, 123, etc.

2.3 Network Performance

In a microgrid, communication and network performance play an important role.
The network communication in a microgrid is supported by 100 Mbps Ethernet,
DNP3 over TCP/IP that may lead to end-to-end delay. Network communication in a
microgrid environment can be demonstrated as shown in Fig. 2 [14].

Figure 2 encapsulates the power and communication network of the microgrid.
Here, it is not limited to the local microgrid network but also shows how micro-
grids interact with the outside environment. It has network nodes, actuator nodes and
sensor nodes making coordination among distributor, operator and user. Environ-
ment perception and local control system of microgrids are integrated into the LAN
network. It is responsible to handle distributed power and load based on the energy
storage and distributed power acquisition system [3, 4].

Network performance can be evaluated based on various parameters, such as
packet loss, throughput, bandwidth, delay or latency. These measures vary under
different stressed conditions. In this paper, the focus is to evaluatemicrogrid networks
based on the end-to-end delay in the network. It is analyzed for the medium-scale
microgrid using two IEEE test systems, i.e., IEEE 34 and IEEE 39. The protocol and
algorithm used for the demonstration are mentioned in the below section.

2.4 Protocol and Algorithm Description

In a microgrid network, routing plays an important role as the network layer protocol
to guide the packets from the communication source to their designated destinations.
These packets contain information related to energy flowing in the circuit [6, 15].
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Fig. 2 Interactive environment of microgrid communication network [14]

Routing in the microgrid involves complex calculation of algorithms supported by
each other proposing service or information exchange. The complexity of algorithms
relates to three reasons. First, it requires coordination among all microgrid network
nodes based on themodule aswell as their subnet. Second,microgrid routing needs to
copewith node failures and links in order to redirect packets and update the databases
maintained and third, for achieving high performance over congested nodes in the
microgrid network. In microgrid, mainly two performance measures are affected
by the routing algorithm, i.e., average packet delay and throughput [16]. Average
packet delay refers to the quality of service, and throughput refers to the quantity of
service. A good routing is responsible for increasing throughput for the same value
of average delay per packet during high load demand and a decrement of average
delay per packet for the low or moderate load conditions. In this paper, Bellman–
Ford algorithm is incorporated to calculate the shortest path to a given destination.
The algorithm is defined for the distributed nature of the microgrid. Bellman–Ford
algorithm is as follows:

Di = min
j

[
di j + Dj

]
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Here, Di represents estimation of the shortest distance of the node i to a definite
destination. Length between the link (i, j) is designated to di j . Node i executes
the iteration periodically by considering minimum from neighbor j.di j + Dj is the
estimated shortest distance from node i to the destination passing through j and
min

j
[di j + Dj ] is the shortest distance estimated through the best neighbor [6].

Several algorithms are proposed for optimal routing computation of the smart grid
but very few for the microgrid data network. In this paper, authors have successfully
analyzed data networks formedium-scalemicrogrids based on the describedmaterial
and methods.

3 Performance Metrics

To assess the performance of microgrid networks, several baselines are used. The
default baseline is the multi-agent system. In addition, the Bellman–Ford algorithm
is used as a second baseline which provides routing optimality to the microgrid
network. For the simulation network, data/packet streaming uses unicast and broad-
cast communication channels. The network uses Ethernet with 1Gbps network band-
width (channel capacity). For network performance evaluation, followingmetrics are
used:

(a) Throughput: This is the average amount of packets received by the node per
second.

(b) Delay: This is the function value of travel and processing time of the signal/data
packet traversing between sender and receiver.

(c) Jitter: This is the delay inconsistency between each packet. Jitter occurs due to
inconsistent delay pacing during packet transmission.

The message transmission in the network uses various protocols. Snapshots from
two different timescales have been recorded and shown in Figs. 3 and 4.

Figures 3 and 4 describe behavior of various protocols used during the communi-
cation process. The snapshots are taken for two different scenarioswhere in Fig. 3 one
can observe the involvement of TCP protocols along with ARP and ICMP, whereas
through Fig. 4 one can notice the communication usingUDPprotocol. The communi-
cation starts with a broadcast packet and receives information through ARP protocol.
For TCP protocol, it uses frame information including port address, status of SYN or
ACK, window size, packet length, etc. For UDP protocol, it uses information about
acknowledgement, flag status, length of the packet, etc.
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Fig. 3 Packet flow for TCP protocol in the microgrid network

Fig. 4 Packet flow for UDP protocol in the microgrid network

4 Results and Discussion

Microgrids are small electric power systems that consist of generation, transmis-
sion, distribution and load. These are the single, independent and controllable power
systems incorporating various distributed generators, energy storage devices, sensing
and controlling devices, etc.

The research is run for two medium-scale microgrid testing models, i.e., IEEE
34 and IEEE 39. In order to test the communication performance of the microgrid,
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Fig. 5 Average delay of IEEE 34 and IEEE 39 microgrid test model

communication delay is considered as the first performance metric. The average
delay of IEEE 34 and IEEE 39 microgrid test models is shown in Fig. 5.

In Fig. 5, there is an overlap for the delay sequence. It is observed that delay
varies from one node to another node. Here, the total no. of nodes are 34 and 39 for
IEEE 34 and IEEE 39 microgrid, respectively. The highest average delay for IEEE
34 is 0.0064 s, and for IEEE 39 it is 0.0061 s. The average delay for the microgrid
should be less than 0.01 s (10 ms) for the high priority information. This resulting
value for each node mentioned in Fig. 5 has experienced very less delay. After the
average delay, communication performance is checked using throughput and jitter.
These performance results are analyzed and compared in Table 2.

For network simulation, microgrid is using two ways for data streaming, i.e.,
unicast and multicast along receiving traffic from CBR mode. Hence, in Table 2,
three comparisons are made based on the unicast, CBR and broadcast packets.
For unicast, no jitter was observed, but the case is different for broadcast data

Table 2 Comparison of microgrid-based network performance metrics

Microgrid
bus system
(100 Mbps
bandwidth)

UDP: Unicast CBR server UDP: Broadcast

Throughput
(bits/s)

Delay
(in s)

Unicast end
to end
throughput
(bits/s)

Unicast
end to
delay
(bits/s)

Throughput
(bits/s)

Delay
(in s)

Jitter (in
s)

IEEE bus
34

3450 0.0145 4300 0.014 s 11,600 0.0064 0.00065

IEEE bus
39

3290 0.0132 4200 0.0132 s 11,200 0.0061 0.00051
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streaming. In IEEE 34, maximum average delay for unicast is 0.0145 s, but for broad-
cast delay is 0.0064 s. Another metric that is compared in the table is throughput.
For unicast, it is 3450 bits/s, and for broadcast maximum value of throughput is
11,600 bits/s. Maximum jitter observed in the broadcast streaming is 0.00065 s. In
IEEE 39, maximum average delay for unicast is 0.0132 s, but for broadcast delay
is 0.0061 s. Throughput for unicast data streaming is 3290 bits/s, and for broad-
cast maximum value of throughput is 11,200 bits/s. Maximum jitter observed in the
broadcast streaming is 0.00051 s.

The models are using the Bellman–Ford algorithm for the network routing in
microgrids. The network performance for both microgrid bus systems is acceptable
as it is showing better performance in terms of the reference results. This research
opens scope to enhance network performance of the microgrid.
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Optimum Digital Filter Design
for Removal of Different Noises
from Biomedical Signals

Shailu Srivastava and Shruti Jain

Abstract The denoised signal with enhanced quality is utilized for correct analysis
of biomedical signal. In real-time applications, these signals are mostly affected
by distinct types of artefacts. The objective of this research paper is to design
the optimum digital filter for the elimination of noises lies in high- and low-
frequency bands. The proposed methodology is implemented using approximations
and windowing techniques. The results of frequency responses of both the designed
filters are evaluated and compared on the basis of pole–zero plot and gain. It is inter-
preted from the simulated results that the design technique with the help of Kaiser
window results in −61.75 and −56.89 dB for high-frequency and low-frequency
signals, respectively, while assuming shape parameter as 0.5. The proposed design
method can be used in different digital signal processing applications.

Keywords Digital filters · Low-frequency noise · High-frequency noise · Window
technique · Butterworth filter

1 Introduction

Signal processing is performed inmost of the systems for biosignal interpretation and
analysis [1]. Nowadays, biomedical signal processing has been close towards objec-
tive or the quantitative analysis of physiological systems and phenomena through
signal evaluation [2]. These signals contain valuable clinical information in real
time which is hampered by different noises such as electrode contact noise, instru-
mental noise, baseline noise,motion artefacts, power line interference and electrosur-
gical noise [3]. Different types of digital filters are used for the removal of artefacts
from signal components. It is very tedious to reduce random noises having fixed
coefficients.
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The situationswhich includemotion of the patient (runningorwalking), breathing,
interplay among the electrodes pores and skin are the reasons of occurrence of low-
frequency noises/baseline wandering [4]. The signal gets drifted with a high degree
from baseline and is known as baseline wander. The presence of muscle noise is
due to high-frequency noise/electromyography (EMG) noise that represents a fast
rate trouble in most of the applications, particularly in recordings acquired during
exercise, for the reason that low amplitude waveforms may turn out to be absolutely
obscured. EMG noise occurs due to the shrinkage of muscles other than the cardiac
muscular tissues [3, 4]. The degree of crosstalk is always in proportion to the amount
of muscular contraction that takes place either due to the probe quality or movement.
The frequency of the EMG noise lies in between 100 and 500 Hz or further taken to
the higher frequencies. Muscle noise, baseline wander and 50/60 Hz noise are not
always removed by using narrowband filtering. This affords a much extra filtering
trouble because of the spectral content of muscle activity.

To remove the artefacts from the biomedical signals, different techniques were
proposed in the last twenty years. To get the important data which is present in a
specific frequency range, digital filters may be used [5]. In general, these techniques
can be categorized into adaptive and non-adaptive filtering [6]. The non-adaptive
filtering consists of infinite impulse response (IIR) filter, finite impulse response
(FIR) filter and the notch filter. The FIR filters are considered for removing the noise
and spectral effectively from the biomedical signal.AnFIRfilter includesmultipliers,
delays and adders to get the output [7–9]. As the order of the filter increases, there
is an increase in the execution time and complexity. Theoretical and experimental
results using the windowing technique are almost similar due to the availability of a
well-structured equation [10].

In this paper, authors have studied distinct research papers on specific filtering
strategies [11]. Alarcon et al. implemented algorithms for high-pass and low-pass
three-pole recursive Butterworth filters at particular cut-off frequency [12]. Gaikwad
and Chavan suggested that digital IIR filtering approach is best suited for the removal
of high-frequency noise from ECG Signal [13]. Rahman et al. [14] remove the
baseline wandering by using the wandering path finding algorithm. Authors in [15]
worked on FPGA-based FIR low-pass filter for the removal of EMG noise from elec-
trocardiogram. Authors in [16] discussed the various noises present in biomedical
signals and different techniques to remove these noises.

The main utility of a filter is to discard unnecessary signal components [17, 18],
like baseline wander noise or EMG noise. The main aim of this research work is
to design an optimum digital filter for removal of noises lies in high- and low-
frequency bands. For the smoother transitions, better gain and ability to control the
ripple content, authors have implemented different digital filters using LabVIEW.
The main requirement of this method is to maintain physiological characteristics
after denoising. Gain (in dB) is calculated for different digital filters. The pole–zero
plot and frequency responses of both the filters were also analysed.

The rest of the paper is structured as follows: Sect. 2 explains the methodology
segment, Sect. 3 explains the results and discussion which are followed by the
conclusion and future scope in Sect. 4.
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2 Methodology

Various types of filters are categorized primarily based on signal processing, elements
type, construction filters, impulse response and frequency range. The transfer func-
tion for a time-invariant, linear digital filter known as the recursive filter can be
expressed in z- domain and is represented by Eq. (1).

H(z) = B(z)

A(z)
= b0 + b1z−1 + b2z−2 + . . . bN z−N

1 + a1z−1 + a2z−2 + . . . aMz−N
(1)

where a0, a1, . . . an and b0, b1, . . . bn are filter coefficients. If the denominator in
Eq. (1) is made equal to unity (no feedback), then the filter will act as an FIR filter
[6]. The impulse response is a measurement of how a filter will respond to the delta
function and is expressed by Eq. (2).

δi j =
{
1 i = j

0 i �= j
(2)

Window functions are a category of time-domain functions.Gibb’s oscillations are
decreased by using a suitable window function [1, 2]. Window functions [w(nTs)]
are used to restrict the impulse response [h(nTs)] with certain value. H(z) is the
z transform of [h(nTs)] expressed by Eq. (3), W (z) is the z transform of w(nTs)
expressed by Eq. (4), and Hw(z) is the z transform of [w(nTs)h(nTs)] expressed by
Eq. (5).

H(z) =
∞∑

n =−∞
h(n Ts) z

−n (3)

W (z) =
∞∑

n =−∞
w(n Ts) z

−n (4)

Hw(z) =
∞∑

n = −∞
[w(n Ts). h(n Ts)] z

−n (5)

Different filtering approaches are implemented for denoising of the different
noises from biomedical signals. Initial step is the identification of noises present
in the signal followed by the selection of the filter. Selection of optimal filter is a
challenging task as in literature there are two types of filter IIR and FIR, and both
have its benefits and downsides. In this paper, authors have stressed on FIR filter
using windowing technique and IIR using approximate filter. When a digital FIR
filter is designed using window techniques, it is essential to specify window function
and the order of the filter as shown in Fig. 1. Gain (in dB) is calculated for different
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Fig. 1 Filter design steps

digital filters. The pole–zero plot and frequency responses of both filters were also
analysed.

The fallacious electrodes placing, patient’s motion and respiration (breathing) are
the foremost reason of baseline wandering. The baseline signal is a low-frequency
signal, with a cut-off frequency of 0.5 Hz FIR high-pass zero phase filters is used for
the removal of the low-frequency noise from the biomedical signal [4–6]. Likewise
for the removal of the high-frequency signal, low-pass filter with cut-off frequency
of 100 Hz is designed.
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3 Results and Discussion

There are some random noises such as high-frequency and low-frequency noises
present in the biomedical signal. To remove these noises, optimum digital filters were
designed usingFIR and IIRfiltering techniques. FIR and IIRfilters are designed using
different windowing techniques and approximate techniques, respectively. All the
simulation was carried out in Intel 2.4 GHz, 64-bit operating system using LabVIEW
and MATLAB software.

Removal of low-frequency noises: The high-pass FIR and IIR filter with cut-off
frequency 0.5 Hz are designed (as shown in Fig. 2) to eliminate the low-frequency
noises; this helps in removing the signal component of frequency beyond 0.5 Hz.

Table 1 tabulates the effect of order on gain using Butterworth approximate
filtering (for IIR).

The gain of−36.53 dB is evaluated for the designed filter of order 2. It is observed
that there is a sharp transition from stopband to passband. The pole–zero plot of the
designed filter is also studied which is shown in Fig. 3.

The pole and zero both lie on the unit circle (as shown in Fig. 3) that signifies
the filter is stable but the impulse response is infinite (as shown in Fig. 4) which is
difficult to handle.

To overcome the problem of infinite response of IIR filter, FIR filters using
different windows, namely Kaiser, Hamming, Hanning, Blackman, Rectangular and
Gaussian are considered [6, 18]. Among various filters, Kaiser window shows the
remarkable results. Kaiser window function is expressed by Eq. (6).

Fig. 2 Implementation of digital filter using LabVIEW

Table 1 Effect of order on
gain for Butterworth HPF

Order Gain (dB)

1 −18.33

2 −36.53
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Fig. 3 Pole–zero plot of Butterworth high-pass filter of order 2

Fig. 4 Impulse response of Butterworth high-pass filter

Wk (n Ts) =

⎧⎪⎨
⎪⎩

Fo (β)

Fo (α)
−

(
N − 1

2

)
≤ n ≤

(
N − 1

2

)
0 otherwise

(6)

where F0(β) and F0(α) are the zeroth-order Bessel function of the first kind which
is expressed by Eqs. (7) and (8), respectively. In Eqs, ∠k represents factorial of k.

Fo (β) = 1 +
∞∑

k = 1

[
1

∠k

(
β

2

)k
]2

(7)

Fo (α) = 1 +
∞∑

k = 1

[
1

∠k

(α

2

)k
]2

(8)

α is an independent parameter, and β is a dependent parameter which depends
upon α and is expressed by Eq. (9).

β = α

√
1 −

(
2 n

N − 1

)
(9)
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The ripples found in the window can be removed by varying the shape parameter
(β). The effect of β on Kaiser window is tabulated in Table 2.

The effect of odd and even order of filters using windowing technique (for FIR) on
gain has been studied, and the results are tabulated in Tables 3 and 4, respectively. If
the number of taps is odd, then the delay of the filter is an integer number of samples,
which is desirable for some applications while if the number is even, then it leads to
half-sample delay.

From Table 4, it is interpreted that for odd number order, the gain value decreases,
but the transition is sharper for a higher-order filter which is desirable for some
applications. From the results, it is interpreted that for linear phase FIR filter, the
order of the filter should be odd. Figures 5 and 6 represent the impulse response and
pole–zero plot of FIR high-pass filter, respectively, of order 11. It is interpreted that
if the length of the impulse response is even, anti-symmetric and has zero at z = 1,
it represents that the filter is of Type 4 and is best suited for the high-pass filtering.

From all the simulated results, it is analysed that Kaiser window (shown in Fig. 7)
yields better results in comparison with other methods because of its sharp transition
and better gain value.

The main reason for analysing any filter using windowing technique is its
simplicity of design, and the design method is very well understood with basic DSP
knowledge.

Removal of EMG/high-frequency noises:The low-pass IIR and FIR filter with cut-
off frequency 100 Hz are designed and simulated. For the Butterworth IIR filter of

Table 2 Effect of β on
Kaiser window HPF

β Gain (dB)

0.5 −2.98

1 −2.79

2 −2.33

3 −1.97

4 −1.72

5 −1.539

6 −1.4

Table 3 Effect of even order
on gain for HPF Kaiser
window

Order Gain (dB)

50 −0.45

100 −0.894

150 −1.39

200 −1.88

250 −2.409

300 −2.98
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Table 4 Effect of odd order
on gain for HPF Kaiser
window

Order Gain (dB)

11 −56.89

51 −44.13

101 −38.31

201 −32.48

251 −30.64

301 −29.16

Fig. 5 Impulse response of FIR HPF of order 11

Fig. 6 Pole–zero plot of FIR HPF of order 11

Fig. 7 FIR Filter design at 0.5 Hz using Kaiser window
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order 2, it is interpreted that the frequency response is not good because the transition
is very poor as shown in Fig. 8.

The pole–zero plot of the filter is also studied as shown in Fig. 9 which illustrates
that the pole and zero both lie inside the unit circle that signifies the filter is stable
but the impulse response is infinite which is difficult to handle. To overcome this
problem, FIR filters using different window techniques are realized, and the results
are tabulated in Table 5.

The choice of the window depends on the requirement like characteristics of
noise, region of transition and the number of coefficients required. For the different
windows, the Blackman windowing technique delivers significant results but have
some limitations like large passband width (frequency of 135 Hz), while for the

Fig. 8 Frequency response of Butterworth low-pass filter

Fig. 9 Pole–zero plot of Butterworth low-pass filter of order 2

Table 5 Effect of gain on
different window using LPF

Window Gain (dB)

Hamming −80

Hanning −79.59

Kaiser −61.75

Blackman −108.21

Rectangular −60.28
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Fig. 10 Frequency response of low-pass FIR filter using Kaiser window

Kaiser window it is observed that the passband width possesses better gain as shown
in Fig. 10.

From the frequency response of low-pass Kaiser window filter, it is observed that
the gain is more in comparison with other window method as no ripples are found
in the passband.

4 Conclusion

In this paper, optimum digital filtering techniques are designed to eliminate different
noises that are propagating in the biomedical signal. This research paper carried out
the analysis of various filtering methods and simulating in LabVIEW andMATLAB.
For IIR Butterworth HPF of order 2, the gain of−36.53 dB is evaluated which shows
a sharp transition but the main problem associated with the IIR filtering is its infinite
impulse response nature. To overcome this problem, the FIR filter is designed. It
is observed that on increasing the order of the filter from 50 to 300, the gain value
changes from−0.45 to−2.98 dB. For order eleven, FIR high-pass filter, the value of
gain is around −56.89 dB. The low-pass FIR filters are designed for the removal of
high-frequency noises that results in −61.75 dB of gain. It is analysed that the FIR
filters are best suited for the removal of noises from any biomedical signals because
of its finite impulse response and no recursion which is mainly found in the IIR
filtering. The Kaiser window is best suited with the appropriate value of β for the
removal of different noises because of its better magnitude value and sharp transition
from passband to stopband. In future, authors will try to filter the biomedical signals
with the help of field-programmable gate array (FPGA).



Optimum Digital Filter Design for Removal of Different Noises … 399

References

1. Manolakis D, Proakis GJ. Digital signal processing principles, algorithms, and applications,
4th edn. Northeastern University Boston College

2. Jackson LB (2013) Digital filters and signal processing with MATLAB exercises, 3rd edn.
Springer Science & Business Media

3. Prashar N, Dogra J, Sood M, Jain S (2018) Removal of electromyography noise from ECG for
high performance biomedical systems. Netw Biol 8(1):12–24

4. Prashar N, Jain S, Sood M, Dogra J (2017) Review of biomedical system for high performance
applications. In: 4th IEEE International conference on signal processing and control (ISPCC
2017), JaypeeUniversity of Information technology,Waknaghat, Solan, HP, India, pp 300–304,
21–23 Sept 2017

5. Kirti, Sohal H, Jain S (2019) FPGA implementation of power-efficient ECG pre-processing
block. Int J Recent Technol Eng 8(1):2899–2904

6. Prashar N, Sood M, Jain S (2019) Design and performance analysis of cascade digital filter for
ECG signal processing. Int J Innov Technol Exploring Eng 8(8):2659–2665

7. Pun CKS, Chan SC, Yeung KS, Ho KL (2002) On the design and implementation of FIR and
IIR digital filters with variable frequency characteristics. IEEE Trans Circ Syst—II: Analog
Digital Signal Proc 49(11):689–703

8. Barnela M, Kumar S, Kaushik A, Satvika (2014) Implementation and Performance Estimation
of FIR Digital Filters using MATLAB Simulink Int J Eng Adv Technol 3(5):62–65

9. Wang X, Meng X, He Y (2006) A novel neural networks-based approach for designing FIR
filters. In: Proceedings of the 6th world congress on intelligent control and automation, 21–23
June 2006, Dalian, China, pp 4029–4032

10. Schaumann R, Xiao H, Mac VV (2009) Design of analog filters, 2nd edn. The Oxford Series
in Electrical and Computer Engineering

11. Rahul (2019) Signal processing techniques for removing noise from ECG signals. J Biomed
Eng Res 1–9

12. Alarcon G, Guy CN, Binnie CD (2000) A simple algorithm for a digital three pole Butterworth
filter of arbitrary cut-off frequency: application to digital electroencephalography. J Neurosci
Methods 104(1):35–44

13. Gaikward KM, Chavan MS (2014) Removal of high frequency noise from ECG signal using
digital IIR butterworth filter. IEEEGlobConfWirelessComputNetw (GCWCN)2014 121–124

14. Rahman MA, Milu1 MMH, Anjum A, Khanam F, Ahmad M (2017) Baseline wandering
removal fromECGsignal bywandering path finding algorithm. In: 3rd International conference
on electrical information and communication technology (EICT), 7–9 Dec 2017

15. Bhaskara PC, Uplaneb MD (2016) High frequency electromyogram noise removal from elec-
trocardiogram using FIR low pass filter based on FPGA. Global colloquium in recent advance-
ment and effectual researches in engineering, science and technology (RAEREST 2016) pp
497–504

16. Aswathy V, Soniy P. Noise analysis and different denoising techniques of ECG signal—a
survey. IOSR J Electron Commun Eng (IOSR-JECE) pp 40–44

17. Bhogeshwar SS, Soni MK, Bansal D (2014) Design of simulink model to denoise ECG signal
using various IIR and FIR filters. In: 2014 international conference on reliability, optimization
and information technology—ICROIT 2014. India. 6–8 Feb 2014, pp 477–483

18. Subhadeep C (2013) Advantages of Blackman window over hamming window method for
designing FIR filter. Int J Comput Sci Eng Technol 4(8):1181–1189



5G Inset Feed Antenna Array for 28 GHz
Wireless Communication

Rohit Yadav, Leeladhar Malviya, and Dhiraj Nitnaware

Abstract Millimeter wave technology is the solution of the current generation of
the mobile users to provide uninterrupted signaling and high data rate. In this paper,
a compact 1 × 6 antenna array is designed at 28 GHz millimeter wave frequency
application with 2:1 VSWR. For the impedance matching, inset feed is utilized with
the circular patch. The proposed antenna occupies 37.60 × 8.45 mm2 space on the
Rogers RT/duroid 5880 dielectric substrate. The designed array antenna achieves
27.654–28.291 GHz bandwidth, 12 dBi gain, 88.04% radiation efficiency, at the
resonant frequency.

Keywords 5G · Antenna array · 28 GHz · Millimeter wave · Microstrip patch
antenna

1 Introduction

Present technologyuses shared resources dynamically to supportmultiple users based
on IP packet switching network [1]. Many researchers and scientists are trying their
best to increase data rate and to reduce delays in worst conditions and to provide
uninterrupted connectivity due to the increasing demand of wireless devices. The
4G has many of the limitations. Therefore, 5G has come in urgent need [2]. Also the
bandwidth in 4G is limited and has only 20MHz scalable bandwidth. This is also one
of the reasons to use 5G millimeter wave (mmw) communication technology, which

R. Yadav (B)
Swami Vivekanad College of Engineering, Indore, M.P, India
e-mail: yadu86rohit@gmail.com

L. Malviya
Shri G. S. Institute of Technology and Science, Indore, M.P 452003, India
e-mail: ldmalviya@gmail.com

D. Nitnaware
Institute of Engineering & Technology, Devi Ahilya University, Indore, M.P, India
e-mail: dnitnawwre@ietdavv.edu.in

© The Editor(s) (if applicable) and The Author(s), under exclusive
license to Springer Nature Singapore Pte Ltd. 2021
N. Marriwala et al. (eds.), Mobile Radio Communications and 5G Networks,
Lecture Notes in Networks and Systems 140,
https://doi.org/10.1007/978-981-15-7130-5_31

401

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7130-5_31&domain=pdf
mailto:yadu86rohit@gmail.com
mailto:ldmalviya@gmail.com
mailto:dnitnawwre@ietdavv.edu.in
https://doi.org/10.1007/978-981-15-7130-5_31


402 R. Yadav et al.

attracted researchers and industry to work over these bands for high data range, low
latency, etc., for wireless communications systems [3].

The main goals of the 5G technology are to provide the solutions of the enhanced
wireless services, coverage at low cost, high data rate, reuse/utilization of allotted
frequency band, low power consumption, etc. Frequency bands of 28 and 43 GHz
are being deployed in Korea, Japan and China, and 64 and 71 GHz are also
proposed by FCC for 5G application [4]. For modern communication, low-cost
microstrip antennas are the better choice. Taconic TLY-5, Rogers RT/duroid, FR-4
and polyimide, etc., are used to develop the 5G antennas [5].

Microstrip antenna is also known as the printed antenna because it is fabricated on
printed circuit boards (PCBs). Bidirectional PCBs are used for the creation of ground
and patch, where the substrate is sandwiched between these two layers. Varieties of
shapes are available to create the ground and patches nowadays [6]. In the rectangular
patch, the length is responsible for resonant frequency, and width is responsible for
impedance matching at resonant frequency [7].

Various 5G antennas have been designed to achieve high data rate, high gain and
high directivity, with different polarizations. A dual band antenna operated on 28
and 38 GHz was designed with such concept [8]. Similarly, a 15× 15 mm2 antenna
was designed for 28 GHz using planar-inverted frequency antenna (PIFA) approach
[9]. To cover the wide range from 26.6–40 GHz, a T-shaped antenna was designed
[10]. In another design, an antenna was operated on 23.92–43.8 GHz frequency and
occupied 10 × 12 × 1.48 mm3 size on AgHT-8 substrate [2]. To cover X band
of 5G technology, an antenna was designed on polyethylene terephtalete substrate,
which occupied 60.0 × 75.0 mm2, and had average gain of 5.0 dBi [11]. An antenna
covered frequency range from 27.5–28.25 GH and occupied 5 mm × 5 mm size
on Rogers RT/duroid 6002 substrate [12]. A 28 GHz antenna was investigated with
different orientation and excitation phases for the beamforming and beam steering
operations [13]. An array antennawas designedwithmeta-material unit cell approach
and occupied 11.3 × 31 mm2 on Rogers RT/duroid 5880 dielectric substrate. The
design had 10 dBi gain, better than 21 dB isolation [14]. Three antenna designs were
investigated on the size of 55 × 110 × 0.508 mm3 and operated at 28/38 GHz. The
maximum gain of 9.49 dBi was achieved with the designs [15].

2 Antenna Design

The proposed array antenna of 1 × 6 is designed on the Rogers RT/duroid 5880
dielectric substrate and occupied 37.60 × 8.45 mm2 space. The Rogers RT/duroid
has dielectric constant of 2.2, 0.0009 tangent loss and thickness 0.79 mm. An inset
feed with circular patch is selected for design to proper impedance matching. The
proposed array antenna resonates at 27.966 GHz frequency in 27.654–28.291 GHz
frequency band. The circular patch has the freedom that only radius is required to
control the frequency of operation [16]. The dimension of the circular patch is given
by Eq. (1) [17].
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R = F√
1 + 2h

πεr F[ln( Fπ
2h )+1.7726]

(1)

where

F = 8.791 × 109

f
√

εr

R is radius of circular patch, h is substrate height, εr is effective permittivity of
substrate, and f is resonant frequency.

The design consists of two steps. In the first step, a circular patch with microstrip
feed is designed, which resonates at 28.09 GHz frequency. In step two, an inset feed
is selected with the circular patch. Each patch is connected to the independent feed
with and feed lengths for the desired results. The schematic view of the proposed
array antenna is shown in Fig. 1. All the optimized design parameters are given in
Table 1.

3 Result and Discussion

3.1 Resonant Frequency

All the design steps are compared in Fig. 2. In design step 1 with 1× 6 array, antenna
resonates at 28.09 GHz and covers 27.73–28.46 GHz 10 dB return loss bandwidth.
In design step 2, 1 × 6 array antenna with inset feed array antenna resonates at
27.966 GHz and occupies 27.654–28.291 GHz bandwidth in −10 dB return loss
band. The inset feed with circular patch provides better impedance matching in
comparison with the microstrip feed-based 1 × 6 array antenna.

3.2 Gain

The gain and efficiency of the proposed antenna array are shown in Fig. 3, and the 3D
gain pattern is shown in Fig. 4. The proposed array antenna has 11.57–12.24 dBi gain
in whole band. Also, the radiation efficiency in the band varies from 89.47–88.32%.
The total efficiency in the band varies from 77.66–78.77%. At resonant, the gain is
12 dBi, and the radiation efficiency is 88.02%.
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Fig. 1 Schematic views of
the proposed design. a Front
view. b Back view

Table 1 Dimension of
proposed circular patch
antenna

Parameter Value (mm)

SL 37.60

FL1 1.59

FL2 3.17

FL3 0.50

SW 8.45

FW1 2.28

FW2 0.52

FW3 0.33

R 1.72
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Fig. 2 S11 parameter

Fig. 3 Gain and efficiency

3.3 Radiation Pattern

The three-dimensional E-field and H-field radiation patterns are shown in Figs. 5 and
6. Similarly, the normalized E-field and H-field patterns are shown in Figs. 7 and 8.
The proposed antenna array has 26.7 dBV/m value of E-field at resonant frequency
and −24.8 dBA/m value of H-field. The antenna array has 62.8° beamwidth, and the
main lobe directions of E-field is 0° and 340° for H-field.
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Fig. 4 3D gain pattern

Fig. 5 3D E-field pattern

Fig. 6 3D H-field pattern
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Fig. 7 Normalized E-field
pattern

Fig. 8 Normalize H-field
pattern

4 Conclusion

A 1 × 6 array antenna has been presented with inset feed and circular patch to
resonate at 28 GHz millimeter wave wireless application. The design was fabricated
on low loss tangent Rogers RT/duroid substrate. The design occupied the 37.60 ×
8.45 mm2 size on dielectric substrate. The bandwidth in 2:1 VSWR band is 27.654–
28.291 GHz. The minimum gain in design is 11.57 dBi, and the radiation efficiency
is 88.01%. The proposed array antenna is suitable for high data rate 5G technology.
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Comparison of Various Attacks on WSN
Layers—Based on the Site
of the Attacker and Access Level

Rekha Rani and Narinder Singh

Abstract In the earlier few years, more concern has been focused on wireless
sensor networks with its large range of applications in different areas even in crit-
ical situations like commercial applications, battlegrounds, pollution sensing, habitat
observing of animals, smart buildings and homes, secure homeland, military moni-
toring, hospitals, and other various locations; thus, there are many chances of attacks
in WSNs. Security is major concern to control of these attacks for a secure data as
well as secure transmission, in wireless sensor network. Our main focus in this work
is to provide a detailed comparison of various attackers site-based attack and access
level attacks on various network layers of WSNs.

Keywords WSN · Security · Integrity · Privacy

1 Introduction

A WSN is a self-configuring network of little nodes exchange sense data between
them with radio signals, and install in capacity to sense, monitor and recognize the
real world. WSN gives a connection among the real world and virtual worlds [1].

Sensor units of homogeneous or heterogeneous types can be deployed at random
or at preset positions with a deterministic method. Sensor deployed nodes are mostly
static, while mobile nodes can be deployed according to application requirements.
One or several static or mobile base stations (BSs) are deployed together with the
network. Sensor units continue to monitor the network region after being installed.
Later than an action of interest happens, one of the surrounding sensor nodes can
sense it, make a report and send this report to a base station with multi-hop wire-
less communications. Association can be accepted out in case multiple nearest nodes
sense the similar event. In case, each sensor node generates final report after commu-
nicating with the other nearest nodes. The base station can develop the report and
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then transforms it through either high-quality links; it may be wired or wireless to
the external world for more dispensation. The sensor network authority can transmit
queries to a base station, which spreads those commands within the sensor network.
Thus, a base station works as a gateway among the wireless sensor network as well
as the external world.

2 WSN Architecture

It consists of microcontroller unit antenna, receiver and transmitter sensor, and
control units are powered by small batteries and voltage sensor sense the input to the
analog-to-digital converter to convert the sense data into digital form and send to the
microcontroller [2] (Fig. 1).

2.1 Organization of Wireless Sensor Network

Any wireless sensor network may be constructed as a five-layered structure as
described following with their working:

• Physical layer. Responsibility of physical layer is to modulate and encrypt the
sensed data.

• Data link layer. It works formultiplexing of data streams, detection of data frame,
error control and medium access control.

• Network layer [3]. This layer is used for data transmission through transport layer
by using multi-hop routing algorithms among sensor units and base stations.

• Transport layer [4]. It controls the flow of sensed data.
• Application layer. Constructs both software and hardware of last layers visible

to user.

Fig. 1 A block diagram of a
wireless sensor network
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3 Limitations of Wireless Sensor Networks

• It has little storage capacity due to very small storage unit
• It has modest processing control
• It utilizes more memory because it has little communication range and needs

number of sensor nodes
• It has limited of fixed lifespan batteries.

4 Security in WSN

Sensor networks affectation limited challenges, thus traditional security schemes
which are used for traditional networks are not be appropriate for today wireless
sensor network. The sensor units are insufficient in their power, processing, and
communication abilities. While WSNs are settled in unfriendly surroundings, secu-
rity is very important, as they have various kinds of attacks. For example, an attacker
can effortlessly eavesdrop to traffic, copy the data of nodes, or purposely supply
deceptive data to other sensor nodes. Wireless sensor network together closely with
their physical surroundings, affectation new security problems. As outcomes, sensor
nodes are installed in an unsecure open and unattended environment, so:

• Mechanisms are insufficient, and novel ideas are needed. WSN involves a large
number of nodes in the network implementing security in overall.

• An enemy can simply infuse cruel node into sensor network.
• Wireless sensor network utilizes wireless communication among nodes, so

eavesdrop on it is predominantly easy.
• Security is essential for such network nodes are source limitation in phrase of

storage, power, sending the data packets.
• The levels are essential and too difficult.
• Symmetric cryptography technique is utilized as substitute.

Wireless sensor networks common security objectives are efficiency, integrity,
confidentiality, availability, authentication, survivability, scalability and freshness
as shown in Table 1. Wireless sensor network is vulnerable to a lot of attacks as
of its unattended deployment in unrestrained surroundings. To make sure security
facilities.

In WSN, several cryptographics like symmetric and asymmetric techniques are
proposed. To accomplish safety in WSNs, it is essential to be capable to authenticate
as well as encrypt data transform among sensor nodes.
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Table 1 Security services of WSN

Access control Restrict to resources accessing

Revocation Repudiation of approval

Survivability The lifespan of sensor unit has to be extensive and even node is falsified

Non-repudiation Secure or prevent denial of an earlier assurance

Availability High accessibility networks with plan to stay accessible at every time
avoiding service interruption owing to energy wastages, hardware
collapse and organization upgrades. Ensuring accessibility also occupy
prevent DoS attacks

Data freshness Data freshness ensures about the messages freshness, stands for that
are in correct order as well as haven’t been use again

Confidentiality Having sensor node information secret from other nodes however only
authorized users can see it

Device authentication Validation of individuality of the sensor node

Integrity Achievable for the destination sensor node of message to verify the
originality of data means; it has not been altered during transmission

Validation To give accuracy of authorization to utilize or control resources

Message authentication Validation source of information

5 Classification of Attacks in WSN

A range of attacks is potential in wireless sensor network. As per to different criteria,
for example, methods utilized in attacks and domain of enemies, security attacks
can be classified in different forms. In WSN, security attacks are classified in the
following categories: [5].

5.1 Based on the Site of the Attacker

According to [6], attackers can be inside (internal attack) or outside (external attack).
In these types of attack, attackers classify the location in the WSNs.

External attacker (outsider). These attacks are real one, where the person does
not have any facts regarding the structure and protectionmeasures of sensor network.
It utilizes the cooperated node to assault sensor network that is able to obliterate or
interrupt the sensor network effortlessly.

Some of the most general characteristics of such types of attack are:

• Committed by illegal person, for financial or personal harms.
• Attacks without being valid authentication (Fig. 2).
• Utilization of resources in sensor networks.
• Jamming the whole communication in networks.
• DOS attacks.
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Fig. 2 Classification of attacks in WSN
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Internal attacker (insider).When internal attack affected a sensor node of sensor
network, it performs abnormally. In this, attacker uses the weak sensor node to attack
the network and suspends the network very easily. It is one of the primary faults in
sensor networks, having entrée from the inner networks and accessing all the other
nodes in its limit. Important goals of these types are:

• Door way to WSN codes
• Opening to cryptography keys
• Threat: to the competence of the network
• Partial/total disruption
• Edifying secret keys.

5.2 Attacks Based on Access Level

Passive attacks. This type of attacks just observes the data communication. In
passive attack, an intruder watches the communication process silently except does
not construct any modification in communication [7]. These types of attacks are
basically against to privacy of network.

Active attacks. These types of attacks are playing an active role in communication
process. These attacks are transferred to the alter messages and actual data condensa-
tion or producing the false facts in communiqué. An attacker can generate duplicate
data streams, altering the messages at the time of communication and remove few
parts of selected data [8].

5.3 Attacks Based on Network Layer

Attacks on physical layer. Physical layer is liable for incidence assortment, carrier
occurrence production, signal recognition, data inflection and cryptography [9].With
some radio media, chance of interference, furthermore, the sensors in WSN are able
to distribute in unsafe environments where a rival has physical contact.

Attacks on data link Layer. The responsibility of this layer is multiplex flows
of data, frame exposure of data, average access manage and fault checking [10]. In
link layer level attacks contain completely formed conflicts, depletion of resources
and injustice within the distribution.

A conflict happens while two sensor nodes effort to send data concurrently with
similar frequency [11]. After that, packets are remaining and must be resend. An
enemy can tactically reason collisions in particular packages, for example ACK
manages communication. A potential outcome of this conflict is expensive exponen-
tial setback. The enemy can basically break the working algorithm and always sends
messages in an effort to create conflict. Repetitive conflicts are able to utilize by an
enemy to motivate the collapse of resources [11].
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Table 2 Types of attack

Layers of network Types of attack Site of attack Access level

Physical layer Jamming External Active

Data link layer Exhaustion,
Unfairness

External
External

Active
Active

Network layer Sinkhole
Selective forwarding
Spoofed
Sybil,
Wormhole
Hello flood

Internal
Internal
Internal
Both
Both
External

Active
Active
Active
Active
Active
Active

Transport layer Flooding
De-synchronization

External
Both

Active
Active

Application layer Elective message forwarding
Eavesdropping

Internal
Both

Active
Passive

Such as an implementation of the naive link level can constantly try to resend
infected packets. If the resending process is sensed in advance, the power levels of
sensorswill speedily run out. The erroneousness is fragile variety of denial-of-service
attack. An enemymust origin evil from time to time using previous attacks on the link
level. In this situation, the enemy causes the degradation of simultaneous appliance
operating on another sensor by irregularly interrupting their edge communications.

Attacks on network link layer. This layer of WSNs is susceptible for various
kinds of assaults like choosy packets forward, Sybil and imitation recognition which
are defined as follows (Table 2).

Spoofed routing information: The purpose of this attack in routing algorithm is
to execute steering information from sensor network. An enemy can read, modify or
reproduce the path [12].

Acknowledgements spoofing: Several algorithms of WSN routing have need to
communication of recognition packet. An attacker sensor node can detect data
communication from neighbouring nodes along with falsify send recognition, and
thus, giving such false information to sensor nodes [12].

Attacks at the transport layer level. Several attacks like de-synchronization and
flooding are usually on effect on this layer attacks; through this manner, the rival can
broadcast incorrect data regarding position of sensors.

Flooding. Routing protocol collapses through flooding when it tries to maintain
status at either ending of a link [13]. Rival deliberately sends incessantly request to
establish connection with nodes to exhaust the network energy. In either case, legal
request will be suffered.

De-synchronization. An enemy sends repetitively spoof message to the end-user
forcing host node appeal resending of miss borders. To prevent the end host to
exchange the real data, and unnecessary indulged in attempt to recover the errors
which really never exists and led them to waste their energy [14].
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Attacks at the application layer. The data are composed and managed in this
layer. It is essential to make sure the consistency of sensed data than to send it to
lower levels. The main problem is that it can occur a security attack on the de-
synchronization of transfer data.

6 Conclusion

The use of wireless sensor network involves almost all phases’ in our routine
life. Wireless sensor network has achieved implicit significance in last few years.
Increasing the exploit of wireless sensor network also presents the way to enlarged
security threats and attacks to steal the sensed data by the sensor network before it
reaches to destination for further process. This paper summarizes the attacks based on
attacker location and various network layers of wireless sensor networks. This paper
will hopefully inspire upcoming researchers to come up with smarter and further
robust security schemes to make a secure network.
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Non-conventional Energy Source-Based
Home Automation System

Rashmi Vashisth, Rahul Verma, Lakshay Gupta, Harsh Bansal,
and Vishal Kharbanda

Abstract This paper aims to design and execute the advanced development in home
automation system based on non-conventional energy source for conserving energy.
Nowadays, people are too engaged in their busy schedule and are unable to switch
off the lights when not in use. The present system is like: the lights will get turn
ON/OFF only when person entering/exiting the room presses the switch manually.
Also, the inverter battery gets charged from the main AC supply, which further
leads to more energy consumption. This paper gives the best solution to reduce
high energy consumption by appliances. Also, the manual handling of the lighting
system and charging of inverter battery through the main AC supply are completely
eliminated. The main purpose of this paper is to provide continuous power supply
to an appliance, by selecting the supply from any of the source, namely DC battery
charged through solar panel and main AC supply automatically, in case if one of
the sources is absent, and this is done with the help of microcontroller. Finally, the
objectives of the prototype,which are to be implemented, have successfully achieved.

Keywords Solar panel · Inverter · Switching circuit · Solar inverter · IR sensor ·
Microcontroller · LCD display ·Main AC supply · DC battery · Relay · Inverter
transformer · Step-down transformer · Energy conservation · Circuit design

1 Introduction

The idea of implementing this project or prototype comes as by seeing the great
amount of energy to be used by the people and that energy is mostly referred as
conventional energy which is used by the people in their homes for running the home
appliances. Thought behind this idea also leads to the easy lifestyle and convenience
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for the people. As there are two types of energy, i.e., conventional energy and non-
conventional energy.

Conventional energy refers to the energy source which is obtained from the fixed
reserves present in nature like coal, gas, and oil. But non-conventional energy refers
to the energy which is generated by using the wind, tides, solar geothermal heat, etc.
[1]. These sources are renewable and inexhaustible and even does not cause any harm
or pollute the environment. There are various types of non-conventional sources—
geothermal energy, wind energy, tidal energy, solar energy. The non-conventional
energy used in this project is solar energy and this energy used to charge the battery
of inverter, and rest of the details is described in below sections.

2 System Model

In this section, the systemmodel designedwill be discussed in detail. Each component
has its own crucial role to play in. Each component goes in systematic order and
generates signal which acts as either an input or an output to other component.
Figure 1 shown below is a block diagram of prototype.

Main AC supply of 220 V is used to provide input to a step-down transformer of
220–12 V, which step downs the AC supply from 220 to 12 V, and then this 12 V AC
is supplied to rectifier circuit [2]. A rectifier is a device or circuit which handles the
conversion of alternating current (AC) into direct current (DC). This is then supplied
to the coil of Relay 1 as an input. The coil of Relay 1 is getting supply from the
rectifier circuit, i.e., the supply which is transformed from AC to DC. The normally
closed has positive of solar battery and normally open has positive of rectifier circuit,
and the common is supplied as input to Relay 2 at normally open terminal. Then,
the common terminal of this Relay 2 is supplied as input to inverter circuit. This
inverter circuit converts the DC into AC over which the appliances are operable.
Due to this, when the main AC supply is provided, then appliance will run over that

Fig. 1 Block diagram
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Fig. 2 Logic circuit diagram

supply according to the signal given by the microcontroller but whenever, the main
AC supply cuts off, the appliances will work on that supply which is provided by
the DC battery charged by solar energy and at that time also, appliance will run only
when signal is provided by the microcontroller. Microcontroller receives the input
from the IR sensor, and it counts the number of person entering and exiting the room
and calculates accordingly, and accordingly, it generates signal for the Relay 2 to
operate the appliance [3]. It also displays the number of people inside the room on
the LCD screen connected to its pin. When there is no person inside the room, the
IR sensor generates no signal and LCD screen shows number of persons to be zero.
But when even a single person entered a room, the LCD shows the total number of
persons inside the room, and the microcontroller generates a signal for the Relay 2
to provide further signal; the inverter circuit is used to convert the DC input coming
from the Relay 2 into AC output, and this AC output of inverter circuit is provided to
the home appliances. In inverter, the inductor is used to block the ACRepulse so that,
pure DC is converted as AC output. Solar battery charging refers to charging a battery
using solar energy but directly connecting the solar panel to battery may increase the
chances of reverse current, i.e., from battery to solar panel, so to avoid this reverse
current, the charging circuit is usedwhich is in between solar panel and battery which
charges the inverter battery from solar energy [4]. The solar panel converts the solar
energy into the electrical energy which is given to the charging circuit. This circuit
makes use of a diode which prevents the backward flow of electrical energy so the
chances of reverse current reduces and battery gets charged, and it also reduces the
chances of overcharging of battery. This battery is connected to the Relay 1 but only
positive terminal, whereas negative terminal of battery is common with the center
tapping of transformer and given to the inverter circuit [5].
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3 System Design

The system design consists of logic circuit, inverter circuit and microcontroller
connection to IR sensor, LCD & logic circuit.

3.1 Logic Circuit

In logic circuit, the output of the transformer is provided to the rectifier, which is
responsible for converting the alternating current (AC) to direct current (DC) which
is also referred as rectification. Then output of this rectifier circuit is given to the
coil of the Relay 1. Normally, open terminal of Relay 1 is connected to the positive
of the rectifier output, and normally, closed terminal of Relay 1 is connected to the
positive of DC battery charged by the solar panel, and the common terminal of relay
is connected to the normally open terminal of Relay 2. In Fig. 2, the circuit diagram is
shown. Microcontroller provides signal to the coil of Relay 2 but it is not enough
to drive a relay so Darlington pair is used to amplify the current and then provide
it to the coil of relay. A Darlington pair is referred to two transistors which act as a
single transistor but produces a much higher current gain and due to the high current
gain a tiny amount of current from a sensor, microcontroller or similar can be used to
drive a larger load [6]. The Darlington pair is used in order to have high current gain
because the current gain provided by the Darlington pair is much higher as compared
to a single transistor, and due to this high current gain, we are able to drive various
electrical devices [7]. So microcontroller provides signal to the Darlington pair, and
then output of it is provided to the coil of Relay 2. At last, the common terminal
of Relay 2 is provided as input to the inverter circuit. In Fig. 3, implemented logic
circuit is shown. In this, PCB board is used, on which the components are soldered
using soldering iron and soldering wire, and further connection is made between the
components.

3.2 Inverter Circuit

As we know that inverter refers to the transformation of DC into AC, as most of
the appliances do not work on DC supply. So, to drive them AC supply is required.
But in the case when the main AC supply gets OFF, inverter circuit plays a crucial
role by generating AC from DC input. In inverter circuit of this project, the output
of logic circuit or common of Relay 2 is used as an input to the inverter along with
a signal which is common for both, negative of battery charged by solar panel and
center tapping of transformer to which main AC supply is provided [8].

The circuit shown in Fig. 4 consists of two switching transistor (CTC1061) and a
push–pull transformer [9]. The base feedback of two switching transistor is collected
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Fig. 3 Implemented logic circuit

Fig. 4 Inverter circuit diagram

from the transformer itself. This one has output power of up to 18Watt stated at 12 V;
though by seeing Fig. 4, it can be observed that the output of the circuit is coupled,
and this is coupled by a series capacitor/diode here. The transformer has 5 lines at
input section. Central connector goes to positive supply, through a L1 inductor coil.
It absorbs the spikes due to the switching of transformer [6]. There are two power
stage pins, and two feedbacks go to each of transistor’s collector, base. The initial
base feeding is done by a 220 � resistor to the base of any of the transistor, having
a capacitor of 104 J (0.1uF) to the other transistor [7]. In this, the inductor is used
to block the AC Repulse so that pure DC is converted as AC output as shown in
Fig. 5. The key circuit or the most basic circuit which is to be needed to construct
the prototype can be referred as inverter circuit.
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Fig. 5 Implemented inverter circuit

3.3 Microcontroller Connections

This project consists of Arduino UNO board which is based on microcon-
troller ATmega328P. The main components of the Arduino UNO board are—USB
connector, power port, microcontroller, analog input pins, digital pins, reset switch,
crystal oscillator, USB interface chip, TX, and RX LEDs. All these components are
necessary to perform various functions over the Arduino board. The IR sensor is
connected to Arduino in such a way so that it would be able to meet the objective of
prototype. The IR sensor has 3 pins—VCC, GND, and Vout. So connect the VCC to
5V pin of Arduino board, GND to ground pin of board, and the last pin, Vout to A0 of
Arduino board. Similarly, connect another IR sensor to pin A5 onArduino. By seeing
Figs. 6 and 7, LCD connections can be made with Arduino with the potentiometer
of 10 K [10]. The Arduino receives the input from the IR sensor, and it counts the
number of person entering and exiting the room and calculates accordingly, and
accordingly, it generates signal over pin 2 which is connected to Darlington pair and
then that Darlington pair connects to Relay 2 to operate the appliance. It also displays
the number of people inside the room on the LCD screen connected to its pin. When
there is no person inside the room, the IR sensor generates no signal and LCD screen
shows number of persons to be zero. But when even a single person entered a room,
the LCD shows the total number of persons inside the room and the microcontroller
generates a signal for the Relay 2 to provide further signal.

4 Results

The research aims were to make a prototype of non-conventional energy source-
based home automation system. In this, solar energy is used as non-conventional
energy resource which in turn used to charge a DC battery connected to inverter via
a logic circuit. The system itself decide that whether the appliance would work on



Non-conventional Energy Source-Based Home Automation System 425

Fig. 6 Arduino board connections

Fig. 7 Implemented connections

the main AC supply or the supply provided by the DC battery charged by using solar
panels and also making the appliance (bulb) work only if the person is present at that
place.

In Fig. 8, the bulb is in off state because no person entered in the room or we
can say that nothing signal detected by the first IR sensor or that IR sensor which is
present at the entry gate of room, due to which the IR sensor sends no signal to the
microcontroller and the LCD display shows that there is no person in the room or
zero on the display and microcontroller does not send any signal to Relay 2. And if
Relay 2 does not get the signal, then circuit gets uncompleted and bulb remains OFF.

In Fig. 9, the bulb is in ON state because one person entered in the room and IR
sensor which is present at the entry gate of room, sends signal to the microcontroller,
and the LCD display shows there is one person in the room on the display and
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Fig. 8 Appliance in OFF state

Fig. 9 Appliance in ON state

microcontroller sends a signal to Relay 2 passing through Darlington pair. And
when Relay 2 gets the signal, then circuit gets completed, and the input is provided
to inverter circuit and then output of inverter circuit is given to the appliance or
bulb which makes the bulb ON. When the IR sensor 2 detects any motion, it sends
signal to the microcontroller, and the LCD display shows there is one person left and
accordingly decrement the value shown in the display, and if the display shows zero,
then microcontroller stop sending signal to Relay 2 passing through Darlington pair.
And then again bulb comes to the OFF state. As stated above, the switching of logic
with help of relay and microcontroller shows the execution of system which is able
to provide signal as an input to the load, and in this way, execution of the prototype
is done successfully.
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5 Conclusion

This paper elaborates the design and construction of non-conventional energy source-
based home automation system. The objective is to make a system which is able to
conserve energy as well as to provide such type of convenience which reduces human
efforts by making the home appliance to work automatically. Finally, this system can
be used in homes, industries, and for various commercial purposes.

Circuit works properly to turn ON/OFF the appliance (LED bulb) on the main AC
supply according to the motion detected by IR sensor or else the person should be
present in a room. If the main AC supply cuts off, then the appliance will be provided
with a supply of DC battery charged by solar energy, which is converted into AC
output with the help of inverter circuit, after designing the logic circuit and inverter
circuit which controls the shift between the supplies and converting the DC input
into AC output, respectively, as illustrated in the previous sections. Two IR sensors
are the main conditions behind the working of the circuit. If the conditions have been
satisfied, the circuit will do the desired work according to specific program. One IR
sensor for entering and other for leaving a room controls the turning ON\OFF of
appliance. This prototype of home automation system based on non-conventional
energy source is successfully controlled by microcontroller. Due to the commands
given by the controller, the light will get ON as person move inside the room and
controller gives command to get light off when there is no person in the room.
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Resource Scheduling on Basis
of Cost-Effectiveness in Cloud
Computing Environment

Rupali and Neeraj Mangla

Abstract Cloud computing is a computing software that enables a user to manipu-
late, configure, and provide access to the applications over the network. It is a model
that allows the user to take advantage of computing facilities over the web as per user
demand and to share resources such as network, data storage, servers, and applica-
tions without the need of actually installing it on their device. Thus, it can be said that
it is a computing model that helps manage cost and saves time. Cloud computing has
its applications over many fields like health, education or banking due to its special
features. Cloud computing is an Internet-based software, and thus, it is the respon-
sibility of cloud service providers (CSPs) to maintain data stored by users at data
centers. Scheduling in cloud plays a very important role to achieve maximum utiliza-
tion, and user satisfaction resources need to be allocated effectively. In this paper,
we have discussed some optimum scheduling technique to enhance the performance
of cloud. We consider cost as one of the major attributes that result in enhancing the
performance (Cloud computing tutorial tutorials point), (Armbrust et al. in Commun
ACM 53:50–58, 2010).

Keywords Cloud computing · Resource scheduling · Cost-based scheduling ·
DAG

1 Introduction

The word cloud computing comes from two terms cloud and computing where the
word cloud refers to storage at remote location and computing refers to calculation or
processed data; thus, we can say that cloud computing is a software application that
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allows to store, access, or process data from a remote location. Cloud offers an online
space that allows a user to store data, infrastructure, and their application. Cloud
computing is defined as a computer service which allows changing, configuring, and
using the application over network. Cloud computing is an advancement of all forms
of computing such as parallel computing, distributed computing, and grid computing
[1, 2]. Cloud computing has now become an emerging trend through which technical
services, and information is provided online. It is one of the fastest new trends that
deliver services on demand over the network and is purely Internet-based software.
It is an enhanced form of utility computing that has gained prominence in no time.
The cost of using the cloud services is less than setting up a datacenter. CSPs such
as Google and Amazon provide users with services on pay-per-use basis without
charging a high premium value. Cloud services can be accessed on both private
and public networks. These service providers have their own schemes to provide
computing facilities with varying prices. For instance, Amazon EC2 provides micro,
small, medium, large and extra-large packages, whereas Google computed charges
onmonthly basis [2]. Themanagement of user’s data is also the responsibility of these
service providers. But to make an effective use of its capabilities, better scheduling
algorithms are required. These are practiced by cloud resource manager to optimally
communicate tasks to cloud resources. In cloud computing environment, it becomes
mandatory to follow such a technique to schedule resources so that cloud users
can efficiently use resources. To decrease the execution time and accessing cost,
various scheduling algorithms are implemented in cloud computing environment to
enhance the usage or resources by scheduling them. There exists a large variety of
scheduling algorithms that are capable of minimizing the total completion time of
tasks. This minimization process is carried out by matching the task with the most
suitable resources. Scheduling in cloud computing is attaining attention day by day.
Generally, it can be said that scheduling is a process of matching or mapping tasks
to existing resources based on features and requirements of a task. It is one of the
important fragments that help in effective working of cloud computing as many task
parameters require to be considered for proper scheduling. The issue in scheduling
is that the logical sequence of task must be preserved. The scheduler must be capable
of upholding total execution time as well as the monetary cost, which can only be
attained by using a better scheduling algorithm. These applications are commonly
represented using a directed acyclic graph (DAG) [3]. DAGs have the capability to
represent real-life situations well. Heuristic methods and approximation algorithms
might be well-suited to solve problems like NP-complete problem to get optimal
values. Thus, heuristic-based scheduling algorithms can be recommended to achieve
optimal solutions for DAG structure.
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2 Related Work

In order to select the related work to this survey, various papers have been chosen
from databases (IEEE, ACM, Elsevier, Springer, and Google Scholar) based on some
below-listed keywords:

I. Virtual machine allocation
II. Monetary cost
III. Makespan
IV. Trade-off cost
V. Task completion cost
VI. Total cost
VII. Computation cost
VIII. Datacenter cost
IX. Virtualization
X. SLA.

The author in [4] has deliberated a heterogeneous earliest finish time (HEFT)
algorithm for mapping jobs to resources using a Directed_Acyclic_Graph (DAG),
with less number of virtual machines. Various methods to calculate weight of nodes
and edges of a graph have been implemented to achieve less cost and makespan.

The author in [5] has offered a job scheduling method in cloud and proposes
an improved cost-based scheduling algorithm in which a feasible method has been
chosen to allocate resources to the processes. In this work, the algorithm is capable
to calculate both cost and performance, and also, it improves the calculation ratios
by mapping user jobs to their respective resources.

The author in [6] has offered hybrid cloud optimized cost (HCOC) scheduling
algorithm which helps in taking in consideration that which resources can be
borrowed from public cloud to get enough handling related to the execution of a
workflow in an agreed period of time. This algorithm also helps in lessening the cost
while completing the job at mentioned execution time.

The author in [7] has presented a cost-based resource allocation theory in cloud
environment where according to the market trend, the resources are mapped to the
jobs as per the user demand. The resources with the lower prices are mapped to jobs
according to availability of resources with suppliers and minimum associated cost.

The author in [8] deliberates deadline as one of the important restriction and
offers a rank-based deadline controlled workflow scheduling algorithm. Here they
have used the idea of score which signifies the abilities of the hardware assets. This
worth of rank is used when assigning assets to jobs of workflow application which
in result reduces the rate of failure and also have less execution time. Thus, it can
be concluded that algorithm executes workflow in controllable cost while meeting
resource requirements.

The author in [9] has proposed an algorithm based on deadline in a hybrid cloud
scenario. In this algorithm, cost has been optimized by taking resources on contract
from open cloud to cover the workflow with deadline. This level centered algorithm
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implements jobs level-wise and also uses the principles of sub-deadline that helps
in searching the finest assets on free cloud that acts as an aid in saving cost and
complete the task on time.

The author in [10] offered a customer-facilitated cost-based scheduling (CFCSC)
algorithm to help the cloud users to enjoy less cost. It compares its implemented
algorithm to HEFT algorithm on the basis of balancing the load, minimizing the cost
and choosing a less complex cost function. In this work, it was also found that both
HEFT and CFCSC have similar makespan.

The author in [11] has discussed scheduling in cloud computing environment and
has recorded a survey on various scheduling algorithms implemented so far. The
author discussed four types of scheduling strategies based on different parameters,
i.e., based on virtualization, energy conservation, SLA, and cost-effectiveness. The
author compares various algorithms on the basis of above-mentioned criteria.

The author in [12] has aimed upon task scheduling in cloud computing envi-
ronment on basis of cost. The proposed algorithm calculates the monetary cost
and checks the chances of completing the task within the referred time and cost.
When related with deterministic scheduling algorithm, this algorithm enhances
performance by executing task on time.

The author in [13] has proposed a hybrid type of particle swarm optimization
(PSO) as nearest neighbor cost-aware PSO to evaluate various parameters like
makespan, energy consumption, utilization, and cost efficiency.

The author in [14] has discussed various issues related to scheduling methods and
their limitations. The author also has discussed various scheduling methods based
on different parameters to cover their characteristics. The survey further is based on
three different strategies methods, applications, and measurements on the basis of
some parameters.

The author in [15] offers a scheduling algorithm which calculates the jobs in line
and executes them in order. On the basis of a fixed goal, jobs are evaluated, i.e.,
minimizing the cost of job completion or minimizing the time of job completion.
This algorithm follows a greedy approach to choose a suitable resource and map
various tasks to resources. This also improves the utilization of resources and also
improves efficiency.

The author in [16] has presented a hybrid algorithm known as CR-AC which
combines both chemical reaction and ant colony optimization (ACO) algorithms to
solve this problem. The chosen algorithm has achieved better results as compared
to PSO and CCGA algorithms in terms of total cost, time complexity, and schedule
length.

The author in [17] has offered a SLA-RALBA algorithm that is being compared to
different schedulers, i.e., MCT, Profit-MCT, SLA-MCT, execution min-min, profit
min-min, and SLA min-min in relation to average source consumption, finishing
time, and price of cloud facilities, the proposed algorithm provides even balance
among the execution time and cost of services.

The author in [18] has discussed the task scheduling for iteration process-based
situation that works on less cost and less time. The author has used two load balancing
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techniques which are compared to Round-robin scheduling technique which comes
to be successful in achieving less cost and time period when equally related to
Round-robin scheduling algorithm.

3 Resource Scheduling

Job scheduling is a technique used to assign resources to the process as per demand
of their usage such as processing, network usage, storage in such a way that the
resources can be utilized at maximum. In cloud computing environment, it becomes
mandatory to follow such a technique to schedule resources so that cloud users
can efficiently use resources. To decrease the execution time and accessing cost,
various scheduling algorithms are implemented in cloud computing environment to
enhance the usage or resources by scheduling them. Scheduling in cloud computing
remains a problem for fair allocation of resources to the cloudlets. Most scheduling
algorithms are based upon parameters like load balancing, execution time, fault
tolerance, cost-effectiveness, makespan, and migration of resources.

Scheduling in cloud computing is attaining attention day by day. Generally, it can
be said that scheduling is a process ofmatching ormapping tasks to existing resources
based on features and requirements of a task. It is one of the important fragments that
help in effective working of cloud computing as many task parameters require to be
considered for proper scheduling. Thus, it focuses on the fact that available resources
must be properly used without affecting the service quality of cloud. Scheduling
process in cloud computing environment is divided into three phases that include
discovering resource, filtering, selecting resources, and allocating tasks to resources.

Workflows have been used to solve a range of engineering applications that involve
high processing and storage capabilities. Thus to please these applications, cloud
computing can be well-thought-out as a new computing model. These workflow
models can be symbolized using a DAG model. Research work conducted in line
of workflow scheduling mostly concentrates on minimizing the scheduling length,
whereas the existing research in scheduling algorithms focuses on economic cost
factors. Scheduling in cloud computing can be either cost-based or credit-based
scheduling [3].

Resource scheduling in cloud computing can be classified into various categories.
Some of the commonly used strategies are Fig. 1:

I. Based on energy conservation.
II. Based on virtualization.
III. Based on service-level agreement (SLA).
IV. Based on cost-effectiveness.
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Fig. 1 Resource scheduling
in cloud computing
environment

3.1 Resource Scheduling Algorithms Based on Energy
Conservation in Cloud Computing

A large amount of energy is required to perform high-level tasks in a huge cloud
computing environment. The consumption of energy can be lessened by executing
applications or processes on less number of servers and putting the rest on sleep
or power-off mode. Since the workload in cloud computing scenario is different at
different time, therefore real-time virtual machine scheduling can control energy
utilization for calculating while servers get decreased, and more virtual machines
should be allocated when load is high [19, 11].
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3.2 Resource Scheduling Algorithms Based on Virtualization
in Cloud Computing

Virtualization can be defined as a way through which cloud users share same data
present at cloud-like network, application software. It actually maintains a virtual
space in cloud environment which can be anything like a software, hardware, or
anything. Virtualization allows a task to migrate from a physical machine (PM)
to virtual machine (VM) so that resources can be utilized efficiently and energy
consumed and cost related to a cloud service provider could be reduced. But as per
the work recorded till yet allocation of tasks over virtual machine from physical
machine; i.e., migration is not easy. Various algorithms have been proposed and
implemented so far to increase efficiency and reduce the capital cost [11].

3.3 Resource Scheduling Algorithms Based on Service-Level
Agreement (SLA) in Cloud Computing

As the name suggests SLA is a major parameter of cloud computing which means
to assure the customer to deliver services as per requirement. SLA is an agreement
between the service providers and customers; therefore, SLA is based on some prop-
erties. Properties on basis of customers SLA are based on properties such as request-
type, product-type, account-type, contract-length, number of accounts, number of
records, response time, and on the properties based on service provider are VM
types, service initiation time, VM price, data transfer, data transfer speed. The main
issue that arises is violation of these properties of SLA. To overcome this issue,
various algorithms have been proposed and implemented [20].

3.4 Resource Scheduling Algorithms Based on Cost in Cloud
Computing

Twomajor QoS checks of scheduling for workflows cloud computing are processing
time and execution time. Normally, one would like the task to be completed within
required time at the lowest cost. In this paper, cost-basedworkflowschedulingmethod
is represented that allows the workflow management system to minimize the execu-
tion cost while delivering results within a desired period of time [11]. Some important
terms required to be known are discussed below:

(a) Makespan: Makespan can be defined as the total span of schedule or the time
when all tasks have finished processing. Practically, this problem can be termed
as an online problem or dynamic scheduling that is the decision of scheduling
a job can only be made online.
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(b) Monetary cost: Monetary cost can be well-defined as the cost necessary to
purchase the facility; it may also include the time and expenses involved in
shopping and the risk taken in spending money to obtain the estimated benefit
from the good’s features [10].

In Table 1, we have discussed various cost-based scheduling algorithms proposed
and implemented so far with an aim to reduce the cost and utilize the cloud resources
more efficiently.

4 Directed Acyclic Graph

Directed acyclic graph (DAG) can be defined as a directed graph with no cycles in
it. It is the most widely type of graph used in the field of mathematics and computer
science. It can be said that it is a directed graph that consists of finite number of edges
and nodes, where each edge is directed from one node to another node. There are no
cycles formed in this graph which means one cannot loop back to the starting node
when following a steady directed path.ADAG is a directed graph that is topologically
sorted; it consists of a series of nodes in such a way that each edge has a direction
from previous node to next node. In engineering and scientific fields, many problems
can be made easy using DAGs, such as game evaluation, expression tree evaluation,
and path analysis [3].

In computer science, DAG is a data structure that may be used to solve a large
number of problems. A DAG comprises of following main components:

(a) Nodes: in DAG, each node represents some object or piece of data or a task.
(b) Directed edges: the edges in a DAG are directed and have a direction marked

with arrow from one node to another node. The edge represents the relationship
between the nodes or their dependencies. Generally in a DAG, the arrows are
pointed from child to parent that is from new version to the version from which
it was inherited.

(c) Parent node/Root node: in each graph, there exists a node that may have no
parents, and this node is called the root node or parent node.

(d) Child node/Leaf nodes: like the root node, there exist some nodes in the graph
that may not have any children. These are called leaf nodes or leaves or child
node.

5 Conclusion

Cloud computing has enlarged the attention of a great number of users through
its several services. The pay-per-use basis improved the cloud customer population
terrifically in limited number of years. Researches indicate that there is a giant market
awaiting due to the significance of a business model that bids high performance with
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low cost. In this paper, we have taken an overview of what is scheduling and types
of scheduling in cloud computing environment. The major focus of the paper is
toward cost-based scheduling techniques. In a tabular format, we have differentiated
various cost-effective scheduling strategies implemented andproposed so far.Wealso
focused on the data structure required to represent workflows in cloud computing in
the form of the DAG.
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Optimized Multi-level Data Aggregation
Scheme (OMDA) for Wireless Sensor
Networks

Shilpy Ghai, Vijay Kumar, Rajneesh Kumar, and Rohit Vaid

Abstract Data aggregation plays an important role over WSN as aggregated data
is utilized for decision making/analysis purpose; but due to complex aggregation
computations, sensors may consume excessive energy and thus may reduce the
network lifespan. So there is requirement to optimize the aggregation process. In
this paper, an optimized data aggregation scheme, called optimized multi-level data
aggregation scheme (OMDA), is introduced using LEACH protocol. Its perfor-
mance is analyzed using different performance parameters (throughput/end-to-end
delay/energy consumption/network lifespan) under the constraints of sensor node
density that varies from 50 to 200.

Keywords WSN · Data aggregation · Data redundancy · LEACH

1 Introduction

The process of summarization of collected data from the various sources called
data aggregation that is quite complex and inefficient aggregation may degrade the
network performance. It is used to filter out the redundant data as well as number of
transmission cycle can be reduced. Following are the data aggregation types:

S. Ghai (B) · V. Kumar · R. Kumar · R. Vaid
Department of Computer Science and Engineering, MMEC, Maharishi Markandeshwar Deemed
to be University, Mullana, Ambala, India
e-mail: ghai.shilpy2010@gmail.com

V. Kumar
e-mail: katiyarvk@mmumullana.org

R. Kumar
e-mail: drrajneeshgujral@mmumullana.org

R. Vaid
e-mail: rohitvaid@mmumullana.org

© The Editor(s) (if applicable) and The Author(s), under exclusive
license to Springer Nature Singapore Pte Ltd. 2021
N. Marriwala et al. (eds.), Mobile Radio Communications and 5G Networks,
Lecture Notes in Networks and Systems 140,
https://doi.org/10.1007/978-981-15-7130-5_35

443

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7130-5_35&domain=pdf
mailto:ghai.shilpy2010@gmail.com
mailto:katiyarvk@mmumullana.org
mailto:drrajneeshgujral@mmumullana.org
mailto:rohitvaid@mmumullana.org
https://doi.org/10.1007/978-981-15-7130-5_35


444 S. Ghai et al.

• Lossless and Lossy data aggregation: In case of lossless approach, large packet
size is used for data storage and processing, whereas lossy data aggregation
reduces the packet size.

• Structured and non-structured data aggregation: Structured-based aggre-
gation is suitable for the applications that use a fixed data pattern, whereas
non-structured-based aggregation can handle the dynamic traffic patterns.

1.1 Requirements of Data Aggregation Over WSN

• Minimization of redundancy: Sensors collect and forward the data that may
contain duplicate values and transmission of redundant data consumes excessive
resources. So there must be a provision to filter out this type of data.

• Optimization of energy consumption: Energy can be preserved by regulating the
transmission interval and thus may reduce the cycle of data aggregation process
as well as network life span can be extended.

• Efficient utilization of shared channel resources: Sensors utilize the shared
channel. Accuracy of data aggregation can be achieved using optimized slot
allocation.

1.2 Constraints for Data Aggregation Over WSN

• Dynamic sampling rate may cause the congestion, buffer overflow and delay and
thus may reduce the efficiency/accuracy of aggregation process.

• Optimal size of the cluster may enhance the overall output of the aggregation
function but it is complex to define an idle size for the cluster.

• Packet collision may degrade the accuracy of the aggregation process so there is
a need to regulate the schedule of channel access.

• Cluster head acts as aggregator and excessive computations over large-scale data
may cause energy depletion.

• Secure aggregation is another major concern for end users [1–5].

2 Existing Solutions for Data Aggregation Over WSN

Zhang et al. [6] introduced an aggregation method using the combination of
tree/entropy and gradient deployment, etc. Analysis identifies few factors that those
can affect the network performance as well as its lifespan, i.e., deployment method,
sink position and the sensor density, etc.

Wen et al. [7] identified the relationship between compression ratio and its effect
over data developed a scheme to optimize the data aggregation process through
different phases, i.e., optimal selection of cluster head, compression, and mutual
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reformation. Cluster head filters the common data for current cluster, and after that
residual data is further process by intermediate member nodes. Data reformation
is done through a matching pursuit method. Simulation results show its outcome
in terms of minimum delay, low redundancy, and less resource consumption as
compared to the traditional compression method. It can be further utilized over
real-time WSN.

Sarangi et al. [8] investigated various data aggregation schemes and found
different methods that can enhance the WSN performance, i.e., random data collec-
tion points, cluster selection through neural networks, and bio-inspired target locking,
etc. This study can be implemented to conserve the resources of WSN.

Tolani et al. [9] developed an aggregation scheme that uses multiple layers for
data processing. First of all, aggregation is performed at intermediate member,
and later on cluster head performs the aggregation. Simulation results show
that this method extends the network lifespan by reducing the overall resource
consumption during transmission as compared to existing schemes (spatial–temporal
correlation/aggregation window function).

Tamiji et al. [10] developedused automata for data aggregationoverWSN.Sensors
adjust their sensing rate to forward the data to current cluster head that is responsible
to redirect the data to base station. Simulation results show that dynamic sensing rate
improves the node’s lifespan by reducing the energy consumption.

Akila et al. [11] introduced a secure data aggregation method for WSN. Session
keys are used to initiate the communication, and aggregation is performed over
encrypted data, and finally, data is collected by multiple sinks. Simulation results
show that it outperforms in terms of less overhead/resource consumption and also
ensures the security goals.

Egidius et al. [12] introduced an aggregation scheme for software-defined WSN.
It performs aggregation at packet level using flow admissions. Simulation results
show that it can reduce the overall resource consumption by aggregating the
incoming/outgoing traffic streams.

Goyal et al. [13] investigated the influence of data aggregation/non-data aggrega-
tionover the performance and resource consumptionofWSN.Simulation-based anal-
ysis indicates that cluster-based aggregation methods are more efficient as compared
to non-cluster based methods. Outcomes show that various performance factors
(i.e., packet drop/packet delivery ratio/energy consumption/collision level, etc.) are
affected by variable packet size.

Hadi [14] explored the data aggregation issues related to geographical routing over
WSN and introduced a scheme that can filter out the redundant data at node level,
and it does not depend over cluster head and thus results in the reduction of control
overhead. Simulation results show that it outperforms in terms of optimal resource
consumption and higher accuracy of data aggregation as compared to non-aggregated
data processing.

Galkin et al. [15] introduced an ant-based data aggregation method that collects
the data using the shortest paths under the constraints of semaphore, and finally,
it is aggregated at node level. Simulation results show its performance in terms of
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enhanced network lifetime/optimal resource consumption, etc. Its capabilities can
be further extended using blockchain theology.

Nguyen et al. [16] investigated that collision and delay both act as a fence for
data aggregation and developed a distributed scheduling method to avoid collisions.
It transmits the data through time slots using multiple channels and thus reduces the
probability of collisions. Simulation results display that aggregation accuracy can be
achieved by minimizing the collision level as well as delay/resource consumption
can be reduced.

Mortada et al. [17] developed a resource-efficient method to minimize the redun-
dant data at intermediate node level, and after that processed data is forwarded to
cluster head (CH) at the end of periodic interval. Finally, CH aggregate the received
data using Euclidean distance algorithm. Simulation results show its performance in
terms of efficient resource consumption. It can be further extended to adapt variable
sampling rate over different periodic intermissions.

Merzoug et al. [18] developed a localized data aggregation method that builds
the one hop routes for aggregation to avoid the link failure/topology dynamics.
Simulation results indicate that it offers scalable/collision free transmission and uses
optimal resources as compared to traditional aggregation approaches (depth-first
search/peeling algorithm/greedy–boundary traversal). It can be further optimized by
reducing extra control overhead.

Chen et al. [19]merged the tree-based approachwith schedulingmethod to achieve
higher aggregation rate using optimal resources. It uses the intermediate nodes on
the basis of their residual energy and delay factor to build a schedule for aggre-
gation. Simulation results show that it outperforms in terms of extended battery
life/minimum delay as compared to existing scheme (energy-collision aware data
aggregation scheduling).

Mosavvar et al. [20] introduced a scheduling-based aggregation technique for
WSN. It organizes the sensors in cluster groups, and in each set, sensors are marked
active/inactive on the basis of residual energy, area and distance, etc. Aggregation
is scheduled only for activated sensors thus reduce the overall energy consumption.
Simulation results show its performance in terms of optimal resource consumption
as compared to existing schemes (shuffled frog/hierarchical clustering). It can be
further enhanced using machine learning algorithms.

Yuvaraj et al. [21] introduced a location-based scheduling method for data aggre-
gation over WSN. Reliable routes are selected on the basis of different factors,
i.e., residual energy/hop, etc. Simulation results show its outcomes in terms of
extended lifespan/energy efficiency/optimal delay/minimal packet drop as compared
to multiple sink positioning and relocation scheme. It can be further extended by
embedding a security provision.

Sudha et al. [22] developed a load balancing scheme for efficient data aggregation
by selecting intermediate nodes randomly on the basis of their residual energy over
the current interval. It also performs inter-cluster switching for load balancing. Simu-
lation results indicate its performance in terms of optimal delay/energy consumption.
It can be further implemented for hierarchical cluster networks.
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Sarode et al. [23] introduced a query-based efficient data aggregation scheme for
WSN. It executes an optimized group search over collected data for aggregation and
thus reduces the overall processing time and resources. Simulation results show that
its performance in terms of the highest throughput/minimal delay as compared to
traditional schemes (swarm optimization and genetic algorithm).

Padmaja et al. [24] developed a scheme for secure data aggregation over WSN.
First of all, trusted aggregation is initiated at node level, and data is forwarded to base
station through cluster head. Base station verifies the authenticity of the cluster head
along with the trust value of the source. Simulation results show its performance in
terms of the extended lifespan of network, efficient aggregationwith optimal resource
consumption/delay as compared to existing scheme (secure data aggregation).

Lee et al. [25] presented an energy-efficient MAC-based aggregation scheme that
can estimate the wakeup interval of the sensors for aggregation purposes. Simulation
results show its outcomes in terms of less control overhead/delay/higher throughput
and optimal resource consumption.

Le et al. [26] proposed an aggregation method that uses interlinked set to form
a tree. As per the transmission interval, schedule is created for aggregation. Study
displays that it can employ the transmission interval efficiently, and it is capable
to reduce aggregation delay by avoiding collision/extra control overhead and thus
improves the overall network performance. It can be further extendedbyusing subtree
and interference model.

Jothiprakasam et al. [27] introduced a MAC-based aggregation scheme for multi-
hop WSN. It estimates the number of required slots to forward the data to sink and
then aggregation is executed. Analysis shows that sensors can efficiently utilize the
allocated slots and thus results in extended network life span of network as compared
to cluster/chain-based schemes. It can be further employed for distributedWSN also.

John et al. [28] investigated various data aggregation schemes, i.e., structureless,
cluster, and tree-based, etc., for WSN. Study found the merits and demerits of all
these schemes. In case of structureless aggregation, maintenance cost is minimal but
it does not support efficient aggregation/routing, in case of cluster-based scheme; it
reduces the cost of resource consumption but it is challenging to overcome from the
node failure, and in case of tree-based scheme, it consumes optimal resources for
transmission and topology maintenance is required to cope with node failure. Study
claims that tree-based aggregation is more efficient as compared to others.

Idrees et al. [29] developed a distributed aggregation approach using K-means
algorithm for WSN. Each sensor collects the data periodically, and finally, after
eliminating the redundancy using K-means, only the selected cluster forwards the
data to sink. Simulation results show its performance in terms of higher accuracy of
data aggregation, improved network lifespan and optimal resource consumption. It
can be further optimized by correlating the sampling and aggregation together.

Jhuang et al. [30] proposed a collision-free efficient aggregation scheme using
overlapping algorithm. It reduces the overall cycle required for transmission, and
later on these cycles are overlapped for aggregation purpose. Simulation results
show its performance in terms of minimal usage of time slots and higher accuracy
of aggregation.
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Harb et al. [31] introduced a frequency-based filtering approach that defines
prefix/suffix for a given set to minimize the redundancy over aggregation. Simu-
lation results show that it can optimize the delay factor for aggregation as well
energy consumption as compared to the existing scheme (prefix frequency filtering).
Its efficiency can be further extended by embedding the dynamic sampling rate.

Fissaoui et al. [32] presented a mobile agent-based data aggregation method that
defines the minimum spanning tree for data collection and only the cluster head(s)
over that tree is selected by agents for aggregation purpose. Simulation results show
that it outperforms in terms of resource consumption and delay as compared to
traditional method (global closest first method).

3 Optimized Multi-level Data Aggregation Scheme
(OMDA) for WSN

Wireless Sensor network WSNi
Coverage Area Ca
Sensor Node Sn
Cluster Head CH
Last Sensed LSnd
Last SentdataLStd
Current Data Cd
Data Type Dt
Source Sr
Destination Dt
Link Distance Ld
Duplicate Data Threshold dTH
//assumption
ifCHi has m member & each sends n bytes then total data size == m*n for CHi

Phase-I: Redundancy Check at Sensornode
At sensor level, it is enforced that sensor should not be able to forward the duplicate
data, so last sent data is matched with the current data (to be sent) as given below:
if (Sr->LStd== Cd) //Last forwardeddata is similar to the current data to be sent.
Discard(Cd) //ignore duplicate data at initial stage
Else if (Sr->LStd!=Cd)
addtolist(Lst, Cd) //otherwise add to list
end if
If data is already in the list but it is not forwarded to CH till time, then check
it for redundancy in the given list. Data redundancy is verified using multiple
parameters, i.e., source of data, its type/size, and destination, etc. If it is found in
the current list, then it is discarded otherwise it is added to the list to be forwarded
to CH.
Procaddtolist(Lst, Cd)
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If (Find ((Sr.Cd->Type, Sr.Cd->data_size, Sr->id, Dt->id, Sr->dst),
Lst))==FALSE)
Update Msg_list (Lst, Cd)
Else
Discard(Cd) //discard duplicates
end if
send (sr->Msg, CH)
Update (Sr->LStd, Cd) // update last sent data

Phase-II: Redundancy Check at ClusterHead
As CH may receive same data from multiple sources so need to prepare a master
message list to be forwarded to base station.
For each Sri->val in Lsti
If (Find_Duplicates (Sri->val, CH->Lst)==TRUE)
Discard(Sr->Val)
Sri->dTH++
Else
Update (Mmsgl)
End for
Forward (Mmsgl, Bs, True)
Set sleep mode forcefully, as sensor node is producing redundant data, in order
to reduce resource consumption.
If (Sri->dTH>1, Sri)
set sleep (Sri, interval)
End if

Phase-III: Redundancy Check at Base Station
Base station may collect duplicate data values from multiple CHs, so there is a
need to filter final data for analysis purpose as given below:
For each CHi->Mmsgl in Lsti
If (Find_Duplicates (CHi->Mmsgl, Bs->Lst)==TRUE)
Discard(CHi->Mmsgl)
Else
Accept (Mmsgl)
End for.

4 Simulation Scenario

As per Table 1, NS-2.34 was used for analysis purpose with different parameters.
Routing protocol is LAECH, and its performance was analyzed under various simu-
lation scenarios, i.e., Terrain size is 1000 × 1000, MAC Protocol is Mac/Sensor,
Node Density is 50/100/ 200, Propagation Model is TwoRay Ground, Data Type is
CBR, Sampling Interval is 1.0 ms, Simulation Time is 600 s, Initial Energy 10.0j,
rxPower/txPower is 1, IFQ 100, Antenna Type is Omni.
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Table 1 Simulation
configuration

Simulation parameters Parameter values

Routing protocol LEACH

Terrain 1000 × 1000

MAC protocol Mac/Sensor

Node density 50/100/200

Propagation model TwoRay ground

Data type CBR

Sampling interval 1.0 ms

Simulation time 600 s

Network simulator NS-2.34

Initial energy 10.0j

rxPower 1

txPower 1

IFQ 100

Antenna type Omni

Simulation scenario (s) a. Traditional data aggregation
scheme (TD-DA)

b. Optimized multi-level data
aggregation scheme (OMDA)

5 Simulation Results and Performance Analysis

Performance of the OMDA is analyzed under the constraints of different parameters
(Throughput/Delay/Energy consumption/Alive sensors and their lifespan over the
simulation interval) using LEACH protocol with the sensor density that varies from
50–200 sensors.

5.1 Throughput

Figure 1 shows the throughput of LEACH protocol using different data aggregation
schemes under the constraints of sensor node density that varies from 50 to 200.

In case of traditional data aggregation scheme (TD-DA), it is 869.37 Kbps using
50 sensors and it is slightly degraded (865.49 Kbps) with 100 sensors, and finally, it
reaches to its lowest level (798.43) with 200 sensors.

In case of optimized multi-level data aggregation scheme (OMDA), it is
946.8 Kbps using 50 sensors and it is slightly degraded (913.29 Kbps) with 100
sensors, and finally, it reaches to its lowest level (805.5 Kbps) with 200 sensors.

It can be analyzed that sensor node density affects the throughput of LEACH
using both schemes. However, OMDA delivers the highest throughput as compared
to TD-DA under the constraints of sensor node density variations.
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Fig. 1 Throughput

5.2 End-To-End Delay

Figure 2 shows the end-to-end delay of LEACH protocol using different data aggre-
gation schemes under the constraints of sensor node density that varies from 50 to
200.

In case of traditional data aggregation scheme (TD-DA), it is 823.018 ms using
50 sensors and it is slightly increased (1695.49 ms) with 100 sensors, and finally, it
reaches to its peak level (3245.92 ms) with 200 sensors.

In case of optimized multi-level data aggregation scheme (OMDA), it is
819.943 ms using 50 sensors and it is slightly increased (1617.23 ms) with 100
sensors, and finally, it reaches to its peak level (3034.58 ms) with 200 sensors.

It can be analyzed that sensor node density affects the end-to-end delay of LEACH
using both schemes. However, OMDAoffers less delay as compared to TD-DAunder
the constraints of sensor node density variations.

Fig. 2 End-to-end delay
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Fig. 3 Energy consumption

5.3 Energy Consumption

Figure 3 shows the energy consumption of LEACH protocol using different data
aggregation schemes under the constraints of sensor node density that varies from
50 to 200.

In case of traditional data aggregation scheme (TD-DA), it is 1278.851j using
50 sensors and it is slightly increased (2594.561j) with 100 sensors, and finally, it
reaches to its peak level (5615.457j) with 200 sensors.

In case of optimizedmulti-level data aggregation scheme (OMDA), it is 65.40449j
using 50 sensors and it is slightly decreased (61.06243j) with 100 sensors, and finally,
it reaches to its peak level (1868.837j) with 200 sensors.

It can be analyzed that sensor node density affects the energy consumption of
LEACH using both schemes. However, OMDA consumes less energy as compared
to TD-DA under the constraints of sensor node density variations.

5.4 Number of Alive Sensors Using TD-DA and OMDA

Figure 4 shows the number of alive sensor nodes using different data aggregation
schemes under the constraints of sensor node density that varies from 50 to 200. In
case of tradition data aggregation scheme (TD-DA), a number of alive sensor nodes
are 34 out of 50 sensors, 80 out of 100 sensors, and 181 out of 200 sensors.

In case of optimized multi-level data aggregation scheme (OMDA), a number of
Alive sensor nodes are 50/100 out of 50/100 sensors and 188 out of 200 sensors.

It can be analyzed that OMDA utilized less energy thus enhanced the lifespan of
sensors.

5.4.1 Lifespan of Sensors Over a Time Interval with Sensor Density 50

Figure 5 shows the lifespan of sensor nodes over time interval with sensor node
density 50 using different data aggregation schemes. In case of TD-DA, lifespan
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Fig. 4 Number of alive
sensor nodes

Fig. 5 Lifespan of sensor
nodes over time interval-n50

Table 2 Lifespan of sensor
nodes over time interval-n50

Time interval (sec.) Data aggregation schemes

TD-DA OMDA

100 50 50

200 50 50

300 45 50

400 41 50

500 38 50

600 34 50

of sensors is exhausted gradually over a given interval as shown in Table 2. Using
TD-DA, only 34 sensors were survived as compared to OMDA at 600 interval.

In the case of TD-DA, the lifespan of sensors is exhausted gradually over a given
interval as shown in Table 2.

5.4.2 Lifespan of Sensors Over a Time Interval with Sensor Density 100

Figure 6 shows the lifespan of sensor nodes over time interval with sensor node
density 100 using different data aggregation schemes. In case of TD-DA, lifespan of
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sensors is exhausted steadily over a certain intermission as shown in Table 3. Using
TD-DA, only 84 sensors were survived as compared to OMDA at 600 interval.

In the case of TD-DA, the lifespan of sensors is exhausted steadily over a certain
intermission as shown in Table 3. Using TD-DA, only 84 sensors were survived as
compared to OMDA at 600 interval.

5.4.3 Lifespan of Sensors Over a Time Interval with Sensor Density 200

Figure 7 shows the lifespan of sensor nodes over time interval with sensor node
density 200 using different data aggregation schemes. In case of TD-DA, lifespan
of sensors is exhausted steadily over a certain intermission as shown in Table 4.
Using TD-DA, only 181 sensors were survived, and using OMDA, 188 sensors were
survived at 600 interval.

In the case of TD-DA, the lifespan of sensors is exhausted steadily over a certain
intermission as shown in Table 4. Using TD-DA, only 181 sensors were survived
and using OMDA 188 sensors were survived at 600 interval.

Fig. 6 Lifespan of sensor
nodes over time
interval-n100

Table 3 Lifespan of sensor
nodes over time interval-n100

Time interval Data aggregation schemes

TD-DA OMDA

100 100 100

200 100 100

300 96 100

400 91 100

500 88 100

600 84 100



Optimized Multi-level Data Aggregation Scheme (OMDA) for Wireless … 455

Fig. 7 Lifespan of sensor
nodes over time
interval-n200

Table 4 Lifespan of sensor
nodes over time interval-n200

Time interval Data aggregation schemes

TD-DA OMDA

100 200 200

200 193 193

300 187 188

400 184 188

500 181 188

600 181 188

6 Conclusion

In this paper, issues and solutions related data aggregation overWSNwere discussed
and an optimized data aggregation scheme was introduced to enhance the overall
performance and lifespan of the network using LEACHprotocol. Simulation analysis
was performed using different parameters, i.e., throughput/delay/energy consump-
tion/number of alive sensors/sensor’s lifespan over interval, etc., under the constraints
of sensor node density that varies from 50 to 200.

As per the simulation outcomes, it can be observed that TD-DA could not perform
well as compared to OMDA.

TD-DA has the lowest throughput with the highest energy consumption/end-to-
end delay, and it has the minimum alive nodes with respect to sensor node density.

OMDA offers the highest throughput with optimal energy consumption and thus
extends the overall lifespan of sensors. However, there is need to reduce the end-to-
end Delay that increases with respect to sensor node density.

Finally, it can be concluded that the optimization of data aggregation can enhance
the performance of routing protocol. Currently, it is implemented only for LEACH
protocol, and it can be further extended for other routing protocols.
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Potentiality of Nanotechnology
in Development of Biosensors

Deepika Jain, Bikram Pal Kaur, and Ruchi Pasricha

Abstract Biosensors have been themost alluring research area since long times back
due to their highly correlation with human beings, health issues and environment.
Constraints in the way of fabrication and design of biosensors for commercial appli-
cations require constant attention. Certain materials can exhibit different properties
based on its shape and size and have been realized with the advent of an interdisci-
plinary and integrated present-day science profoundly called as “Nanotechnology.”
Intervention of nanotechnology in this biosensor field provides some exceptional
electronic, optical and biological properties of these nanomaterials that find their use
in variety of applications like glucose monitoring, estimation of harmful diseases,
hazardous chemicals detection and drug discovery. Nanomaterials have empowered
lower working potentials and facilitate electron transfer and lower detection limits,
thereby improving the sensing capacity of the device. This paper mainly highlights
the concept of biological sensors, their applications and different ranges of nano-
materials used in conjunction with the biosensor field to get a faster and reliable
detection of electrical signals. Reducing dimensions in nano range opens up various
opportunities in the biosensor field for significant improvement in their characteristic
parameters.
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1 Introduction

Every human being has inbuilt sensors that assist in recognizing and perceive the
environment. These sensors work by responding to a noticeable activity, trailed
by response to that activity by developing a signal that can be estimated. Being
highly selective and sensitive toward numerous analytes, biosensors are among
the intriguing areas of research in real-time applications when compared with
conventional standard chromatographic techniques to determine the concentration
of different pollutants, hazardous chemicals and various other biological param-
eters. Interlacing of nanotechnology in the field of biosensors made the recogni-
tion of target analytes easier, proficient and cost effective, thereby stimulating the
development of more sophisticated sensors. Diverse range of nano-based biosen-
sors has already been developed, and some are under development [1]. Biosensors
have immense number of applications in different areas such as agriculture, defense,
food additives, industrial, environmental and pharmaceutical because of phenomenal
properties of nanomaterials utilized in this field. Nanotechnology plays an impera-
tive role in growth of biosensors since they have massive capacities to provide high
mechanical strength, stability, reduction in interferences, lower detection potential
and increase surface area during interaction with bioreceptors on the transducer
surfaces. Biosensors utilizing nanomaterials can provide detection limits up to femto
level with reduced response time [2].

Biosensor research plays a vital role in the growth of modern electronics.
Biosensor, a device for detecting target analytes, comprises bioreceptor element that
perceives the analyte to produce a signal that can be measured like antibody/antigen
interactions, nucleic acid and protein–protein interactions, etc., while transducer
converts a physicochemical change into electrical signal based on analyte–biore-
ceptor interactions. These devices are associated with the user-friendly electronic
circuits like signal processors for the display of the results [3]. Immobilization
of biological elements to the surface of the sensor is an inherent characteristic of
biosensor that decides the different parameters of the biosensor [4]. High selectivity
toward the target analyte is a key necessity of the bioreceptor. Biosensors can detect
variety of analytes based on choice of recognition elements at the biological input,
immobilization method and transduction working principle as shown in Fig. 1.

Electrochemical biosensors emerge as the most commonly used biosensors due to
ease of construction and inexpensive. They can be potentiometric, amperometric or

Fig. 1 Components of
biosensor
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conductometric based on measured parameter such as voltage, current and conduc-
tance at the working electrodes. Fabrication and design of electrodes are the ultimate
steps in the growth of electrochemical sensors [5]. The fundamental prerequisites
in biosensor development are the bioreceptors availability related to specific target
analytes, proper immobilization of bioreceptors on transducer surfaces followed by
disposable andportable detectiondeviceswhencomparedwith traditional laboratory-
based chromatographic techniques.Most common applications of biosensors involve
human health care, e.g., glucose monitoring in diabetes patients, biomarker detec-
tion for easy diagnosis and disease prevention, environmental applications like heavy
metal contamination detection, pesticide recognition, drug discovery, crime, defense,
etc. [6, 7].

2 Intertwining Nanotechnology in Biosensors

Nanotechnology rose as an attractive field for detection of pollutants due to their
unprecedented electronic, chemical and physical properties. Working potential
required for generation of current in biosensors can be reduced by utilization of
numerous redox mediators like Prussian blue, cophthalocyanin, ferricyanide, etc.
Other than the diminishing of the working potential, utilization also improves repro-
ducibility and sensitivity of thiocholine detection. Potential can be lowered by
an alternative way through utilization of nanomaterials that enhance the surface
region, enhancing the rate of movement of electrons. Use of nanomaterials improves
sensitivity and enhances conductivity, repeatability and stability.

Recently, there is a developing enthusiasm for nanomaterial-based biosensors.
Nano-biosensors and its applications play a vital role in roads of biosensor advance-
ment, which has been conceivable due to the marvels of nanotechnology as shown
in Fig. 2. Integration of nanomaterials with various electrical systems gives rise to
nanoelectromechanical systems, with highly specific transduction mechanisms and
biological signaling [8].

Nanotechnology and nanomaterials are interlaced in the growth of most of the
biosensor devices. Nanomaterials involving carbon nanotubes, metal nanoparticles

Fig. 2 Applications of
nano-biosensors
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Fig. 3 Different types of
nanomaterials

(MNPs), CdTe quantum dots (QDs), SiO2 nanosheets, etc., have been widely used
in variety of applications [9]. The utilization of nanocomposites in the biosensor
field allows for target analyte detection at extremely lower detection limits but at
the expense of overpotential. In contrast, nanotubes allow catalysis at lower working
potentials but offer poor enzyme loading. In spite of advancements in biosensor
technology, selectivity still appears as the challenge for these biosensors. Different
varieties of nanomaterials are shown in Fig. 3.

3 Different Components of Nanotechnology

3.1 Nanotubes

Carbon nanotubes (CNTs) are tubes made of carbon with diameters generally
measured in range of nanometers. Their properties are useful in different techno-
logical areas such as electronics, optical, mechanical and material sciences. Carbon
nanotubes might be single-walled (SWCNTs) or multi-walled (MWNTs) [10]. Char-
acteristic properties of carbon nanotubes are smaller diameters, sharpness, unique
composition, geometry, better electrical conductivity even at moderate voltages,
exceptional tensile strength, good thermal conductivity, adequate electron emission,
lower enzyme loading and higher aspect ratios, etc.

Sun et al. [11] developed a biosensor for detection of dichlorvos organophosphate
compound with aniline and multi-wall carbon nanotubes (MWNTs)-modified elec-
trode surfaces. The lower working potential in this electrochemical biosensor can be
achieved with the assistance of carbon nanotubes. Cyclic voltammetry was used to
study the electrochemical behavior of carbon nanotube-modified electrode surface,
and the results verified that the modified surfaces decrease the working potential,
thus increasing the sensitivity of biosensor [11].
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3.2 Nanoparticles

These particles are having size running somewhere in the range between 1 and
100 nm (nm) encompassed by interfacial layer that contain ions, organic and inor-
ganic molecules. Most of the properties of these particles are contributed by the
presence of this layer. As indicated by diameter size and morphology, these parti-
cles can be metal-based, ceramic, carbon-based, polymeric and semiconductor ones
[12]. Examples of semiconductor nanoparticles involve Si, Ge, GaP, InP, ZnO,
CdS, CdTe, etc. These particles due to their biocompatibility and outstanding elec-
tronic, optical properties enable fast catalysis of electrochemical reactions, lower
working potential and increase surface area by facilitating electron transfer on trans-
ducer surfaces. Nanoparticle-based biosensors can provide detection limits up to
10−7–10−13. These nanoparticles due to their simplicity, shape variability and large
surface area, when attached to the QCM surface, can be used to estimate the malig-
nancy of cancer cells. According to research studies, it is found that exactly 58 nm-
sized PHEMA nanoparticles are required on QCM surface for estimating in vitro
breast cancer.

Upadhyay et al. [13] developed a pesticide recognition bienzymatic biosensor
having platinum- and gold-modified electrode surfaces. Conventionally, platinum
(Pt) electrodes have been used for the electrochemical oxidation of H2O2. Nowadays,
platinum nanoparticles are used in conjunction with gold- or tin-based nanoparticles
to resolve issues associated with high working potential. The combined capacity of
gold and platinum nanoparticles facilitated the recognition of hydrogen peroxide at
0.4 V, thus improving electroactive surface area, potential sensitivity and dynamic
range [13]. Yang et al. [14] presented another acetylcholinesterase (AChE) biosensor
utilizing nickel oxide nanoparticles combined with carboxlic graphene and nafion
for detection of carbofuran, methyl parathion and chlorpyrifos. These nanocompos-
ites require lower potential for enzyme catalysis, thereby improving the sensitivity,
stability and reproducibility of biosensor [14].

3.3 Nanocrystals

These are the tiny crystalline particles that exhibit size-dependent optical and elec-
tronic properties. These can bemade by top–bottomor bottom-up technology. Excep-
tional fluorescence, unique electronic and optical properties and quantum confine-
ment of charge carriers are the inherent features of these particles. They can emit
light of different colors when ultraviolet rays strike their surfaces.

Sahub et al. [15] developed a biosensor that combines graphene quantum
dots and enzyme for biomonitoring of organophosphate exposure in environment,
water and food commodities. The working principle of the proposed biosensor
involves the catalytic hydrolysis of acetylcholine by ACHE followed by oxida-
tion of choline to produce hydrogen peroxide.H2O2 generated reacts with graphene
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quantum dots to produce photoluminescence changes that correspond to the
amount of pesticide present in the sample. Oxoform of orangophosphates exhibits
much stronger inhibitory effect than thioform of organophosphates. To validate
the biosensor, results obtained were compared with traditional analytical method
UHPLC-MS. The proposed biosensor then used for estimating interference due to
mercury ions and found that their presence profoundly influences the fluorescence
quenching of graphene quantum dots [15]. Wang et al.[16] presented another novel
immunoassay using amorphous magnetic particles for the recognition of phosphory-
lated ACHEadducts. A pair of antibodies, anti-phosphoserinepolyclonal antibodies
(Ab1) and anti-human AChEmonoclonal antibodies (Ab2) coupled with quantum
dots, was used for capturing of adducts from biological samples followed by recog-
nition. This highly sensitive novel immunoassay was then tested for detection of
OP-ACHE adducts in plasma samples spiked with paraxon and could yield a linear
response of 0.3–300 ng/mL [16].

3.4 Nanowires

A nanowire is a nanostructure having diameter as small as 10−9 m. Nanowires may
exist as superconducting, metallic semiconducting, insulating, etc. These nanowires
are exceptionally versatile, better charge conduction capacity and good electrical
communication capabilities.

Song et al. [17] proposed an ultrasensitive biosensor utilizing palladium–
copper nanowires coupled with chitosan (CS) and enzyme acetylcholinesterase for
organophosphate recognition in variety of fruits and vegetables. The use of Pd-Cu
NWs in the proposed biosensor exhibits unprecedented performance such as large
active surface area for enzyme loading, excellent reproducibility, electrocatalytic
activity, electron transport capability and anti-interference ability. The proposed
biosensor showed remarkable performance for detection of malathion with lower
limits of detection be 4.5 pM [17].

3.5 Nanorods

Nanorods are produced by direct chemical synthesis. Nanorods assimilate in near
IR, and produce heat when energized with IR light. This natural property has made
their usage in malignant growth therapy. When a person is infected with cancer-
like disease, generally infrared exposure is given; because in IR light, nanorods
acquire energy, thereby devastating the malignant cells, while healthy cells remain
flawless. Their inherent properties make it suitable for various emerging applications
like miniaturization of sensors, biomedicine, detectors, fabrication of solar cells, etc
(Table 1).
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Table 1 Summary of nanomaterial-based biosensors for different applications

Analyte Bioreceptor Principle Nanomaterial Parameter
LOD

References

Carbofuran ACHE Enzyme Amperometry Gold
nanoparticles
(AuNPS)

Nm [19]

Triazophos ACHE enzyme Amperometry Carbon
nanotubes
(CNTs)

0.01 μM [20]

Blood glucose Glucose oxidase
enzyme

Amperometry Multi-walled
carbon
nanotubes
(MWNTs)

High [21]

Antibiotic
penicillin G

Penicillinase enzyme Amperometry Gold
nanoparticles
(AuNPS)

4.5 nM [22]

Carcino-embryonic
antigen (CEA)

Adamantine-modified
antibody

Antigen
antibody

Cu @Ag NPs 20 fg/ml [23]

Lang et al. [18] proposed highly sensitiveACHEbiosensor utilizing gold nanorods
for recognition of pesticide organophosphate paraxon and dimethoate. The use
of gold nanorods-modified electrodes was found to be an excellent platform for
achieving a lower oxidation potential of thiocholine at an anodic peak at 0.55 and
generate larger amperometric current due to their excellent electrocatalytic ability
when comparedwith heterogeneous nanorods. The proposed biosensor exhibits good
operational stability and reproducibility at gold nanorods-modified electrodes [18].

4 Conclusion

In the present revolutionary era, nanotechnology made a significant contribution
in the biosensor field to achieve the targets of excellent specificity, stability and
selectivity. The transduction mechanisms to convert a physicochemical change into
electrical signal have been greatly improved with the utilization of various nano-
materials. Their addition to the biosensor field makes the overall system cheap, user
friendly, smarter, proficient and faster for the recognition of variety of target analytes.
Day-by-day advancements in the miniaturization of electronic circuits and features
of nanomaterials have increased several gateways toward the commercialization of
biosensors on large scale. Despite of exceptional improvement of biosensors with
the addition of nanotechnology, yet there are some technical complexities that are
still a pelat in the road of growth.
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Microstrip Patch Antenna for Future 5G
Applications

Nikhil Kalwit, Piyush Pawar, and Piyush Moghe

Abstract In this paper, a fifth-generation microstrip patch antenna has proposed.
The proposed antenna design is working on 10.04 GHz with a return loss of
−56.65 dB. The patch antenna has a compact structure of 18 mm × 18 mm with
a FR4 glass epoxy substrate of 1.6 mm thickness. The results are simulated using
Computer Simulation Technology Microwave Studio.

Keywords 5G · Patch antenna · Low return loss · High gain

1 Introduction

The speedy decrease in the dimensions of the mobile phone has led to the evolution
of compact antenna structures. The conventional antennas are replaced by different
antenna structure used inmobile communication [1–3]. Themicrostrip patch antenna
has various advantages such as low cost, lightweight and easy tomanufacture; despite
various advantages, a major drawback that microstrip patch antenna is its narrow
bandwidth.

The communication system moves on the next generation. In fifth-generation
communication system, it has improved data rates and speed as compared to 4G.
Various different fields have already adopted the 5G technology such as Internet of
Things (IOT) and advance MIMI structure [4–6].

It has been discovered that millions of devices can be connected and operated
using 5G technologies. Some 5G future systems are smart grids, smart cities, smart
transportation, telemedicine and smart communication [7].
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Based on the requirements for 5G, antennas with lightweight, low profile, low-
cost mass production, ease of installation, conformal to planar surface and also non-
planar surface, mechanically robust when mounted on a rigid surface and compatible
with monolithic integrated circuits are quite important [8, 9]. Despite its narrow
bandwidth, microstrip patch antenna can be perfect coordinate to meet all the above
requirements.

A microstrip patch antenna is proposed for 5G communication. The proposed
antenna is designed to resonate at 10.04 GHZ and has a low profile structure with
the dimensions of 18 mm × 18 mm × 1.6 mm.

2 Antenna Structure and Dimensions

The proposed small patch antenna using amicrostrip line for feeding is given in Fig. 1.
The patch antenna has rectangular patch of 10 mm × 6 mm with a rectangular slot
on it. Various parameters, such as dielectric constant (Er = 4.4), resonant frequency
(f r = 10.04 GHz) and thickness of substrate (h = 1.6 mm), are considered while
designing the proposed antenna. We have used FR4 substrate material for the design
of the proposed antenna. In this structure, a waveguide port is used to excite the
antenna. The precise dimensions of the proposed patch antenna are summarized in
Table 1. The proposed structure works on one of the proposed frequency bands, i.e.,
9.7–10.2 GHz for future 5G communication (Fig. 2).

Designing and simulation of the proposed patch antenna are performed using
a commercially available simulation tool called Computer Simulation Technology
(CST) Microwave Studio. The antenna is particularly designed for one of the
frequency bands which may get considered for future 5G wireless communication.

Fig. 1 3D view of the
proposed antenna in CST
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Table 1 Dimensions of the
proposed antenna

Parameter Value (in mm)

Ground plane length 18

Ground plane width 18

Patch length 10

Patch width 6

Feed line length 6

Feed line width 1.40

Substrate thickness 1.6

Patch slot length 3

Patch slot width 1

Fig. 2 Back view of the
proposed antenna in CST

3 Simulation Results

3.1 Plot of Return Loss

Using wave port configuration, S11 parameters are obtained as antenna return loss.
A value of−10 dB is taken as the base value which is considered fairly good in case
of mobile communication. The proposed antenna works at the proposed band for
5G wireless standard. This antenna resonates at 10.044 GHz with a return loss of −
56.65122 dB, covering a band from 9 to 12 GHz. Figure 3 represents return loss or
S11 plot of the antenna.
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Fig. 3 Plot of return loss (in dB) of the proposed patch antenna

Fig. 4 Simulated VSWR plot of the proposed antenna

3.2 Plot of VSWR

The voltage standing wave ratio (VSWR) plot of the antenna is presented in Fig. 3.
The consent level of VSWR for most of the wireless applications should not be more
than 2.5 and it should be 1 ideally. As seen in Fig. 4, the VSWR value achieved at
resonant frequency of 10.04 GHz is 1.0029 which is acceptable for its use in wireless
applications.

3.3 Gain Plot

The 3D gain plot determines the antenna efficiency. The proposed patch antenna
achieved moderate gain of 5.039 dB which is considered fairly well in terms of a
compact antenna design. Figure 5 presents the 3D gain plot for the proposed antenna.



Microstrip Patch Antenna for Future 5G Applications 473

Fig. 5 3D gain plots

3.4 Radiation Pattern

Two-dimensional radiation pattern of the patch antenna is presented in Fig. 6. An
omnidirectional pattern has been shown by the proposed antenna which is desirable
for mobile communication.

Fig. 6 Radiation pattern
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4 Conclusion

A small and compact microstrip patch antenna has been proposed for 5G wireless
standard. The stupendous increase in mobile speed and technologies is approaching
from fourth generation (4G) to fifth generation (5G). The antenna resonates at
10.04 GHz with a return loss of −56.65 dB and can be used in future 5G wire-
less devices. The proposed patch antenna shows the gain of 5.039 dB. The structure
of the antenna is small and can be easily integrated in devices where space is a major
issue.
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Multilayer Perceptron and Genetic
Algorithm-Based Intrusion Detection
Framework for Cloud Environment

Parul Singh and Virender Ranga

Abstract The attractive characteristics of the cloud computing environment
encourage its growth and penetration in various sections of society like government,
education, entertainment, etc. The large-scale adoption of cloud computing not only
provides services to users but also presents a wide attack landscape to the attackers
and intruders in order to perform sophisticated attacks. Widespread implementa-
tion of cloud computing and its distributed and decentralized existence makes this
computing paradigm prone to intrusion and attacks. Thus, the creation of network
intrusion detection framework using anomaly detection method for cloud computing
network with a better assault identification level and less false positives is essential.
This paper discusses an effective network-based intrusion detection model utilizing
artificial neural network strategies such as multilayer perceptron programmed with
a genetic algorithm, as well as compares it using other machine learning techniques.
The genetic algorithm was incorporated in multiple layer perceptron to predict the
connection weights. Standard IDS dataset, namely CICIDS 2017, was used for simu-
lation and testing of the suggestedmodel. The results of implementation demonstrate
the ability of the proposed model in the identification of intrusions in the cloud
environment with a higher rate of detection and generation of minimal false alarm
warnings, which suggests its dominance relative to state-of-the-art approaches. The
implementation results show an accuracy of 90%.

Keywords Cloud computing · Intrusion detection system · CICIDS 2017 ·
Multiple perceptron · Genetic algorithm
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1 Introduction

1.1 Cloud Computing Environment

The emergence of the cloud computing world has changed the information tech-
nology sector entirely. Cloud computing is a paradigm that provides users with
tools, applications, and services on a pay-as-go basis according to their need [1].
Characteristics of the cloud are as follows on-demand self-service, access to a broad
network, multi-tenancy and pooling of resources, faster scalability, and measured
service. These attractive features of cloud computing are motivating its adoption in
different sectors such as government, education, and entertainment. There are three
ways in which applications can be deployed are public cloud for multiple users,
for individual organizations or users private cloud and hybrid cloud for both at the
same time. Cloud services can be accessed through the provision of infrastructure,
services, and execution platforms. It has emerged as a computing paradigmwhich has
proved to be a driving force for small-scale IT companies. Cloud computing elimi-
nates the need for maintaining data centers, continuous up-gradation of applications,
etc. Cloud computing led to the separation of operating systems and hardware [2].

Intrusion detection framework classification depending on their placement in
Cloud. Classification of the cloud computing intrusion detection framework by loca-
tion is hypervisor-based cloud IDS, network-based cloud IDS, host-based cloud
IDS, and distributed cloud IDS [3]. Network-based cloud IDS tracks incoming and
outgoing traffic in network, network contracts, and software operations to detect
suspicious behaviors and attacks such as a bot, heartbeat, and denial of service
or even tries to unlock and intrude into the computers [4]. An intelligent agent is
installed on the hypervisors installed on the servers maintained in the data centers
of cloud infrastructure in hypervisors-based cloud IDS. Smart software is installed
over the monitored host in the host-based cloud IDS. Distributed IDS is deployed in
the network as well as on the host.

Motivation. The virtualized machines running on hypervisors installed on servers
in the cloud network can be compromised by zombie hosts or hackers bypassing the
security inspection conducted by firewall safeguarding the network at the entry point
in order to get unauthorized access to data centers that threaten the security of sensi-
tive information uploaded on it. Attackers have developed advanced techniques and
are exploiting new vulnerabilities to bring down cloud services [5]. 2011, witnessed
a data breach in which an intruder used services of Amazons Elastic Cloud service to
perform an attack on online entertainment systems of Sony entertainment by regis-
tering and opening an anonymous Amazon Elastic Computer Cloud service account.
This attack was the largest data breach in which more than a hundred million account
details of customers belonging to Sony Company were stolen [6]. In the year 2013
in the USA, Stratford announced a security breach in which credit card numbers of
seventy-five thousand users were leaked [6].

The above-mentioned incidents show that security is one of the major challenges
in cloud infrastructure and the importance that intrusion detection systems hold in
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safeguarding user’s information stored in the cloud and in maintaining the trust of
consumers. Although designing a network-based cloud intrusion detection frame-
work has become sophisticated, it is understood that the network-based cloud intru-
sion detection framework should perform analysis on a large amount of information
and should be able to determine attack patternswith the highest possible accuracy and
minimal false positive. Conventional intrusion detection techniques pose overhead
on cloud infrastructure in terms of processing resources and cost involved. Therefore
new techniques, such as machine learning, need to be implemented [7]. The paper
comprises five sections. The first provides a brief overview of the cloud computing
paradigm and the importance of IDS. The second section describes the already
existing solutions. The third section outlines the techniques used in the proposed
framework. The fourth section gives a detailed description of the suggested IDS.
The fifth section describes the implementation details and results. The fifth section
provides a conclusion and future scope.

2 Literature Review

In [8], a newCS-PSO-based feature selection systemwas proposed and implemented
to develop an effective IDS that reliably and rapidly classify attacks in the cloud
infrastructure. The two components of the suggested IDS framework are a CS-PSO
algorithm and a logistic regression classifier. The CS-PSO algorithm integrates CS
and PSO methods to select the best features. The second component is a logistic
regression classifier that was used to categorize instances selected from the NSL-
KDD dataset as a normal or an assault pattern. PSO was incorporated to find the
local best in search space, and CS was used to determine the global best value. The
combination of these two evolutionary models inspired by nature produces greater
accuracy compared to the other methods.

Besharati et al. proposed a cloud intrusion detection system for protecting virtual
machines and need to be installed on a particular machine [9]. Logistic regres-
sion algorithm is used in significant feature extraction of each class, and the values
obtained are enhanced further which are using regularization techniques. The clas-
sification of cyber-attacks was done by using three different classification algo-
rithms of machine learning: linear discriminate analysis, decision tree, and artificial
neural network with ensemble machine learning technique: bagging algorithm. The
proposed solution was demonstrated using a benchmark intrusion detection system
dataset NSL-KDD. The results of the implementation of the solution illustrate its
ability in the determination of intrusion within cloud computing environment with
high accuracy. The simulation results show its superiority on other methods for
detecting an attack.

In [10], the authors suggested an intrusion detection framework using an anomaly-
based detection technique for the environment of the cloud computing paradigm via
the integration of different machine learning techniques. The authors have applied
the proposed system to the cloud computing environment’s hypervisor layer. The
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combination of artificial neural network and fuzzy c-means machine learning algo-
rithmwas utilized for better categorization. Simulation of the proposed algorithmwas
done using benchmark intrusion detection dataset DARPA’s KDD1999 cup dataset.
The proposed model achieved high accuracy and minimal false positive alarms.
The algorithm outperformed the other classification approach adopted in machine
learning-based intrusion detection framework using algorithms such as classic neural
networks and the Naive Bayes classifier.

In [11], the authors proposed a dimensionality reduction method in order to elim-
inate redundant and irrelevant features. Efficient correlation-based feature selection
(ECOFS) technique was used to handle both linear and nonlinear dependent features.
The effectiveness of the proposal is evaluated by employing it in Libsvm-IDS. The
proposed solution is demonstrated using two benchmark intrusion detection system
dataset, namelyDARPA’sKDD1999 cup andNSL-KDD.The implementation results
indicate that the developed technique picks the smallest number of features after
the deletion of obsolete features. When the algorithm was applied Libsvm-IDS, it
produced accurate results in less computational time and cost. The accuracy obtained
through this technique proved to better than the other two existing techniques.

Mehibs et al. suggested a network-based intrusion detection framework to protect
cloud services and networks from various assaults using a fuzzy c-means clustering
algorithm [12]. Fuzzy c-means technique was used to split the dataset into two
clusters, one for anomalous patterns and the other for regular patterns. The proposed
framework comprises two steps; the first step is training in which best cluster centers
are identified. The cluster centers obtained from the training phasewere used to assess
the cluster of fresh instances that are not seen. Training and testing of the proposal
were done using the KDD cup 99 datasets. The authors’ findings indicate that the
proposed system has a good detection rate with a small false positive warning.

In [13], the authors have suggested a distributed intrusion detection system for
the environment of cloud computing paradigm based on machine learning tech-
niques. The system proposed is intended to be implemented side by side in the
cloud with the edge network components of the service provider. The suggested IDS
comprises fivemodules: cloud network data storagemodule, a preprocessingmodule
for network traffic, module for detection of an anomaly, module for the synchro-
nization of network traffic, and attack reporting module. Ensemble learning-based
random forest classifier was used for the classification of instances. The new IDS
was reviewed using the benchmarked dataset Coburg Intrusion Detection Dataset-
001 and built on the Google Cloud Platform. The results obtained by applying the
regular random forest on Coburg Intrusion Detection Dataset-001 are outperformed
by the result obtained on the proposed system in terms of precision and runtime. The
system obtained an overall precision of ninety percent.
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3 Methodologies Used

3.1 Multilayer Perceptron

Multilayer perceptron (MLP) is one of the neural network architectures consisting
of more than one perceptron in the deep artificial neural network. They consist
of an input layer to obtain input signals, an output layer to make a decision or
decision about the input data obtained and an unspecified number of hidden layers
to do all the computation. Multilayer perceptron is applied to problems dealing
with supervised learning. They are trained on a series of pairs of input–output and
practicemodeling the associationbetween those inputs andoutputs. Training involves
modifying the features of the model, including weights and bias in order to eliminate
the misclassification. The error concerned may be calculated using such as several
methods root mean square error (RMSE). Adjustment in connection weights and
bias relative to error is made by applying a back-propagation neural network (bpnn).
The multilayer perceptron works in two stages, namely forward pass and backward
pass [14]. The input signal travels via the neurons of hidden layers from the neurons
of the input layer to the neurons of the output layer, and the output layer decision
is evaluated in the forward pass. In the backward pass, the partial derivative of
the error function is propagated back over a multilayer perceptron using a back-
propagation neural network (bpnn) with respect to different biases and weights.
Parameters for multilayer perceptron neural networks may be modified to bring it
one step nearer to the lowest error value that could be done using and gradient-based
optimization technique. The stage at which the decrement of error stops is known as
the convergence stage.

Genetic algorithm. In the 1970s, John Holland developed an algorithm based
on the fundamentals of natural selection, biological evolution, and recombination of
genes which were named genetic algorithms (GAs). GAs are artificial intelligence
techniques that are often used for the optimization of problems. All the solutions to
a particular are encoded in a chromosome. The features contained in a chromosome
are called a gene. The group of chromosomes generated by genes is known as the
population. The fitness function is used to determine the quality of each chromosome
according to the solution required. Genetic algorithm involves a series of steps which
are as follows: An initial population is created using a random selection of solutions.
Each solution is assigned a fitness value, depending on its proximity to the problem
solution. Chromosomes with good fitness value are retained while chromosomes
with bad fitness value are discarded. Higher fitness value chromosomes have a higher
probability to produce new offspring. If the newly generated chromosomes contain
a solution near enough to the optimal solution, then the target has been achieved.
The new generation will undergo the same process as their parents if the target is not
achieved (Fig. 1).
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Fig. 1 Genetic algorithm workflow

4 The Proposed System

This section provides a detailed overview of the proposed IDS. In this paper, we have
used an artificial neural network technique, namely multilayer perceptron because of
the flexibility it provides in the detection of intrusion, the ability to process nonlinear
data, high speed of processing, excellent generalization capacity, and exceptional
classification performance [13].

4.1 Workflow of the Proposed System

A hybrid framework is employed in proposed IDS that is obtained by the integration
of two artificial intelligence techniques, namely multilayer perceptron and genetic
algorithm. The CICIDS 2017 dataset was preprocessed using the following operation
categorical encoding, handling NAN values and missing values, and normalization.
The preprocessed dataset is then split into a training dataset and a test dataset. The
IDS was trained using a multilayer perceptron, and a genetic algorithm was used for
weights and bias adjustment of themodel. Our artificial neural network is amultilayer
perceptron, with one layer of input neurons, two layers of hidden layer neurons, and
one layer of output neurons. The number of attributes extracted from the dataset
and presented to the input layer specifies the number of neurons in the input layer.
The output layer is comprised of one neuron gives value 1 in case of an instance
of dataset classified as abnormal pattern and value 0 in case of classification of an
instance as a normal pattern. Genetic algorithm (GA) is utilized to find optimal values
for connection weights and bias which reduces convergence time, the execution time,
and processing power of the system. The trained model is tested with test dataset
instances. The suggestedmodel predicts the class towhich test input instance belongs
that is to an abnormal class or to a normal class. Figure 2 shows workflow of the
proposed IDS.

Framework of IDS based on multilayer perceptron and genetic algorithm.
Our proposed framework comprises three modules, data preprocessing module,
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Fig. 2 Functioning of the proposed IDS

training classifier, and attack detection module. Module for preprocessing data
includes two categorical encoding operations which process assigning numerical
values to string values in a given dataset and normalization which refers to value
scaling of dataset instance between 0 and 1. Categorical encoding was performed
using the binary encoding method, and for normalization, min–max normalization
was used. In the training classifier module, the IDS was trained using a multilayer
perceptron and genetic algorithm, and in the attack detection module, the trained
model is used to test the proposed IDS using test input instance to classify them as
benign or attack instance.
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5 Experimentation and Results

5.1 Experimental Dataset

CICIDS 2017 is a dataset generated by the Canadian Institute for Cybersecurity
that contains the actions of 25 user-based protocols while capturing data [15]. It is
spanned over eight different CSV files. In those eight CSV files, there are 2,830,743
rows containing 80 features which are labeled as normal and attack. This dataset
gives 14 different categories of attacks. The data was captured continuously for
five days that is from Monday to Friday, and categories of attacks contained are
distributed denial-of-service attack, port scan attack, denial-of-service attack, Web-
based attacks, infiltration attacks, and brute force attack. Few shortcomings CICIDS
2017 the dataset are scattered presence, irrelevant features, large data content, and
large imbalance in the class of the labeled data of which classification result is more
inclined to benign labeled data which can be eliminated either by splitting the labeled
class in the majority or merging the labeled class which is present in minority.

Experimental setup and procedure. The efficiency evaluation was conducted
on a 64-bitWindows 10 Pro computer fitted with Intel ® i7-7700 four-core CPUwith
clock speed of 3.60 GHz and primary memory of 12 GB. Preprocessing of datasets is
accomplished using the Python programming language Pandas module. The number
of correct predictions made by the IDS determines its efficiency. Quality assessment
of the intrusion detection system utilizing machine learning can be performed using
elements defined in the confusion matrix. The elements defined in confusion matrix
are true negative (TN) meaning true prediction of normal behavior, true positives
(TP) implying true prediction of attack behavior, false positives (FP) showing false
prediction of normal behavior as an assault, and false negatives (FN) indicating
false prediction of attack as normal. The performance metrics generated using the
confusion matrix which will be used for the evaluation of the proposed IDS are
accuracy rate, F-score, and detection rate.

Accuracy = True Positive + TrueNegative

True Positive + TrueNegative + False Positive + False Negative

Detection Rate = True Positive

True Positive + False Negative

f − score = 2 ∗ Detection Rate ∗ Precision

Detection Rate + Precision

Results and Analysis. To test the proposed approach, certain assessment require-
ments are specified. The performance metrics consisting of accuracy, the detection
rate, and F-score are used to evaluate the system as well as compare it with other
IDS. Figure 3 illustrates comparative results of the proposed IDS with respect to
other popular IDS such as network-based intrusion detection system using gradient
boosting and clustering [7] and an intrusion detection framework using CS-PSO for
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Fig. 3 Comparison of the proposed IDS and other popular IDS

the cloud computing environment [8]. The suggested approach outperformed other
IDSs with regard to the evaluation parameters. The proposed IDS shows a significant
improvement over the IDSs used for comparison in terms of accuracy, rate of detec-
tion or recall, and f-score. Figure 4 displays a comparison of hybrid machine learning
used in the proposed and other machine learning techniques which shows that the
hybrid algorithm used in the implementation of the proposed IDS outperformed other
single and hybrid algorithms (Figs. 3 and 4).

Fig. 4 Comparison of the proposed system utilizing different algorithms of machine learning
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6 Conclusions and Future Work

Network intrusion detection systems are very important for cloud computing since it
is a platform on which a large amounts of user sensitive data uploads every second.
Soft computing are being used widely in the development of intrusion detection
systems (IDS) because of their ability to learn different patterns existing in the data,
the evolution of the learning model, and flexibility in learning the patterns. In this
paper, a machine learning network-based cloud IDS has been proposed using an arti-
ficial neural network technique (multilayer perceptron) and a genetic algorithm. The
genetic algorithm was merged with a multi-layer perceptron to obtain optimal values
for connection weights and bias. The implementation results obtained indicate that
several recent experiments have been outperformed by our IDS. In fact, performance
enhancement approaches also reduced convergence and execution time. Although
hybrid machine learning algorithm requires more computational time, they provide
more accurate results. In the future, we plan to use a combination of other neural
network models with met heuristic techniques such as whale optimization, particle
swarm optimization, and crow search algorithm in order to obtain minimal false
positive and higher precision.
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Position Falsification Misbehavior
Detection in VANETs

Ankita Khot and Mayank Dave

Abstract VANETs stands for vehicular ad hoc networks. In VANETs, alerts like
post-crash notification (PCN), beaconmessages, etc., (with sender id, position, speed
and timestamp) are exchanged between vehicles in order to improve road safety so
that the driver is previously alerted of the hazard or crash that she/he could face
ahead. This technology has a great potential to reduce the number of accidents that
are happening every year. If the driver is alerted few seconds before the accident about
the hazard, then the accident could be prevented from happening. But, in VANETs,
there is a possibility that due to selfish ormalicious reasons, some attackermight send
false alerts and falsified information in beacon leading to change in driver’s behavior
and entire network. This could result in accidents in the network or long-distance
travel of driver. Hence, it is very much necessary to detect the false messages that
are communicated in vehicular network.

Keywords Vehicular ad hoc networks · Misbehavior detection · Vehicular
security · Position verification and machine learning

1 Introduction

VANETs stands for vehicular ad hoc networks. It is a variant of mobile ad hoc
networks (MANETs). Mobile ad hoc networks are self-configuring, infrastructure-
less network of mobile devices that are connected wireless. InMANETs, each device
is free to move independently in any direction, and hence, its wireless link with other
devices keeps changing frequently. Each device forwards or relays the traffic to other
devices, hence acting as a router.
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Vehicular ad hoc networks are used for communication between vehicles (V2V)
for relying alert messages and between vehicles and infrastructure (V2I) for reporting
some event to RSU/CA or road conditions and speed limit alerts from RSU or for
communication between vehicle to pedestrian (V2P) and vehicle to network (V2N).
Together, everything forms vehicle to everything (V2X). Vehicles are equipped with
radio communication. The communication between vehicles is arranged in ad hoc
manner with an IEEE 802.11 g-based WiFi communication system, supported with
wireless roadside base stations. Each vehicle is equipped with short- and medium-
range wireless communication (DSRC—Dedicated Short-Range Communication
System).

Vehicles are referred to as nodes in the network. Vehicles are embedded with
OBUs. OBUs follow ad hoc communication and can be used to get vehicle position,
predict driving behavior and detect traffic violations. Additional functionalities can
be added to OBUs, for instance, traffic, road conditions ahead or alerting emergency
services in case of an accident. RSUs are stationary units located on the roadside
that provide connectivity support to passing vehicles. RSUs can follow both ad
hoc and WLAN communications. Certifying authorities are authorities that issue
certificates, sign the message digitally and provide the private and public keys. The
CAs are government agencies that maintain record of vehicles and their owners
and issue unique identities as license plate and secret credentials like pseudonyms,
public/private keys and certificates. MA is headed by government of state/province.
Each province is divided into several smaller regions each having a local authority
CAs (Fig. 1).

Applications [1] of VANETs are classified into three major groups like
commercial-oriented applications which include advertisement, internet access,
passenger infotainment, etc.; convenience-oriented applications like route diversion,
electronic toll collection, parking discovery, etc.; and safety-oriented applications
like accident notification, road hazard notification, forward collision warning, etc
(Fig. 2).

VANETs are infrastructure-less. They do not have fixed infrastructure. They
are ephemeral; network lasts for a very short time. They have dynamic topology;
topology changes very frequently. Density also changes frequently. They are
self-organizing, distributed networks where mobility of vehicles is very high.

Fig. 1 VANETs
communications model
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Fig. 2 Applications of
VANETs

Different research areas of VANETs are broadly classified into routing, broad-
casting and security [2–4]. Different research areas within ‘security’ domain of
VANETs are broadly classified into security attacks, security challenges and secu-
rity requirements. Different security attacks possible on VANETs are illusion
attack, bogus attack, DoS attack, Sybil attack, false alert generation attack, insider
attack, eavesdropping, jamming, replay attack, etc [5]. Different security require-
ments include integrity, confidentiality, privacy, non-repudiation, authentication and
availability. And security challenges include certificate management, misbehavior
detection and data trust [6].

Misbehavior in VANETs is sending/transmission of false information [7]. Vehi-
cles can send false alerts either due to internal failure (faulty nodes) or due to
selfish reasons (malicious nodes). False alerts could disturb normal functioning of
network and could also change drivers’ behavior and create disastrous situations
in network. In order to prevent this, misbehavior detection is essential and various
misbehavior detection schemes are proposed by various researchers. Misbehavior
detection schemes (MDS) are broadly classified into two types. The first is data-
centric MDS, where false data is identified. And the second is entity-Centric MDS
where the misbehaving node is identified. The messages exchanged in vehicular
communication network are of two types. The first is the beacon message that spec-
ifies the location and speed information of the sender vehicle. And the second is
alert message to ensure safety of vehicles on the road. This alert message speci-
fies information like collision warning, violation warning, road hazards, post-crash
notification, emergency vehicle approaching, etc.

The rest of paper is organized as follows. In Sect. 2, we present the related works.
In Sect. 3, the methodology used is explained in brief followed by Sect. 4 where the
implementation results are evaluated and Sect. 5, where conclusions are drawn.

2 Related Work

There is a lot of active research being carried out in order to detect different
misbehaviors in vehicular network.
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In Trust Management and Fake Data Detection Scheme [8], author et.al. have
proposed a trust management scheme, where each neighboring vehicle is assigned
a trust rating by calculating the average speed and average density from speed and
density values received from neighboring nodes’ beacon. These values of average
speed and density are compared with threshold values. If the difference is high, then
negative trust is assigned, and if difference is low, then positive trust is assigned.
Based on the trust rating, the message is accepted or rejected. Author et.al. also
proposed fake data detection scheme, where he used the position and speed infor-
mation from the beacon and safety messages. Using this information, the author
calculated acceleration and hence the distance by using motion equations. Later by
using the position data of beacon and safety messages, the distance is calculated.
If there is a huge difference between both the distance values, then the message is
considered fake and is rejected.

The proposed ‘fake data detection scheme’ filters out only the false messages
that are transferred between nodes and not between roadside units (RSUs) and node.
It might be possible that the RSU is compromised by the attackers. The proposed
technique has to calculate average speed and average density every second due to
dynamic characteristics of VANETs which result in lot of computations and power
usage.

In detection of malicious node algorithm [9], author et.al. have proposed a detec-
tion of malicious node (DMN) algorithm, where there is one verifier node elected in
the network that can verify the activities of neighboring nodes. If neighboring node
takes time which is greater than a certain predetermined value, then verifier node
detects it to be dropping the packets. Every node is associated with a ‘distrust value.’
Now, the verifier node increases the distrust value by 1 and broadcasts this value to
other nodes in the network. If distrust value increases the threshold, then the verifier
node sends the ID of that particular node to Certifying Authority (CA). The CA then
broadcasts the ID of that particular node in the network of being a malicious node
and blacklists it and isolates from the network. The author does not talk about how
to handle the scenario, wherein the cluster head in itself is compromised. The cluster
head is also a vehicle; hence, the verifier would be monitoring its behavior but how
will it identify misbehavior of cluster head (like whether if it does not take any action
of misbehaving nodes) and whom will the verifier report in this case?

On data-centric misbehavior detection in VANETs [10], author et.al. have
proposed a scheme that can detect whether the alert message received by a node in
vehicular network is valid or not. First, they checkwhether themessage is havingvalid
signature using Efficient Certificate Management for Vehicular network (ECMV)
scheme. Then, they check the freshness of messages by using threshold value. Later
checks if the event location, sender node and receiver nodes location is in particular
order or not (event—ns—nr or nr—ns—event). If not, then message is rejected. If
correct, then the position of the sender node and the location of event are compared. If
found contradicting, then reported to the CA. CAmaps the entity and imposed nega-
tive points and fines the entity. If large numbers of such reports are detected against
a particular node, then its certificate is revoked and is isolated from the network. The
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paper does not discuss how RSU will check whether ni gives wrong report about nj
to RSU. It is possible that ni falsely accuses nj.

In verification-based authentication scheme for bogus attacks in VANETs [11],
author et al. have proposed a verification scheme in order to detect bogus attacks on
vehicular networks.Here, theyused three types of sensors: (1)ARTsensor acceptance
range threshold sensor for observation, (2) proactive sensor for proactive exchange of
neighboring table and (3) reactive position request sensor. Now, if information from
two nodes is different, then it requests information from other neighbors, and based
on majority, the decision is taken, and thus, an attacker is detected. The information
about this attacker is distributed over the network by the RSU. Thus, the other nodes
in the network drop the other packets from the attacker node.

All types of bogus attacks (false speed, density, position, etc.) are not detected
by the proposed scheme, and only, the falsified position information is detected
and requires deployment of many different types of sensors at each node, thereby
increasing cost.

In [12], author et.al. have proposed a machine learning approach to detect false
alerts and position falsification attacks. Here, the author have used various infor-
mation from the alert messages, beacons, neighboring table and historic data to
extract features and applied them on various machine learning algorithms and have
analyzed the results. In false alert verification scheme, attacker has use speed and
density information and calculated flow value. Difference in flow value received and
calculated is derived as a feature. In position falsification verification, the author has
used information from the beacon and compared it with the previous beacon and
local information of nodes sensor. Likewise, features are extracted. This information
along with basic information is fed to its local MDS. MDS which is trained based
on extensive simulations can verify the attack.

In integrated plausibility check andmachine learning for misbehavior detection in
VANETs [13], author et.al. have proposed a framework where they perform location
plausibility check and movement plausibly check to address the issue of location
spoofing in VANETs. In order to enhance their results, they have further used SVM
and KNN algorithms.

In VANET alert endorsement using multi-source filters [14], author et.al. have
proposed a framework to endorse alert messages by applying multi-source filter
to check whether the message is authentic or malicious. Their filtering model for
misbehavior detection is based on threshold curve and certainty of event (CoE) curve.
Threshold curve gives the importance of event according to drivers’ relative position
to the driver, and certainty of event curve represents the probability of correctness
of alert message. This misbehavior detection model prevents unnecessary warnings
and alerts from disturbing the driver. The author has used six complimentary sources
of information, and the results from these sources are aggregated, and only, when
the aggregated result indicates that the message is valid, the driver is alerted.

In position verification for vehicular networks via analyzing two-hop neighbors
information [15], author et.al. have used information from its direct neighbors and
neighbors at one hop position in order to make judgment of position announcement
made by sender vehicle. This scheme defines the plausible area where the vehicle
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should exist by setting the lower bound and higher bound by taking the last obser-
vation of sender from its direct neighbors. If sender is outside the boundaries of this
area, then it is suspected as malicious. In case of sparse traffic vehicle analysis, the
consistence in receives signal strength and said location.

In predicting vehicle’s position using roadside units, a machine learning approach
[16], author et.al. have proposed a mechanism to locate position of vehicle using the
reception power of packets that are send by the vehicles to RSU. The author has
used the relation between reception power of packets received at RSU and distance
between vehicle and RSU. Then, they train a model using machine learning algo-
rithms like KNN, SVM and random forest. Training is done where the vehicle sends
its location in packet and later testing is done, wherein the vehicle asks for its current
location.

3 Methodology

3.1 Statistical Approach

Beacon message received by a receiver vehicle from sender vehicle in VANETs
contains sender id, position (Px, Py, Pz), speed (Vx, Vy, Vz) and time stamp.
Assuming beacon is received at regular interval of 300 ms. Figure 4 shows the
position validation scheme (Fig. 3).

Let vehicle A receives beacon (Pbt1, Vbt1, t1) at time t from Vehicle B.

where
Pbt1: position of Vehicle B at time t1
Vbt1: speed of Vehicle B at time t1
t1: send time of beacon
t: receive time of beacon
c: speed of light
Pat: position of Vehicle A at time t.

Distance = Speed * time
|dist(veh A, Veh B)| = Speed of Beacon * (t − t1)
Pbt1 − Pat = c * (t − t1)
Pbt1 = c * (t − t1) + Pat

Now, receiver can calculate what the location of sender would be after 300 ms
using.

Distance = Speed * time.
Let sender position at time t1 + 300 be P′. This new position could be obtained

as follows.

300 ms = (P′ − P bt1) /V bt1.
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Fig. 3 Proposed validation
flowchart

Fig. 4 VANETs
communication scenario

i.e., P′ = 300 ms *V bt1 + P bt1
where P’ is the calculated position of sender after 300 ms.

If the next received beacon from sender does not approximately have the same
location as predicted, the message is rejected, else accepted.

3.2 Machine Learning Approach

Position falsification attacks are those wherein false position information is passed
in the beacon message. In order to detect these position falsification attacks, machine
learning-based solution is proposed. The proposed methodology flowchart is given
in Fig. 1. In the proposed scheme, we use data within the beacon message from
neighboring vehicles in order to generate various features like distance between
sender and receiver, etc. Then, the features are used to train differentmachine learning
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Fig. 5 Proposed
methodology flowchart

Testing Phase

Model Selection

Training Phase

Pre-Processing and 
Feature Engineering

VeReMi Dataset

algorithms and build a model that can classify whether the message is falsified with
respect to its position data or not (Fig. 5).

3.2.1 VeReMi Dataset

To achieve this goal, we are using a publicly available labeled dataset formisbehavior
detection named VeReMi. VeReMi stands for Vehicular Reference Misbehavior
Detection [17]. It is a dataset built using simulation tools like SUMO, OMNET+
+ and Veins. Using these tools, the attack is simulated and the message logs that
are received bj Onboard Units (OBUs) of vehicles are used to build the dataset. This
dataset is built using five different vehicular densities, five different attacks and five
different attacker densities. The five different attacks in dataset are (1) constant posi-
tion attack (Type = 1), where the attacker transmits a fixed location. (2) Constant
offset attack (Type = 2), where the attacker transmits fixed offset added to the real
position. (3) Random attack (Type = 4), attacker sends random position within the
simulated area. (4) Random offset attack (Type = 8), where attacker sends random
position within the simulation area. (5) Eventual stop (Type = 16), where attacker
behaves normally for some time and then attacks by transmitting the same position
repeatedly.

VeReMi dataset is a log of around 2257 files. Each file has approximately 300
data points. The message logs include two types of data points. Type 2 indicates
that the information is obtained from Global Positioning System (GPS), and Type 3
indicates the information of beacon obtained from neighboring vehicles. Refer Fig. 4
for distribution of data points according to the type of message. Other information in
log is receive signal strength information (RSSI), sender ID, claimed sender position,
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message ID, claimed sender speed, noise, position noise, speed noise, GPS position
and speed of receiver.

The message logs downloaded are in the form of JSON files with file names in
the format of ‘JSONlog-0-7-A0.json,’ where ‘0′ stands for 0th vehicle, ‘7′ stands for
7th OMNET++module and ‘A0′ states that vehicle is not an attacker. The dataset zip
files are downloaded, extracted, merged and uploaded into Google Cloud Platform
(GCP). Using Python, the data points from all files are read into pandas data frame
for further operations.

3.2.2 Preprocessing and Feature Engineering

Feature analysis involves analyzing the importance of a feature in the dataset. Some
of the features are important, but some are not. Excluding the least important features
will help in better classification rate. The results of the dataset are highly dependent on
the type and combination of features used for classification. There are total 3,412,471
data points and six class labels. Figure 3 describes the distribution of class labels
(Fig. 6).

The data needs to be preprocessed and cleaned. The features with all zero values
like noise, position noise and speed noise are dropped. The VeReMi dataset was
analyzed, and various features like receiver position and receiver speed at the time
of reception of beacon, distance between sender and receiver, etc., are extracted.

The plausible location feature is analytically extracted from data points available.
The beacon message consists of data like sender’s position Ps, sender’s speed Ss,
time stamp or send time ts. And through GPS, the receiver can locate its position that
is receiver’s position Pr. Let tr be the time at which beacon message was received.
Beacon message will travel with speed of light (c).

Since distance = speed * time.
(Ps′ − Pr) = c * (ts − tr)
Ps′ = c * (ts − tr) + Pr

Fig. 6 Distribution of class
labels
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where Ps′ is the calculated sender vehicles’ position according to time received in
beacon message. If Ps and Ps′ are equal, then it is an authentic message with correct
position information; else, its position information is falsified.

This data along with basic features is together used to train models using different
machine learning algorithms.

Feature scaling, hyperparameter tuning and cross-validation techniques are
performed. Feature scaling is the method to reduce down the value scale of features
between zero and one. This is done to bring the entire data in a fixed range when there
are highly varying magnitudes or units. If feature scaling is not done, then a machine
learning algorithm can weigh higher magnitudes to be higher and lower magnitudes
to be lower irrespective of their units. For example, 5000 mwill be considered higher
than 8 km and will predict wrong results.

Hyperparameter tuning parameter is the technique where the parameters of algo-
rithm are chosen in such away that it gives optimal solution. Parameters which define
such a model are called hyperparameters, and the process of searching for this ideal
model is called hyperparameter tuning. For example, deciding the maximum height
of leaf in decision tree, number of layers in neural networks, number of neurons in
neural network, etc., that gives optimized model.

Cross-validation is the method where the dataset is divided into different sets, and
one of the sets is for testing, whereas the remaining others are for training. Once
done with this, then one of the other sets is used for testing and remaining others
are used for training and likewise repeated. So, here, all the data is being used for
training and all the data is being used for testing. It is primarily used to estimate the
skill of machine learning model on unseen data.

3.2.3 Training, Model Selection and Testing Phase

In this study, the data is split into training and test data using 80:20 split. For position
falsification misbehavior detection scheme, different machine learning algorithms
were implemented like Gaussian Naive Bayes classifier, logistic regression, decision
tree, random forest, SVM, KNN, KNN + Random forest + Naive. Gaussian Naive
Bayes classifier is based on Bayes theorem where the probability of occurrence of an
event is predicted based on prior knowledge. Logistic regression is a classification
algorithm which uses statistical approach for analyzing a dataset and determines the
outcome. A decision tree is a graph that uses a branching method to illustrate every
possible outcome of a decision. Random forest builds multiple decision trees and
merges them together to get a more accurate and stable prediction. KNN, SVM and
random forest are used together for pipelining by means of stacking classifiers.
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4 Results

The metrics used for evaluating model performance are precision, recall, f1 score
and accuracy. Precision defines the percentage of samples with a certain predicted
class label actually belonging to that class label. Recall defines the percentage of
samples of a certain class which were correctly predicted as belonging to that class.
The f1 score is defined as the harmonic mean of precision and recall. Table 1 shows
accuracy metric obtained for different machine learning algorithms.

We see random forest gives the highest of accuracy; hence, we use it for compar-
ison with results obtained in [13]. Table 2 shows the precision, recall and f1 score
metric comparison between the proposed works with [13].

The bias and the weights were chosen randomly at first; afterward, neural network
will learn itself by applying multiple iterations doing forward propagation and back-
ward propagation. Each unit in the convolution layer has unique weight and bias,
and every unit performs weighted addition between pixels of an image and weights
applied and add bias to it (Figs. 7 and 8).

5 Conclusion

The falsified position information in beacon can change drivers’ behavior, can lead to
accidents and could disrupt the network. Overall, it has a potential to cause hazardous
situation. In proposed work, we have analyzed the beacon message information and
proposed solutions using statistical approach andmachine learning approach.Beacon
information is obtained through VeReMi dataset, performed different computations

Table 1 Results: falsified
position detection scheme

Model Accuracy

Naive Bayes 0.23

Logistic regression 0.24

KNN 0.55

Random forest 0.94

Table 2 Results: comparison
of the proposed scheme with
SVM used in [13]

Attack Proposed [13] SVM

Precision Recall Precision Recall

Type1 0.94 0.95 1 0.82

Type2 0.93 0.92 0.57 0.17

Type4 0.91 0.90 0.81 0.88

Type8 0.95 0.95 0.80 0.87

Type16 0.95 0.95 0.81 0.46
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Fig. 7 Comparison of precision

Fig. 8 Comparison of recall

to get additional features and then applied different machine learning algorithms for
classifying the packet to be normal or malicious. We see that random forest performs
best among the models used in the study. In comparison with [13], we see that this
modelwith extracted features outperforms. It is powerfulmodelwhich can be applied
for position falsified misbehavior detection in VANETs.

As future work, we will use the same machine learning approach for detection of
Sybil attack inVANETs. Sybil attacks can be simulated inVANETenvironment using
simulation tools like SUMO, OMNET++ and Veins. From which, we can obtain a
labeled dataset on which we can apply the above detection models for classification.
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Artificial Intelligence Fuelling the Health
Care

Sahil Jindal, Archit Sharma, Akanksha Joshi, and Muskan Gupta

Abstract Artificial intelligence (AI) is defined as the power of intellectual human
mind that designs an intelligent working system which proves in terms of compu-
tational power designed by the human intelligence. AI is designed in such a way
that it commences to simulate the thought of brain, their thinking pattern, analysing
approach and way of computing the problem. AI is one of the most notable fields
in the current scenario of Fourth Industrial Revolution. AI is not a concept which
finds its application in single field, but it can be used in many domains such as health
care, medicines, evolutionary computation, security purposes, diagnosis and eval-
uation, image classification, accounting databases, transportation and smart cities.
AI explores new routes of computation and follows heuristic approaches in order
to solve biological problems. The present paper defines applications and current
role of AI in health care and how it relates in studies including diagnosis process,
image classification for diagnostic sciences, measuring the tendency of congestive
heart failure, genetic analysis, drug discovery and much more. New techniques and
methods are always a great tool to learn more, analyse more, as well as extract some
useful information. Finally, a broad perception of this emerging topic is mentioned
here to prove the positive role of AI with biotechnology and health care.
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1 Introduction and Impact of AI

AI is a track in the field of computer technology that stresses on the curation of
intelligent machines that perform tasks and think relatively just like humans as per
the report present in brookings.edu. Innovative word like AI was first coined by John
McCarthy in 1956 during his first academic conference. AI is not just a word, but
a tool that forces the people to integrate the information that comes in their mind
or enables them to rethink for enhancement purposes of previous given information
[1]. AI improves the concept of decision-making by analysing the data and exerts the
resulting insights in terms of transforming every walk of life [2]. AI is the analytic
approach in the development of computer systems that matches the perception level
of the human intelligence.

There are lots of working model to prove that level such as speech recognition
by intelligent machine, visual perception in behalf of natural intelligence, decision-
making skill and some more [3]. Human brain is considered as the supreme source
of intelligence, and this is absolutely true. For the sake of simplicity, it is assumed
naturally thatAI can be accomplished by constructing a brain-like structure,matching
with the concept of neuron like processing units working in collaborative manner.
Intelligence is a term that is present in both human beings and the word AI that
specifies the cognitive ability of human beings in contrary to the computational
ability of the intelligent system.

AI is a technology and as you know human study comes under biology, so it
is really a good approach when combine both terms and study the role of AI in
biotechnology [4]. In simple words, AI has taken root in different areas, increases
the efficiency of computation, provides efficient result and cures a problem in most
statistical way. AI also increases the employability status that reduces depression
level of unemployability in the candidates. Some of the common form of AI is
machine learning, neural networks, deep learning and natural language processing.

There are lots of divisionswhereAI is used such asAI techniques smartlyworking
in the power system stabilizer (PSS) design. It is used to add damping to elec-
tromechanical oscillations [5]. It is also used for the security purposes for protecting
computer and communication networks from intruders. Also, there are lots of factors
where AI shows their potential in almost every field of medical area. From cure to
treatment, it shows miracles.

AI is not stopped there, and it follows broad prospect and shows their capability
and effectiveness in terms of computational power. From accounting databases to
large volumes of data, an accurate approachwith or without direct participation of the
decision maker to be possible with the investigation role of intelligent system such as
AI. It changes the theme and visualizing pattern of gamingworld.AI adds the features
to the games such as path finding for the non-playing character, decision-making and
real-time learning and some more. AI does not give a command to see a future, and it
is a realistic termwhich is here today and established into a variety of domains. These
include fields of finances, securities, health care, transportation, smart cities, etc. AI
makes an impact on the world by following the natural intelligence and reinforcing
human potentials in extreme ways [6].
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2 Scenario of AI with Health Care

Historically, biology field is used in correlationwith the deep learningwhich is one of
the parts where AI shows their existence and to be more meticulous where the whole
scenario is revolving around statistics and genetics. It is noted that Gregor Johann
Mendel’s experiment of pea breeding provided decisive data for the expansion of the
statistical theories given by Pearson and Fischer. Heredity laws uncovered byMendel
provided crucial data which gives the pea plant genetic factors that are further moved
to the offspring as stated by a certain direction to determine the traits of offspring
[7]. Relationship between genetic factor and the observed traits is described on the
collaborative studies on statistical models defined by Mendel, Pearson and Fischer.

As compared with the image or text data sets, biological data is much more
networked and multidimensional. Indeed of this, you can say that a simple statistical
model for biological data sets is more appropriately represented using AImodel. You
can consider to uncover the genetic factors as the key objective of biological research.
Based on the automated robots, results of high-speed DNA synthesis technology
created by the J. Craig Venter Institute [8] are calculated on the basis of first artificial
micro-organism and the artificial yeast synthesis project [9].

In health care, AI plays differently such as AI tools helps designers to improve
computational sophistication. Let us take an example of Merantix, a German
company [1] that applies deep learning concepts to originating medical issues.
This includes lymph node detection using computer tomography (CT) images in
the human body [10]. This one is not a such type of computation that humans cannot
perform but the problem is that a radiologist may be able to carefully read only four
images an hour and charge $50 per hour as per their need. Let us consider 50,000
images, the cost of this process would be $625,000, which is extremely high, and
the casualty offer in terms of increase in cost and decrease in computation power.
Now the question is that how AI solves this situation; basically, it trains intelligent
machine on given data sets which is created on the basis of previous computation that
learns to differentiate between the lymph node regularities. So, here AI plays their
role and increases the computation power and correctness of the labelling. Further,
radiological with the help of this intelligent system apply imaging constraints to
patient and calculated the thoroughness of lymph nodes either is at risk of cancer or
not.

In AI, fuzzy logic is a concept which is used for data handling methodology but
sometimes it permits ambiguity and hence this type of concept plays their role in the
medical applications. AI role is there in a way that it uses the conviction of fuzziness
in a computationally effective manner. Second role is the evolutionary computation,
in which natural selection method is taken into consideration for the best fit in unfold
real-world problems. Genetic algorithms are the most useful example for medical
applications used as an evolutionary computation. In the medical area, AI is used
for the enhancement purposes and improves the steps of decision-making. And the
example of such area where AI is used such as Clinical decision support system,
i.e. one of the first successful application of AI. As well as analysis of model-based
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intelligent system and tools for decision-making are important in medical imaging
for computer-assisted diagnosis and evaluation. Here, AI techniques are used in the
biomedical image classification for diagnostic sciences. Some common examples
are artificial neural networks focusing on diagnostic science, endoscopic images and
MRI brain tumour analysis.

One of the big roles of AI has been applied to measure the tendency of congestive
heart failure, an ailment that is mainly seen in the senior citizens. In order to cure a
disease, a prevention on time is necessary, so AI tools are benevolent here because
they estimate the potential challenges in advance and dispense the proper resources
to patient education, sensing and dynamic interventions that keep patients out of the
hospital [11]. Currently, genetic analysis is one of the most obvious implementations
of ML techniques for diagnostics named as Sophia Genetics [12], a Swiss-based
start-up that exemplifies the state of the art. They take a blood sample from the
patient and, with the help of their powerful analytical AI algorithms, process it and
then analyse the data. Nowadays, gene editing or data analysis done in the laboratory
is handed to AI programs as a form of secretarial work [13].

Using CRISPR, desktop genetics that works through AI designed constructs for
gene editing. In health care, a boomingbusiness is created byAIwith the development
of drugs around 21% of global demand for pharmaceuticals [14]. In the last decade,
the emergence of biotechnologies seen in many areas such as technology is used
to convert any blood type into universal donor type O, human organs printed by
SD printers, monitoring fetal genetic abnormalities using non-invasive techniques &
now infamous CSISPR/cas9 gene-editing technique have inspired a serious ingress
of interested investors into biotechnologies. In medical field, case sheets of each and
every patient are maintained. These case sheets carry all information related to the
patient’s disease. Some of the disease like STDs has a marked social stigma attached
with them. Because of such reason, patients do not want to disclose them. Nowadays,
AI offers 100% privacy to data. Fusion of AI with biotechnology I shown in Fig. 1.

3 AI is the Future of Health Care

Whether it was Google, Microsoft and any other big MNCS, everyone was trying to
explore the new era of artificial intelligence in each and every field. No matter how
big the deal is, but each and everyone was trying to grab the new in AI. But above all
this, use of AI in biotechnology proved to be a bloom for mankind. In the discovery
and development of drugs, AI plays a crucial role. Some sort of new chemical entities
can be recognized that based on the discovery of drug metabolites. The conventional
method used in drug discovery was very obsolete as it is very much time consuming
and fleeting as it takes several years and a lot of investment averaging over $2.5B or
more [15].

Apart from all these, major drawbacks are they are labour- and resource-intensive.
Some of the drugs failed due to economic and technical reasons and thewrong combi-
nation of compounds. AI resolves all these problems. Its effectiveness was amazing,
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Fig. 1 Fusion of AI with
biotechnology. From the
discovery to development
when AI works with the
biotechnology, the fusion or
the role of both increases the
experiment role of many
applications in the area of
healthcare

for example, deep learning algorithm, in which model is defined that calculates 70%
accurate reaction types. Result demonstrates AI has certain predictive ability and
application value. Another exclusive feature of AI is its assistance to people with
information gathering, data crunching, routine customer service and physical labour,
thereby freeing them for higher-level tasks that require leadership, creative thinking,
judgement and other human skills. All of the above-mentioned facts prove that AI
had an extreme impact on humanity at large.

Humans have a tendency to make things smarter and smarter. Another example is
where humans enabled a computer to ingest data, process it and provide an outcome.
In layman terms, this is cognition and technologies that enable cognition are AI in
short. Surely, this will impact human race at a large scale. Even today, we have AI
complimenting humans and not replacing them; for example, AI assesses an X-ray
and helps a doctor to arrive at better diagnosis. This fascinationwith biotechnological
advancement makes life comfortable for all. Humans, their expectations and field
associated with them are vast, and they continuously tried their best to chase them
to make life more comfortable and easy. Amongst all these fields, health care is
one of the most highlighted and star marked. AI plays a vital role in promoting and
improving health care. In many fields like oncology, neurology and immunology,
works of AI were really fruitful [15]. From hours to minutes, then confinement to
just mini seconds was really amazing. Primary aim of health-related AI application
is to analyse the input and patient outcome.

Another most important aspect of AI in medical field is its nursing assistance.
Hospitals cannot be run alone by single member, and all the working members have
to work as a single unit. A single mistake can deteriorate the condition of patient.
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AI can work here as a virtual nursing assistant which can give accurate medical
advice and observe patient’s health based on the symptoms that a person can initially
describe to an AI model (i.e. virtual nurse).

AI also plays an important role in inventing a new drug, which was not an easy
task to perform. It takes millions of expenditure, and along with these it was a time-
consuming process. But in the emerging situations like pandemics or epidemics, it
is very essential to launch a new drug in a limited span of time. Currently, a disease
spreads like a fire such as coronavirus. Scientists have no idea related to its treatment,
but with the help of AI they can do this difficult task in a short time span with the
use of MTDTI (i.e. Molecule Transformer Drug Target Interaction) [16]. It is based
on the principle of identification of effective drug based on the compounds present
in them. Finally with the help of AI, we got Favilavir, first effective drug against
coronavirus. So, we can say that AI can execute healthcare tasks better than humans
and also AI can shorten the time involved in overall process.

4 Conclusion

Artificial intelligence is not just two or more words or phrases that can be concluded.
It is a perspective that can be explored on a large scale. In every field, it works like
multi-specialist. Its accuracy, precision in work and time-saving qualities make it
different from others. This is the main reason for the flourishment of AI in all sectors
specially biotech of biomedical. Right from the diagnosis to treatment, it fulfils all
the tasks with such an accuracy that was impossible for human being to achieve it
alone. Right from the emergence of existence of human being on the earth, evolution
was taken place. It is an ongoing process. From human beings to animals, a lot of
major and minor changes were going to happen for the sake of betterment, to adjust
themselves according to changing external factors like temperature, weather, etc.
They want to live their life in a standardized manner. There is no chance of mistake.
And with the advent of AI in every field specifically in biotechnology, our dream of
being perfect looks some mile away from us. AI has taken root in biotechnology and
increase the efficiency of computation provides efficient result. AI agents, in turn,
can assist people with information gathering, data crunching and physical labour
so that AI will flourish well. Early enthusiasm for the application of AI must be
needed. So, it can be concluded that AI can suppress the large-scale automation of
healthcare professional jobs for a considerable period. Hence, we cannot deny its
existence in our life. It is the need of the hour that we all work in collaboration with
the flourishment of AI to make our present secure and future brighter.
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A Systematic Review of Risk Factors
and Risk Assessment Models for Breast
Cancer

Deepti Sharma, Rajneesh Kumar, and Anurag Jain

Abstract Breast cancer is the utmost frequently occurring as well as the most
common reason for cancer-related deaths among women community worldwide. In
Indian females, breast cancer ranks with the highest rate as 25.8 out of 100,000 with
the mortality rate of 12.7 per 100,000 women. Early detection and accurate diagnose
will facilitate the clinicians to fight against this deadly disease worldwide. To differ-
entiate between the patients at higher risk and lower risk of breast cancer, various
risk factors and risk analysis models have been developed. Machine learning-based
models help in the categorization of high-risk and low-risk patients. Once catego-
rized properly, high-risk patients require more surveillance, prophylactic count, and
other preventive measures like chemoprevention or surgery. Patients with low risk
should also be kept under surveillance tominimize the probability to turn in high-risk
patients. In this paper, the authors have identified the key risk factors for breast cancer.
The authors have done a systematic review of different risk assessment models for
breast cancer.

Keywords Breast cancer · Breast cancer gene (BRCA) · Risk assessment · Breast
cancer gene carrier probability (BRCAPRO) · Breast and ovarian analysis of
disease incidence and carrier estimation algorithm (BOADICEA)

1 Introduction

In contemporary health challenges in women all over the world, breast cancer is
responsible for significant morbidity and mortality. Breast cancer constitutes about

D. Sharma (B) · R. Kumar
Department of Computer Science and Engineering, Maharishi Markandeshwar (Deemed to be
University), Mullana, Ambala, India
e-mail: deeptisharma85@gmail.com

A. Jain
Department of Virtualization, School of Computer Science, University of Petroleum and Energy
Studies, Dehradun, India

© The Editor(s) (if applicable) and The Author(s), under exclusive
license to Springer Nature Singapore Pte Ltd. 2021
N. Marriwala et al. (eds.), Mobile Radio Communications and 5G Networks,
Lecture Notes in Networks and Systems 140,
https://doi.org/10.1007/978-981-15-7130-5_41

509

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7130-5_41&domain=pdf
mailto:deeptisharma85@gmail.com
https://doi.org/10.1007/978-981-15-7130-5_41


510 D. Sharma et al.

27% of cancers affecting humans and about 25% of cancers affecting females in
developed countries. Although it can affect both males and females, it is about a
hundred times more commonly found in females compared to males [1].

Among the women in the age bracket of twenty to thirty-nine, breast cancer is the
subsequent reason for cancer-associated deaths worldwide. In breast cancer history,
both clinical and pathological factors are involved. Usually, breast cancer starts with
the normal proliferation of the outer skin of the breast to carcinoma, carcinoma to
carcinoma in situ, and ultimately carcinoma in situ to metastatic diseases. Breast
lesions can be of two types, malignant and non-malignant [2].

Increasing age cases of breast cancer is an important issue. Timely detection of
breast cancer improves the survival rate of patients, and overall, the key factor in
improving the mortality rate in cancer is its early detection and accurate diagnosis.
However, the increase in patient numbers and experienced clinicians or pathologists
is a big challenge for inaccurate diagnosis. The imbalance of medical resources
in allocation also increases the chance of the wrong diagnosis. In this scenario of
increase incidence of cases and challenges for providing a base for early diagnosis
and treatment, a machine learning-based reliable program helps the doctor in breast
cancer diagnosis in a fast and reliable manner [3, 4].

1.1 Overview of Breast Cancer Risk

Breast cancer is a collection of various breast diseases inwhich uncontrolled divisions
and changes in the tissues of breast cells occur. This division and change of tissues
result in the formation ofmass and lumps. Themain origination of cancer in the breast
is the lobules (milk glands) or in the ducts of the cells. Breast cancer can be diagnosed
by Clinical Breast Examination (CBE) or by screening through mammograms or
MRIs. Breast cancers are categorized into two types: In-Stu (localized) and invasive
or infiltrating, means the walls or glands of the abnormal cells have broken up and
spread to the neighboring cells. Timely detection of cancer helps in the increase of
the possibility of survival and cure of patients. Proper risk assessment and the study
of factors associated with these risks are significant tools for this [5].

1.2 Significance of Risk Assessment

Risk assessment is a term used to understand the comprehensivemethods to calculate
the risks that may be the potential to cause some dangerous results. Breast cancer is a
crucial challenge for healthcare professionals on both diagnosis and treatment part.
The prevalence of breast cancer is increasing worldwide, which ultimately results in
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the mortality of the patients. Breast cancer diagnose at late stages led to an increase
in death rates. Early detection of cancer helps in reducing the risks of diagnosing
and improves the survival and cure rate of patients. Timely detection of cancer is
important in both cases, early diagnosis in the significant women and screening in
the insignificant women [6, 7].

1.3 Risk Assessment Modeling

Different statistical models represent the breast cancer risk assessment that has been
designed and validated for this purpose. The main constraint that is related to these
models is sensitivity, specificity, and accuracy. Variable results are received when
we independently validate all the existing models. Some models predict risks in
mutation carriage in breast cancer, but the accuracy is the main discriminatory factor.
Receiver operating characteristic curves best represent a balance between specificity
and sensitivity. An area under the curve (AUC) determines a model’s accuracy. AUC
is also known as C-statistics. A perfect, accurate model has AUC of 1.0, while 0.8 or
0.7 is as of good accuracy, and, at last, AUC of 0.5 is a matter of chance for a model.

This paper has been structurally organized as follows: Section 2 lays down the
various risk factors involved with breast cancer, Sect. 3 discusses the various existing
models involvedwith risk assessment in breast cancer, Sect. 4 is about the comparison
of different models according to the risk factors involved in them, Sect. 5 describes
the significance of machine learning in breast cancer prediction, and Sect. 6 presents
the paper conclusion and future possibilities.

2 Risk Factors for Breast Cancer

Risk factors involved in a disease are something that inclined the feasibility of devel-
oping a disease in an individual. Broadly, the breast cancer risk factors can be of
two types: environmental and host factors. Environmental factor in the presence of
previous incidence of breast cancer in family members is strongly related to new
incidences. Apart from it, host factors associated with risk are endocrine imbal-
ance, excess body weight, benign breast proliferation, poor nutrition, and sedentary
lifestyle with habits like smoking and alcohol. These together or in isolation damage
DNA, leading to the mutation in the BRCA family of the cancer suppressor gene.
This genomic cause, although harder to diagnose and manage, is the future of breast
cancer management [5].

To estimate the risks of breast cancer efficiently, we need to identify and quantify
the risk factors involved in breast cancer. There are various aspects involved in the
increased incidences of breast cancer. Many of them are summed up here.
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2.1 Risk Factors

Family background related to the breast cancer:Despite fewer incidences ofmortality
from breast cancer every year, breast cancer is still a deadly disease and burden for
the doctors [8]. Many personal and family constraints involve in this like:

(i) Age/gender: Growing age is a crucial risk aspect for breast cancer. Two-third
cases of breast cancer rise and appear after the age of fifty-five. Also, breast
cancer frequently appears in women as compared to men [9].

(ii) Unilateral or bilateral diseases.
(iii) Degree of relationship: Younger age diagnosis of breast cancer in the family

may increase the breast cancer risk thrice in their\first-degree relatives
(mother, sister, and daughter).

(iv) History of previous family cases of breast cancer.
(v) Related early tumors diagnosed.
(vi) Personal history of malignancy.
(vii) Hormonal and reproductive factors of breast cancer risk: Various aspects

like early onset of menarche (less than twelve years) or prolonged age of
menopause (more than 55 years) are concerned with the rise in the risks of
breast cancer. Every year, 4% of cases of total breast cancer cases are by
cause of decrease age at menarche and 3% cases with the association of late
menopause [10].

(viii) Late age at first pregnancy (age greater than 35) also inclined the concern for
breast cancer. In females having first pregnancy at age of 30 years is more
vulnerable for the risk for breast cancer than the women giving birth around
age of 20. Breastfeeding is linked with reduced breast cancer risks; therefore,
an increased no. of years of breastfeeding were necessary for the impact on
risks [11].

(ix) Mammography density: Important risk factor mammography density is
defined as the breast tissue proportion on amammogram, which is denser than
the surrounding tissues. The mammogram can rapidly and reliably measure
breast density, and such mammogram data could be pre-owned accurately in
risk estimation along with breast cancer after-treatment prognosis [12].

(x) The proliferation of breast diseases: Many types of breast proliferations are
linked with breast cancer risk. Diseases like LCIS and DCIS or benign condi-
tion of the breast are ten timesmore prone to breast cancer. Ductal hyperplasia
or lobular hyperplasia has immense possibility of breast cancer [13].

(xi) Oral contraceptive pills: Continuous intake of birth control pills (BCP) is also
related to the rise in breast cancer incidences. The risk seemed to disappear
after stop taking the pills [8, 14].

(xii) Ionizing radiation exposure: Atomic bomb survivors in Japan are seen with
increased breast cancer’s risk. Patients suffering from Hodgkin’s disease
below 20 years age also have chance of developing breast cancer. Therapeutic
radiation in breast zone in the first thirty years of the lifetime also inclined
the risk of breast cancer [15].
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2.2 Lifestyle-Related Risk Factors

Many epidemiological studies conclude some lifestyle factors are also responsible
for breast cancer. Sedentary lifestyle and inactivity in daily life also led to increasing
the risk.

(i) Diet/nutrition: Excess intake of dietary fat is directly proportional to increased
incidence of breast cancer.

(ii) Excess body weight and weight gain: Postmenopausal weight gain is strongly
linked with the risks of incidence of breast cancer.

(iii) Smoking and alcohol consumption: Smoking and alcohol intake are strongly
linked to increased risks of breast cancer.

(iv) Physical inactivity: Regular physical activity, especially postmenopausal, has
effective protection against breast cancer. Brisk walking of minimum 10 h in a
week by women benefits them against fighting cancer, according to the WHI
study.

2.3 Other Risk Factors

According to recent studies, the role of vitamin D and calcium is associated with the
risk of breast cancer. If during premenopausal period females have taken low dairy fat
products, vitamin D, and calcium, it is associated with increased breast cancer risk.
Various other factors like genetic predisposition, height, breast density, menstruation
cycles, breastfeeding, environmental pollution, etc., are some other factors involved
in risk [16] (Table 1).

3 Risk Factor Incorporation in Models for Risk Estimation

Models for cancer risk estimation are the combination of risk aspects involved in
breast cancer and their prediction as an output of the model over a specific time or
lifetime of the patient. The frequent risk aspects responsible are pedigree and its
advanced stage. The lifetime risk (LTR) is defined by many risk assessment models
[17]. The risk assessment models are classified into two classes:

(i) Empirical models.
(ii) Genetic risk prediction models or statistical models.

These models are used by the doctors to decide the patient is surveillance or not.
Some models are implanted on the pedigree of patients, while some include other
related factors. The main task of the models is basically to find the BRCA1/2 gene
mutation of the patients to ultimately find the aspects of breast cancer.

For healthy women, those who want to find about their breast cancer risk in
the future, the risk estimation is calculated by examining their pedigree. The most
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difficult task for clinicians is to decide the correct model for an individual from a
large diversity of models.

To find organized analysis of all the available risk assessment models, different
models have a variable set of risk association, pedigree, and methods to calculate the
risk in an individual. There is a variety of scoring systems, and models have derived
the possibility of BRCA1 or BRCA2 mutation in an individual [18].

(i) Empirical Models: These models detect the BRCA1 and BRCA2 mutation
possibility on genetic testing. The empirical models consist of some early
models like the Shattuck-Eidens model and Couch model. The Couch model
further improvised as the Penn II model. The tabular scoring system is also
a part of empirical models. To simplify the time-consuming scoring system,
two similar screening models developed. These are family history assessment
tool (FHAT) and the Manchester model. Another group of empirical models,
such as the Australian LAMBDAmodel and National Cancer Institute model,
both are used for the calculation of risk in a specified population [19].

(ii) Genetic Risk PredictionModel: Themodels that used for emphatic conclusion
about the genes convoluted and frequency of alleles carried out by an indi-
vidual and the aspects of breast cancer carried out by these alleles are under
this category ofmodel. These illustrations use parentage background, personal
history, and the pedigree of the individuals. Mainly, they calculate the cancer
risk. The models are Gail model, BRCAPRO, Breast and Ovarian Analysis
of Disease Incidence and Carrier Estimation Algorithm (BOADICEA), Yale
Universitymodel, InternationalBreastCancer Intervention (IBIS)model) also
called as Tyrer–Cuzick model, Claus model. These models are summarized
in more detail below [20].

(iii) Gail Model: The utmost common model is Gail model, and model is known
for the risk assessment in breast cancer. It was initially designed in 1989
and then further modified in the year 1999 and called as NCI Gail model.
The Gail model discussed six main risk factors. These were the age of
the patient, hormonal and pattern of reproduction (age at menarche, age
at menopause, age at first live pregnancy), history of breast disease, and
family history (first-degree relatives in the family) [21]. Gail model has been
approved in large no. of community and provides accurate results. The Gail
model provides low results when tested individualized risk assessment in the
high-risk populations.

(iv) Claus Model: The Claus model contained data from cancer patients and
steroids. Breast cancer sufferer enrolled in Surveillance, Epidemiology, and
End Results Region (SEER), and the authentic model includes data from
ovarian cancer. Claus model uses family background to predict breast cancer
risk. It also includes the first-and second-degree relatives who have breast
cancer and the age of those relatives at the time of cancer diagnosed. The
Claus model also included paternal lineage with breast cancer.
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(v) Major drawbacks of Clause model are: This model did not include hormonal
and reproductive patterns. The calculated values and the computerized results
of this model have shown the difference in their results. The calculated values
give a higher figure of results as compared to the computerized results.
This discrepancy has resulted because the calculated values do not make
adjustments with the unaffected relatives [21].

(vi) Breast Cancer Risk Assessment Tool (BCRAT): BCRAT is also called asmodi-
fied Gail model (Gail 2). It is adjusted particularly for the population of
African–Americans in 2007, which is further modified again for the Asian
populations. It is validated using WHI data [22].

(vii) BRCAPRO Model: BRCAPRO is used to calculate mutation of BRCA1,
BRCA2, or both based upon suffering of ovarian cancer in the first- or second-
degree relatives or the person’s personal history. Bayes’ rule of determination
of a mutation calculated overall risks for family history. The main advantage
of this model is that it is used for affected or unaffected patients both. It helps
the clinicians in the decision to refer the patients further for genetic testing.
The drawback of this model is that none of the non-transmissible risk aspect
have been used yet for calculation; therefore, it underestimates the risk in
women having nonhereditary risk factors [23].

(viii) Jonker Model: Jonker model published a genetic model for breast cancer
prediction using family history and ovarian cancers. Jonker’s model is an
expansion of Claus model in the combination of the BRCAPRO model.
BRCA1, BRCA2, and a hypothetical gene BRCAu explained the familial
breast and ovarian cancer. Hypothetical gene showed all other familial clus-
tering not included in the BRCA1 and BRCA2. Jonker’s model does not
involve the personal risk factor data; it is also called a Claus extended model.
Limitations of the Jonker model are that it is unable to estimate the risks in
women with complicated parentage [24].

(ix) IBIS (Tyrer–Cuzick)Model: International Breast Intervention Study integrates
family history, measures of endogenous estrogen, or benign cancer diseases.
Unlike the Jonker model, these models are used for the calculation of BRCA1
or BRCA2 mutations in an individual for ten-year period or lifetime estima-
tion of breast cancer risk. This tool helps in the decision about the genetic
counseling and testing of a patient. If the prediction for the mutation is 10%
or greater, patient is advised for the genetic counseling [18].

(x) BOADICEA Model: Breast and Ovarian Analysis of Disease Incidence and
Carrier Estimation Algorithm, this algorithm predicts the probability of muta-
tions and the association of cancer in an individual depending upon the family
history. Familial transmission of the disease is calculated and not accounted
for BRCA1 or BRCA2 mutations [22].
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Pa�ent's
Details

Data Set Data 
Acquisi�on

Preprocessing 
Of Data Classifica�on Disease 

Predic�on

Fig. 1 Prediction system in health care

4 Comparative Analysis of Model Accuracy

Analysis of prediction models depends upon the accuracy of predicting the breast
cancer risk in patients in for 5 years, 10 years, or lifetime. Few models perform with
good results than other in certain prospects and availability of data. Specificity and
sensitivity are also the main concerns in providing the ROC for a model [18] (Table
2).

There are some practical limitations of the models, that are computer-based
programs needs time to input all the relevant data, adoption of any particular model
is also a concern, small family size, insufficiency of data about the parentage back-
ground also decreases the efficiency of any model up to the same extent as a case of
missing value [18].

5 Machine Learning in Breast Cancer Prediction

Diagnosis of breast cancer and the classification of patients into malignant or non-
malignant are the main concerns nowadays. Artificial intelligence and machine
learning play an important role in critical applications, such as image recognition,
natural language processing, time series forecasting, regression, and prediction. The
use of an accurate machine learning algorithm for early detection could save precious
lives. Feature selection and identification from obscure breast cancer datasets are
important aspects. Machine learning (ML) is a preference in breast cancer pattern
classification and forecast modeling. Machine learning or deep learning models have
provided significant results from the previous studies for the classification of breast
cancer.

Prediction system in health care helps in the automation of the processes and in
the prediction of the disease. Machine learning-based prediction models predict the
disease in an early stage of disease to provide more accurate treatment [25]. Figure 1
explains the process of healthcare prediction system usingmachine learning in detail.

6 Conclusion

Many different types of risk estimation models are validated to find BRCA1 and
BRCA2mutations in the patients to decide the associated risk of breast cancer in any
individual. Several studies have independently validated or compared and resulted
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that no one type of model is good. Empirical and genetic models can differentiate
based on mutation carriers and non-carriers. Accuracy, sensitivity, and specificity of
risk models may vary, based upon the test population. An accurate, individualized
risk prediction model is necessary so that the appropriate patients may be selected
for further treatments. Daily new researches for the improvements in the models are
carrying out, and we need to revalidate those changes.

Table 1 Risk factors involved in the breast cancer

Category Risk factors

History of cancer involved in family One or more first-degree relatives suffering from cancer
BRCA1 and BRCA2 mutations

Hormonal and reproductive factors Early menarche (onset age less or equal to 12 years)
Late menopause (onset age greater or equal to 55 years)
Delayed childbearing or first pregnancy (age after 35)
Hormone replacement therapy

Mammographic density Mammographic screening of breast

The proliferation of breast disease A proliferative lesion showing atypical features or could
be without it

Oral contraceptive pill Birth control pills

Ionizing radiation exposure Exposure to radiation in the first three decades of life in
the breast tissue region

Personal history of malignancy Earlier cases of breast cancer in a family

Factors related to lifestyle Obesity
Smoking and alcohol
Physical inactivity
Fat intake

Table 2 Assessment of
models with risk factors

Personal/hormonal
factors

Breast disease Hereditary

Factors:
• Menarche age
• Menopausal age
• Hormone therapy
• Obesity
• Alcohol and
smoking

• Exercise

Factors
• LCIS
• DCIS
• Breast density
• Breast biopsies
• Radiation
exposure

Factors:
• Family history
breast cancer

• Ovarian cancer
• Mutation carrier

Models
• Claus model
• BRCAPRO
model

• BOADICEA
Models:
• Gail model
• BCRAT

Models
• IBIS (Tyrer—Cuzick) model
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Reflection of Plane Harmonic Wave
in Transversely Isotropic
Magneto-thermoelastic with Two
Temperature, Rotation
and Multi-dual-Phase Lag Heat Transfer

Parveen Lata, Iqbal Kaur, and Kulvinder Singh

Abstract The aim of the present investigation is to study the propagation of
plane harmonicwaves in transversely isotropic homogeneousmagneto-thermoelastic
rotating medium with multi-dual-phase lag heat transfer. In the current research, it is
observed that there are three types of coupled longitudinal waves (quasi-longitudinal,
quasi-transverse and quasi-thermal) for the 2Dassumedmodel.Different thermoelas-
ticity theories (coupled theory (CTE), Lord–Şhulman (L–S) theory, Green–Naghdi
(G-N) theory and multi-dual-phase lag (MDPL) theory) are used to study the propa-
gation of plane harmonic waves. The characteristics of various reflected waves such
as amplitude ratios, energy ratios, phase velocities, specific loss, penetration depth
and attenuation coefficients are computed and depicted graphically. The conserva-
tion of energy at the free surface is verified. The characters of wave with different
theories of thermoelasticity are represented graphically.

Keywords Thermoelastic · Transversely isotropic · Rotating medium ·
Multi-dual-phase lag heat transfer · Plane harmonic wave propagation

1 Introduction

The study of the plane wave propagation in a thermoelastic solid gained consider-
able attention of different researcher from various fields interested in its different
behaviors because of its applications in the areas of geophysics, nuclear fields
and related topics. Multi-dual-phase lag heat transfer has been incorporated by a
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number of researchers in generalized theory for thermoelastic materials. It may also
be mentioned that modern laminated media which are being used more and more
in engineering and other applications behave anisotropically locally (thermally and
elastically). Thus, there is an imperative need to consider the anisotropicmedia partic-
ularly transversely isotropic. Ting [29] discovered a surface wave propagation in an
anisotropic rotating medium. Othman and Song [24] presented different hypotheses
aboutmagneto-thermoelasticwaves in a homogeneous and isotropicmedium.Kumar
and Chawla [9] discussed the plane wane propagation in the anisotropic three-phase
lag model and two-phase lag model. Kumar and Gupta [13, 14] studied the effects
of reflection and refraction at the boundary of elastic and a thermoelastic diffu-
sion media for plane waves by expanding the Fick law with dual-phase lag diffusion
model with delay times of both mass flow and the potential gradient. Besides, Kumar
et al. [15] had depicted the effect of time and thermal and diffusion phase lags for
axisymmetric heat supply in a ring for the dual-phase lag model.

Lata [16, 18] studied the effect of energy dissipation on planewaves in sandwiched
layered thermoelastic medium with two temperature, rotation and Hall current in
the context of GN type-II and type-III theory of thermoelasticity. Alesemi [2] vali-
dated the efficiency of the thermal relaxation time depending upon LS theory,
Coriolis and centrifugal forces on the reflection coefficients of plane waves in an
anisotropic magneto-thermoelastic rotating medium with stable angular velocity
medium.Zenkour [30] discussed the refinedmicrotemperaturemulti-phase lag theory
for plane wave propagation in thermoelastic medium. Lata and Kaur [8] studied the
effect of Hall current on propagation of plane wave in transversely isotropic ther-
moelastic medium with two temperature and fractional-order heat transfer. Lata and
Kaur [10] investigated Rayleighwave propagation in transversely isotropicmagneto-
thermoelastic medium with three-phase lag heat transfer and diffusion. Despite
this, several researchers worked on different theories of thermoelasticity such as
Mahmoud [22], Kumar and Chawla [11], Kumar and Devi [12], Bijarnia and Singh
[4], Othman et al. [26], Ezzat and El-Barrry [6], Allam et al. [3], Zenkour [31],
Abo-Dahab et al. [1], Othman and Marin [27], and Lata and Kaur [18–21].

In spite of these, not much work has been carried out in harmonic plane wave
propagation with multi-dual-phase lag heat transfer in transversely isotropic ther-
moelastic rotating medium with two temperature. Keeping these considerations in
mind, plane harmonic wave propagation problem in transversely isotropic magneto-
thermoelastic rotating medium with two temperature is studied under different
theories of thermoelasticity by using reflection techniques.

2 Basic Equations

The simplified Maxwell’s linear equation of electrodynamics for a slowly moving
and perfectly conducting elastic solid is
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curl �h = �j + ε0
∂ �E
∂t

, (1)

curl �E = −μ0
∂ �h
∂t

, (2)

�E = −μ0

(
∂ �u
∂t

+ �H0

)
, (3)

div �h = 0. (4)

The constitutive relations for a transversely isotropic thermoelastic medium are
given by

ti j = Ci jklekl − βi j T . (5)

Equation of motion was described by Schoenberg and Censor [25] for a trans-
versely isotropic thermoelastic medium rotating uniformly with an angular velocity
� = �n, where n is a unit vector representing the direction of the axis of rotation
and taking into account Lorentz force

ti j, j + Fi = ρ{üi + (� × (� × u)i + (2� × u̇)i }, (6)

where Fi = μ0

( �j × �H0

)
are the components of Lorentz force, �H0 is the external

applied magnetic field intensity vector, �j is the current density vector, �u is the
displacement vector, μ0 and ε0 are the magnetic and electric permeabilities, respec-
tively, and ti j is the component of Maxwell stress tensor. The terms�× (� × u) and
2� × u̇ are the additional centripetal acceleration due to the time-varying motion
and Coriolis acceleration, respectively.

and βi j = Ci jklαi j ,

ei j = 1
2

(
ui, j + u j,i

)
, i, j = 1, 2, 3.

T = ϕ − ai jϕ,i j ,
(7)

αi j = αiδi j , βi j = βiδi j , Ki j = Kiδi j , i is not summed.
Here, Ci jkl

(
Ci jkl = Ckli j = C jikl = Ci jlk

)
are elastic parameters, βi j is the

thermal elastic coupling tensor, ei j are the components of strain tensor, ui are the
displacement components, ρ is the density,CE is the specific heat, Ki j is the thermal
conductivity, αi j is the coefficient of linear thermal expansion, δi j is the Kronecker
delta, � is the angular velocity of the solid.

Following Zenkour (2018), heat conduction equation with multi-phase lag heat
transfer is:
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Ki jLθ∇2ϕ,i j = Lq
∂

∂t

(
βi j T0ui, j + ρCET

)
, (8)

where Lθ = 1 + ∑R1
r=1

τ r
θ ∂r

r !∂tr , and Lq = � + τ0
∂
∂t + ∑R2

r=2
τ r
q ∂r

r !∂tr .
The thermal relaxation time parameters τ q, τ θ and τ 0 are the thermal memories in

which τq is the phase lag (PL) of the heat flux (0≤ τ θ < τ q), while τ θ is the PL of the
temperature gradient. For example, L–S theory will be appearing when τ θ = τ q = 0
and = 1. T is the absolute temperature, T0 is the reference temperature, and ϕ is the
conductive temperature. Generally, the value of R1 = R2 = Rmay reach five or more
according to refined multi-dual-phase lag theory required while is a non-dimension
parameter (= 0 or 1 according to the thermoelasticity theory).

3 Formulation and Solution of the Problem

We consider a homogeneous transversely isotropic magneto-thermoelastic rotating
medium with angular velocity � initially at a uniform temperature T0, permeated
by an initial magnetic field �H0 = (0, H0, 0) acting along the y-axis. The rectangular
Cartesian coordinate system (x, y, z) having origin on the surface (z = 0)with z-axis
pointing vertically into the medium is introduced. In addition, we consider that

� = (0,�, 0).

From the generalized Ohm’s law,

E = −μ0H0(−ẅ, 0, ü), (9)

j =
(

−∂Hy

∂z
− ε0 Ėx , 0,−∂Hy

∂x
− ε0 Ėz

)
, (10)

�F =
(

μ0H
2
0

(
∂e

∂x
− ε0μ0ü

)
, 0, μ0H

2
0

(
∂e

∂z
− ε0μ0ẅ

))
. (11)

In addition, the equations of displacement vector (�u, �v, �w) and conductive
temperature ϕ for transversely isotropic thermoelastic solid are

�u = u(x, z, t), �v = 0, �w = w(x, z, t) and ϕ = ϕ(x, z, t). (12)

Now using the transformation on Eqs. (1)–(3) following Slaughter [28] Eqs. (7)–
(8) with the aid of Eqs. (10)–(12), yield

C11
∂2u

∂x2
+ C13

∂2w

∂x∂z
+ C44

(
∂2u

∂z2
+ ∂2w

∂x∂z

)
− β1

∂

∂x

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}
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+ μ0H
2
0

(
∂e

∂x
− ε0μ0ü

)
= ρ

(
∂2u

∂t2
− �2u + 2�

∂w

∂t

)
, (13)

(C13 + C44)
∂2u

∂x∂z
+ C44

∂2w

∂x2
+ C33

∂2w

∂z2
− β3

∂

∂z

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}

+ μ0H
2
0

(
∂e

∂z
− ε0μ0ẅ

)
= ρ

(
∂2w

∂t2
− �2w − 2�

∂u

∂t

)
, (14)

K1

(
1 +

R1∑
r=1

τ r
θ ∂r

r !∂tr
)

∂2ϕ

∂x2
+ K3

(
1 +

R1∑
r=1

τ r
θ ∂r

r !∂tr
)

∂2ϕ

∂z2

=
(

� + τ0
∂

∂t
+

R2∑
r=2

τ r
q ∂

r

r !∂tr
)[

T0

(
β1

∂ u̇

∂x
+ β3

∂ẇ

∂z

)

+ ρCE

{
ϕ̇ − a1

∂2ϕ̇

∂x2
− a3

∂2ϕ̇

∂z2

}
(15)

and

t11 = C11e11 + C13e13 − β1T, (16)

t33 = C13e11 + C33e33 − β3T, (17)

t13 = 2C44e13, (18)

where

β1 = (C11 + C12)α1 + C13α3,

β3 = 2C13α1 + C33α3,

e = ∂u

∂x
+ ∂w

∂z

To simplify the solution, the following dimensionless quantities are used:

(
x ′, z′) = 1

L
(x, z),

(
u′,w′) = ρc21

Lβ1T0
(u,w),

�′ = L

c1
�, a′

1 = a1
L2

, a′
3 = a3

L2
, ρc21 = c11
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ϕ′ = ϕ

T0
,
(
t ′xx , t

′
xz, t

′
zz

) = 1

β1T0
(txx , txz, tzz), (τ

′
0, τ

′
θ , τ

′
q , t

′) = c1
L

(τ0, τθ , τq , t).

(19)

Making use of Eq. (19) in Eqs. (13)–(15), after suppressing the primes, yields

(1 + δ5)
∂2u

∂x2
+ (δ4 + δ5)

∂2w

∂x∂z
+ δ2

(
∂2u

∂z2
+ ∂2w

∂x∂z

)

− ∂

∂x

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}

=
(

ε0μ
2
0H

2
0

ρ
+ 1

)
∂2u

∂t2
− �2u + 2�

∂w

∂t
, (20)

(δ1 + δ5)
∂2u

∂x∂z
+ δ2

∂2w

∂x2
+ (δ3 + δ5)

∂2w

∂z2

− β3

β1

∂

∂z

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}

=
(

ε0μ
2
0H

2
0

ρ
+ 1

)
∂2w

∂t2
− �2w − 2�

∂u

∂t
, (21)

K1

(
1 +

R1∑
r=1

τ r
θ ∂

r

r!∂tr
)

∂2ϕ

∂x2
+ K3

(
1 +

R1∑
r=1

τ r
θ ∂

r

r!∂tr
)

∂2ϕ

∂z2

=
(

� + τ0
∂

∂t
+

R2∑
r=2

τ r
q∂

r

r!∂tr
)[

∂

∂t

(
δ6

∂u

∂x
+ δ8

∂w

∂z

)

+ δ7
∂

∂t

{
ϕ − a1

∂2ϕ

∂x2
− a3

∂2ϕ

∂z2

}
, (22)

where

δ1 = c13 + c44
c11

, δ2 = c44
c11

, δ3 = c33
c11

, δ4 = c13
c11

, δ5 = β1T0μ0H 2
0

Lρ2C4
1

,

δ6 = Lβ2
1T0

ρc1
, δ8 = Lβ1β3T0

ρc1
, δ7 = ρCEc1L .

The stress–strain relations after applying dimensionless quantities defined by and
suppressing primes give

t11(x, z, t) = ∂u

∂x
+ δ4

∂w

∂z
−

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}
(23)

t33(x, z, t) = δ4
∂u

∂x
+ δ3

∂w

∂z
− β3

β1

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}
, (24)
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t13(x, z, t) = δ2

(
∂u

∂z
+ ∂w

∂x

)
, (25)

4 Plane Wave Propagation

We pursue plane wave to be a time-harmonic solution of the form

⎛
⎝ u
w
ϕ

⎞
⎠ =

⎛
⎝ U
W
ϕ∗

⎞
⎠ei(ξ(xn1+zn3)−ωt) (26)

where n1, n3 denotes the projection of wave normal on to the x-z plane, and ξ and
ω are the wave numbers and angular frequency of plane waves propagating in x-z
plane, respectively.

Upon using Eq. (26) in Eqs. (20)–(22), we get

U
[
ζ1ξ

2 + ζ2
] + W

[
ζ3ξ

2 + ζ4
] + ϕ∗(ζ5ξ + ζ6ξ

3
) = 0,

U
[
ζ7ξ

2 − ζ4
] + W

[
ζ8ξ

2 + ζ2
] + ϕ∗(ζ9ξ + ζ10ξ

3) = 0,

ζ11Uξ + ζ12Wξ + ϕ∗[ζ13ξ 2 + ζ14
] = 0.

and then eliminating U , W and ϕ∗ from the resulting equations yields the following
characteristic equation

(
Aξ 6 + Bξ 4 + Cξ 2 + D

) = 0, (27)

where

A = ζ1ζ13ζ8 − ζ1ζ12ζ10 − ζ3ζ13ζ7 + ζ3ζ11ζ10 + ζ6ζ12ζ7 − ζ6ζ11ζ8,

B = ζ2ζ8ζ13 + ζ1ζ2ζ13 + ζ8ζ1ζ14 − ζ12ζ1ζ9 − ζ12ζ10ζ2 − ζ4ζ7ζ13

+ ζ3ζ4ζ13 − ζ3ζ7ζ14 + ζ3ζ11ζ9 + ζ4ζ11ζ10 + ζ5ζ7ζ12

− ζ6ζ2ζ11 − ζ6ζ4ζ12 − ζ11ζ8ζ5,

C = ζ2ζ8ζ14 + ζ2ζ2ζ13 + ζ1ζ14ζ2 − ζ2ζ12ζ19 + ζ4ζ4ζ13

− ζ7ζ14ζ4 + ζ3ζ4ζ14 + ζ4ζ9ζ11 − ζ4ζ12ζ5 − ζ5ζ2ζ11,
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D = ζ2ζ2ζ14 + ζ4ζ4ζ14,

ζ1 = −(1 + δ5)n
2
1 − δ2n

2
3,

ζ2 =
(

ε0μ
2
0H

2
0

ρ
+ 1

)
ω2 + �2,

ζ3 = −(δ4 + δ5 + δ2)n1n3,

ζ4 = −2ω�i,

ζ5 = −in1,

ζ6 = −n1i
(
a1n

2
1 + a3n

2
3

)

ζ7 = −(δ1 + δ5)n1n3,

ζ8 = −δ2n
2
1 − (δ3 + δ5)n

2
3,

ζ9 = −i
β3

β1
n3,

ζ10 = −β3

β1
n3i

(
a1n

2
1 + a3n

2
3

)

ζ11 =
[
� − iωτ0 +

R2∑
r=2

τ r
q

r ! (−iω)r

]
δ6ωn1,

ζ12 =
[
� − iωτ0 +

R2∑
r=2

τ r
q

r ! (−iω)r

]
δ8ωn3,

ζ13 =
[
1 +

R1∑
r=1

τ r
θ

r ! (−iω)r

][−K1n
2
1 − K3n

2
3

]

− δ7iω

[
� − iωτ0 +

R2∑
r=2

τ r
q

r ! (−iω)r

](
a1n

2
1 + a3n

2
3

)
,

ζ14 = −
[
� − iωτ0 +

R2∑
r=2

τ r
q

r ! (−iω)r

]
δ7iω,



Reflection of Plane Harmonic Wave … 529

The six nonzero roots of Eq. (27) give six roots of ξ , that is, ±ξ1, ±ξ2 and
±ξ3, in which we are interested in those roots whose imaginary parts are positive.
Corresponding to these roots, there exist three waves corresponding to descending
order of their velocities, namely a quasi-longitudinal (QL), quasi-transverse (QTS)
and quasi-thermal (QT)waves. The phase velocities, attenuation coefficients, specific
loss and penetration depth of these waves are obtained by the following expressions.

4.1 Phase Velocity

The phase velocities are given by

Vi = ω

Re(ξi )
, i = 1, 2, 3

where V1, V2, V3 are the velocities of QL, QTS and QT waves, respectively.

4.2 Attenuation Coefficient

The attenuation coefficient is defined as

Qi = Img(ξi ), i = 1, 2, 3.

where Q1, Q2, Q3 are the attenuation coefficients of QL, QTS and QT waves,
respectively.

4.3 Specific Loss

The specific loss is the ratio of energy (�S) dissipated in taking a specimen through
the cycle, to elastic energy (S) stored in a specimen when the strain is maximum. The
specific loss is the most direct method of defining internal friction for a material. For
a sinusoidal plane wave of small amplitude, it was shown by Kolsky [7] that specific
loss �S

S equals 4π times the absolute value of the imaginary part of ξ to the real part
of ξ, i.e.

Si =
(

�S

S

)
i

= 4π

∣∣∣∣ Img(ξi )

Re(ξi )

∣∣∣∣, i = 1, 2, 3.

where S1, S2, S3 are specific losses of QL, QTS and QT waves, respectively.
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4.4 Penetration Depth

The penetration depth is defined by

Di = 1

Img(ξi )
, i = 1, 2, 3.

where D1, D2, D3 are penetration depths of QL, QTS and QT waves, respectively
(Fig. 1).

5 Reflection at the Boundary Surfaces

Weconsider a homogeneous transversely isotropicmagneto-thermoelastic half-space
occupying the region z ≥ 0. Incident quasi-longitudinal or quasi-transverse or quasi-
thermal waves at the stress-free, thermally insulated surface (z = 0) will generate
reflected QL, reflected QTS and reflected QT waves in the half-space z > 0. The total
displacements and conductive temperature are given by

u =
6∑
j=1

A je
−iM j ,

w =
6∑
j=1

d j A j e
−iM j ,

ϕ =
6∑
j=1

l j A j e
−iM j , j = 1, 2, 3, . . . , 6 (28)

Fig. 1 Geometry of the
problem

z

Free 
Surface y=0

x

Q Q

QQTS

QL
Q
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where

Mj = ωt − ξ j
(
xn1 j − zn3 j

)
, j = 1, 2, 3,

Mj = ωt − ξ j
(
xn1 j + zn3 j

)
, j = 4, 5, 6.

Here, subscripts j = 1, 2, 3, respectively, denote the quantities corresponding
to incident QL, QTS and QT modes, whereas the subscripts j = 4, 5, 6 denote
the corresponding reflected waves, ξ j are the roots obtained from Eq. (24), and
n1 j = sin θ j ; n3 j = cos θ j .

d j = (ζ2ζ14)+(ζ2ζ13 j+ζ1 j ζ14−ζ11 j ζ5 j)ξ2j +ζ1 j ζ13 j ξ
4
j

ζ8 j ζ13 j ξ
4
j +(ζ2ζ13 j+ζ8 j ζ14 j−ζ12 j ζ9 j)ξ2j +(ζ2ζ14+ζ12 j ζ10 j)

,

j = 1, 2, 3.

l j = (ζ 22 +ζ 24 )+(ζ2ζ1 j+ζ2ζ8 j−ζ4ζ3 j+ζ4ζ7 j)ξ2j +(ζ1 j ζ8 j+ζ7 j ζ4)ξ4j
ζ8 j ζ13 j ξ

4
j +(ζ2ζ13 j+ζ8 j ζ14−ζ12 j ζ9 j)ξ2j +(ζ2ζ14+ζ12 j ζ10 j)

,

j = 1, 2, 3.

d j = (ζ2ζ14)+(ζ2ζ13 j+ζ1 j ζ14−ζ11 j ζ5 j)ξ2j +ζ1 j ζ13 j ξ
4
j

ζ8 j ζ13 j ξ
4
j +(ζ2 j ζ13 j+ζ8 j ζ14−ζ12 j ζ9 j)ξ2j +(ζ2ζ14−ζ12 j ζ10 j)

,

j = 4, 5, 6.

l j = (ζ 22 +ζ 24 )+(ζ2ζ1 j+ζ2ζ8 j+ζ4ζ3 j−ζ4ζ7 j)ξ2j +(ζ1 j ζ8 j−ζ7 jζ4)ξ4j
ζ8 j ζ13 j ξ

4
j +(ζ2ζ13 j+ζ8 j ζ14−ζ12 j ζ9 j)ξ2j +(ζ2ζ14−ζ12 j ζ10 j)

,

j = 4, 5, 6.

6 Boundary Conditions

The dimensionless boundary conditions at the free surface z = 0 are given by

t33 = 0, (29)

t31 = 0, (30)

∂ϕ

∂z
= 0. (31)

Making use of Eq. (28) into the boundary condition Eqs. (29)–(31), we obtain
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3∑
j=1

A je
−i(ωt−ξ j(x sin θ j))

[
δ4iξ j sin θ j − δ3id jξ j cos

− β3

β1
l j

(
1 + a1ξ

2
j sin θ2

j + a3ξ
2
j cos θ2

j

)]

+
6∑
j=4

A je
−i(ωt−ξ j(x sin θ j))

[
δ4iξ j sin θ j + δ3id jξ j cos θ j

− β3

β1
l j

(
1 + a1ξ

2
j sin θ2

j + a3ξ
2
j cos θ2

j

)] = 0, (32)

3∑
j=1

A je
−i(ωt−ξ j(x sin θ j))

[
ξ j cos θ j − d jξ j sin θ j

]

−
6∑
j=4

A je
−i(ωt−ξ j(x sin θ j))

[
ξ j cos θ j + d jξ j sin θ j

] = 0, (33)

3∑
j=1

A je
−i(ωt−ξ j(x sin θ j))

[
il jξ j cos θ j

] −
6∑
j=4

A je
−i(ωt−ξ j(x sin θ j))

[
il jξ j cos θ j

] = 0,

(34)

Equations (32)–(34) are satisfied for all values of x; therefore, we have

M1(x, 0) = M2(x, 0) = M3(x, 0) = M4(x, 0) = M5(x, 0) = M6(x, 0) (35)

From Eqs. (28) and (35), we obtain

ξ1 sin θ1 = ξ2 sin θ2 = ξ3 sin θ3 = ξ4 sin θ4 = ξ5 sin θ5 = ξ6 sin θ6 (36)

which is the form of Snell’s law for the stress-free, thermally insulated surface of
transversely isotropicmagneto-thermoelastic mediumwith rotation. Equations (32)–
(34) and (36) yield

3∑
j=1

Xi j A j +
6∑
j=4

Xi j A j = 0, (i = 1, 2, 3) (37)

where for j = 1, 2, 3 we have

X1 j =
[
δ4iξ j sin θ j − δ3id jξ j cos θ j − β3

β1
l j

(
1 + a1ξ

2
j sin θ2

j + a3ξ
2
j cos θ2

j

)]

X2 j = ξ j cos θ j − d jξ j sin θ j ,

X3 j = il jξ j cos θ j
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And for j = 4, 5, 6, we have

X1 j =
[
δ4iξ j sin θ j + δ3id jξ j cos θ j − β3

β1
l j

(
1 + a1ξ

2
j sin θ2

j + a3ξ
2
j cos θ2

j

)]
,

X2 j = −ξ j cos θ j − d jξ j sin θ j ,

X3 j = −il jξ j cos θ j

Incident QL Wave

In the case of a quasi-longitudinal wave, the subscript p takes only one value, that is
p = 1, which means A2 = A3 = 0. Dividing the set of Eq. (34) throughout by A1,
we obtain a system of three homogeneous equations in three unknowns which can
be solved by Cramer’s rule, and we have

A1i = Ai+3

A1
= �1

i

�
, (38)

Incident QTS Wave

In the case of a quasi-transverse wave, the subscript q takes only one value, that is q
= 2, which means. Dividing the set of Eq. (34) throughout by, we obtain a system of
three homogeneous equations in three unknowns which can be solved by Cramer’s
rule, and we have

A2i = Ai+3

A2
= �2

i

�
, (39)

Incident QT Wave

In the case of a quasi-thermal wave, the subscript q takes only one value, that is q =
3, which means. Dividing the set of Eq. (34) throughout, we obtain a system of three
homogeneous equations in three unknowns which can be solved by Cramer’s rule,
and we have

A3i = Ai+3

A3
= �3

i

�
, (40)

where A ji (i,j = 1, 2, 3) is the amplitude ratios of the reflected QL, reflected QTS,
reflected QT waves to that of the incident QL (QTS or QT) waves, respectively.

Here,

� = ∣∣Ai(i+3)

∣∣
3X3,

�
p
i , (i = 1, 2, 3).
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can be obtained by replacing, respectively, the 1st, 2nd and 3rd columns of � by[−X1p,−X2p,−X3p
]′
.

FollowingAchenbach[32] , the energyflux across the surface element,which is the
rate at which the energy is communicated per unit area of the surface, is represented
as

P∗ = tlmnmu̇l , (41)

where tlm is the stress tensor, nm are the direction cosines of the unit normal and u̇l
are the components of the particle velocity.

Plane waves in an anisotropic thermoelastic, where is the stress tensor, are the
direction cosines of the unit normal and are the components of the particle velocity.

The time average of P∗ over a period, denoted by 〈P∗〉, represents the average
energy transmission per unit surface area per unit time and is given at the interface
z = 0 as

〈
P∗〉 = 〈Re(t13).Re(u̇1) + Re(t33).Re(u̇3)〉, (42)

Following Achenbach (1973), for any two complex functions f and g, we have

〈Re( f )〉〈Re(g)〉 = 1

2
Re( f ġ), (43)

The expressions for energy ratios Ei(i = 1, 2, 3) for reflected QL, QTS, QT waves
are given as

(i) In case of incident QL wave

E1i =
〈
P∗
i+3

〉
〈
P∗
1

〉 , i = 1, 2, 3. (44)

(ii) In case of incident QTS wave

E2i =
〈
P∗
i+3

〉
〈
P∗
2

〉 , i = 1, 2, 3. (45)

(iii) In case of incident QT wave

E3i =
〈
P∗
i+3

〉
〈
P∗
3

〉 , i = 1, 2, 3. (46)

where
〈
P∗
i

〉
, i = 1, 2, 3 are the average energy transmissions per unit surface area

per unit time corresponding to incident QL, QTS, QT waves, respectively, and〈
P∗
i+3

〉
, i = 1, 2, 3 are the average energy transmissions per unit surface area per

unit time corresponding to reflected QL, QTS, QT waves, respectively.
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7 Numerical Results and Discussion

To demonstrate the theoretical results and effect of multi-phase lag, the physical data
for cobalt material, which is transversely isotropic, is taken fromDhaliwal and Singh
[5] given as

c11 = 3.07 × 1011 Nm−2, c33 = 3.581 × 1011 Nm−2, c13 = 1.027 × 1010 Nm−2,

c44 = 1.510 × 1011 Nm−2, β1 = 7.04 × 106 Nm−2deg−1,

β3 = 6.90 × 106 Nm−2deg−1, ρ = 8.836 × 103 Kgm−3,

CE = 4.27 × 102 j Kg−1deg−1, K1 = 0.690 × 102 Wm−1 K deg−1,

K3 = 0.690 × 102 Wm−1 K−1, K ∗
1 = 1.313 × 102 W sec,

K∗
3 = 1.54 × 102 W sec, T0 = 298K,

H0 = 1 Jm−1 nb−1, ε0 = 8.838 × 10−12 Fm−1, L = 1.

The values of frequency, rotation � magnetic effect H0 are taken as 0.03, 0.5
and 10, respectively. The software MATLAB 8.0.4 has been used to determine the
amplitude ratios of reflected QL, QTS and QT waves with respect to incident QL,
QTS and QT waves, respectively. The variation of the magnitude of amplitude ratios
has been plotted in Figs. 2, 3, 4, 5, 6, 7, 8, 9 and 10 with respect to the angle of
incidence. A comparison has been made to show the effect of multi-phase lag on the
various quantities.

1. The black line with square symbol represents a1 = 0.0, a3 = 0.0, α = 0.5
2. The red line with circle symbol represents a1 = 0.02, a3 = 0.04, α = 0.5
3. The green line with triangle symbol represents a1 = 0.0, a3 = 0.0, α = 1.5
4. The blue line with diamond symbol represents a1 = 0.02, a3 = 0.04, α = 1.5

Fig. 2 Variations of
amplitude ratio A11 with
angle of incidence θ
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Fig. 3 Variations of
amplitude ratio A12 with
angle of incidence θ

Fig. 4 Variations of
amplitude ratio A13 with
angle of incidence θ

7.1 Amplitude Ratios

Incident QL Wave

Figures 2, 3 and 4 show variations of amplitude ratios A11, A12, A13 with respect to
the angle of incidence θ . Here, we notice that, initially, there is a decrease in the
values of A11 for all the cases angle of incidence θ 40 and then increases sharply with
the change in magnitude showing the effect of α nd two temperature. The amplitude
ratio A12 increases with an increase in the angle of incidence θ and shows variations
for change in the value of α. Here, we notice that the values of amplitude ratio A13

increase monotonically for the range 0 < θ < 40 and after achieving maximum
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Fig. 5 Variations of
amplitude ratio A21 with
angle of incidence θ

Fig. 6 Variations of
amplitude ratio A22 with
angle of incidence θ

value at 40, the values start decreasing with the difference in magnitude for all the
cases with a small change in amplitude.

Incident QTS Wave

Figures 5, 6 and 7 depict the variations of amplitude ratios A21, A22, A23 with respect
to the angle of incidence θ . Here, we notice a sharp increase in the values of amplitude
ratios A21 for without two temperature while it shows a small increase for the initial
angle of incidence and again decreases for rest of the range for with temperature case.
While A22 shows opposite behavior than A21, A23 shows oscillatory behavior for all
the cases of α with a change in the magnitude of amplitude ratio with the change
in the value of fractional-order parameter α and two temperature. These variations
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Fig. 7 Variations of
amplitude ratio A23 with
angle of incidence θ

Fig. 8 Variations of
amplitude ratio A31 with
angle of incidence θ

show the effect of fractional-order parameter α and two temperature on the amplitude
ratios A21, A22, A23.

Incident QT Wave

Figures 8, 9 and 10 show the variations of amplitude ratios A31, A32, A33 with respect
to the angle of incidence θ For all the cases, they show a sharp increase and then after
attaining maximum value decrease with a small amplitude difference showing the
effect of two temperature and fractional-order parameter α on the amplitude ratios
A31, A32, A33.
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Fig. 9 Variations of
amplitude ratio A32 with
angle of incidence θ

Fig. 10 Variations of
amplitude ratio A33 with
angle of incidence θ

7.2 Energy Ratios

Incident QL Wave

Figures 11, 12 and 13 show variations of energy ratios E11, E12, E13 with respect
to the angle of incidence θ . Here, we notice that, initially, there is a decrease in the
values of E11 for all the cases angle of incidence θ <= 40 and then remains same
with a difference in magnitude showing the effect of α and two temperature. The
energy ratio E12 decreases with increase in the angle of incidence θ for without two
temperature case, whereas it remains almost same for with two temperature case and
shows little variations in magnitude for change in the value of α. Here, we notice
that the values of energy ratio E13 decrease monotonically for the range 0 < θ < 10
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Fig. 11 Variations of energy
ratio E11 with angle of
incidence θ

Fig. 12 Variations of energy
ratio E12 with angle of
incidence θ

Fig. 13 Variations of energy
ratio E13 with angle of
incidence θ
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and the values start increasing with the difference in magnitude for all the cases with
a small change in amplitude.

Incident QTS Wave

Figures 14, 15 and 16 depict the variations of energy ratios E21, E22, E23 with respect
to the angle of incidence θ . Here, we notice a decrease in the values of energy ratio
E21 for all the case except for with two temperature and α = 1.5 where it shows
little variation in magnitude. E22 increases for two temperature case, decreases for
without two temperature case and shows variation in magnitude for different values
ofα,whileE23 increaseswith the difference inmagnitude for all the four cases. These
variations show the effect of fractional-order parameter α and two temperature on
the energy ratios E21, E22, E23.

Fig. 14 Variations of energy
ratio E21 with angle of
incidence θ

Fig. 15 Variations of energy
ratio E22 with angle of
incidence θ
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Fig. 16 Variations of energy
ratio E23 with angle of
incidence θ

Fig. 17 Variations of energy
ratio E31 with angle of
incidence θ

Incident QT Wave

Figures 17, 18 and 19 show the variations of energy ratios E31, E32, E33 with respect
to the angle of incidence θ respectively. For all the cases, they show a sharp increase
and then after attaining maximum value decrease with a small amplitude differ-
ence showing the effect of two temperature and fractional order parameter α on the
amplitude ratios E31, E32, E33.

7.3 Phase Velocity

Figures 20, 21, 22 and 23 show the variations of phase velocities V1, V2, V3 of QL,
QTS and QT waves with respect to frequency ω. From the graphs, we observe that
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Fig. 18 Variations of energy
ratio E32 with angle of
incidence θ

Fig. 19 Variations of energy
ratio E33 with angle of
incidence θ

the phase velocities V1, V2, V3 of QL, QTS and QT waves decrease with increase in
the value of frequency in all the four cases with a little difference in magnitude.

7.4 Attenuation Coefficients

Figures 24, 25 and 26 show the variations of attenuation coefficients Q1, Q2, Q3 of
QL, QTS and QT waves with respect to frequency ω. From the graphs, we observe
that the attenuation coefficients Q1, Q2, Q3 of QL, QTS and QT waves increase
sharply with the increase in frequency ω with variations in magnitude for different
values of α.
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Fig. 20 Variations of phase
velocity V1 with frequency ω

Fig. 21 Variations of phase
velocity V2 with frequency ω

7.5 Specific Loss

Figures 27, 28 and 29 show the variations of specific lossesW1,W2,W3 of QL, QTS
and QTwaves with respect to frequencyω. From the graphs, we observe that specific
losses W1,W2,W3 of QL, QTS and QT waves decrease with increase in frequency
ω with variations in magnitude for different values of fractional-order parameter α.
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Fig. 22 Variations of phase
velocity v3 with frequency ω

Fig. 23 Variations of
attenuation coefficient Q1
with frequency ω

7.6 Penetration Depth

Figures 30, 31 show the variations of penetration depths S1, S2, S3 of QL, QTS
and QT waves with respect to frequency ω. From the graphs, we observe that the
penetration depths S1, S2, S3 of QL, QTS and QT waves show an increase in values
with a small difference in magnitude for the four different cases showing the effect
of two temperature and fractional-order parameter α.
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Fig. 24 Variations of
attenuation coefficient Q2
with frequency ω

Fig. 25 Variations of
attenuation coefficient Q3
with frequency ω

8 Conclusions

The propagation of plane harmonic wave’s inhomogeneous transversely isotropic
magneto-thermoelastic rotating medium with multi-dual-phase lag heat transfer,
rotation and two temperature has been studied. From the graphs, we observe the
following concluding remarks:

(i) Different theories show the significant difference in the amplitude ratios, energy
ratios, phase velocities, specific loss, penetration depth, attenuation coefficients
of the plane harmonic wave.

(ii) The amplitude ratios, energy ratios, phase velocities, specific loss, penetration
depth and attenuation coefficients also showmaximum variations with GN and
MDPL theories in the plane harmonic wave.
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Fig. 26 Variations of
specific loss S1 with
frequency ω

Fig. 27 Variations of
specific loss S2 with
frequency ω

(iii) Study of these waves is not only helpful in providing information about the
internal structures of the earth but also helpful in geophysics, for understanding
the effects of the earth’s magnetic field on seismic waves, damping of acoustic
waves in a magnetic field, emission of electromagnetic radiations from nuclear
devices, etc.
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Fig. 28 Variations of
specific loss S3 with
frequency ω

Fig. 29 Variations of
penetration depth D1 with
frequency ω
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Fig. 30 Variations of
penetration depth D2 with
frequency ω

Fig. 31 Variations of
penetration depth D3 with
frequency ω
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Deformation in Generalized Transversely
Isotropic Magneto-Thermoelastic
Rotating Solid Due to Inclined Load
and Thermal Laser Pulse

Parveen Lata, Iqbal Kaur, and Kulvinder Singh

Abstract The present research deals with the study of deformation in generalized
transversely isotropic magneto-thermoelastic solid with two temperature (2T), rota-
tion, due to inclined load and laser pulse. Generalized thermoelasticity theory has
been considered for this mathematical model. The entire thermoelastic medium is
rotating with uniform angular velocity and subjected to thermally insulated and
isothermal boundaries. The inclined load is supposed to be a linear combination of a
normal load and a tangential load. TheFourier andLaplace transform techniques have
been used to find the solution to the problem. The displacement components, conduc-
tive temperature distribution and stress components with the horizontal distance are
computed in the transformed domain and further calculated in the physical domain
using numerical inversion techniques. The effect of laser pulse in different theories
of thermoelasticity is depicted graphically on the resulting quantities.

Keywords Thermal laser pulse · Transversely isotropic generalized
thermoelastic · Rotation · Inclined load · Magneto-thermoelastic solid

1 Introduction

The laser technology has dynamic applications in testing and analysis of materials.
When a solid is exposed with a laser pulse, it absorbs some energy which results
in thermal deformation and generates ultrasonic waves in the material. The change
at some point of the medium is beneficial to detect the deformed field near mining
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shocks, seismic and volcanic sources, thermal power plants, high-energy particle
accelerators and many emerging technologies. The study of a time-harmonic source
is one of the broad and dynamic areas of continuum dynamics.

Youssef and Al-Felali [1] described the generalized thermoelasticity problem of
material with thermal loading due to laser pulse. Every et al. [2] calculated the laser
thermoelastic generation in metals above the melt threshold. Youssef and El-Bary
[3] discussed the thermoelastic material response due to laser pulse heating with four
different theorems of thermoelasticity. Sharma et al. [4] investigated the 2Ddeception
in a transversely isotropic homogeneous thermoelastic solids in the presence of two
temperatures inGN-II theorywith an inclined load (linear combinationof normal load
and tangential load). Kumar et al. [5] discussed the thermomechanical interactions
due to laser pulse in microstretch thermoelastic medium. Kumar [6] studied the
effect of laser pulse in micropolar thermoelastic mediumwith three-phase lagmodel.
Kumar and Kumar [7] illustrated the elastodynamic response of thermal laser pulse
in micropolar thermoelastic mass diffusion medium. Kumar et al. [8] depicted the
elastodynamic interactions of laser pulse inmicrostretch thermoelasticmass diffusion
medium with dual-phase lag. Ailawalia et al. [9] discussed the laser pulse heating
in thermo-microstretch elastic layer overlying thermoelastic half-space. Othman and
Marin [10] described the effect of heat laser pulse on generalized thermoelasticity for
micropolar medium. Othman et al. [11] showed the effect of thermal loading due to
laser pulse on 3D problem of micropolar thermoelastic solid with energy dissipation.
Abbas and Marin [12] provided the analytical solutions of a 2D diffusion problem
for generalized thermoelastic due to laser pulse. Despite this, several researchers
worked on different theories of thermoelasticity such as Allam et al. [13], Lal et al.
[14], Kumar et al. [15], Hassan et al. [16], Lata and Kaur [17, 18], Lata and Kaur
[19, 20] and Kaur and Lata [21, 22].

Irrespective of these, not much work has been carried out in magneto-
thermoelastic transversely isotropic solid with rotation, for inclined load with two
temperature in generalized thermoelasticity. In this paper, we have attempted to
study the deformation in transversely isotropic magneto-thermoelastic solid with the
combined effects of rotation for inclined loadwith two temperature by considering the
laser pulse effect. The expressions of displacement components, conductive temper-
ature and stress components are calculated in the transformed domain by using the
Laplace and Fourier transformation. Numerical inversion technique is used to find
the resulting quantities in the physical domain, and different thermoelastic theories
have been represented graphically.

2 Basic Equations

FollowingKumar andKumar [7] for a generalized anisotropic thermoelasticmedium,
the constitutive equation is given by

ti j = Ci jklekl − βi j

(
1 + τ1

∂

∂t

)
T . (1)
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and equation of motion as described by Schoenberg and Censor [23] for a uniformly
rotating mediumwith angular velocity and Lorentz force which governs the dynamic
displacement u is

ti j, j + Fi = ρ
{
üi + (� × (� × u)i + (2� × u̇)i

}
, (2)

where� = � n̂, n is a unit vector representing the direction of the axis of rotation, the
term � × (� × u) is the additional centripetal acceleration due to the time-varying
motion only and the term 2� × u̇ is the Coriolis acceleration.

Fi = μ0(J × H0).

Following Kumar and Kumar [7], the generalized heat conduction equation is

Ki jϕ,i j + ρ
(
Q + τ0 Q̇

) = βi j T0
(
ėi j + ετ0ëi j

) + ρCE
(
Ṫ + τ0T̈

)
, (3)

where

βi j = Ci jklαi j , (4)

ei j = 1
2

(
ui, j + u j,i

)
, i, j = 1, 2, 3.

T = ϕ − ai jϕ,i j
(5)

βi j = βiδi j , Ki j = Kiδi j , i is not summed.

3 Formulation and Solution of the Problem

We consider a homogeneous transversely isotropic magneto-thermoelastic medium,
permeated by an initial magnetic field H0 = (0, H0, 0) acting along y-axis. The
rectangularCartesian coordinate system (x, y, z)having origin on the surface (z = 0)
with z-axis pointing vertically into the medium is introduced. The surface of the
half-space is subjected to an inclined load acting at z = 0.

In addition, we consider that

� = (0,�, 0).

From the generalized Ohm’s law,

J2 = 0.

The density components J1 and J3 are given as
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J1 = −ε0μ0H0
∂2w

∂t2
, (6)

J3 = ε0μ0H0
∂2u

∂t2
. (7)

In addition, the equations of displacement vector (u, v,w) and conductive
temperature ϕ for transversely isotropic thermoelastic solid in the presence of two
temperature are

u ≡ u(x, z, t), v = 0,w ≡ w(x, z, t) andϕ ≡ ϕ(x, z, t). (8)

Following Slaughter [24], using the proper transformation on Eqs. (1)–(3) with
the aid of (8), yields:

C11
∂2u

∂x2
+ C13

∂2w

∂x∂z
+ C44

(
∂2u

∂z2
+ ∂2w

∂x∂z

)

− β1

(
1 + τ1

∂

∂t

)
∂

∂x

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}

− μ0 J3H0 = ρ

(
∂2u

∂t2
− �2u + 2�

∂w

∂t

)
, (9)

(C13 + C44 )
∂2u

∂x∂z
+ C44

∂2w

∂x2
+ C33

∂2w

∂z2

− β3

(
1 + τ1

∂

∂t

)
∂

∂z

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}

− μ0 J1H0 = ρ

(
∂2w

∂t2
− �2w − 2�

∂u

∂t

)
, (10)

K1
∂2ϕ

∂x2
+ K3

∂2ϕ

∂z2
+ ρ

(
Q + ετ0 Q̇

) = ρCE
(
Ṫ + τ0T̈

)

+ T0
∂

∂t

{
β1

(
1 + ετ0

∂

∂t

)
∂u

∂x
+ β3

(
1 + ετ0

∂

∂t

)
∂w

∂z

}
, (11)

and

txx = C11exx + C13exa − β1

(
1 + τ1

∂

∂t

)
T, (12)

tzz = C13e11 + C33ezz − β3

(
1 + τ1

∂

∂t

)
T, (13)

txz = 2C44exz, (14)
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where

T = ϕ −
(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)
,

β1 = (C11 + C12)α1 + C13α3,

β3 = 2C13α1 + C33α3.

where τ0 and τ1 are thermal relaxation times with τ0 ≥ τ1 ≥ 0.
According to Marin et al. [10], the surface of transversely isotropic thermoelastic

solid is illuminated by laser pulse given by the heat input:

Q = I0 f (t)g(x)h(z).

where I0 is the energy absorbed, i.e. the laser intensity which is defined as the total
energy carried by a laser pulse per unit area of the laser beam, and f (t) is a temporal
profile given as

f (t) = t

t20
e−(t/t0).

here, t0 = 2ps is the pulse rise time. The pulse is also assumed to have a Gaussian
spatial profile in x

g(x) = 1

2πr2
e−(x2/r2).

where r is the beam radius and as a function of the depth, z, the heat deposition due
to the laser pulse is assumed to decay exponentially within the solid:

h(z) = γ e−γ z .

Therefore,

Q = γ I0t

2πr2t20
e
−

(
x2

r2
+ t

t0
+γ z

)
.

We consider that the medium is initially at rest. Therefore, the preliminary and
symmetry conditions are given by

u(x, z, 0) = 0 = u̇(x, z, 0),

w(x, z, 0) = 0 = ẇ(x, z, 0),
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ϕ(x, z, 0) = 0 = ϕ̇(x, z, 0) for z ≥ 0,−∞ < x < ∞,

u(x, z, t) = w(x, z, t) = ϕ(x, z, t) = 0 for t > 0 when z → ∞.

To facilitate the solution, the following dimensionless quantities are introduced:

x ′ = x

L
, z′ = z

L
, t ′ = c1

L
t, u′ = ρc21

Lβ1T0
u,w′ = ρc21

Lβ1T0
w,

T ′ = T

T0
, t ′11 = t11

β1T0
, t ′33 = t33

β1T0
, t ′31 = t31

β1T0
, ϕ′ = ϕ

T0
,

a′
1 = a1

L2
, a′

3 = a3
L2

, h′ = h

H0
,�′ = L

C1
�, Q′ = 1

T0CE
Q,

 = ρCEC2
1

K1
, τ ′

0 = c1
L

τ0, τ
′
1 = c1

L
τ1, ρC

2
1 = C11 (15)

Making use of (15) in Eqs. (9)–(11), and the stress–strain relations (12)–(14) after
suppressing the primes, yields

∂2u

∂x2
+ δ4

∂2w

∂x∂z
+ δ2

(
∂2u

∂z2
+ ∂2w

∂x∂z

)
−

(
1 + τ1

∂

∂t

)
∂

∂x

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}

=
(

ε0μ
2
0H

2
0

ρ
+ 1

)(
∂2u

∂t2

)
− �2u + 2�

∂w

∂t
, (16)

δ1
∂2u

∂x∂z
+ δ2

∂2w

∂x2
+ δ3

∂2w

∂z2
− β3

β1

(
1 + τ1

∂

∂t

)
∂

∂z

{
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}

=
(

ε0μ
2
0H

2
0

ρ
+ 1

)(
∂2w

∂t2

)
− �2w + 2�

∂u

∂t
, (17)

∂2ϕ

∂x2
+ K3

K1

∂2ϕ

∂z2
+ Q0 f (x, t)e

−γ z = δ5
∂

∂t

(
1 + τ0

∂

∂t

)[
ϕ − a1

∂2ϕ

∂x2
− a3

∂2ϕ

∂z2

]

+ δ6
∂

∂t

(
1 + ετ0

∂

∂t

)[
β1

∂u

∂x
+ β3

∂w

∂z

]
, (18)

txx (x, z, t) = ∂u

∂x
+ δ4

∂w

∂z
−

(
1 + τ1

∂

∂t

){
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}
, (19)

tzz(x, z, t) = δ4
∂u

∂x
+ δ3

∂w

∂z
− β3

β1

(
1 + τ1

∂

∂t

){
ϕ −

(
a1

∂2ϕ

∂x2
+ a3

∂2ϕ

∂z2

)}
, (20)

txz(x, z, t) = δ2

(
∂u

∂z
+ ∂w

∂x

)
, (21)



Deformation in Generalized Transversely Isotropic … 559

txz(x, z, t) = δ2

(
∂u

∂z
+ ∂w

∂x

)
, (21)

where

δ1 = c13 + c44
c11

, δ2 = c44
c11

, δ3 = c33
c11

, δ4 = c13
c11

, δ5 = ρCEC1L

K1
, δ6 = − T0β1L

ρC1K1
,

Q0 = L2ρCE

K1

γ I0
2πr2t20

,

f (x, t) = L

c1
t

[
1 + ετ0

∂

∂t

]
e
−

(
x2

r2
+ L

c1
t
t0

)
.

Laplace transformswith respect to variable twith s as a Laplace transformvariable
are defined by

L[ f (x, z, t)] = ∞∫
0
e−st f (x, z, t)dt = f̃ (x, z, s). (22)

Fourier transformswith respect to variable xwith ξ as a Fourier transform variable
are defined by

f̂ (ξ, z, s) = ∞∫
−∞

f (x, z, s)eiξ xdx (23)

Using Laplace and Fourier transforms defined by Eqs. (22)–(23) on Eqs. (16)–
(18), we obtain a system of equations

[−ξ 2 + δ2D
2 − δ7s

2 + �2
]
û(ξ, z, s) + [δ4Diξ + δ2Diξ − 2�s]ŵ(ξ, z, s)

+ (−iξ)(1 + τ1s)
[
1 + a1ξ

2 − a3D
2]ϕ̂(ξ, z, s) = 0, (24)

[δ1Diξ − 2�s]û(ξ, z, s) + [−δ2ξ
2 + δ3D

2 − δ7s
2 + �2]ŵ(ξ, z, s)

− β3

β1
(1 + τ1s)D

[
1 + a1ξ

2 − a3D
2
]
ϕ̂(ξ, z, s) = 0, (25)

[δ6sδ8β1iξ ]û(ξ, z, s) + [δ6sδ8β3D]ŵ(ξ, z, s)

+
[
ξ 2 − K3

K1
D2 + δ5δ8s

(
1 + a1ξ

2 − a3D
2)]ϕ̂(ξ, z, s)

= Q0 f (ξ, s)e−γ z, (26)

where
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δ7 = ε0μ
2
0H

2
0

ρ
+ 1, δ8 = (1 + ετ0s),

f (ξ, s) =
[
1 − ετ0

L
C1t0

(
C1t0

C1t0s+L

)2
]
r
√

πe
−

(
r2ξ2

4 +
L
c1

t

t0

)
.

By taking Q̂(ξ, z, s) = 0, i.e. no external heat is supplied, the non-trivial solution
of (24)–(26) yields

(AD6 + BD4 + CD2 + E)(û) = f1(x, γ, t)e−γ z (27)

(AD6 + BD4 + CD2 + E)(ŵ) = f2(x, γ, t)e−γ z (28)

(AD6 + BD4 + CD2 + E)(ϕ̂) = f3(x, γ, t)e−γ z (29)

where

A = δ2δ3ζ7 − ζ5δ2
β3

β1
a3,

B = δ3ζ1ζ7 − a3(1 + τ1s)ζ1ζ5
β3

β1
+ δ2δ3ζ6 + δ2ζ7ζ3 − ζ5ζ9δ2

− ζ8δ1iξζ7 + ζ8ζ4
β3

β1
(1 + τ1s)a3

− a3(1 + τ1s)ξ
2ζ5δ1 − a3(1 + τ1s)δ3ζ4iξ,

C = δ3ζ1ζ6 + ζ1ζ3ζ7 − ζ1ζ5ζ9 + δ2ζ6ζ3 + ζ4ζ8ζ9

− ζ8δ1iξζ6 + 4�2s2ζ7
+ ζ2δ1iξζ5 − ζ2ζ4δ3 − a3(1 + τ1s)ζ4iξζ3,

E = ζ3ζ1ζ6 + 4�2s2ζ6 − ζ2ζ4ζ3,

ζ1 = −ξ 2 − δ7s
2 + �2,

ζ2 = −iξ(1 + τ1s)
(
1 + a1ξ

2),

ζ3 = −δ2ξ
2 − δ7s

2 + �2,

ζ4 = δ6δ8sβ1iξ,

ζ5 = δ6δ8sβ3,
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ζ6 = ξ 2 + δ5δ8s
(
1 + a1ξ

2
)
,

ζ7 = −K3

K1
− a3δ5δ8s,

ζ8 = δ1iξ,

ζ9 = −(
1 + a1ξ 2

)
(1 + τ1s)

β3.

β1
,

f1(ξ, γ, t) = Q0 f (ξ, t)
[
(γ ζ8 + 2�s)

(
ζ9γ + β3.

β1
a3γ 3

)
−(

ζ2 + a3iξγ 2
)(

ζ3 + δ3γ
2
)]

,

f2(ξ, γ, t) = Q0 f (ξ, t)
[(

ζ1 + δ2γ
2
)(

ζ9γ + β3.

β1
a3γ 3

)
+ (−γ δ1iξ + 2�s)

(
ζ2 + a3iξγ 2

)]
,

f3(ξ, γ, t) = Q0 f (ξ, t)
[(

ζ1 + δ2γ
2
)(

ζ3 + δ3γ
2
)

+ (−γ δ1iξ + 2�s)(γ ζ8 + 2�s)
]
,

f4(ξ, γ, t) = Aγ 6 + Bγ 4 + Cγ 2 + E .

The roots of the characteristic equation of Eq. (27) are ± λj, (j = 1, 2, 3),
and the solution of Eqs. (27)–(29) is calculated by using the radiation condition
of

(
û, ŵ, ϕ̂

) → 0 as z → ∞ and can be written as

û(ξ, z, s) =
3∑
j=1

A je
−λ j z + f1

f4
e−γ z, (30)

ŵ(ξ, z, s) =
3∑
j=1

d j A j e
−λ j z + f2

f4
e−γ z, (31)

ϕ̂(ξ, z, s) =
3∑
j=1

l j A j e
−λ j z + f3

f4
e−γ z, (32)

where A j (ξ, s), j = 1, 2, 3 being undetermined constants and d j and l j are given
by

d j = δ2ζ7λ
4
j + (ζ7ζ1 − a3ζ4iξ + δ2ζ6)λ

2
j + ζ1ζ6 − ζ4ζ2(

δ3ζ7 − β3

β1
a3ζ5

)
λ4
j + (δ3ζ6 + ζ3ζ7 − ζ5ζ9)λ

2
j + ζ3ζ6

,

l j = δ2δ3λ
4
j + (δ2ζ3 + ζ1δ3 − δ1ζ8iξ)λ2

j + 4Ω2s2 + ζ3ζ1(
δ3ζ7 − β3

β1
a3ζ5

)
λ4
j + (δ3ζ6 + ζ3ζ7 − ζ5ζ9)λ

2
j + ζ3ζ6

.
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And the stress relations (19)–(21) after using Laplace and Fourier transforms
defined by Eqs. (22)–(23) and then putting values of û, ŵ, ϕ̂ from Eqs. (30)–(32)
become

t̂x x (ξ, z, s) = iξ

⎡
⎣ 3∑

j=1

A je
−λ j z + f1

f4
e−γ z

⎤
⎦ + δ4D

⎡
⎣ 3∑

j=1

d j A j e
−λ j z + f2

f4
e−γ z

⎤
⎦

− (1 + τ1s)
{
1 − (

a1ξ
2 + a3D

2
)}⎡⎣ 3∑

j=1

l j A j e
−λ j z + f3

f4
e−γ z

⎤
⎦, (33)

t̂zz(ξ, z, s) = δ4iξ

⎡
⎣ 3∑

j=1

A je
−λ j z + f1

f4
e−γ z

⎤
⎦ + δ3D

⎡
⎣ 3∑

j=1

d j A j e
−λ j z + f2

f4
e−γ z

⎤
⎦

− β3

β1

(
1 + τ1

∂

∂t

){
1 − (

a1ξ
2 + a3D

2
)}⎡⎣ 3∑

j=1

l j A j e
−λ j z + f3

f4
e−γ z

⎤
⎦,

(34)

t̂xz(ξ, z, s) = δ2

⎛
⎝D

⎡
⎣ 3∑

j=1

A je
−λ j z + f1

f4
e−γ z

⎤
⎦ + iξ

⎡
⎣ 3∑

j=1

d j A j e
−λ j z + f2

f4
e−γ z

⎤
⎦

⎞
⎠.

(35)

4 Boundary Conditions

We consider a normal line load F1 per unit length acting in the positive z-axis on the
plane boundary z = 0 along the y-axis and a tangential load F2 per unit length, acting
at the origin in the positive x-axis. The appropriate boundary conditions are

t33(x, z, t) = −F1ψ1(x)H(t), (36)

t31(x, z, t) = −F2ψ2(x)H(t) (37)

h1
∂ϕ

∂z
(x, z, t) + h2ϕ(x, z, t) = 0, (38)

where h2 → 0 corresponds to insulated boundaries and h1 → 0 corresponds
to isothermal boundaries. F1 and F2 are the magnitude of the forces applied,
ψ1(x) andψ2(x) specify the vertical and horizontal load distribution functions along
the x-axis, and H() is the Heaviside function and is given by
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H(t) =
{
1, t ≥ 0
0, t < 0

. (39)

H(s) = L(H(t)) = 1

s
. (40)

Applying dimensionless conditions defined by Eq. (15) and then suppressing
primes and then taking Laplace and Fourier transforms defined by Eqs. (22) and
(23) on the boundary conditions (36)–(38), and solving the resultant equations for
A j , j = 1, 2, 3, by Cramer’s rule and then using A j , j = 1, 2, 3 in Eqs. (30)–(32)
and (33)–(35), we obtain the components of displacement, normal stress, tangential
stress and conductive temperature as

û = F1ψ̂1(ξ)

�

⎡
⎣ 3∑

j=1

�1 j e
−λ j z

⎤
⎦ + F2ψ̂2(ξ)

�

⎡
⎣ 3∑

j=1

�2 j e
−λ j z

⎤
⎦ + f1

f4
e−γ z, (39)

ŵ = F1ψ̂1(ξ)

�

⎡
⎣ 3∑

j=1

d j�1 j e
−λ j z

⎤
⎦ + F2ψ̂2(ξ)

�

⎡
⎣ 3∑

j=1

d j�2 j e
−λ j z

⎤
⎦ + f2

f4
e−γ z, (40)

ϕ̂ = F1ψ̂1(ξ)

�

⎡
⎣ 3∑

j=1

l j�1 j e
−λ j z

⎤
⎦ + F2ψ̂2(ξ)

�

⎡
⎣ 3∑

j=1

l j�2 j e
−λ j z

⎤
⎦ + f3

f4
e−γ z, (41)

txx
∧ = F1ψ̂1(ξ)

�

⎡
⎣ 3∑

j=1

Sj�1 j e
−λ j z

⎤
⎦ + F2ψ̂2(ξ)

�

⎡
⎣ 3∑

j=1

Sj�2 j e
−λ j z

⎤
⎦ + g1e

−γ z, (42)

txz
∧ = F1ψ̂1(ξ)

�

⎡
⎣ 3∑

j=1

N j�1 j e
−λ j z

⎤
⎦ + F2ψ̂2(ξ)

�

⎡
⎣ 3∑

j=1

N j�2 j e
−λ j z

⎤
⎦ + g2e

−γ z,

(43)

tzz
∧ = F1ψ̂1(ξ)

�

⎡
⎣ 3∑

j=1

Mj�1 j e
−λ j z

⎤
⎦ + F2ψ̂2(ξ)

�

⎡
⎣ 3∑

j=1

Mj�2 j e
−λ j z

⎤
⎦ + g3e

−γ z,

(44)

where

�11 = −N2R3 + R2N3,

�12 = N1R3 − R1N3,

�13 = −N1R2 + R1N2,
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�21 = M2R3 − R2M3,

�22 = −M1R3 + R1M3,

�23 = M1R2 − R1M2,

� = −M1�11 − M2�12 − M3�13,

N j = −δ2λ j + iξd j ,

Mj = iξ − δ3d jλ j − β3

β1
(1 + τ1s)l j

[(
1 + a1ξ

2) − a3λ
2
j

]
,

R j = −h1λ j l j + h2l j ,

Sj = −iξ − δ4d jλ j − l j (1 + τ1s)
[(
1 + a1ξ

2
) − a3λ

2
j

]
,

g1 = iξ
f1
f4

− δ4γ
f2
f4

− (
1 + a1ξ

2 − a3γ
2
) f3
f4

,

g2 = δ2

(
γ

f1
f4

+ iξ
f2
f4

)
,

g3 = iξ
f1
f4

− δ3γ
f2
f4

− β3

β1

(
1 + a1ξ

2 − a3γ
2
) f3
f4

.

5 Applications

Suppose an inclined load, F0 per unit length, is acting on the y-axis and its inclination
with z-axis is θ , we have (see Fig. 1),

F1 = F0 cos θ and F2 = F0 sin θ. (45)
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Fig. 1 Inclined load over a
transversely isotropic
magneto-thermoelastic solid

F

FF0

6 Special Cases

6.1 Concentrated Force

The solution due to the concentrated normal force on the half-space is obtained by
setting

ψ1(x) = δ(x), ψ2(x) = δ(x), (46)

where δ(x) is Dirac delta function.
Applying Fourier transform defined by (23) on (46), we obtain

ψ̂1(ξ) = 1, ψ̂2(ξ) = 1. (47)

UsingEqs. (45) and (47) in Eqs. (39)–(44), the components of displacement, stress
and conductive temperature for concentrated force and inclined load are obtained.

6.2 Uniformly Distributed Force

The solution due to uniformly distributed force applied on the half-space is obtained
by setting

ψ1(x), ψ2(x) =
{
1 if|x | ≤ m,

0 if|x | > m.
(48)

The Fourier transforms of ψ1(x) and ψ2(x) with respect to the pair (x, ξ) for the
case of a uniform strip load of non-dimensional width 2 m applied at origin of co-
ordinate system x = z = 0 in the dimensionless form after suppressing the primes
become

ψ̂1(ξ) = ψ̂2(ξ) =
{
2 sin(ξm)

ξ

}
, ξ 
= 0. (49)
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using (45) and (49) inEqs. (39)–(44),we obtain the expressions for the components of
displacement, stress and conductive temperature for an inclined load, for uniformly
distributed force.

6.3 Linearly Distributed Force

The solution due to linearly distributed force applied on the half-space is obtained
by setting

{ψ1(x), ψ2(x)} =
{
1 − |x |

m i f |x | ≤ m,

0 i f |x | > m.
(50)

Here, 2m is the width of the strip load, and applying the transform defined by (23)
on (50), we get

ψ̂1(ξ) = ψ̂2(ξ) =
{
2{1 − cos(ξm))

ξ 2m

}
, ξ 
= 0. (51)

Using Eqs. (45) and (51) in Eqs. (39)–(44), the components of displacement,
stress and conductive temperature for an inclined load for linearly distributed force
are obtained.

7 Inversion of the Transformation

For obtaining the result in the physical domain, we need to invert the Fourier
transforms in Eqs. (39)–(44), using

f̃ (x, z, s) = 1

2π

∞∫
−∞

e−iξ x f̂ (ξ, z, s)dξ = 1

2π

∞∫
−∞

|cos(ξ x) fe − i sin(ξ x) fo|dξ,

(52)

where f o is odd and f e is the even parts of f̂ (ξ, z, s), respectively [25]. Following
Honig and Hirdes [26], the Laplace transform function f̃ (x, z, s) can be inverted to
f (x, z, t) for problem I by

f (x, z, t) = 1

2π i

e+i∞∫
e−i∞

f̃ (x, z, s)e−stds. (53)
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The last step is to calculate the integral in Eq. (53). The method for evaluating this
integral is described in Press et al. [27]. It involves the use of Romberg’s integration
with adaptive step size. This also uses the results from successive refinements of the
extended trapezoidal rule followed by extrapolation of the results to the limit when
the step size tends to zero.

8 Particular Cases

• If Q0 = 0we obtain relations for displacement temperature distribution and stress
for without laser pulse from Eqs. (39)–(44), in transversely isotropic magneto-
thermoelastic solid with two temperature (2T) and rotation due to inclined load.

• If ε = 0 we obtain relations for displacement temperature distribution and stress
for two relaxation times (for Green–Lindsay (G-L) model) from Eqs. (39)–(44),
in transversely isotropic magneto-thermoelastic solid with two temperature (2T),
rotation due to inclined load and laser pulse.

• If τ1 = 0 and ε = 1 we obtain relations for displacement temperature distribu-
tion and stress for one relaxation time (for Lord–Shulman (L-S) model) from
Eqs. (39)–(44), in transversely isotropic magneto-thermoelastic solid with two
temperature (2T), rotation due to inclined load and laser pulse.

• If τ1 = τ0 = 0 we obtain relations for displacement temperature distribution
and stress for coupled thermoelastic (CT) half-space from Eqs. (39)–(44), in
transversely isotropic magneto-thermoelastic solid with two temperature (2T),
rotation due to inclined load and laser pulse.

• If θ = π
2 we obtain relations for displacement temperature distribution and stress

for tangential load thermoelastic half-space from Eqs. (39)–(44), in transversely
isotropic magneto-thermoelastic solid with two temperature (2T), rotation due to
inclined load and laser pulse.

• If � = 0 we obtain relations for displacement temperature distribution and stress
from Eqs. (39)–(44), in transversely isotropic magneto-thermoelastic solid with
two temperature (2T), without rotation due to inclined load and laser pulse.

• If a1 = a3 = 0 we obtain relations for displacement temperature distribution and
stress from Eqs. (39)–(44), in transversely isotropic magneto-thermoelastic solid
without two temperature (2T), with rotation due to inclined load and laser pulse.

9 Numerical Results and Discussion

In order to illustrate our theoretical results in the proceeding section and to show
the effect of inclined load and laser pulse, we now present some numerical results.
Following Dhaliwal and Singh [28], cobalt material has been taken for thermoelastic
material as
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c11 = 3.07 × 1011 Nm−2, c33 = 3.581 × 1011 Nm−2, c13 = 1.027 × 1010 Nm−2,

c44 = 1.510 × 1011 Nm−2, β1 = 7.04 × 106 Nm−2 deg−1, β3 = 6.90 × 106 Nm−2 deg−1,

ρ = 8.836 × 103 K gm−3,CE = 4.27 × 102 j Kg−1 deg−1,

K1 = 0.690 × 102 Wm−1 K deg−1,

K3 = 0.690 × 102 Wm−1 K−1, T0 = 298K, H0 = 1 Jm−1 nb−1,

ε0 = 8.838 × 10−12 Fm−1, L = 1, γ = 0.01, τ0 = 0.02,

τ1 = 0.01, r = 0.01, I0 = 1 × 1011 Jm−2, a1 = 0.02 and a3 = 0.04

Using the above values, the graphical representations of displacement component
u, normal displacement w, conductive temperature ϕ, stress components txx , txz and
tzz for transversely isotropic thermoelastic medium have been investigated and the
effect of inclination with two temperature has been depicted.

9.1 Concentrated Force Due to Inclined Load and with Laser
Pulse

Figures 1, 2, 3, 4, 5 and 6 show the variations of the displacement components (u and
w), conductive temperatureϕ and stress components (txx , txz and tzz) for a transversely

Fig. 2 Variations of displacement component u with distance x
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Fig. 3 Variations of displacement component w with distance x

Fig. 4 Variations of conductive temperature ϕ with distance x

isotropicmagneto-thermoelasticmediumwith concentrated force andwith combined
effects of rotation, two temperature with and without laser pulse, G-L, L-S and CT
model of thermoelasticity, respectively. The displacement components w and stress
components (txx , txz and tzz) illustrate the same pattern but having different magni-
tudes for different models of thermoelasticity. The displacement component u and
conductive temperature show the opposite behaviour without laser pulse and same
pattern with other models of thermoelasticity. These components vary (increases or
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Fig. 5 Variations of stress component txx with distance x

Fig. 6 Variations of the stress component txz with distance x

decreases) during the initial range of distance near the loading surface of the laser
pulse and follow a small oscillatory pattern for the rest of the range of distance. CT
model of thermoelasticity illustrates the more impact of laser pulse as compared to
other model of thermoelasticity (Fig. 7).
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Fig. 7 Variations of the stress component tzz with distance x

10 Conclusions

From the above study, it is observed as follows

• Displacement components (u andw), conductive temperature ϕ and stress compo-
nents (txx , txz and tzz) for a transversely isotropic magneto-thermoelastic medium
with concentrated force and with combined effects of rotation, two tempera-
ture with and without laser pulse, G-L, L-S and CT model of thermoelasticity,
respectively.

• Moreover, laser pulse, the magnetic effect of two temperature, rotation as well as
the angle of inclination of the applied load play a key part in the deformation of
all the physical quantities.

• TheCTmodel shows themore oscillatory nature for the displacement components
and stress components.

• The result gives the inspiration to study magneto-thermoelastic materials as an
innovative domain of applicable thermoelastic solids.

• The shape of curves shows the impact of laser pulse on the body and fulfils the
purpose of the study.

• The outcomes of this research are extremely helpful in the 2D problem with
dynamic response of laser pulse sources in transversely isotropic magneto-
thermoelasticmediumwith rotation and two temperaturewhich is advantageous to
discover the deformation field such as geothermal engineering, advanced aircraft
structure design, electronics engineering, composite engineering and high-energy
particle accelerators

• The proposed model in this research is relevant to different problems in
thermoelasticity and thermodynamics.
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Impact of Integration of Wind Turbine
on Dynamics of a Power System

Himani Dhakla, Vijay Kumar Garg, and Sudhir Sharma

Abstract This paper investigates the impact of integration of wind turbine on the
dynamic performance of system. The power system is integrated with intermittent
source, i.e. wind power plant. The unpredictable nature of intermittent sources always
distracts the system stability. In this study, the integrated wind turbine impacts the
power grid. Integration of these intermittent sources deflects the frequency from its
reference and requires a controller to keep the system frequency within limits. In
this study, a comparison is performed between classical and intelligent controller by
using simulation done in MATLAB simpower system toolkit.

Keywords Wind penetration · Frequency deviation · Effeciency · Settling time ·
Energy storage unit

1 Introduction

The combination of sustainable sources with non-renewable energy source-based
power system (hybrid grid system) has expanded over the previous decades partic-
ularly after the noteworthy development of petroleum derivative expense. Specifi-
cally, the coordination of sustainable asset and diesel genset makes it the most fitting
producing approach for secluded networks [1]. The principle favorable circumstances
of a half and half small-scale matrix system are diminishing the fuel utilization and
assure a dependable power supply. In disconnected networks with low populace
densities, providing power by broadening the transmission line from national power
framework is expensive, and a few areas are incomprehensible in view of topograph-
ical obstructions. Hence, those networks use their own age and conveyance system
to supply power, and this plan is called smaller than usual lattice system.
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Furthermore, because of this substitute task, the general system has drawn out life
demonstrated by the release dimension of the battery is being kept ideal. The hybrid
system embraces an ecological inviting innovation whereby the diesel generator is
utilized irregularly and the entire task itself is a lot calmer [2–5]. This is represented
by a smaller scale processor-based controller unit. The primary establishment may
take up a staggering expense, yet the support cost a short time later is low, on account
of the system’s self-safeguarding instrument. Likewise, we can spare fuel utilization
of the genset in light of the fact that the sunlight-based photovoltaic (PV) modules
bolster the base power load, while the genset gives extra vitality ought to there be an
unexpected crest in the vitality request.

Role of renewable energy resources (RES) (i.e. wind and solar) is increasing
drastically in overall power production due to their inherent merits in the last few
decades [6]. But with lots of merits, these RES have some shortcomings too. The
power output of these sources is always non-uniform throughout the day [7]. Hence,
again inwind power generation also, the power generated is also not uniform. Further-
more, these RES when integrated with conventional power generation unit that are
already suffering from the issue of load improbability lead to more instability for
overall setup [8] which further result in unintended accretion of error in frequency
and tie line power interchange. Though limited number of researchers had discussed
these problem overall [6–8], but no one has yet specified the effect of integration of
power system with wind energy.

The paper is organized as follows: Sect. 2 discusses the problem formulation of
renewable penetrated power system. Section 3 represents the model of power system
integrated with wind. Section 4 discussed about the wind energy participation. In
Sect. 5, the modeling of intelligent controller ANFIS is explained. The simulation
results are given in Sect. 6 followed by the conclusion of the paper.

2 Problem Formulation

A unified two-area power system is used for problem formulation. Further to have
supply demand ratio, wind energy sources are integrated in power system. Yet, their
combination in power system turns into a reason for frequency and tie line control
deviations.Hybrid energy system is a setup of at least two inexhaustible and even non-
sustainable power source as fundamental wellsprings of energy usage with the goal
that the limit deficiency of intensity from one source will substitute by other acces-
sible sources to cook economic power. It is fitting intends to give power from locally
accessible energy hot spots for zones where matrix augmentation is capital escalated,
topographically separated spots for which power transmission from brought together
utility is troublesome. Normally skilled inexhaustible sources can be outfit to create
power in an economical manner to give power and make agreeable the expectation
for everyday comforts of individuals. There are distinctive benefits and disadvan-
tages of utilizing just sustainable hot spots for power age in provincial towns, merits
like fuel cost slant, fuel transport cost is high, issues of a worldwide temperature
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alteration and environmental change is substantial. The downsides of utilizing inex-
haustible sources as off-matrix/independent power systems, it has irregular nature
that makes hard to direct the power yield to make do with the heap looked for. To
ensure for the unwavering quality and reasonableness of the supply, consolidating
ordinary diesel generator with nonconventional energy generators can take care of
the issue unmistakable while working separately.

In India, more than 75% of the electricity is produced by conventional sources of
energy, and about 57% of the energy is produced using only coal, and hence, it causes
a lot pollution. Even after burning a lot of coal and wasting natural resources, we are
short of energy. Renewable energy like solar panels orwindmills can be really helpful
in tackling the ongoing situation. By interfacing wind power generation system with
AC micro grid, we are using renewable energy and as well as solving the problem
of shortage of power. But an abrupt change sought after will divert the frequency in
the structure. This arbitrary variety in frequency causes calamitous disappointment
which compiles the rotor angle to increment relentlessly [3, 4]. Tomaintain a strategic
distance from these disappointments, a control activity ought to be connected by the
essential control circle, yet it will not recoup to set point esteem.

Integration of wind energy generation is done with two-area power system model
having variable generation sources. Assimilation of these sources has been achieved
through simulation, and power coming from them is irregular. Figure 1 shows the
behavior of power coming from renewable sources.

The basic most important unit of power generation system consists of large
controllable electric generators. The amalgamation of different sources of power
generation may lead to random deviations in system parameters. Such as, short-term
fluctuations inwind and solar energy cause output of the power to be uncertain. These
kinds of deviations make the system more challenging for the system operators in
predicting how much additional power needs to be generated for future usage on
hourly, monthly or yearly bases. In this paper, only wind generation is considered.
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Fig. 1 Per unit power generated through wind generation unit
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To fulfill the prompt power need varieties, a controller ought to be equipped for
reacting to changes as quick as could reasonably be expected [5, 6]. Right now,
the inclining rate of conventional generators takes numerous seconds even minutes
to react to these adjustments sought after. In this way, a functioning force creating
gadget is required which can give subordinate administrations. Since battery bank is
fit to give dynamic power in least conceivable time, but it causes the unintentional
gathering of frequency.

3 System Model

An energy generation model using wind as renewable power generation unit and
energy storage unit is shown in Fig. 2.

The power generation unit consists of multi-generation sources in each area. A
step change in power system always distracts the system frequency. The measure-
ment of system unbalancing can be identified from frequency deviation and tie line
power deviations. Furthermore, the above system firstly controlled through classical
controller, i.e. PI controller [9–12]. Whether the classical controller does not provide
satisfactory results, then moves to intelligent controller [13]. Intelligent controllers
which are used in load frequency control area are artificial neural network (ANN),
fuzzy logic control (FLC) and adaptive neuro fuzzy inference system (ANFIS).

Fig. 2 Simulink model of a two-area power system integrating conventional generation unit with
wind generation unit
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4 Wind Energy Source

The rotor characteristics of the turbine can be obtained by the relation between the
overall wind power and mechanical power absorbed by turbine blades from wind.
These relations are eagerly referred initialize with wind absorbed inside rotor swept
area. It is clear that the kinetic energy of air cylinder with radius drifting at speed of
wind Vwind gives overall wind power Pwind within the area swept by the rotor of the
wind turbine. The equation for wind power can be expressed as given in Eq. (1).

Pwind = 1

2
CpρairπR2V 3

wind (1)

It is practically impossible to extract all the kinetic energy from the wind. This
would not allow the air to pass through thewind turbine,which is almost unachievable
condition. The wind turbine reduces speed of wind, which thus extracts a fraction of
the power from thewind. This fraction is expressed as the power efficiency coefficient
(Cp), of thewind turbine. Therefore, themechanical power output of thewind turbine
Pmech considering the definition of Cp can be given by (Eqs. 2 and 3),

Pmech = CpPwind (2)

Pmech = 1

2
CpρairπR2V 3

wind (3)

The maximum theoretical static limit of Cpis 16/27 (0.593 approx.) which is
maximum possible value, i.e. 59% of power can be extracted from kinetic energy of
wind. It is also called as Betz Limit. Practically, mechanical power extracted Pmech

depends upon rotor speed, wind speed and blade angle. Hence, Pmech and Cp are
functions of these parameters (Eq. 4)

Pmech = f (ωturb, Vturb, β) (4)

5 ANFIS

The architecture of the ANFIS model is based on Takagi–Sugeno fuzzy interface
model. The comprehensive ANFIS controller model that can be used in any plant
is presented in this section. An algorithm that can describe the working of different
layers of ANFIS consists of the following steps: input fuzzification, applying fuzzy
operator, normalization, defuzzyification and last summation. The structure contains
the same components as.fis, except for theNNblock. Thefive interconnected network
layers that describe the working of ANFIS are shown below in Fig. 3 in the form of
block diagram.
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Fig. 3 Block diagram of ANFIS Controller

A controller is mandatory for modeling and feedback control of any dynamic
system, which can take care of all the disturbances of the system and try to make
system stable within few seconds. Mathematical model of power plant along with
controllermathematical model is required to design the controller withANFISmodel
which is used for simulation purpose.

6 Simulation Results

This area confirms the proposed model outcome through a point by point system
recreation utilizing MATLAB simpower system tool kit. To contemplate the
frequency guideline sway in a power system incorporated with or without sustain-
able power sources joining. The undesirable deviations from system frequency and
tie line power can be expelled by picking best parameters of the PI controller with
ANFIS controller [13]. This area laid out the effect of these sustainable power source
assets in power system as given in the accompanying areas.

Case I: Without Wind Integration

Unexpected unsettling influences in load dependably occupy the continuous proce-
dure strength. So also, in this power system at time 0s, an adjustment in load occupies
the adjusting light emission system and happens a dunk in frequency and tie line
control, which is appeared in Figs. 4, 5 and 6. After 20 s, settling happens, and past
30 s, there is zero enduring state blunder.

Case I: With Wind Integration

Presently, inexhaustible wellspring of energy for example wind is coordinated with
system. Presently, its outcome is appeared in Figs. 7 and 9 showing better settling
time and relentless state blunder close around zero. For this situation, systemhas ideal
estimation of frequency deviation. In any case, this implies that with wind energy
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Fig. 4 Frequency response of the system in area 1
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Fig. 5 Frequency response of the system in area 2

source having smooth inflow of frequency. Some climate condition will cause more
variance at that point of wind sources.
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Fig. 6 Tie line power response of the system
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Fig. 7 Frequency response of the system in area 1

7 Conclusion

This work recommends neural network-based ANFIS controller for wind penetrated
power system. The training process of ANN-based ANFIS has been described in
details. The model of two-area wind integrated system is developed and employed
to test robustness of ANFIS controlled system following load disturbances. Both PI
and ANFIS controllers are simulated for different load changes, and results have
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Fig. 8 Frequency response of the system in area 2
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Fig. 9 Tie line power response of the system

been plotted. Two-area wind integrated transfer function model with small distur-
bances has been developed. The conventional PI controller tuned using Ziegler–
Nichols method provides satisfactory outcomes for LFC without any nonlinearity
in the system. However, wind turbines introduce nonlinearity in the system which
cannot be ignored in LFC problem. Therefore, the intelligent ANN-based controller
is introduced to tackle the complexity of the control area. The performances ofANFIS
controller over PI controller have been compared.
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The graphical results show ANFIS leads in terms of minimizing peak overshoot
and settling time. Also, it is important to notice that ANFIS reduces settling time
with raising system load.

References

1. Bevrani H (2009) Robust power system frequency control. Springer, Berlin
2. Bevrani H, Hiyama T (2014) Intelligent automatic generation control. Taylor and Francis
3. Shayeghi H, Shayanfar HA, Jalili A (2009) Load frequency control strategies: a state-of-the-art

survey for the researcher. Energy Convers Manage 50(2):344–353
4. Pandey SK, Mohanty SR, Kishor N (2013) A literature survey on load frequency control for

conventional and distribution generation power systems. Renew Sustain Energy Rev 25:318–
334

5. Kumar P, Kothari DP, Kocaarslan I, ÇamE (2005) Recent philosophies of automatic generation
control strategies in power systems. Int J Electr Power Energy Syst 27(8):542–549

6. Mukherjee S, Teleke S, Bandaru V (2011) Frequency response and dynamic power balancing
in wind and solar generation. IEEE Power Energy Soc Gen Meet 1–5

7. Liang X (2017) Emerging power quality challenges due to integration of renewable energy
sources. IEEE Trans Ind Appl 53(2):853–866

8. Gevorgian V, Zhang Y, Ela E (2015) Investigating the impacts of wind generation participation
in interconnection frequency response. IEEE Trans Sustain Energy 6(3):1004–1012

9. Tripathy SC, Balasubramanian R, Chandramohanan Nair PS (1992) Adaptive automatic gener-
ation control with superconducting magnetic energy storage in power systems. IEEE Trans
Energy Convers 7(3):434–441

10. Tripathy SC, Balasubramanian R, Nair PSC (1992) Effect of superconducting magnetic energy
storage on automatic generation control considering governor deadband and boiler dynamics.
IEEE Trans Power Syst 7(3):1266–1273

11. Lu CF, Liu CC, Wu CJ (1995) Effect of battery energy storage system on load frequency
control considering governor deadband and generation rate constraint. IEEE Trans Energy
Convers 10(3):555–561

12. Tripathy SC, Balasubramanian R, Chandramohanan Nair PS (1991) Small rating capacitive
energy storage for dynamic performance improvement of automatic generation control. IEEE
Proc C-Gener Transm Distrib 138(1):103–111

13. Jood P, Aggarwal SK, Chopra V (2019) Performance assessment of a neuro-fuzzy load
frequency controller in the presence of system non-linearities and renewable penetration 74(1):
362–378



Hybrid Version of Apriori Using
MapReduce

Ashish Sharma and Kshitij Tripathi

Abstract The era of technology is going to be changed so frequently, data size keeps
on increasing exponentially, and as the data is increasing day by day,many new things
are coming up in front that has to be considered in while getting information from the
dataset. One of the most popular algorithms based on frequent itemsets is the Apriori
algorithm. As the data size is going to be increased every day, number of items is
also increasing, in such cases, the Apriori is not able to provide the best solutions,
in such cases, the solution comes like the algorithm should run parallel, but it is
not feasible solution. The solution can be feasible if the right method is hybrid with
the Apriori. The MapReduce is one the best approaches that can provide solution
in an efficient manner. The Apriori is also working on the frequency of the data
points, andMapReduce can also work on the mapping of the key value with frequent
data points. Therefore, the MapReduce can provide the parallel solution to Apriori
in an efficient manner. In this paper, a hybrid version of Apriori and MapReduce
for the fast and efficient execution is shown. The Apriori algorithm deployed on
the MapReduce platform with suitable frequent key values. The hybrid approach is
executed on the dataset and provides more accurate result. Experimental results show
that the algorithm scales up linearly with respect to dataset sizes.

Keywords Association rule mining (ARM) · Apriori algorithm · FP-growth ·
MapReduce · Parallel apriori
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1 Introduction

Data mining includes a pattern discovery chain in large databases covering machine
learning process methods, statistics, and database systems. It is an interdisciplinary
subfield of statistical science and statistics with the overall aim of extracting informa-
tion from a dataset and transforming the information from a dataset into a systematic
system for future use.

Such techniques are used in various areas, and as compared to the other techniques,
all the techniques have their different impact. ARM is the first method employed in
the area of datamining. TheApriori algorithm is used to provide the itemsets relation.
Mr. R. Agarwal and Mr. R. Srikant proposed the algorithm in 1994 [1]. The Apriori
algorithm is used, and the application area-based paper is implemented by [2].

It is used in all datasets to identify the regular element sets. It is used in all datasets
to identify the regular element sets, named Apriori because it is used to gain prior
knowledge of the properties of frequently set objects. There are varieties of areas
where Apriori is used and it is considered as a Apriori algorithm. The Apriori has
also been used for the different areas, and changes are made in Apriori as needed.
Yet, all of these algorithms have some positive and some negative points.

In our conventional algorithms, the positive points are as simple and easy to
understand, and the results are intuitive and easy to convey to the customer. This
algorithm is used to generate frequent patterns with the support and confidence
specified.

These are the advantage, but there are many drawbacks to the same. The Apriori
algorithm is not able to work with higher number of dimensions as well as on huge
amount of dataset. A dataset has time as the main constraint or as the space and time
attributes as important attributes.

These are the key parameters where it is necessary to improve the Apriori algo-
rithm, so that it can also be used to deliver results for such application areas. The
Apriori algorithm also needs to be updated for the enormous generation of commonly
used patterns, multiple scanning of datasets, and consideration of only minimal
support. The Apriori algorithm is unable to manage a dataset that used to be large in
size.

Harikumar and Dilipkumar [3], Zaki and Zulkurnain [4] the author proposed an
idea to deal with the same. Moving further as researchers know that they get a huge
number of regular itemset in Apriori which will be eliminated in [5]. But nowadays,
authors have seen that there is a great deal of dependence on time attributes so
needed time-relevant information so [6] takes responsibility for it, and in our Apriori
algorithm, we consider min (support and confidence) from [7], it can be used [8] to
reduce the pruning part of our algorithm.

In today’s era, the dataset used to be modified on a regular basis, so everyone
need some algorithm that generates association rule according to the updated dataset
in [9], and persons can improve efficiency by reducing the enormous frequency of
pattern generation that can be done by [10], and nowadays, people have areas where
they need to consider both time and space to get our association rule just like in
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traffic dataset, so it is there in [11]. But everyone still have to do several scans of
our dataset, which is omitted slightly in [12, 13]. Besides that, persons have another
algorithm to generate the association rule based on the FP-Growth, and the algorithm
is FP-Graph-Growth which can be used to generate the association rule.

Thepaper further is divided into as follows, Sect. 2 provides literature reviewwork,
Sect. 3 presents technical discussion of machine learning model, the comparison
model is considered in the Sect. 4, experimental result is illustrated in Sect. 5. Finally,
Sect. 6 presents conclusion and future work.

2 Literature Review

In the paper of [1], authors have provided the right way to get the result in a better way
for the market basket analysis. In the paper of [2], authors have taken the education
dataset of an entrance examof a college. The author has applied theApriori algorithm,
and they had to find out the relationship among the various parameters of the data.
They had just implemented the Apriori algorithms.

In another paper [3], the author has given the best way to utilize the Apriori algo-
rithm to get the relationship among the different attributes in the high-dimensional
dataset. As the data is high dimensional, so it must be having a lot of dimensions,
and this makes Apriori very tedious to find out the relationship. So in this, they had
used the QR decomposition technique to decompose the dataset without losing its
meaning, and then, they forwarded the data to the Apriori algorithm to get out the
result. And in [4], the author has given a review over this paper which summarizes
all the things which have been done in this paper.

The author has given in research [13] a solution for the one of the main issues of
the Apriori algorithm that is the multiple times scanning of the dataset as it consumes
a lot of time and it is not necessary to scan the dataset again and again, so here author
gives the idea to mark the transaction a delete tag if the size of it is less than ‘k’ and
also mark the deleting tag on those transactions who do not have any element from
the candidate set Ck. And all the transaction which are marked as deleting tag will
not be scanned in the next scan.

The author [14] uses two main algorithms for association rule mining that
is Apriori and FP-Growth on the maintenance dataset. They have found out the
symptom of failure so that they can predict the reason behind the failure and the
failure parts needed for the future. This helped the maintenance team to be well
aware about the same and can arrange those items in-store priory.

The author has given a new rule in [7] to find out the association rule. Basically,
Apriori considerminimum (support and confidence)while calculating the association
rule (AR), bur in the present scenario, data is growing rapidly, so it may loose many
relevant items. So, the authors have suggested new limits for both of the parameters
like support (maximum, minimum) and confidence (maximum, minimum), so it will
cover all the necessary rules to get our result.
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The author gave a new version of theApriori algorithm in [6], whichwill be giving
the result while keeping the time constraints which would be very much essential
for today’s world, and this makes a decrease in the size of memory occupation and
the number of scans of the dataset as well. So now, the result would have frequent
itemset with the time constraint intervals.

The writers give everyone the new method in [15], which will use the graph
technique to mine the dataset and find out the association rule. While using the graph
method they have found out that now, there is no need to have to keep the redundant
items as it is kept in FP-Tree.

The author implemented a shift in the Apriori algorithm in [8]. He had just intro-
duced the modification into the pruning part of the Apriori algorithm. In that, he
has taken average support instead of the minimum support and these results with the
probability and improved efficiency of the Apriori algorithm.

Teng and Chen [9] provides a full description of the algorithms that can be used
to evaluate market basket. In this paper, they had detailed about three kinds of algo-
rithms those are Apriori, partition-based algorithm, and pattern growth algorithm,
and they had given the review on the working of all these algorithms while keeping
the incremental approach. The main thing behind the incremental approach concept
is that due to frequently updation of database, it results to association rule.

In the paper of [5], a new modification over the Apriori algorithm is done. The
author has introduced the consideration of Inter Itemset Distance with support and
confidence in theApriori algorithms. It is developedwhile keeping inmind the gener-
ation of the huge candidate and multiple scans of the dataset. With the help of Inter
Itemset Distance, they had reduced the number of frequent items and the association
rule. Basically, the Inter Itemset Distance measures the number of transactions the
itemset is not included between two successive occurrences of the itemsets.

The author uses Bodon’s idea in [10] and implemented his algorithm on parallel
computing to enhance the efficiency and get the result quickly, so the main thing
is that, Bodon introduced the use of a data structure ‘trie’ to solve the repeated
frequent itemset generation issue of the Apriori algorithm. And the author just used
the partition-based approach with parallel computing and trie data structure to give
it speed.

In the paper of [11], author has provided the solution for a real-life problem for
traffic control and provided the solution using the Apriori.

Here in [12], the author has given five algorithms which can be used in our mining
strategy namely prior MapReduce, IApriori MapReduce, SpaceAprioriMapReduce,
TopAprioriMapReduce, and MaxAprioriMapReduce, and all these algorithms are
developed by the author in the same manner as they are written by overcoming the
disadvantage or future work of the previous one.



Hybrid Version of Apriori Using MapReduce 589

3 The Proposed Model

MapReduce
In the MapReduce technique, the value or frequency is measured. Thus, a map
reduction technique can be used to obtain the frequency of those particular data
points or keys [16].

Map : (K1,V1) → (K2,V2)

Reduce : (K2,V2) → (K2,V3)

MapReduce technique performs parallel processing on big datasets. Nonetheless,
on the large amount of datasets, Apriori performs fast and parallel processing with
MapReduce technique.

The proposed solution applies MapReduce technique with Apriori. To find the
frequency, Apriori with a map reduction technique is used, and the value of k is then
calculated using frequency (Fig. 1).

4 Result

The efficiency of the proposed solution is analyzed in this section. To get experi-
mental results, two-dimensional dataset was chosen. Firstly, the machine assimilates
data from various sources to carry out Apriori with map reduction technique. The
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Step 1 Input: D: dataset

Finding the value of k-dist plot;
1) Initialize all items in Dataset: 

Generate Value of k:
Consider frequent value as a value of k;
2) Finding the k on the basis of frequency;

Mapping item set with k; 

Step2

Adopt Apriori algorithm for item set 
generation; 
Finding the Support and Confidence

Display Most frequent items

Fig. 1 Algorithm

suggested solution evaluated on datasets of different sizes. Python is used in our
proposed method and coordinates with our dataset. The Spaeth dataset is taken to
apply the model. We have tested it two times, in the first instance, 100 data points
are considered, and in second experiment, 200 points are considered.

Experiment: We have executed the model on the Spaeth dataset. The model is
executed on two times on the different dataset, and in the first experiment, the dataset
contains 100 files and calculated the purity (Tables 1 and 2).
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Table 1 Result analysis of
experiment with 100 size
dataset

Dataset Purity of apriori Purity of apriori with MapReduce

Dataset 1 0.76 0.78

Dataset 2 0.63 0.68

Dataset 3 0.60 0.74

Table 2 Result analysis of
experiment with 200 size
dataset

Dataset Purity of VDBSCAN Purity of VDBSCAN
with MapReduce

DataSet 1 0.79 0.84

DataSet 2 0.63 0.69

DataSet 3 0.62 0.89
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5 Conclusion and Future Work

A complete study of Apriori algorithm is compiled in the current survey, and article
possesses the various modifications in the Apriori algorithm. This makes us think
before using Apriori algorithm in any field. So, to resolve all those problems, we
have seen modification in the Apriori algorithm about the dataset and vulnerabilities
and seen all those issue which get omitted from which algorithm. Apart from these
future outcomes, readers can have a different algorithm for dimensionality reduction
which they can use with Apriori to reduce the dimension and get our result and add
on to that researcher can use partitioning approach with the same which will give
us the good efficiency as compared to the other algorithm. Besides that, researcher
can also go for the combined approach of either of the two algorithms and design a
new algorithm that can solve all the problems at once. If they can have any of this
approach or implementation, then that would be a new approach in the same.

MapReduce is highly lucrative for storing big data in parallel on massive
commodity computer clusters. In this article, we focus primarily on the MapRe-
duce system parallelization of the Apriori algorithm. The MapReduce computing
model is well related to the Apriori algorithm measurement of regular itemsets. We
reviewed numerous possible methods for parallelizing the distributed system for
Apriori. MapReduce is an efficient and scalable framework for big computational
problem, but on such platform, it can be hard to port some problems.
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A New Time Varying Adaptive Filtering
System (TVAFS) for Ambulatory ECG
Signals

Reeta Devi, Hitender Kumar Tyagi, and Dinesh Kumar

Abstract Ambulatory ECG signal gets coupledwith various noises. Noise and ECG
signal are non-stationary in nature. Filtering system, an essential part of the ambula-
tory ECG system, needs to be less complex so as to minimize the overall processing
cost. Present paper proposed time varying adaptive filtering system comprising of
complexity reduced variable step size algorithm and a cascaded digital FIR filter. The
MIT/BIH arrhythmia dataset has been used to evaluate the proposed system. Results
obtained in terms of improved SNR and fast converging learning rate demonstrate
that the proposed system can effectively remove noise compared with other popular
adaptive filters.

Keywords Ambulatory ECG · Adaptive · LMS · NLMS · Time varying · Step size

1 Introduction

Ambulatory ECG diagnosis is conducted in routine after heart surgery. Such diag-
noses are composed of various kinds of exercise testing that subject the patient to
perform different motion activities. Those activities may vary from low physical
works to high level of physical activities. Therefore, it is natural for the ambula-
tory ECG signal to get contaminated with different kinds of noises such as baseline
wander, power-line interference, random noise, electrode contact displacement and
motion artifacts.

These noises pose the difficulty on the filtering system as they fall in the sameECG
spectrum. Ideally, a filter should be able to remove the interfering noise completely
without affecting the desired signal characteristics [1]. Along with this, a desirable
and very strict requirement is to keep the filtering algorithm very simple and less
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complex so as to minimize the processing cost of the ambulatory system. The most
important factors associated with the processing cost are algorithm’s computational
complexity producing a good quality signal and the required memory capacity to
store the filter coefficients.

The conventional fixed coefficient filters are not suitable to meet above-said
requirements due to non-stationary nature of the noise and the ECG signal. Thus,
advanced filtering algorithms such as adaptive filters, wavelet filtering and blind
source separation methods are required. The filtering performance of adaptive filters
and thewavelet filters has been analysed in our previous work [2]. In that study, it was
noted that DWT filter performed with a degraded performance for high noise ECG
signals, whereas an adaptive recursive least squares (RLS) algorithm performed well
in this environment. The results obtained in this study for RLS were also in good
agreement with other previously published studies by Almahamdy et al. [3], Elias
et al. [4] and Martinek et al. [5]. But this algorithm suffers from a high computa-
tional complexity with large memory requirements [6] resulting to high processing
cost of the ambulatory system. Similarly, the performance of blind source separation
method is good enough but at the cost of high processing cost and increased structural
complexity of the system [7].

Another popular adaptive filteringmethodwhichwas implemented in our previous
study was the least mean square (LMS) algorithm. This method filtered high- to-low
noise ECG signals with medium filtering performance and slow speed. But this
method fits best for integration in real-time ambulatory ECG systems in terms of less
computational complexity and less memory requirements, provided, the filtering
performance and speed are modified to enhance to a level of producing acceptable
quality results of noise-free ECG signal with almost no delay. Therefore, the present
study was designed to improve the filtering performance and convergence rate of
the LMS-based adaptive filter, so as to maximize the output SNR of a variable noise
ECG signal.

Though, there are various adaptive filtering techniques proposed in literature that
can be used for the noisy ECG signal [8–11]. But a dual non-stationary signal (non-
stationary both in noise aswell as ECGsignal) requires an adaptive filtering technique
that can change its properties in accordance with the changes in noise and the desired
ECG signal. One such technique of cascade adaptive filtering for motion artifacts
removal from the ECG signal was proposed by Kim et al. [7]. In this technique, a
fixed step size fourth-order high pass filter was implemented by LMS algorithm in
the first stage to remove the baseline wander. The second stage was comprised of a
variable step size 16th-order normalized LMS adaptive filter to remove the motion
artifacts. The overall configuration results in good quality ECG signal, besides, a
high computational complexity, highmemory requirements and, thus, high structural
complexity and cost of the ambulatory system.

Another technique of adaptive filteringwith feed-forward algorithmwas proposed
byHuanqian et al. [12]. This approachwas also used to filter themotion artifacts from
ambulatory ECG signals. Authors of this study used two adaptive filters at the input
and a combining network at the output. Two adaptive filters consisting of a fixed step
size normalized LMS and a variable step size normalized LMS, each of order 200
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were used for the fast convergence speed and fast convergence accuracy, respectively.
The combining network implements a mathematical expression to combine the two
filtered outputs of the adaptive filters. In the context of the results produced by
the proposed system, it can be stated that a satisfactory clean ECG signal with
good morphological details was obtained. But at the same time, it is also seen that
the proposed system configuration introduces a high computational complexity as
well as high memory requirements which will further increase the overall structural
complexity and the cost of the system.

Similarly, several other studies [13–16] have implemented variable step size adap-
tive filter for other applications like echo cancellation and unknown system identi-
fication, etc. However, many of these algorithms need tunable parameters that offer
additional delay and complexity to the system.

This paper presents a complexity reduced variable step size normalized least
mean square adaptive transversal FIR filter of order 10 with a cascaded second
order fixed coefficient FIR filter configuration. The proposed method is implemented
on 48 ambulatory ECG signals obtained from MIT/BIH Arrhythmia database [17].
Results obtained are compared with the existing conventional LMS filter in terms
of improved signal-to-noise ratio (SNR) and the convergence of the learning rate
parameter. Improved SNR is measured by the difference of the output SNR and the
input SNR. It is observed from the results that the proposed system learns very fast
and effectively de-noise the ambulatory ECG signal producing high values of the
improved SNR compared to the conventional filter. The reduced complexity in terms
of the number of components to be used in the overall structure, processing cost and
the simplest algorithm for varying the step size of the proposed filtering system, will
make it easy to integrate with very important medical algorithms such as early stage
prediction of sudden cardiac death described in our earlier work [18].

2 Adaptive Filtering System

Figure 1 shows the proposed system block diagram with a cascaded second-order
FIR filter. The adaptive filtering system consists of two components: (1) a transversal,
linear, finite impulse response (FIR) filter and (2) a normalized LMS algorithm with

Fig. 1 Proposed system block diagram of TVAFS
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time varying step size property. The transversal filter of order N convolves the input
noise signal I(n), with its own impulse response function h(n) to produce an estimate
of the input noise signal at a time instant n, as described by Eq. (1). The estimated
noise of the filter is denoted by ŷ(n).

ŷ(n) =
N−1∑

m=0

h(m)I (n − m) (1)

where h(m) are the coefficients of the proposed adaptive filter, and I (n − m) are the
noisy reference signal samples at present (m = 0) and pastm−1, (1 ≤ m ≤ N − 1)
input samples.

The estimated noise is subtracted from the desired signald(n), which is constituted
by the pure ECG signal v(n) added with an undesired noise signal z(n) Eq. (2).
The two noise signals I (n) and z(n) are correlated with other. Thus, the difference
so obtained produces the error signal e(n), an estimate of the pure ECG signal as
expressed by Eq. (3) [6].

d(n) = v(n) + z(n). (2)

e(n) = d(n) − ŷ(n) (3)

The error signal e(n) and the input noise signal I (n) of the proposed system are
designed to act on the adaptive process to adjust the coefficients of the transversal
filter in order to produce an estimate of the noise mixed in the pure ECG signal. The
adaptive algorithm has a time varying step size property that changes the learning
rate of the filter from one iteration to the next to update the coefficients so as to
minimize the mean square value of the error signal. The optimized error signal is
then convolved with the impulse response function h(d) of the second-order FIR
filter to obtain the pure ECG signal as given in Eq. (4).

v(n) = Pure ECG = e(n) ∗ h(d) (4)

3 Proposed TVAFS Algorithm

Different from the conventional LMS algorithm, the goal of the normalized LMS
adaptive filtering process is based on the stochastic gradient algorithm [6] which
determines the updated filter coefficient vector ĥ(n + 1), so as to minimize the
squared Euclidean norm of the change,

δĥ(n + 1) = ĥ(n + 1) − ĥ(n) (5)
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Subject to the constraint

ĥH (n + 1)I (n) = d(n) (6)

To solve the constrained optimization problem stated in Eqs. (5) and (6), the cost
function A(n) is designed as shown in Eq. (7) to be minimized by the method of
Lagrange multipliers.

A(n) =
∥∥∥δĥ(n + 1)

∥∥∥
2 + Re

[
λ ∗

(
d(n) − ĥH (n + 1)I (n)

)]
(7)

By putting Eq. (5) into Eq. (7), we obtain

A(n) =
∥∥∥
(
ĥ(n + 1) − ĥ(n)

)∥∥∥
2 + Re

[
λ ∗

(
d(n) − ĥH (n + 1)I (n)

)]

=
(
ĥ(n + 1) − ĥ(n)

)H(
ĥ(n + 1) − ĥ(n)

)

+ Re
[
λ ∗

(
d(n) − ĥH (n + 1)I (n)

)]
(8)

Differentiating Eq. (8) with respect to ĥ(n + 1) with the rule of differentiation of
a real-valued function (A(n)) with respect to the complex valued coefficient vector
ĥ(n + 1), we obtain

∂A(n)

∂ ĥ∗(n + 1)
= 2

(
ĥ(n + 1) − ĥ(n)

)
− λ∗ I (n) (9)

Setting Eq. (9) equal to zero, the optimum value of the coefficient vector may be
obtained as

ĥ(n + 1) = ĥ(n) + 1

2
λ∗ I (n) (10)

The value of the unknown parameter λ is obtained by solving Eqs. (6) and (10),

d(n) =
(
ĥ(n) + 1

2
λ∗ I (n)

)H

I (n)

= ĥH (n)I (n) + 1

2
λI H (n)I (n)

= ĥH (n)I (n) + 1

2
λ‖I (n)‖2 (11)

From Eq. (11), λ can be obtained as

λ = 2e(n)

‖I (n)‖2 (12)
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where e(n) the error signal defined in Eq. (3) may be reproduced as

e(n) = d(n) − ĥH (n)I (n) (13)

Thus, by putting the Eqs. (10) and (12) in Eq. (5), the optimum value of the
incremental change in coefficient vector is obtained as

δĥ(n + 1) = 1

‖I (n)‖2 I (n)e∗(n) (14)

In order to remove the non-stationary noise from the ECG signal, the coefficient
vector needs to be updated iteratively without changing the direction vector. Thus, a
positive real scaling factor μ is inserted in Eq. (14) to achieve this,

δĥ(n + 1) = μ

‖I (n)‖2 I (n)e∗(n) (15)

It gives the required change at iteration n to adjust the coefficients of the transversal
FIR filter. Substituting Eq. (15) into Eq. (5) and reordering the terms, we obtain the
updated coefficient vector at iteration n + 1 as

ĥ(n + 1) = ĥ(n) + μ

‖I (n)‖2 I (n)e∗(n) (16)

Equation (16) shows the product vector I (n)e∗(n) which is normalized by the
squared Euclidean norm of the input noise vector I (n). Hence, the algorithm is
known to be normalized least mean square algorithm (NLMS).

The scale factor μ is known as the step size parameter. It is assumed a constant
in the NLMS algorithm [6]. However, an ambulatory ECG signal and noise are non-
stationary in nature. Thus, the NLMS algorithm may malfunction due to the large
mismatch between the desired and estimated signal. For example, suppose there is
an increase in the interfering noise z(n); the desired signal d(n) will increase, and,
so will the error signal e(n) if, coefficients are not adjusted in the opposite direction,
which is not possible in a fixed step size NLMS algorithm. Therefore, the constant
value of the step size parameter μ will appear oversized in this situation, which is
required to be reduced, and vice versa.

To overcome the difficulty faced by the NLMS algorithm, a time varying step
size parameter μ(n) suggested by Mader et al. [19] for echo cancellation and further
improved for filtering of ambulatory ECG signal in the present study is given as

μ(n) =
⎧
⎨

⎩

0, i f μc < 0.5μ0

μc, i f 0.5μ0 < μc < μ0

μ0, otherwise
(17)
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whereμ0 is the optimum step size selected by theminimummean square error criteria
for the lowest SNR value of the input signal, and μc is the current step size of the
nth iteration which is advanced from one iteration to the next by using the following
relation

μc = S(n)E
[
I 2(n)

]

E
[
e2(n)

] (18)

where S(n) = E

[∥∥∥h − ĥ(n)

∥∥∥
2
]
, with h being the unknown system parameter vector.

S(n) is known as mean square deviation of the adaptive filter’s coefficient vector.
According to Eq. (17), at iteration n, the transversal filter coefficients are not updated
if computed value of μc is less than 0.5μ0. The coefficients are only updated at all
iterations in accordance with the value of step size μ(n) lying in the range 0.5μ0 ≤
μc ≤ μ0. The final output of the TVAFS system is then obtained as per the Eq. (4).
A summary of the TVAFS algorithm is presented in Table 1.

4 Experiments and Results

The performance of the designed time varying adaptive filtering system is evalu-
ated on the standard international MIT-BIH Arrhythmia database [17]. This dataset
consists of 48 ambulatory ECG recordings obtained from 25 men (age: 32–89 years)
and 22 women (age: 23–89 years), with two signals collected from the same subject.
Lead ML-II signal of sampling frequency 360 Hz has been used in this work. The
resolution of all the collected signals is at 11 bit ± 10 mV.

The computing software MATLAB has been used to run the experiments on the
Acer® laptop system embedded with an Intel core i3 processor. The results of the
first two stages for removal of baseline wander by using two stage moving average
filter and power-line interference by using an IIR comb notch filter have been shown
in our previous work [2]. It was shown there that a pure ECG signal was obtained
without any significant distortion of its desired properties after filtering the baseline
wander and power-line interference at 60 Hz and its harmonics 120 and 180 Hz.

Further, this pure ECG signal has been corrupted by adding the artificial noise
generated in MATLAB and proposed here to clean by a new time varying adaptive
filtering system (TVAFS) with fast converging speed. The proposed algorithm has
been described in Sect. 3. The artificial noise is a kind of composite noise comprising
of white Gaussian random noise of varying SNR from−11 dB to 11 dB, the baseline
wander, power-line interference and abrupt shift. A plot of all these noises generated
artificially and added to the ECG signal is shown in Fig. 2. The performance of
the TVAFS in filtering of high noise (SNR = −11 dB) and small noise (SNR =
11 dB) from the ECG signal is illustrated in Figs. 3, 4, respectively. Figures 3a and
4a show the corrupted ECG signal of known SNR value, and Figs. 3b and 4b show the
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Table 1 Summary of the
proposed TVAFS algorithm

Parameters

N = Filter length

I(n) = Present input (noise) vector

d(n) = Desired response

ĥ(n) = Updated filter coefficient vector after adaptation at time
instant n

ŷ(n) = Output of the filter at time instant n

e(n) = error signal

h(d) = Filter coefficients of the second-order FIR filter

μ = Constant step size parameter of the NLMS algorithm

μ(n) = Time varying step size parameter of the TVAFS system

μc = Current step size parameter of the TVAFS system at
iteration n given by

μc = S(n)E
[|I (n)|2]

E
[|e(n)|2]

where at iteration n,

S(n) = Mean square deviation

E
[|e(n)|2] = error signal power

E
[|I (n)|2] = input signal power

Adaptive procedure

1. Bootstrapping: Boot the filter coefficient vector to the initial
values, if known a priory. Otherwise set h(0) = 0

2. Triggering: Trigger the TVAFS system with noise input I (n)

of time instant n and estimated values of the coefficients ĥ(n)

ŷ(n) = ∑N−1
m=0 ĥ(m)I (n − m)

3. Starting with the optimum value of step size parameter, μ0,
find out μc for time instant n

4. Adjustment: Adaptively adjust the coefficients of the
transversal filter to next time instant n + 1

ĥ(n + 1) = ĥ(n) + μ

‖I (n)‖2 I (n)e∗(n), μ = μc

5. Continuation: Increment the iteration from time instant n to
n + 1 and go back to Step 2 to obtain the optimum value of
e(n)

6. Output: Compute Pure ECG = e(n) ∗ h(d)

corresponding filtered signal by using NLMS adaptive filter with proposed variable
step size property (VSS–NLMS). Figures 3c and 4c are showing the results obtained
with TVAFS. The filtering performances of the conventional LMS adaptive filter for
the same signals are shown in Figs. 5 and 6.

For quantitative evaluation, the performance parameters at output of the TVAFS
such as mean square error (MSE), SNR, percent root deviation (PRD) and peak
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Fig. 2 Different artificial noises added to the pure ECG signal

signal-to-noise ratio (PSNR) [2] have been computed for each of 48 recordings.
These results are presented in Table 2 in terms of the mean and standard deviation
(Mean (STD)) values for each level of the input SNR. It shows significant high values
for the output SNRofTVAFS than the other two algorithmsofLMSandVSS–NLMS.
For a qualitative comparison between the performances of the proposed system and
the conventional adaptive LMS algorithm, the SNR improvement (dB) is plotted
in Fig. 7. It can be noted from the figure that the proposed VSS–NLMS algorithm
shows a significant improvement over the standard LMS algorithm. Further, the
overall output of the TVAFS shows the highest SNR improvement over the others.

Figure 8 illustrates the SNR improvement obtained with proposed TVAFS versus
different values of the learning rate parameter μ(n) at two different levels (−11 dB
and 11 dB) of the input SNR. It can be seen in this figure that both curves achieve
their maximum value at a very early stage of the learning rate parameter, i.e. 0.04
for input SNR at 11 dB and 0.09 at −11 dB, and thereafter, it starts diminishing
consistently. It indicates that the designed filtering system converges very fast, due
to which, clean ECG beats are provided instantly by TVAFS, right from the first beat
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Fig. 3 a Noisy ECG signal (input SNR, −11 dB), b output of the VSS–NLMS and c output of the
TVAFS

onwards (Figs. 3c and 4c), whereas the adaptive LMS filter suffers from the problem
of gradient noise amplification, which changes the morphology of many beats in the
ECG signal (Figs. 5b and 6b).

5 Conclusion

A new time varying adaptive filtering system (TVAFS) for ambulatory ECG signal
is proposed in the present work. The filtering performance of the proposed system is
compared in terms of SNR improvement and converging learning rate with existing
conventional adaptive LMS filter. High values of the SNR improvement and fast
convergence rate obtained in this work demonstrate the effective removal of the
noise and improved morphological details of the filtered ECG signal as compared
to the LMS filter. Also, much reduction in the complexity of the overall filtering
system is achieved by using cascaded configuration of a tenth-order transversal FIR
filter and a second-order fixed coefficient FIR filter. This will reduce the required
memory and number of components in the final design as compared to previous
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Fig. 4 a Noisy ECG signal (input SNR, 11 dB), b output of the VSS–NLMS and c output of the
TVAFS

studies. Therefore, the lower processing cost and the simplest algorithm for varying
the step size of the proposed filtering system will make it easy to integrate in low
cost ambulatory systems.
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Fig. 5 a Noisy ECG signal (input SNR, −11 dB), b output of the conventional adaptive LMS filter
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Ultrathin Compact Triple-Band
Polarization-Insensitive Metamaterial
Microwave Absorber

Divya and Deepak Sood

Abstract The design and characterization of a compact, ultrathin, polarization-
insensitive, triple-band metamaterial microwave absorber are presented. The
designed absorber consists of three metallic resonators printed on the top of a 0.8-
mm-thick FR4 dielectric substrate. The structure is designed to achieve triple-band
absorption at 3.92 GHz (S-band), 5.92 GHz (C-Band), and 9.2 GHz (X-Band) with
92.2%, 94.5% and 98.71% absorption, respectively. The proposed design is 0.0245λ
thick, and its periodicity is 0.3068λ corresponding to its highest frequency of absorp-
tion. The design is compact and ultrathin as compared to several already reported
dual- and triple-band absorbers. The absorber exhibits wide angular stability up to
60° angle of incident wave. A prototype of the designed absorber has been fabricated,
and the measured results are observed in agreement with the simulated ones. The
compact size and ultrathin thickness make the design fit for potential RF applications
such as RCS reduction etc.

Keywords Metamaterial ·Microwave absorber · Ultrathin · Compact size · RF
structure

1 Introduction

Metamaterials are artificial composite materials developed from the combination
of elements composed of metals/plastics. These materials are usually arranged in
periodic pattern and exhibit properties not found in nature like negative electric
permittivity (ε), magnetic permeability (μ), refractive index and impedance. The
metamaterial showing the effect of negative refractive index was developed using
the combination ofmetallicwire and split ring resonator (SRR) [1]. The inter-element
space and size of the elements can be adjusted, to tune the effective characteristics.

Divya · D. Sood (B)
University Institute of Engineering and Technology, Kurukshetra University, Kurukshetra,
Haryana, India
e-mail: dsood2015@kuk.ac.in

© The Editor(s) (if applicable) and The Author(s), under exclusive
license to Springer Nature Singapore Pte Ltd. 2021
N. Marriwala et al. (eds.),Mobile Radio Communications and 5G Networks,
Lecture Notes in Networks and Systems 140,
https://doi.org/10.1007/978-981-15-7130-5_47

607

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7130-5_47&domain=pdf
mailto:dsood2015@kuk.ac.in
https://doi.org/10.1007/978-981-15-7130-5_47


608 Divya and D. Sood

Due to the exotic characteristics, the metamaterials finds applications in perfect lens
[2], cloaking [3], antenna [4], and absorber [5], etc. The tuning of imaginary part of
the permittivity and permeability gives an idea of the development of metamaterial-
based absorbers. An electromagnetic absorber is a kind of device used to efficiently
absorb electromagnetic radiations. In comparison with traditional electromagnetic
absorbers, the metamaterial absorbers have several advantages such as lightweight,
compact size, simplicity, increased effectiveness, and wider adaptability. Despite of
these unique features, the metamaterial absorbers suffer from narrow bandwidth and
the sensitivity to the polarization and oblique incident angle due to their resonant
structural configurations which limits its applications. Since the development of the
perfect metamaterial absorber [5], several attempts have been made to improve the
performance. Till date, various single-band, dual-band, multiband, and bandwidth-
enhanced metamaterial absorbers were reported [6–17]. Metamaterial absorbers
reported in [8, 9] are polarization insensitive, but their unit cell size and thickness
are large. Similarly, multiband metamaterial absorbers reported in [10–16] are polar-
ization insensitive and ultrathin, but their unit cell size is still large, thereby limiting
their practical applications. This anticipates the requirement to develop compact and
ultrathin metamaterial absorbers to fill this gap.

Therefore, in this paper, a triple-band polarization-insensitive metamaterial
absorber is presented. The proposed design is compact in size and ultrathin in thick-
ness and exhibits a wide angle stability to the incident waves. The mechanism of
absorption for the design is analyzed, and the simulations are performed by using
Ansys HFSS software tool. A prototype of the design is fabricated, and its character-
istics are experimentally verified. A good agreement has been observed between the
simulated and the measured responses. The proposed absorber is a good candidate
for multiband absorption and can be used in defense and radar applications.

2 Design and Simulation

2.1 Design

The three-dimensional view of the unit cell of the proposed triple-band metamaterial
absorber is shown in Fig. 1. The top layer of the structure is designed using three
concentric metallic resonators (two square loops and a circular ring) printed on a
0.8 mm thick grounded FR4 (εr = 4.4) dielectric substrate. The geometrical dimen-
sions are: L1 = 10 mm, L2 = 9.5 mm, L3 = 8.2 mm,W1 = 0.25 mm,W2 = 0.4 mm,
t = 0.8 mm, R1 = 3.25 mm, R2 = 2.75 mm. The top and bottom metallic layers are
of copper (σ = 5.8 × 107 S/m) with 0.03 mm thickness. The structure is designed
with fourfold symmetry to achieve polarization insensitivity. The size of the single
unit cell is (10 × 10) mm2.
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Fig. 1 a Unit cell of the designed triple-band absorber and its b representation as an array

2.2 Simulation

The simulated response of the proposed absorber under normal incidence of the elec-
tromagnetic wave is shown in Fig. 2. The structure is designed using three metallic
resonators to give triple-band absorption peaks at 3.92 GHz in S-band, 5.92 GHz
in C-band, and 9.2 GHz in X-band with 92.2%, 94.5% and 98.71% absorption,
respectively.

The polarization insensitivity of the designed absorber structure has also been veri-
fied for different polarization angles (F) from 0° to 60°. The simulated response under
normal incidence for different angles of polarization (F) is shown in Fig. 3. When
electric field andmagnetic field are at some angle ‘F’ w.r.tX-andY-axes, respectively,
keeping the direction of propagation fixed, i.e. along Z-axis, then the polarization of
incident wave changes. The designed absorber structure is fourfold symmetric, and
therefore, absorption remains same for all polarization angles; thereby, the proposed
design exhibits the polarization insensitivity.

Further, the performance of the absorber has also been studied for different oblique
angles (θ ) of incidence under TE polarization. For TE polarization, the direction of
electric field vector ‘E’ is along ‘X’-axis and magnetic field vector ‘H’ is at some

Fig. 2 Simulated response
of the proposed triple-band
metamaterial absorber for
normal incidence
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Fig. 3 Simulated absorption
for different angles of
polarization of the incident
wave under normal incidence

Fig. 4 Simulated absorption
for different oblique angles
of incident wave under TE
polarization

angle w.r.t Y-axis in such a way that the direction of incident wave is inclined by
an angle ‘θ ’ w.r.t Z-axis. The simulated absorption response for different oblique
angles of incident wave under TE polarization is shown in Fig. 4. The absorption
frequencies and amount of absorption remain same for the variation of incidence
angle from 0° to 60° in the steps of 20°. Therefore, the proposed absorber exhibits
wide-angle stability.

2.3 Absorption Mechanism

In order to get better physical insight about the mechanism of absorption, the field
and current distributions for the proposed absorber design have been studied. The
electric and magnetic field distributions for all the three absorption frequencies are
analyzed as shown in Fig. 5a–c. Electric field is represented on the left side, and
the magnetic field is shown on the right side of Fig. 5. It is observed that the first
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Fig. 5 Electric and magnetic field distributions for the triple-band absorber at three absorption
frequencies

absorption peak is mainly contributed by the outermost square ring resonator as
the electric and magnetic fields are primarily distributed around it at frequency f 1,
i.e. 3.92 GHz as shown Fig. 5a. On the other hand as shown in Fig. 5b, the fields
are distributed around the middle square ring resonator at f 2, i.e. 5.92 GHz which
indicates that the second absorption peak is contributed by the middle resonator.
Similarly, the innermost circular loop contributes the third absorption peak at f 3,
i.e., 9.2 GHz, as represented by the conspicuous field distribution shown in Fig. 5c.
The electric field mainly excites the top metallic resonators. Further, the current
distribution for the three absorption frequency has also been examined as shown in
Fig. 6a–c. In similar to the field distribution, it is observed that the first, second, and
third absorption peaks are contributed by the outermost square ring, middle ring,
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Fig. 6 Surface current distributions at the top and bottom layers for the proposed triple-band
absorber at all three absorption frequencies

and innermost circular ring surface, respectively, as the surface current density is
maximum around the outermost ring for f 1 and around the middle square ring for
f 2 and maximum around the circular ring for f 3. The currents are antiparallel at
the top and bottom surfaces which indicate the circulating flow of current around
the absorber, thereby signifying that the dielectric substrate is mainly excited by the
magnetic field.

Further, in order to verify the absorption contribution of each of the resonators,
absorption due to individual resonators is studied as shown in Fig. 7. It is noticed that
each of the metallic resonator exhibits its own absorption peak without the affecting
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Fig. 7 Absorption
contribution of individual
metallic resonator rings

absorption due the others. Therefore, the absorption due each of the resonator can
be controlled by adjusting the dimensional parameters of individual resonator.

3 Experimental Measurements

A prototype array of the proposed triple-band metamaterial absorber has been fabri-
cated on a 0.8-mm-thick FR4 dielectric substrate as shown in Fig. 8. The performance
of the fabricated sample is experimentally measured using Agilents vector network
analyzer (VNA) model no. N5222A. Two UWB horn antennas are connected to the
VNA for the measurement of reflections. For calibrating the measurement setup,
a metal plate of the same size is placed at far-field distance in front of the horn

Fig. 8 Fabricated prototype
of the proposed triple-band
absorber
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antennas and reflectivity is measured. Thereafter, the metal plate is replaced by the
fabricated prototype and actual reflection from the designed structure is measured by
subtracting the reflection of the reference metal sheet. A comparison of the measured
absorption and simulated one under normal incidence is represented in Fig. 9. The
measured absorption peaks are at 4 GHz, 5.76 GHz, and 8.90 GHz with 94.19%,
94.37% and 96.83% absorptions, respectively. The measured absorption frequencies
are very close to the simulated values. The fabrication errors and nonlinear behavior
of FR4 dielectric substrate are responsible for these minor differences in simulated
and measured values. The performance of the fabricated prototype has also been
measured for different polarization angles (F) under normal incidence as shown
in Fig. 10. It is observed that the absorption remains unaltered for all polarizations
angles which indicates the polarization insensitivity of the proposed absorber design.

Further, the proposed design has also experimentally tested for different oblique
angles under TE polarization as shown in Fig. 11. The measured and simulated

Fig. 9 Comparison of
simulated and measured
absorption under normal
incidence

Fig. 10 Measured
absorption for different
polarization angles under
normal incidence
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Fig. 11 Measured
absorption for different
oblique incidence angles
under TE polarization

results are observed in agreement, and it is noticed that the design exhibit good
angular stability up to 60° (Table 1).

Table 1 Comparison of the proposed absorber design with the existing one

References Unit cell size
mm2

Thickness
mm

Absorption frequency
(GHz)

Absorption (%)

[8] 14 × 14
(0.465 λ)

0.502
(0.017 λ)

4.19, 6.64, 9.95 97.5, 96.5, 98.85

[9] 10 × 10
(0.307 λ)

0.798
(0.025 λ)

4.06, 6.73 9.22 99, 93, 95

[10] 24 × 24
(0.58 λ)

1
(0.024 λ)

4.3, 6.05, 7.30 96.84, 99.85, 96.99

[11] 14 × 14
(0.43 λ)

1
(0.031 λ)

2.90,4.18, 9.25 97, 96.45 98.20

[12] 10 × 10
(0.45 λ)

0.6
(0.027 λ)

5.57, 7.969,13.44 98.87, 97.99 99.28

[13] 13.8 × 13.8
(0.64 λ)

1
(0.046 λ)

4.4,6.05, 13.9 97

[14] 8.2 × 8.2
(0.42 λ)

1
(0.514 λ)

4.4,6.48, 15.44 96.6, 97.64, 85.81

[15] 6 × 12
(0.44 λ)

0.705
(0.026 λ)

7.7, 9.2,11.1 99.7, 98, 94

[16] 11 × 11
(0.405 λ)

1
(0.037 λ)

4.25,8.35,11.06 99.04, 99.62, 99.33

[17] 33.5 × 33.5
(0.29 λ)

6
(0.052 λ)

1.75, 2.17, 2.6 96.91, 96.41, 90.12

Proposed design 10 × 10
(0.3068 λ)

0.8
(0.0245 λ)

3.95, 5.92 9.21 92, 94.5 98.71
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4 Conclusion

The design and characterization of an ultrathin metamaterial polarization-insensitive
microwave absorber are presented. The proposed absorber provides triple-band
absorption with a compact unit cell size and angular stability up to 60° angle of
incident wave.

The dimensions of the unit cell are 10 × 10 mm2, i.e., 0.3068λ, and the thick-
ness is 0.0245λ w.r.t the highest frequency of absorption. The proposed structure
provides absorption value of 92% at 3.95 GHz, 94.5% at 5.92 GHz, and 98.71% at
9.2 GHz. A prototype of the proposed design has been fabricated, and the exper-
imental verifications are performed. The experimental verifications of polarization
independence for the proposed microwave absorber are also accomplished by setting
different orientation angles of the fabricated design. The proposed design is angular
insensitive for oblique incident angles up to 60°. The experimental results are in good
agreement with the simulated results. The proposed design is ultrathin and compact
in comparison with the existing narrowband and multiband absorber designs.
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Optical Wireless Channel
Characterization Based on OOK
Modulation for Indoor Optical Wireless
Communication System Using WT-ANN

Ankita Aggarwal and Gurmeet Kaur

Abstract In this paper, various characterizations of line-of-sight (LOS) opticalwire-
less communication system (OWCS) based on WT-ANN are explored. To enhance
the performance and to reduce the fluorescent light interference (FLI) in OWCS,
the proposed system is designed and simulated using stationary wavelet transform
(SWT)-based on–off keying (OOK) modulation, which has been proposed using
discrete wavelet transform (DWT) in the previous study. The proposed structure
enriches the performance of the OWCS, bearing in mind various parameters like
reduction of noise, efficiency, data rate and overall improved performance of the
scheme.

Keywords DWT · SWT · OOK · OWC

1 Introduction

In nineteenth century, the first wireless communication system was made accessible.
It is a communication system, which uses light beams, propagated through the atmo-
sphere or space to carry information. Line-of-sight (LOS), non-LOS and hybrid are
the three links in which the optical wireless system works. Optical wireless system
offers abundance bandwidth which means high data rate. Optical wireless communi-
cation system gives a powerful solution to resolve the forthcoming capacity crisis of
radio-based wireless networks. For indoor optical communication, infrared radiation
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(IR) is a medium suitable for short range and utilized successfully in the middle of
source and target. IR innovation has a huge point of interest over RF.

2 Indoor Optical Wireless Communication

Optical wireless communication (OWC) has been proposed recently to provide high-
speed access for phones, PCs, printers and digital cameras in offices, shopping
centres, warehouses and airplanes for indoor networks through infrared frequencies
[1]. As these frequencies cannot penetrate through walls, tethering the transmission
into the room thus made them inherently inoffensive, whilst allowing reuse of same
optical carrier in an adjacent room. These links chiefly employ intensity modula-
tion with direct modulation (IM/DD) resulting in refute of multipath fading [2].
However, IR system does have some severe drawback such as ambient background
noise caused by intense direct sunlight, incandescent and fluorescent lighting [3].
This background noise cannot be overcome by increasing the signal power due to eye
safety consideration at the wavelength of 850–950 nm [4]. Furthermore, because of
multiple reflections of transmitted signal, diffuse systems sustain inter-symbol inter-
ference [5]. In spite of this, the combination of IM/DD prevents multipath fading,
ambient light interference (ALI) and inter-symbol interference (ISI) [6]. A number of
methods had been proposed to reduce the effect of noise including high-pass filter,
angle diversity, optical filtering and linear orthogonal polarizer. In this study, the
on–off keying is employed, which is widely used and most admired digital baseband
modulation scheme for OWC, where binary ‘1’ is represented by transmitting a pulse
and binary ‘0’ by an empty slot of pulse duration Tb.

In this paper, amethod is discussed to reduce the FLI due to artificial light in indoor
optical system. Also, to measure the performance of the system, SNR, efficiency
and data rate are presented in this paper. In the previous work, DWT-based scheme
was discussed to mitigate the effect of FLI. In the present work, a new technique,
i.e. stationary wavelet transform (SWT) is discussed which shows improvement
over the existing one. As per literature survey, this new method was never been
implemented in OWCS, but shows remarkable improvement in the field of image
processing [7], signal processing [8], pattern recognition, brain image classification
[9] and pathological brain detection [10]. In [11], SWT was implemented for the
improvement of error diffusion block truncation coding decoded image over DWT
and showed favourable results. Also, Kannan in [12] described the SWT for multi-
focused images, to overcome the disadvantage of DWT. After getting the idea and
studying the performance of SWT in various fields, it is used to design a new IOWCS.
The proposedmodel is using on–off keyingmodulation and comparison programmed
with the existing one, i.e. DWT.
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3 Wavelet Transform

Wavelet analysis is used to analyse the low-frequency and high-frequency compo-
nents or the transient behaviour of the signal. For determining the time–frequency
resolution of wavelet transform (WT) and short-term Fourier transform (STFT),
the window size is considered fixed for time and frequency in STFT but not
for WT. Hence, WT is very useful and effective in analysing wide varieties of
signals. Different types of wavelet transform methods are marked in this paper for
comparison.

3.1 Discrete Wavelet Transform

DWT uses the filter banks for the construction of multi-resolution time–frequency
plane, having application of low-pass and high-pass filters and down sampling by
two. The low-pass parts are further decomposed into bands until satisfactory level of
information is obtained. The first levels of approximation y1l and detail coefficients
y1h are given in [13, 14] as follows:

y1l =
∑

n

y(n)g(2k − n) (1)

y1h =
∑

n

y(n)h(2k − n) (2)

The high-pass and low-pass filters satisfy the condition of the quadrature mirror
filter. The approximation coefficients can be further decomposed into different levels
with maximum level of log2L, with L as signal length. The original signal can be
reconstructed as follows:

x
′
(n) =

∑

k

(ykh(n).g(2k − n)) + (ykl(n).h(2k − n)) (3)

In DWT, the signal is convolved and decimated by accomplishing the choice of
odd indices. If all the possible DWTs of the signal are performed, then there will be
2j decomposition level for j levels.

3.2 Stationary Wavelet Transform

It is designed to overcome the lack of translation invariance of the DWT. Translation
invariance is achieved by removing the down samples and up samples in the DWT
and up sampling the filter by a factor of 2(j−1) in the jth level of the algorithm. The
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SWT is inherently redundant scheme as the output of each level of SWT contains
the same number of samples as the input, so for a decomposition of N levels there
is a redundancy of N in the wavelet coefficients [15, 16]. This algorithm is more
commonly known as “algorithme a trous” in French which means inserting zeros
in the filters. It was introduced by Holschneider [17]. The following block diagram
describes the digital implementation of SWT.

In SWT, the high-pass and low-pass filters are applied to the data at each level
and those are modified at each level by padding zeroes with them (Fig. 1).

4 System Design

In this section, the designing of the proposed system based on stationary wavelet
transform is described and shown in Fig. 2. The proposed system is pronounced as
follows: initially, an OOKgenerator is used as input device, which generates anOOK
signal, after which it is mixed with the channel noise. AWGN noise is considered as
a standard. At the receiver side, after filtering the received data using receiver filter,
denoising based on wavelet transform and artificial neural network is applied. The
wavelet transform used for the proposed system is stationary wavelet transform and
neural network used is back propagation neural network. Finally, the threshold is
applied to the output of ANN to achieve the desired output.

Fig. 1 Three-level SWT filter bank [15]

OOK
Gnerator

Noise Generator

Receiver
Filter 

SWT ANN

Fig. 2 Block diagram of the proposed system
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Table 1 Parameters used for
the proposed system

Parameter used Value

Mother wavelet Sym2

Window size 3

NN type Back propagation NN

Hidden layer 1

Neurons 5(HL), 1(OL)

Transfer function Logsigmoid

Threshold data If last value > 0.5 then ‘1’ else ‘0’

The same process as described by the block diagram is also embodied in the form
of algorithm. For the proposed system, the algorithm is presented below:

1. Generate OOK Data
2. Add AWGN
3. Match filtering
4. SWT windowed data
5. Train Neural network
6. Repeat step 1–5
7. Classify using neural network
8. Threshold network output
9. Calculate BER
10. Save
11. Check BER for particular value.

1. If yes, Train and Plot result
2. If No, decrease AWGN and go to step 6.

5 Simulations

The simulations are done using MATLAB. The several standard parameters used for
the same are given in Table 1.

6 Results and Discussions

In this section of the paper, the performance of the SWT based system is specified
and verified with the existing technique. Various characterizations used to show the
performance of the proposed system are the change in BER versus SNR, efficiency
and data rate.
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Table 2 Comparison of
SNR/BER for DWT and SWT

S. NO. SNR(dB) BER

DWT SWT

1. 5.5 0.1717 0.1567

2. 8.5 0.098 0.098

3. 10 0.0825 0.08

4. 16 0.0535 0.052

5. 19 0.0433 0.0396

6. 22 0.0418 0.0379

7. 25 0.0329 0.0319

8. 28 0.0283 0.0275

6.1 SNR Versus BER

The ratio of signal power to noise power in signal to noise ratio is used to compare to
the level of desired signal to the level of background noise. And BER is the number
of bit error per unit time. Both the values are calculated for the proposed system
using OOK modulation with SWT-NN and DWT-NN. The comparison between the
two is given in Table 2.

The above table shows that when SNR increases, BER decreases. As given in [6],
there is enhancement in SNR versus BER for the proposed system which indicates
the increase in performance.

6.2 Efficiency

The performance of a system is better computed by calculating its efficiency. For
the IOWCS, the spectral efficiency in bits/Hz is computed for both DWT and SWT
techniques for OOK modulation. Figure 3 shows the comparative efficiency or the
both methods.

On viewing the graph, it can be concluded that the efficiency of the proposed
system is better than the existing one.

6.3 NOPR Versus Data Rate

Comparison between two techniques is made through normalized optical power
requirement which is defined as follows:

NOPR = Optical power required to acheive a desired slot error rate

Optical power required to achieve same slot error rate in ideal channel
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Fig. 3 Efficiency for OOK using DWT and SWT

For OOK scheme, the NOPR is plotted with respect to data rate and is given in
Figs. 4 and 5. The different plots given in the figure are as follows:

Fig. 4 NOPR against data rate
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Fig. 5 NOPR against high data rate

(a) NOPR, with noise only
(b) NOPR, with FLI interference
(c) NOPR, with FLI interference and DWT denoising
(d) NOPR, with FLI interference and SWT denoising.

The same curves are plotted after increasing the date rate from Mbps to Gbps.
Figure 4 shows the improvement over existing techniques for date from 10 to 100

Mbps. On increasing date rate from 200 Mbps to 40 Gbps, the comparison is shown
in Fig. 5, which also shows the increasing curve. It shows that with the increase in
date rate, even NOPR increases, but interferences do not increase, and hence, the
performance of the system improved.

7 Conclusion

The stationary wavelet transform has various applications and even shows improve-
ment in many fields like image processing, signal denoising, pattern recognition,
brain image classification and pathological brain detection. In the proposed system,
the same is implemented in place of DWT, where it contributes a better performance
in terms of better SNR/BER, spectral Efficiency and improved data rate.
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Indoor Optical Wireless Communication
System Using Wavelet Transform
and Neural Network Based on Pulse
Position Modulation Intended for Optical
Wireless Channel Characterization

Ankita Aggarwal and Gurmeet Kaur

Abstract In this paper, various characterizations of the optical wireless commu-
nication system (OWCS) based on WT-ANN for PPM modulation are explored.
Stationary wavelet transform (SWT) is designed and simulated in the proposed
system, to enhance the performance and to reduce the fluorescent light interfer-
ence (FLI), based on pulse position modulation (PPM), in OWCS, which has been
proposed using discrete wavelet transform (DWT) in the previous study. Reduc-
tion of noise, improvement in efficiency and overall improved performance are the
various parameters taken into consideration to enrich the performance of the proposed
structure of the OWCS.

Keywords DWT · SWT · PPM · OWC

1 Introduction

The first wireless communication system was made accessible, in the nineteenth
century. The optical wireless system basically works on three links, i.e. line-of-sight
(LOS), non-LOS and hybrid, where light beams are used to carry information, which
propagates through atmosphere or space. High data rate is offered by wireless system
due to the availability of abundance bandwidth. The impending ability disaster for
radio-based networks is resolved by optical wireless communication systems. IR
advancement has an enormous focal point over RF due to its suitability for short
range and used effectively in the centre of source and target.

A. Aggarwal (B)
Department of Electronics and Communication Engineering, Punjabi University, Patiala, India
e-mail: ankitahctm@gmail.com

CEC, Landran, Mohali, India

G. Kaur
Department of Electronics and Communication Engineering, Punjabi University, Patiala, India

© The Editor(s) (if applicable) and The Author(s), under exclusive
license to Springer Nature Singapore Pte Ltd. 2021
N. Marriwala et al. (eds.),Mobile Radio Communications and 5G Networks,
Lecture Notes in Networks and Systems 140,
https://doi.org/10.1007/978-981-15-7130-5_49

629

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7130-5_49&domain=pdf
mailto:ankitahctm@gmail.com
https://doi.org/10.1007/978-981-15-7130-5_49


630 A. Aggarwal and G. Kaur

2 Indoor Optical Wireless Communication

To provide high-speed access for phones, PCs, printers and digital cameras in offices,
shopping centres, warehouses and airplanes, optical wireless communication (OWC)
has been proposed, for indoor networks through infrared frequencies [1]. As these
frequencies cannot penetrate via walls, tethering the transmission into the room, as a
consequence, made them inherently inoffensive, even as allowing reuse of identical
optical carrier in an adjoining room. These links chiefly employ intensity modulation
with direct modulation (IM/DD) resulting in refute of multipath fading [2]. However,
IR system does have few severe disadvantage along with ambient background noise
caused by excessive direct sunlight, incandescent and fluorescent lighting [3]. This
background noise cannot be overcome through growing signal power owing to eye
safety consideration at the wavelength of 850–950 nm [4]. Furthermore, because of
multiple reflections of the transmitted signal, diffuse systems sustain inter-symbol
interference [5]. In spite of this, the combination of IM/DDpreventsmultipath fading,
ambient light interference (ALI) and inter-symbol interference (ISI) [6]. High-pass
filter, angle diversity, optical filtering and linear orthogonal polarizer are fewmethods,
which had been proposed to reduce the effect of noise. In this study, the widely
used and most admired digital baseband modulation scheme, i.e. the pulse position
modulation, an orthogonal baseband modulation technique is employed for OWC.
For hand-held devices, PPM is preferred because of the requirement of low-power
consumption. A symbol of a fixed length slots, with only one nonzero pulse of
constant power and every block of log2 M information bits, mapped onto one of M
conceivable symbols is occupied for PPM. Here, through the location of pulse within
the symbol, information is carried. Ts = TbM/L is the slot duration for PPM, for
achieving the same throughput as on–off keying (OOK), where Tb is pulse duration
and M is bit resolution with 2M = L, and L as symbol length [6].

To reduce the FLI due to artificial light in indoor optical system, a method is
discussed in this paper. Also, to measure the performance of the system SNR, effi-
ciency and data rate are presented in this paper. In the previous work, DWT-based
scheme was discussed to mitigate the effect of FLI. In the present work, a new tech-
nique, i.e. stationary wavelet transform (SWT) is discussed which shows improve-
ment over the existing one. As per literature survey, this new method was never been
implemented in OWCS, but shows remarkable improvement in the field of image
processing [7], signal processing [8], pattern recognition, brain image classification
[9] and pathological brain detection [10]. In [11], SWT was implemented for the
improvement of error diffusion block truncation coding decoded image over DWT
and showed favourable results. Also, K. Kannan in [12] described the SWT formulti-
focused images, to overcome the disadvantage of DWT. After getting the idea and
studying the performance of SWT in various fields, it is used to design a new IOWCS.
The proposed model is designed using pulse position modulation and comparison in
encoded with the existing one, i.e. DWT.
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3 Discrete Wavelet Transform

Wavelet analysis is used to analyse the low-frequency and high-frequency compo-
nents, or the transient behaviour of the signal. For determining the time–frequency
resolution of wavelet transform (WT) and short-term Fourier transform (STFT),
the window size is considered fixed for time and frequency in STFT but not for
WT. Hence, WT is very useful and effective in analysing wide varieties of signals.
Different types of wavelet transform methods are marked in this paper for compar-
ison. DWT uses the filter banks for the construction of multi-resolution time–
frequency plane, having application of low-pass and high-pass filters and down
sampling by two. The low-pass parts are further decomposed into bands until satis-
factory level of information is obtained. The first levels of approximation y1l and
detail coefficients y1h are given in [13, 14] as follows:

y1l =
∑

n

y(n)g(2k − n) (1)

y1h =
∑

n

y(n)h(2k − n) (2)

The high-pass and low-pass filters satisfy the condition of the quadrature mirror
filter. The approximation coefficients can be further decomposed into different levels
with the maximum level of log2L, with L as signal length. The original signal can be
reconstructed as follows:

x ′(n) =
∑

k

(ykh(n).g(2k − n)) + (ykl(n).h(2k − n)) (3)

In DWT, the signal is convolved and decimated by accomplishing the choice of
odd indices. If all the possible DWTs of the signal are performed, then there will be
2j decomposition level for j levels.

4 Stationary Wavelet Transform

It is designed to overcome the lack of translation invariance of the DWT. Translation
invariance is achieved by removing the down samples and up samples in the DWT
and up sampling the filter by a factor of 2(j−1) in the jth level of the algorithm. The
SWT is inherently redundant scheme as the output of each level of SWT contains
the same number of samples as the input, so for a decomposition of N levels there
is a redundancy of N in the wavelet coefficients [15, 16]. This algorithm is more
commonly known as “algorithme a trous” in French which means inserting zeros
in the filters. It was introduced by Holschneider [17]. The following block diagram
describes the digital implementation of SWT.
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In SWT, the high-pass and low-pass filters are applied to the data at each level,
and those are modified at each level by padding zeroes with them (Fig. 1).

5 System Design

In this section, the designing of the proposed system based on the stationary wavelet
transform is described and shown in Fig. 2. The proposed system is manifested as
follows: initially, a PPM generator is used as input device, which generates a PPM
signal, after which it is mixed with the channel noise, i.e. AWGN noise, which is
considered as a standard. At the receiver side, after filtering the received data using
receiver filter, denoising based on wavelet transform and artificial neural network is
applied. The wavelet transform used for the proposed system is stationary wavelet
transform and neural network used is back propagation neural network. Finally, the
threshold is applied to the output of ANN to achieve the desired output.

The same process as described by the block diagram is also embodied in the form
of algorithm. For the proposed system, the algorithm is presented below:

1. Generate PPM Data
2. Add AWGN
3. Match filtering
4. SWT windowed data
5. Train Neural network
6. Repeat step 1–5

Fig. 1 Three-level SWT filter bank [15]

PPM Gnerator

Noise Generator

Receiver
Filter 

SWT ANN

Fig. 2 Block diagram of the proposed system
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7. Classify using neural network
8. Threshold network output
9. Calculate BER
10. Save
11. Check BER for particular value.

1. If yes, Train and Plot result
2. If No, decrease AWGN and go to step 6.

The flow chart of the proposed system is given in Fig. 3. Through the flow chart,
the step by step processing of the proposed system is being described.

6 Simulations

The simulations are done using MATLAB. The several standard parameters used for
the same are given in Table 1.

7 Results and Discussions

In this section of the paper, the performance of the SWT-based system is specified
and verified with the existing technique. Various characterizations used to show
the performance of the proposed system are the change in BER versus SNR, and
efficiency.

7.1 SNR Versus BER

The ratio of signal power to noise power in signal to noise ratio is used to compare
to the level of desired signal to the level of background noise.

BER is the number of bit error per unit time. Both the values are calculated for
the proposed system using PPM with SWT–NN and DWT-NN. The comparison
between the two is given in Table 2. The table shows that when SNR increases, BER
decreases. As given in [6], there is enhancement in SNR vs BER for the proposed
system which indicates the increase in performance.
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Fig. 3 Flow chart of the
proposed system
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Table 1 Parameters used for the proposed system

Parameter used Value

Mother wavelet Sym2

Window size 3

NN type Back propagation NN

Hidden layer 1

Neurons 5(HL), 1(OL)

Transfer function Log-sigmoid

Threshold data Log-sigmoid

Table 2 Comparison of SNR/BER for DWT and SWT

SNR(dB) BER

DWT SWT

4 8 16 4 8 16

5.5 0.1767 0.1733 0.1683 0.1725 0.1683 0.1675

8.5 0.0975 0.096 0.096 0.096 0.096 0.0955

10 0.085 0.0783 0.0779 0.0838 0.0825 0.0817

16 0.0539 0.0532 0.0517 0.052 0.0518 0.0512

19 0.0466 0.0448 0.0433 0.0464 0.0454 0.0427

25 0.0328 0.0314 0.0309 0.0322 0.0303 0.0278

28 0.0291 0.029 0.0286 0.027 0.0268 0.0256

7.2 Efficiency

The performance of a system is better computed by calculating its efficiency. For
the IOWCS, the spectral efficiency in bits/hz is computed for both DWT and SWT
techniques for PPM.

Figure 4 shows the efficiency for PPM using DWT, for symbol length 4, 8 and
16. In Fig. 4, it is shown that the efficiency is more for PPM-16, i.e. 75.88%, which
comes out 55.61% for PPM-8 and for 4-PPM its only 42.46%.

Figure 5 shows the efficiency for PPM using SWT, for symbol length 4, 8 and 16.
It is shown that the efficiency for PPM-16 is 78.94%, which is 60.92% for PPM-8
and for 4-PPM is only 46.36%.

Figure 6 shows the efficiency for PPM using DWT and SWT. Figure shows that
the efficiency is more for PPM-16 as compared to PPM 4 and 8. On viewing the
graph, it can be concluded that the efficiency of the proposed system is better than
the existing one.
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Fig. 4 Efficiency for OOK using DWT and SWT

Fig. 5 Efficiency for PPM using SWT
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Fig. 6 Efficiency for PPM using DWT and SWT

8 Conclusion

The stationary wavelet transform has various applications and even shows improve-
ment in many fields like image processing, signal denoising, pattern recognition,
brain image classification and pathological brain detection. In the proposed system,
the same is implemented in place of DWT and where it contributes a better
performance in terms of better SNR/BER, spectral efficiency and improved data
rate.
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GDH Key Exchange Protocol for Group
Security Among Hypercube Deployed
IoT Devices

Vimal Gaur and Rajneesh Kumar

Abstract Effective deployment of IoT devices to preserve security, with minimum
computations and energy consumption will be great challenge in the current world
scenarios. This researchwork discusses the problemof deploying IoTdevices and key
exchange among IoT devices. These devices are prone to physical attacks, reason is
their unattended deployment. Security of IoT devices is difficult to achieve, because
of the heterogeneous array of servers and other devices. In this paper, labels are
assigned to each device in virtual hypercube overlay to facilitate communication.
Since hypercube deployment has the least computational complexity among other
private key management solutions. Finally, communication between IoT devices
deployed in hypercube arrangement is done using group Diffie–Hellman key agree-
ment protocol. The proposed protocol is more efficient in terms of assigning a new
labeling scheme to IoT devices (placed at hypercube nodes) and then uses these labels
to generate shared secret key. This labeling scheme does in fact allow for effective
key exchanging among IoT devices.

Keywords Group diffie–hellman key exchange · Internet of things

1 Introduction

Over the past decades, IoT have been greatly developed and applied owing to its
ultra-large-scale network, eco-friendliness and heterogeneous nature. A promising
hybrid platform for IoT is desired. IoT when deployed in centralized framework
leads to high maintenance costs, low interoperability, single point of failure (SPOF)
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against security and results in scalability issues when deployed in distributed plat-
form. Distributed networks are implemented through blockchain, since blockchain
can process many heterogeneous devices.

IoT devices make smarter decisions by improving efficiency in automating
(real/day to day) activities like controlling washing machines, security cameras,
refrigerators, digital set-top boxes, microwave oven and smart TVs remotely through
IoT. Apart from personal, IoT plays a major role in serving community like health
monitoring, weather monitoring, tracking automobiles and providing connections,
public lightning, factories andbuildings [9].All these devices canbe sensed easily and
controlled remotely over the Internet. Almost all IoT devices are low power devices
[9] and dependent on batteries. Since IoT devices require no human intervention to
transfer information to other devices so they should be attractive, lightweight and
sleek [9]. Further, for uninterrupted transfer of data over network, sources of power
having prolonged lifespan independent of electrical outlets are demanding.

In order to significantly reduce the application processing time, concurrent execu-
tion of tasks is to be done. This concurrent execution emphasizes the need of inter-
connection networks. These networks are restricted as static networks and dynamic
networks. Static networks are those in which point-to-point communication is done
between devices and dynamic networks are those in which switches are used for
communication. Static communication of IoT devices is unattended, which facil-
itates possibility of physical attacks in the system. Static communication involves
networks with varying degree. Degree 1 (shared bus), Degree 2 (linear array), Degree
3 (binary tree), Degree 4 (two-dimensional mesh) and varying degree (N-Cube). In
the proposed solution, we use virtual hypercube overlay, in which nodes of hyper-
cube represent IoT devices. Also, IoT devices are typically deployed in an unat-
tended manner. In view of securing group communication, a secure group Diffie–
Hellman key exchange algorithm on IoT devices deployed in hypercube organization
is presented in the paper.

2 Literature Survey

Pointcheval et al. [1] addressed the problems faced by group Diffie–Hellman and
explained the assumptions under which dynamic GDH will work and proposed a
generic model to be applied to many cryptographic scenarios. Further, a notion of
groupDH distribution and its use in computational and decisional group is presented.

Kapoor and Batra [2] signify the use of ECDHE-RSA-RC4-SHAwhich is elliptic
curve Diffie–Hellman ephemeral, signed by an RSA key. The elliptic curve (P-256)
is classified to be as strong as a 3248-bit RSA key. In this approach, communi-
cating parties fix a finite field Fq and a base point B before starting communication.
Also, both parties should agree upon EC domain parameters. This technique reduces
memory requirements.

Djenouri et al. [3] presented network routing protocol attacks and their solutions.
Also, MAC protocol security issues and their solutions are presented. Further, it
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has been analyzed that solutions proposed to network layer and MAC layer rely on
cryptography. Providing key infrastructure to MANETs is difficult because of lack
of any central infrastructure.

Vasundhara [4] explains how iterations are included in Diffie–Hellman and any
number of participants can take part in an agreement by performing iterations of the
Diffie–Hellman key agreement protocol. This technique also performs N modular
exponentiations onNparticipants, by taking the assumption that these participants are
arranged in a circle. Further, divide and conquer strategy is used and every participant
perform log2 (N) + 1. After the end of every session, secret integers are discarded
so as to make our session secure.

Kolagar et al. [5] explained the combinatorial framework for pre-distribution of
keys in hypercube in wireless sensor networks. Different key distribution techniques
like random key distribution and deterministic key distribution are discussed.

Ahmad Khan and Salah [6] explained layers of IoT and associated protocols.
Further, they explained security issues at different levels. After analyzing secu-
rity issues at different layers, the implications, layer affected by different levels
are studied and proposed solutions are discussed. These security issues are resolved
using blockchain technology.

Lavanya [7] proposed the use of distributed group key management for securing
group communication. Further, she added that distributed approach for key manage-
ment is robust against delay and network failure. Proposed algorithm further stated
how forward and backward secrecy is maintained when a new node enters a group
or withdraws a group.

Ashwini and Rojaramani [8] presented network technologies for IoT. Network
technologies are compared on the basis of different parameters like compatibility,
security, power consumption, range and bandwidth. Further, network technologies
are explained on the basis of wired and wireless networks.

Kima et al. [9] addressed IoT-based smart grid network and its challenges and
security issues. The whole city will come to halt owing to attacks on IoT.

Bhosavale and Sonavane [10] analyzed RPL-based IoT using Contiki (Cooja
simulator) and proposed intrusion detection system for wormhole attack in real-life
scenario. He further suggested that many IDS have already been developed using
centralized and distributed approach, but Bhosavale focused on hybrid approach
of IDS. Attacker and attacking nodes are identified using received signal strength
indicator. Further, correlation value is analyzed for increasing number of nodes.

Sadique et al. [11] proposed a generic model with six layers of IoT and their
security requirements at each layer are studied. Further, twelve security challenges
for IoT paradigms are proposed and a trustworthy IoT infrastructure is required.

Chatzigiannakis et al. [12] focused on simulating GDH.3 protocol for complex
message exchanges with increase in number of local computations. Further, he
explained necessary properties of cryptography that must be satisfied in order to
perform group key agreement. Simulation results of GDH.3 show its utility for
smaller network sizes, and performance of GDH.3 is measured for sensor nodes
joining a group or leaving a group.
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3 Proposed Work to Preserve Group Security Among
Hypercube Deployed IoT Devices

Group communication operations like one to all broadcast, all to all broadcast, prefix-
sum, scatter and gather, all to all personalized are applied to different processing
architectures. Here, in our proposed approach, we are applying all to all broadcast
to hypercube architecture. The key points to be noted about all to all broadcast are
as follows-

• Broadcast is simultaneously initiated by all p nodes.
• At each step, different dimensions of hypercube show communication.
• Different nodes may broadcast different messages at any time.
• Every node can be a source and a destination but communication is single-ported

(means at any particular moment one node can either be source or destination).

T = ts ∗ log(p) + tw ∗ m ∗ (p − 1)

T = Time taken to communicate a message between two IoT devices in the
network is the sum of ts and tw.

ts= Time to prepare a message for transmission.
tw= Time taken by the message to traverse the network to its destination (Fig. 1,

Table 1).
m = Size of message.
p = Number of nodes.
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Fig. 1 Clearly depicts the time complexity of group communication operations to be used in
hypercube
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Table 1 Key management
solutions [3]

Solutions Computational complexity

Hypercube 2 * log(n)

Hypercube + Pwd
authentication

4 * log(n)

GDH 2 * (n−1)

n-Party Pwd authentication 6 * (n−1)

Contributory n-Party Pwd
authentication

4 * (n−1)

Octopus 2 * (log(n) + 1)

In [3],wehave learned that computational complexitywhile deploying IoTdevices
is minimum in hypercube structures (Fig. 2).

All to all broadcast communication in hypercube

M1, M2, M3………………. M8 are IoT devices. The nodes of hypercube are labeled as
IoT devices. The nodes of hypercube communicate if and only if difference in bits
is 1.

M1—000,m2—001,m3—010,m4—011,m5—100,m6—101,m7—110,m8—111
As clear from above, M1 and M2 have difference in 1 bit, so they can commu-

nicate. In order to apply cryptography, there must be some mechanism for sharing

Fig. 2 Clearly depicts the computational complexity of different key management solutions with
the increasing number of IoT devices
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key. Each symmetric and asymmetric encryption technique has its advantages and
disadvantages. So, we choose to apply Diffie–Hellman key agreement protocol to
IoT devices for safely developing and exchanging keys over an insecure channel.
Since Diffie–Hellman key exchange algorithm is based on multiplicative group of
integers modulo q, where q is prime, and α is a primitive root modulo q. These two
values are chosen such that resulting shared secret can take on any value from 1 to
q−1.

• Step 1 Since M1 and M2 have to communicate, they mutually agree upon two
parameters α and q.

Secret integer chosen by M1 is r1,M1 then sends M2,

M1 = αr1modq

Secret integer chosen by M2 is r2,M2 then sends M1,

M2 = αr2modq

Now, new value of M1 is as follows

M1 = αr1r2modq

Now, new value of M2 is as follows

M2 = αr2r1modq

This implies

M1 = M2 = αr1r2modq

This communication is bidirectional.
Note that only r1, r2 and αr1r2 mod q = αr2r1 mod q are kept secret. All the other

values—α, q, αr1mod q, αr2mod q are exchanged between sender and receiver. In
order to send messages in the same open communication channel, both M1 and M2

compute the shared secret to be used as an encryption key (known only to them).
Since (M3 = 010, M4 = 011), (M5 = 100, M6 = 101) and (M7 = 110, M8 = 111)
differ in one bit. Similarly.
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• Step 2 M1 communicates with M3, M2 with M4, M5 with M7, M6 with M8 (as
shown in the figure) The communication is bidirectional, so M1 sends αr1r2 mod
q toM3 andM3 sends αr3r4 mod q toM1. We get the values ofM1 toM8 from the
following equations. Now, the new values will be as follows:
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• Step 3 M1 communicates with M5. So, M1 sends αr1r2r3r4 mod q to M5 and M5

sends αr5r6r7r8 mod q to M1. We get the values of M1 toM8 as follows:

It is clear from above key exchanging mechanism that all IoT devices M1, M2,

M3, M4,M5, M6, M7, M8 have key value as αr1r2r3r4r5r6r7r8 mod q. Hence, in all to all
broadcast, all IoT devices have the same shared secret key; thereafter, encryption and
decryption are performed using any symmetric or asymmetric key cryptography.

4 Conclusion and Future Scope

We have deployed IoT devices in hypercube structure in the above paper. We
planned to further investigate how exchanging of session keys using group Diffie–
Hellman is done and also dealt with different group communication operations. Our
research work concludes that hypercube structures are best in terms of computational
complexity and timecomplexity for different groupoperations. Further, a good choice
of encryption and decryption algorithm can be made to show results effectively. As
seen, hypercube networks perform better as compared to other networks. In the
future, communication can be performed for higher-order dimensions of hypercube.
Also, hypercube networks can be utilized for other group communication operators.
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Depression Detection in Cancer
Communities Using Affect Analysis

Vaishali Kalra, Srishti Sharma, and Poonam Chaudhary

Abstract Despite the unceasing advancements in medical science and growing
awareness, cancer continues to be a deadly disease that claims almost ten million
lives every year. The alarming number of fatalities is caused due to privation of timely
cancer detection, tardymedical attention or in some cases frompatients losing thewill
to live due to a protracted and unending treatment procedure. Governments across
the world are taking steps to ensure timely cancer detection and treatment. However,
little attention is being paid to the seemingly unending treatment course taking a toll
on the patient’s mental health thus crushing the patient’s spirit to continue. Through
this work, we propose an approach for timely detection of depression in cancer
patients by carrying out affect analysis of cancer communities on Twitter. We use
the Plutchik’s wheel of emotions in psychology as a tool for depression detection.
We carry out the Twitter profiling of ten persons who are part of a cancer support
group on Twitter and carry out our experiments on this dataset to demonstrate the
suitability of the proposed technique.

Keywords Cancer · Depression · Twitter · Sentiment analysis · Affect analysis ·
Plutchik’s wheel of emotions

1 Introduction

Cancer remains an untreatable and treacherous disease worldwide. It claims almost
tenmillion lives every year. As per theWorldHealthOrganization (WHO), one in five
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men and one in six women worldwide are detected with cancer during their lifespan,
and one in eight men and one in eleven women die from the disease [1]. It leads
to not just physical weakness, but also puts a significant amount of mental pressure
on the patients. In most cases, it demands lifetime attention from the patients even
after early and timely diagnosis. Cancer patients routinely need to make treatment-
related decisions, look for self-care pathways and make daily life transformations.
Researches in the domains of psychology,medicine and economics [2–4] have shown
that the emotions of patients often affect their thinking process and choices. Despite
taking decision based on the present medical evidences, fear, anxiety and worry
affect the decisions andmental behavior of the patients [5]. Thus, tracking the mental
health of cancer patients is a vital part of the treatment that often goes unnoticed.
With the proliferation in online social media networks like Twitter, Facebook, etc.,
there aremany virtual societies and communities formed to address this issue. Cancer
patients can take part in the virtual communities available online. They can exchange
their thoughts and get mental support from other patients across the world. Many
such communities are publically accessible and garnering attention from researchers
across the world as a means to extract useful information about the emotions and
moods of cancer patients.

The field of Sentiment Analysis (SA), also known as opinion mining, analyzes the
sentiments, attitudes, evaluations, emotions, appraisals, opinions and reviews toward
entities such as services, issues, topics, organizations, individuals, events, products
and their attributes. It is a large problemdomain to explore. The umbrella of sentiment
analysis or opinion mining comprises different tasks like opinion mining, opinion
extraction, sentiment analysis, sentiment mining, subjectivity analysis, affect anal-
ysis, review mining, emotion analysis, etc. Sentiment analysis is basically a Natural
Language Processing (NLP) problem and touches every not solved problems of
NLP like negation handling, word sense disambiguation and co-reference resolution.
So, SA enables us to explore this rich set of inter-related sub-problems and allows
us to abstract a structure from the complex and intimidating unstructured natural
language text. This enables researchers to design more accurate and robust systems
by exploiting the correlation of these sub-problems from a practical point of view.
Opinions and sentiments are subjective and allow examining a collection of opinions
of many people rather than a single person’s view. These views can be acquired from
different resources like news articles, tweets (Twitter postings), forum discussions,
blogs and Facebook postings. This makes a large collection of opinions and senti-
ments on the Web which inclines the research toward the summarization of these
opinions [6]. This summarization is application-oriented like what is the subjectivity
and emotions, what are the key concepts, etc. Sentiment analysis can be modeled as
machine learning problem of classification and two sub-problems must be resolved
(1) subjectivity classification problem and (2) polarity classification problem.

Emotions and opinions are not equivalent terms but inter-related in many aspects.
Every opinion represents an underlying emotion. Emotion is a broader term than
sentiment and encompasses a reflection of the person’s mood such as whether the
person was happy, sad, surprised, etc., rather than just categorizing into positive,
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negative or neutral. Identifying this emotional undertone in an opinion is a sub-field
of SA, referred to as affect analysis.

People pass through different states of emotions depending upon the events
happening in their lives. Emotion can be defined as a psychological change in their
behavior that arises naturally rather than through any conscious effort and occurring
due to physiological changes only [7]. Emotions signify some kind of feelings such
as those of sadness, aggression, disapproval and joy. Emotions being a significant
part of human behavior have been researched at length in psychology and the linked
field of behavioral sciences. Surprisingly, there is very less work has been done in the
area of emotion analysis, referred to as affect analysis in computational linguistics.

In this paper, we carry out affect analysis of the patients’ Twitter posts to detect
the mental health of the patients, identify whether the patients are depressed and
need attention.

2 Related Work

Online support groups (OSGs) may provide narratives which contains the conscious
or unconscious sentiments of the cancer patients.Amore accurate and clearer concep-
tualization of the role of social media platform in diagnosing health-related support
is very important. Crannell et al. [8] have studied 660 tweets of cancer patients who
were describing their conditions on online social media site Twitter. They have auto-
mated the process of quantifying these self-reported diagnostic indicators by using
machine learning algorithm for sentiment analysis. Sentimental comments posted
by online support group (OSGs) of breast cancer patients were analyzed by Cabling
et al. [9] and concluded the more likelihood of context which can provide the support
for like-minded patients. Twitter as a social media platform has contributed poten-
tial support for monitoring public health trends [10–12]. Rodrigues et al. [13] have
developed a sentiment analysis health tool names as “senti-health-cancer (SCH-pt).”
It is tailored specifically to detect sentimental messages of patient’s online, i.e., posi-
tive/negative messages over online platform. The positive or negative sentiments in
conversation can help in finding the mental disorders in cancer patients specifically
depression [14, 15].

Zainuddin et al. [16] have done aspect-based sentiment analysis on Twitter data
and found the “hate” sentiment inside the data using machine learning algorithms. A
systematic review has been provided byGiuntini et al. [17] on recognizing depression
disorder in narrative provided by the patients on social network using techniques of
emotion and sentiment analysis.

In [13, 15] also the researchers proposed to detect depression using social media
posts. However, the researchers in these works use sentiment analysis for depression
detection. We go one step ahead of these works and propose to use affect analysis
for depression detection in cancer communities as affect relates to an emotion repre-
senting a person’s state of mind and conveys substantially more information than
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sentiment which is only positive, negative or neutral. Thus, affect analysis has more
applicability to depression detection than SA.

3 Proposed Work

We followed the approach of automatic analysis of emotions from tweets using
knowledge taken from the field of psychology. In this work, we propose an
approach for depression detection in cancer communities using affect analysis.
Robert Plutchik’s wheel of emotions, represented in Fig. 1, outlines the eight basic
emotions as joy, trust, fear, surprise, sadness, anticipation, anger and disgust. Each
primary emotion also has a polar opposite, so that: Joy is the opposite of sadness,
fear is the opposite of anger [18].

For the task of depressiondetection fromcancer communities,we identified cancer
communities on Twitter.We researched and observed that most of these communities

Fig. 1 Robert Plutchik’s wheel of emotions
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Table 1 Patients categorization based on symptoms

S. No. Features Categories S. No. Features Categories

1 Aggression Depression 10 Joy Non-depressive

2 Ambiguous Depression 11 Love Non-depressive

3 Anger Depression 12 Optimism Non-depressive

4 Anticipation Depression 13 Remorse Non-depressive

5 Awe Depression 14 Sadness Depression

6 Contempt Depression 15 Submission Depression

7 Disapproval Depression 16 Surprise Non-depressive

8 Disgust Depression 17 Trust Non-depressive

9 Fear Depression

were created by cancer patients to seek help and support from each other. For the
purpose of our research, we selected one such cancer community on Twitter and
from this community, identified a sample of ten people. We carried out user profiling
and extracted all tweets posted in the past one year by the ten users selected from
Twitter using the Twitter API. We call the resultant dataset of tweets as T where T
= ∑10

i=0 ti and ti refers to the tweet dataset t pertaining to user i.
To perform affect analysis on the user tweets extracted, we use the Support Vector

Machines (SVM) classifier and train it on a labeled dataset of tweets classified
according to Robert Plutchik’s emotion model [19]. The training dataset has tweets
labeled in seventeen emotion categories derived fromPlutchik’s eight basic emotions.
We use the SVM classifier as it has been known to outperform the other well-known
classifiers for NLP tasks as shown by researchers in [20–22].

Out of the seventeen emotions, we combine the emotions such as aggression,
ambiguous, anger, disgust, sadness and fear into one set and label it as D (shown in
Table 1) and the rest into another set and label it as Z. This work has been carried
out in consultation with doctors from the field of psychiatry.

Next, we select tweets from the user i and carry out affect analysis using SVM
on all user i tweets. After affect analysis step, every user i tweet would be labeled as
representative of either one of the emotions listed in set D or Z. If after labeling, the
count of user i tweets labeled D exceeds those that are labeled as Z, then the user i
is said to be suffering from depression. Similarly, we repeat these steps for values of
i = 1–10, i.e., for all the users in dataset and ascertain the cancer patients suffering
from depression.
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4 Result and Analysis

For the analysis of the proposed model, we have consulted with the doctors of
psychiatry to know the features of the depressive patients and based on their guid-
ance we have categorized our dataset which has been labeled into 17 categories
from Plutchik’s wheel of emotions into two main categories of depressive and
non-depressive. This has been shown in Table 1.

Based on the given 17 categories in the labeled dataset, the user’s profiles tweets
are categorized into labeled categories using SVM machine learning algorithm and
are then summed up into two proposed categories D (depression) and Z (non-
depression) as shown in Table 2, and the percentage of depressiveness and non-
depressiveness is shown in Fig. 2. From the results shown in Table 2, we can conclude

Table 2 Profiling of user’s
tweets into depressive and
non-depressive categories

User’s profiles Depression Non-depression Total_Tweets

p1 951 430 1381

p2 1181 855 2036

p3 134 120 254

p4 588 529 1117

p5 833 1075 1908

p6 884 721 1605

p7 863 689 1552

p8 60 61 121

p9 1104 745 1849

p10 1101 1203 2304
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that the out of ten patients, eight patients are having symptoms of depression and this
analysis can help cancer doctors to guide the patients to have consultancy from the
psychiatrists for their better treatment. This analysis is carried out to help the cancer
community.

From the graph shown in Fig. 2, we can clearly find out that the patient p1 and p9
are the most depressive patients, and the detailed analysis of their tweets is shown in
Figs. 3 and 4, respectively.
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5 Conclusions and Future Work

In thiswork,we proposed an approach that for depression detection in cancer commu-
nities combining insights from the domains of NLP, psychology and from psychia-
trists. We carried out our experiments on ten cancer patients. The ten cancer patient’s
information was taken from cancer communities available on Twitter. We extracted
the tweets of these ten patients and analyzed them for depression detection. Our
results revealed that eight out ten cancer patients were depressed. This analysis can
be of great assistance to the doctors treating cancer patients and aid them in deciding
whether along with the cancer treatment their patients need help from psychiatrists.
In the future, we plan to extend this work by analyzing the tweets posted by all the
users in all the cancer communities available on Twitter and carry out our research on
a much larger scale. Furthermore, presently, we have used the SVM classifier, but in
the future, we plan to improvise our depression detection approach by incorporating
deep learning.
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Triple-Band Polarization-Insensitive
Wide Angle Ultrathin Hexagonal
Circumscribed Metamaterial Absorber

Krishan Gopal, Deepak Sood, and Monish Gupta

Abstract An ultrathin triple-band polarization-insensitive compact metamaterial
absorber for microwave frequency applications is presented. The top layer of the
proposed structure is designed with a metallic hexagonal circumscribed pattern with
concentric rings. It exhibits distinct absorption peaks at 7.69, 10.56, and 15.60 GHz
covering C, X, and Ku bands. The proposed absorber is ultrathin with a thick-
ness of 0.044λ0 and compact in size with unit cell dimensions of 0.44λ0 w.r.t
highest frequency of absorption. An array of the proposed structure is fabricated,
and experimental results are observed in agreement with the simulated responses.

Keywords Metamaterial · Absorber · Ultrathin · Triple-band · Compact

1 Introduction

Electromagnetic metamaterials (MMs) are artificial arrays of structured sub-
wavelength elements whose electromagnetic parameters can be flexibly tailored.
They have attracted much attention due to their unusual electromagnetic proper-
ties that cannot be obtained with natural materials, such as negative permittivity and
permeability. Such properties leadMMs to a verywide range of potential applications
like superlens [1], miniaturized antenna [2], cloaking [3], absorbers [4], negative
refraction index, backward propagation, and reverse Doppler effects. Electromag-
netic absorbers are used for stealth applications, radome design, EMI interference
reduction, etc. The conventional absorbers are thick and bulky which limit their uses
[5]. Therefore, the ultrathin thickness, compact unit cell size, and near-unity absorp-
tion property of the metamaterial-based absorbers attract much attention. They have
been investigated intensively since a perfect metamaterial absorber composed of
electric resonator has been reported in [4]. Thereafter, a range of narrowband [6],
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dual-band [7, 8],multiband [9–18], and broadband [19] absorbers have been designed
and analyzed till date.

In this paper, a wide angle triple-band polarization-insensitive metamaterial
absorber is presented. The absorber exhibits three distinct absorption peaks at
7.69 GHz, 10.56 GHz, and 15.60 GHz with 95.27%, 98.35%, and 97.96% absorp-
tion, respectively. It exhibits high absorption for oblique incident angles up to 45°
for both TE and TM polarizations. The absorption mechanism of the proposed
structure is analyzed through field and current distributions. The designed struc-
ture has been fabricated and the measured results are observed in good agreement
with the simulated responses. Thewide angle absorption and polarization-insensitive
characteristics have also been successfully accomplished through experimental
measurement.

2 Unit Cell Design

Figure 1 shows the front view of the unit cell of the proposed metamaterial absorber.
The top layer is designed with a metallic hexagonal circumscribed pattern concentric
with circular rings on a dielectric substrate FR-4 (εr = 4.4, tanδ = 0.02) with 0.8 mm
thickness. The bottommetallic layer is a copper ground plane. The optimized dimen-
sions of the proposed structure are: a = b = 8.5 mm, r1 = 3.4 mm, r2 = 2.59 mm,
W1 = 0.6 mm, W2 = 0.24 mm, W3 = 0.17 mm, W4 = 0.4 mm, L1 = 2.92 mm,
respectively.

Fig. 1 Front view of the unit
cell of the proposed
metamaterial absorber
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3 Simulation

The proposed design is simulated using ANSYS HFSS simulation software with
Floquet’s periodic boundary conditions. The absorptivity of the proposed structure
is calculated as:

A(ω) = 1− |S11(ω)|2 − |S21(ω)|2 (1)

where A(ω), |S11(ω)|2, and |S21(ω)|2 represent absorbed power, reflected power, and
transmitted power, respectively. Due to the continuous metallic layer at the bottom of
the proposed structure, there will be no power transmission through it, i.e., |S21(ω)|2

= 0. Therefore, Eq. (1) becomes,

A(ω) = 1− |S11(ω)|2 (2)

The simulated absorptivity under normal incidence of the wave is shown in Fig. 2.
It is observed that the proposed structure exhibits 95.27%, 98.35%, and 97.96%
absorption at distinct frequencies of 7.69 GHz, 10.56 GHz, and 15.60 GHz, respec-
tively covering C, X, and Ku bands. The designed structure is also examined for
various polarization angles from 0° to 45° with a step size of 15° as shown in Fig. 3a.
It is observed that the fourfold symmetric design configuration of the proposed struc-
ture anticipates the absorption stability at the three absorption peaks with the varia-
tions of polarization angles. Further, the performance of the proposed design is also
analyzed for different oblique angles of the incident wave as shown in Fig. 3b. It is
observed that the absorptivity remains same at the three frequencies with the varia-
tion of incident angle from 0° to 60° of the incident wave which proves that excellent
angular stability of the proposed absorber.

Fig. 2 Simulated
absorptivity of the proposed
metamaterial absorber under
normal incidence
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Fig. 3 a Simulated absorptivity of the proposed metamaterial absorber for different angles of
polarization and b for different oblique angles of incidence wave

4 Absorption Mechanism

In order to get better physical insight of the proposed design, the absorption mecha-
nism has been studied through electric field analysis as shown in Fig. 4. It is observed
that electric field ismainly distributed at the outer hexagonal ring at the first frequency
(f 1) 7.69 GHz as shown in Fig. 4a. At the second frequency (f 2) of absorption, the
field is observed to be distributed around the middle circular ring as shown in Fig. 4b.
In the similar way, the field is mainly concentrated on the innermost ring at the third
frequency (f 3) as shown in Fig. 4c. The surface current distribution has also been
analyzed for all the three absorption frequencies as shown in Fig. 5. It is observed
that the current is distributed at the outer ring for the first frequency (f 1). For the
second and third absorption frequencies, the currents are distributed at the middle
and inner metallic ring, respectively. The currents are observed as antiparallel at the
top and bottom surface.

The proposed metamaterial absorber is compared with the previously reported
absorbers in terms of unit cell size and thickness as illustrated in Table 1. It is
observed that in comparison with the already designed absorbers [9, 13–16], the
proposed absorber is compact in size and ultrathin in thickness.

Fig. 4 Electric field distribution of the proposed absorber at the three absorption peaks
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Fig. 5 Current distribution at the top and bottom surfaces

Table 1 Comparison of proposed absorber with exiting absorbers

Absorbers Highest frequency of
absorption (GHz)

Unit cell size Thickness Polarization insensitivity

[9] 12.19 0.82λ 0.032λ Yes

[13] 12.54 1.25λ 0.041λ Yes

[14] 7.30 0.58λ 0.024λ Yes

[15] 9.86 0.49λ 0.053λ Yes

[16] 14.2 0.44λ 0.047λ Yes

Proposed 15.60 0.44λ 0.044λ Yes

5 Experimental Measurements

A prototype array of the proposed structure has been fabricated as shown in Fig. 6a
The performance is experimentally verified using vector network analyzer model
N5222A (10 MHz to 26.5 GHz) connected to two UWB horn antennas (1–18 GHz)
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Fig. 6 a Fabricated
prototype and
b measurement setup

as shown in Fig. 6b. One horn antenna is used for transmission and the other is
used for reception. Initially, the reflectivity of a copper plate of identical dimensions
of prototype is measured by placing it in front of antennas at a distance at which
near field effects are negligible. Then, the copper plate is replaced by the fabricated
prototype.

The actual reflection is measured by taking the difference from that of the copper
plate. The measured absorption under normal incidence is shown in Fig. 7. The
polarization performance of the absorber has also been measured by rotating the
structure around its axis from 0° to 45° in the steps of 15° as shown in Fig. 8a. The
oblique incidence behavior of the fabricated prototype is also measured by moving
the horn antennas in opposite direction w.r.t each other at oblique angles from 0°
to 60° in the steps of 15° along a circumference of a circle at the center of which
fabricated sample is kept fixed.

Fig. 7 Comparison of simulated and measured responses
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Fig. 8 Measured absorption response for a different polarization angles and b oblique incidence
angles

6 Conclusion

An ultrathin, polarization insensitivity triple-band metamaterial absorber based on
concentric metallic rings has been designed. The dimensions of the rings have been
optimized to obtain three absorption peaks covering C, X, and Ku band. In order
to understand the physical mechanism of absorption, field distributions, and surface
current distribution are studied. The proposed absorber shows good absorption char-
acteristics for wide incidence angles (up to 60°) for TE and TM polarizations. A
prototype of the design is fabricated and its performance is experimentally verified.
The designed absorber is ultrathin (0.044λ) corresponding to the highest absorption
frequency) which makes it fit for various potential applications like air surveillance
radar, thermal emitters, wireless communication, and phase shifter, etc.
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An Effective Fusion of a Color
and Texture Descriptor for an Image
Retrieval System: An Exploratory
Analysis

Shikha Bhardwaj, Gitanjali Pandove, and Pawan Kumar Dahiya

Abstract Content-based image retrieval (CBIR) is one of the most prominent
systems by which the desired and relevant images are recovered from a massive
database by using the basic image features like color, shape, texture, spatial informa-
tion, and edge. In this paper, an experimental analysis is being done to determine the
most efficient combination using color and texture descriptors. Here, color moment
(CM) is used for color feature extraction and is used individually in a combina-
tion with different texture descriptors, namely discrete wavelet transform (DWT),
Gabor transform, Curvelet transform, graylevel co-occurrence matrix (GLCM), and
local binary pattern (LBP). These color and texture features can be combined using
two different levels of the system: feature-level fusion and score-level fusion. Both
the feature-level and score-level combination techniques are used in this paper. The
results of this analytical experimentation depict that the framework of CM, and
GLCM attains the highest results among all the other combinations using feature-
level fusion technique on a benchmark CBIR dataset, particularlyWANG. Precision,
recall, f-score are some of the evaluation parameters which are utilized in this paper
to measure the effectiveness of the fused descriptors.

Keywords Color moment · Graylevel co-occurrence matrix · Local binary
pattern · Feature-level fusion · Score-level fusion
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1 Introduction

Due to the latest and many sophisticated advancements in the field of image
processing, there is a cumulative growth in the number of available images. Tech-
nological developments in the area of mobile devices, smart cameras, other portable
devices for capturing images, satellite cameras, etc., are some of the major causes
for the creation of large image repositories [1]. These storehouses of images are
available both offline and online. The manual searching, classification, browsing,
indexing, categorization, and retrieval of images from these large datasets are very
confusing and almost impossible [2]. Therefore, the retrieval efficiency and retrieval
accuracy of a user become restricted, and to enhance these parameters, an effective
system is required which automatically retrieves the desired and relevant images
from huge datasets.

Based on the above facts, content-based image retrieval (CBIR) is a systemwhich
retrieves the desired images from massive datasets based on the visual features of an
image like texture, shape, color, edge, and spatial information. The desired feature
from the database is extracted using a specific feature extraction technique, and a
feature vector is formed. Then, when a query image is given by the user, again the
same feature is extracted and a feature vector is obtained. Afterward, both the feature
vectors are compared in the similarity matching stage [3], where a distance metric
is used to find the relevant images, arranging the images in increasing order of the
distance. Finally, based on the requirement of the user, top N images are obtained.
A basic CBIR system is shown in Fig. 1.

In contrast toCBIR, images can also be retrieved on the basis of text and annotation
but this technique is prone to many errors like human errors, synonyms, homonyms,
and misspellings. This technique is called text-based image retrieval (TBIR). But,
CBIR has many advantages as compared to TBIR.

The most important attribute of an image is color and is indispensable to human
perception. Color can be extracted by using divergent color descriptors but the most
prominent are: color histogram (CH) [4]; it is the basic technique but does not include
any spatial information, dominant color descriptor (DCD): It takes long computation
time and includes less spatial information. Color coherence vector (CCV): It is very
slow and takes more space, Color auto-correlogram (CAC): It is fast and accurate but
sometimes lack in accurate results. There are manymore color feature techniques but
are the variants of these basic descriptors.Basedon these facts about color descriptors,

Query
Image

Color Feature 
Extraction

Feature Vector 
creation

Database 
Image

Color Feature 
Extraction

Feature Vector 
creation

Retrieved 
Images

Similarity 
Matching

Fig. 1 A basic CBIR system
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it can be concluded that color moment (CM) [5] has the maximum advantages as
compared to other techniques. It includes the maximum spatial information and
also is very fast in computation, more scalable and extremely robust. Moreover,
the obtained moments are based on using the basic statistical measures like mean,
standard deviation, skewness, and kurtosis.

Another important feature of an image is texture which describes the inborn
patterns of an image like coarseness, smoothness, roughness, and circularity. Texture
can be extracted by employing various texture feature extraction techniques like
discrete wavelet transform (DWT) [6], local binary pattern (LBP) [7], graylevel co-
occurrence matrix (GLCM), Tamura features, Gabor transform [8], and Curvelet
transform.

This paper describes an analytical experimental analysis of the best color feature
descriptor; namely, color moment with many texture feature extraction techniques
has been done based on the two different combining levels: feature level and score
level. Thus, the main benefactions of this paper are:

• To find the best color feature extraction technique based on both the theoretical
and experimental analyses.

• To find the average precision of each texture descriptor individually.
• To find the best hybrid combination by using various color and texture descriptors

by the inclusion of chosen color moment with different texture feature descriptors
individually.

• To check the efficiency of two divergent combining techniques which have been
used for the amalgamation of color and texture features. These two techniques
are based on two different levels of the system: feature level and score level.

• These experiments have been carried on a prominent benchmark CBIR dataset,
namely WANG.

The remaining organization of the paper is as under: Related work is given in
Sect. 2; in Sect. 3, the proposed methodology has been given, experimental setup,
and results are given in Sect. 4, and lastly conclusion with future trends is given in
Sect. 5.

2 Related Work

In the literature, different techniques have been used to form the hybrid or fusion-
based image retrieval system. A hybrid system based on the combination of color,
texture, and shape features has been proposed by Pavithra et al. [9]. Color moment is
used for color extraction while to extract the shape and texture information from an
image, canny edge and LBP are used. Prashant et al. [10] described another hybrid
system based on the combination of LBP andGLCM. LBP is utilized here in different
scales.

Color and texture are indeed considered as themost important features of an image,
as they give principal information regarding an image.Different techniques like block



670 S. Bhardwaj et al.

variation of local correlation coefficients (BVLC) and block difference of inverse
probabilities (BDIP) [11] have also been used for the extraction of texture attributes
with color histogram as a color descriptor. DCD in combination with Curvelet and
wavelet features has also been used by Fadaei et al. [12].

There are many techniques which are just advanced versions of their basic coun-
terparts. Like distance coherence vector (DCV) is another technique which is used to
extract the color information from an image and is the changed version of the basic
color coherence vector. Similarly, color difference histogram (CDH) [13] is also an
advanced version of color histogram.

Adaptive Tetrolet transform has also been used for texture feature extraction by
using a hierarchical system in the form of three levels [14]. Color and shape features
are extracted by using color channel correlation histogram and edge joint histogram,
respectively. Another hybrid CBIR system utilized 2D-DWT for shape extraction in
combinationwith color and edge directivity descriptor (CEDD) [15] which is utilized
for both color and texture extraction.

In the current era, many more sophisticated and intelligent techniques based on
the concepts of relevance feedback, machine learning, and deep learning have also
been utilized with an image retrieval system to enhance its performance. In machine
learning, classifiers like support vectormachines (SVM), random forest, naïveBayes,
extreme learning machine have been used successfully in this domain [16]. Convolu-
tional neural network (CNN) [17], deep belief network (DBN), Boltzmann machine,
auto-encoders, etc., are some of the techniques under deep learning [18]. But, in spite
of these techniques also, there is a requirement of an effective combining technique at
the ground level, which can be utilized to merge all the obtained feature vectors into
a common feature vector. Generally, the obtained feature vectors can be combined
using two techniques: at the feature level and at the score level.

Thus, in this paper both these combination levels are used for the creation of a
hybrid model based on the extraction of color and texture features. Color moment
is used for color feature extraction and is used separately in combination with many
texture descriptors to identify the best group of color and texture features.

3 Proposed Methodology

Feature extraction is an important process in CBIR systems. Feature can be defined
as a localized, pertinent, and perceptible attribute of an image. In this paper, different
combinations of color and texture descriptors have been analyzed to determine the
best combination for the formation of a hybrid CBIR system. For the extraction
of color attributes, color moment has been used here and is used individually in a
combination with prominent texture descriptors like LBP, GLCM, DWT, Gabor and
Curvelet transform to find out the best combination.

In order to combine these color and texture descriptors, two techniques have been
employed for their combination. These are used at two stages: feature-level stage and
score-level stage. The detailed description of the experimental analysis is as under.
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Table 1 Theoretical comparison of various color feature extraction techniques

Technique Advantages Disadvantages

CH Invariant to changes in angle and rotation Does not include any spatial
information

CCV Includes spatial information High dimensionality and more
computational time

CAC Includes spatial information Includes noise and is complex

DCD Gives effective representation of colors Produces incorrect ranking and
takes more time

CM Fast, robust, scalable and includes all
spatial information

Not any specific

3.1 Color Feature Extraction

Color moment has been deployed in this paper for the purpose of color feature
extraction. This color feature extraction technique has been selected based on an
experimental and theoretical analysis with various other prominent color descriptors.
Color moment has many advantages in contrast to many other color descriptors, and
these can also be described with the help of a theoretical comparative analysis given
in Table 1.

From Table 1, it can be concluded that color moment has no specific disadvantage
in contrast to other color extraction techniques which suffers from one or the other
pitfalls.

3.2 Texture Feature Extraction

To obtain the textural information from an image, varied types of techniques like
graylevel co-occurrencematrix (GLCM), local binary pattern (LBP), discretewavelet
transform (DWT), Gabor and Curevelet have been used. GLCM gives the spatial
relationship between two adjacent pixels of an image. Suppose, if an image of size
3 × 3 is selected then, LBP depicts the relationship of the central pixel to other
remaining pixels of the image. Wavelet, Gabor, and Curvelet are transform-based
feature extraction techniques which can also be used for its extraction.

3.3 Combination Techniques

In order to combine color moment with all the texture descriptors individually, two
techniques have been used. These techniques can be described based on two levels
of the CBIR system, namely feature level and score level.
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Fig. 2 aArchitecture of a feature-level fusion using CMandGLCM. bArchitecture of a score-level
fusion using CM and GLCM

In feature-level combination, the procedure is as follows:

• Firstly, image attributes are extracted using both color and texture descriptors,
and then two feature vectors are formed.

• Then, the two obtained feature vectors are normalized independently and a final
or hybrid feature vector is formed. This feature-level fusion technique works in
the feature extraction phase of the system, and its methodology is given in Fig. 2a

• In order to normalize the two feature vectors, minimum–maximum normalization
is used as to obtain a common range for both the feature vectors are mandatory,
and this technique solves all these issues and is given by:

normalized features = z − maximum

minimum − maximum
(1)

Here, z = feature value

minimum = Lowest value of each feature vector

maximum = Topmost value of each feature.
In score-level combination, the procedure used is as under:

• Firstly, the extraction of color and texture features is done by using a specific
technique; from the given database images, and two independent feature vectors
are obtained.



An Effective Fusion of a Color and Texture Descriptor for an Image … 673

• Then, during the query formulation phase, the same color and texture features are
extracted from the given query image, and again two feature vectors are formed.

• Then, the similarity score of both feature vectors obtained during the query phase
is calculated with respect to respective database. This fusion technique works
during the query phase of the system, and the methodology for this technique is
shown in Fig. 2b.

• Finally, a weighted similarity is calculated to combine all the obtained similarity
scores and is given by:

Fused vector = G1 ∗ similarity score 1 + G2 ∗ similarity score 2

In the above equation G1 and G2 are the weights given to the obtained similarity
scores.

4 Experimental Setup and Results

In order to carry out the experimentation, five combinations of color and texture have
been evaluated. These combinations are analyzed onWANG [19] dataset. It has 1000
images with 10 categories. Each category has 100 images and includes images of
mountains, beaches, dinosaur, flowers, and many more. The size of each image is
256 × 384 or 384 × 256, and sample image from each category is shown in Fig. 3.

4.1 Experimental Setup

The experiments are performed inMATLABR2018a, 4GBmemory, 64-bit windows
with core i3 processor.

Fig. 3 Sample images from WANG dataset
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4.2 Results

In order to assess the performance of different fusion models, different evaluation
parameters [20, 21] can be used but the main evaluation metrics which are:

Precision = Number of relevant images retrieved

Total number of images retrieved
(2)

Recall = Number of relevant images retrieved

Number of relevant images in database
(3)

F − score = 2
Precision ∗ Recall

Precision + Recall
(4)

In this paper, color moment has been chosen based on both the comparative theo-
retical and experimental analyses with other color descriptors. The average precision
obtained byusing various color feature extraction techniques onWANGdataset based
on each category of the dataset is given in Table 2.

FromTable 2, it canbe clearly visualized that colormoment has thehighest average
precision as compared to many other techniques and it has also many advantages as
mentioned in Table 1. Therefore, CM has been chosen as one of the best techniques
to extract the color information from an image.

Here, five prominent texture descriptors have been chosen which have been
combined with CM one by one in order to detect the best combination. But, prior
to each combination, average precision of each texture descriptor has also been
calculated and is given in Table 3.

Table 2 Average precision (%) on WANG dataset using various color descriptors

Database Semantic name Avg. Precision (%)

DCD CH CM CAC CCV

WANG Africa 63.00 85.00 90.00 85.00 38.75

Beach 46.00 48.20 58.75 57.50 32.50

Building 43.75 32.50 43.75 40.00 31.25

Bus 60.00 73.75 68.00 65.00 25.00

Dinosaur 92.50 92.50 100.00 100.00 42.50

Elephant 78.12 60.62 84.37 82.00 46.25

Flower 55.00 58.75 65.00 61.00 32.50

Food 71.25 71.25 85.00 83.00 32.50

Horse 86.25 86.25 95.00 91.25 22.50

Mountain 86.25 96.25 96.25 93.00 38.75

Average 68.21 70.50 78.61 75.77 34.25
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Table 3 Average precision (%) on WANG dataset using various texture descriptors

Database Semantic Avg. Precision (%)

GLCM DWT Gabor LBP Curvelet

WANG Africa 70 79 61 67 74

Beaches 63 61 82 49 46

Buildings 52 49 52 70 27

Bus 60 43 51 90 45

Dinosaur 99 100 57 100 98

Elephant 65 61 67 43 54

Flower 62 59 40 96 31

Horse 48 40 82 65 32

Mountain 90 88 54 36 74

Food 98 96 63 35 84

Average 70.7 67.6 60.9 65.1 56.5

From Table 3, it can be concluded that GLCM attains the highest results. Now, in
order to validate these results, each texture descriptor has been combined with CM
individually using feature-level and score-level fusion techniques. Precision, recall,
and f-measure have been calculated based on each texture descriptor. These results
based on feature-level and score-level fusion are given in Tables 4 and 5.

From Tables 3 and 4, it can be concluded that the combination of CM + GLCM
attains the highest results in comparison with other combination techniques using

Table 4 Results (%) using
feature-level fusion

Using feature-level combination

Technique Precision Recall F-measure

CM + GLCM 84.5 18 28.33

CM + DWT 80 17 26.33

CM + Gabor 75 14 24.33

CM + LBP 78 16 25

CM + Curvelet 70 12 22

Table 5 Results (%) using
score-level fusion

Using Score-level Combination

Technique Precision Recall F-measure

CM + GLCM 82 16 26.34

CM + DWT 75 15 25.33

CM + Gabor 71 12 21

CM + LBP 76 14 24

CM + Curvelet 65 10 18
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both feature-level fusion and score-level fusion. But, the results obtained by using
feature-level fusion are higher than the score-level fusion results. Thus, it can be
further added that normalization achieves better combination capabilities in contrast
to combination based on similarity basis.

There are varied similarity measures [22] which can be adopted to calculate the
distance between two images. The results obtained by using varied distance metrics
on the feature-level fusion is shown in Fig. 4.

From Fig. 4, it can be seen that Manhattan distance metric attains the highest
average precision (%) as compared to other similarity measures because it is
calculated based on the absolute difference values rather than squared values.

Different color and feature extraction techniques are utilized here to carry out the
analysis. The parameters of the utilized techniques are given in Table 6.

Since CM+GLCM combination attains the highest results based on feature-level
fusion. The retrieval results of CM + GLCM combination based on WANG dataset,
depicting top 15 retrieved images are shown in Fig. 5 with the help of a graphical
user interface (GUI).

FromFig. 5, it can be visualized that with respect to the given query image, similar
top 15 images are retrieved which belongs to the same category of the query image.
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Fig. 4 Comparison of various distance metrics using each combination

Table 6 Various parameters
of the utilized techniques

CM features 9

GLCM features 44

LBP features 256

DWT features 1680

Gabor features 8

Curvelet features 145

Feature-level fusion Min–max normalization

Score-level fusion Weighted similarity
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Fig. 5 Top 15 retrieved images based on CM + GLCM combination using feature-level fusion

Thus, this CM + GLCM combination is effective in retrieving the best and most
similar relevant images with respect to the query image.

5 Conclusion and Future Trends

This paper depicts an experimental analysis to determine the best combination of
color and texture descriptors. For color extraction, color moment has been chosen
based on its various advantages and also on the basis of a comparative analysis with
various other color techniques. For texture extraction, various techniques likeGLCM,
LBP,DWT,Gabor, andCurvelet have been utilized. CMhas been combinedwith each
texture descriptor individually on the basis of two fusion techniques, namely feature-
level fusion and score-level fusion. From this experimentation, it can be concluded
that the combination of CM and GLCM attains the highest precision, recall, and f -
measure of the order of 82, 16, and 26.34% by using feature-level fusion as compared
to other combinations. Thus, this combination is very effective in retrieving the most
relevant and similar images and can be used to form a fusion-based CBIR system.
In the future, shape and edge features can also be combined with these features
to retrieve more information from an image. Moreover, intelligent techniques like
machine learning, deep learning, and relevance feedback can also be employed with
the fusion-based model to enhance the efficiency of the system.
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Power Consumption Reduction in IoT
Devices Through Field-Programmable
Gate Array with Nanobridge Switch

Preeti Sharma, Rajit Nair, and Vidya Kant Dwivedi

Abstract In recent times, field-programmable gate array (FPGA) has done a lot of
improvement in the area of IoT, a computing device that works like amicrocontroller.
In this segment, there is an emergence of nanobridge-FPGA that has the ability to
improve the performance and minimizing the power consumption in IoT devices. It
is a field-programmable gateway array that incorporates genuine nanobridge metal
atommigration-type switchwhich is highly durable and resistive against high temper-
ature and radiation. FPGA has already shown improvement over CPU in terms
of efficiency with its group of integrated circuit that provides hardware switching
usingmemorymodules and semiconductor switches but nanobridge-FPGAenhances
the power efficiency by using space-saving nanobridge switch instead of semicon-
ductor switches and memory modules. In this work, the discussion will be on the
working principle of nanobridge including the architecture of nanobridge-FPGA and
its comparison with the performance of available FPGAs and CPUs.

Keywords Semiconductor · CPU ·Memory · ASIC · LUT · SRAM

1 Introduction

In recent times, researchers are gaining interest in carrying out different computing
research on IoT or mobile platforms, particularly for advanced computing solutions,
with the progress in Internet of things (IoT) technology as well as the increasing
computing power of mobile devices.
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It is critical that the amount of data transmitted between IoT nodes and servers
is reduced in the edge computer paradigm. The IoT nodes or mobile devices there-
fore require additional calculation tasks. In this way, network transfer or contact
delay avoids the transmission bottleneck. The performance and energy efficiency
of programs such as field-programmable gate arrays have proven superior to the
use of CPUs or GPUs [1] in terms of programmable hardware devices, including
FPGAs. Therefore, the framework on IoT or mobile platforms is very promising.
Coarse grain reconfigurable architecture (CGRA) is another type of programmable
devices. In general, CGRAs provide less complicated and more regular commu-
nication between processing elements or processor cores than FPGAs to speedup
applications.

Other than these there are variety of challenges which has to be faced by society
due to IoT that ranges from the social structuremaintenance, establishment of safe and
secure society, enhancing the efficiency of manufacturing unit, and the development
of advanced transportation system for more complex society issues. To address these
social issues, new administrations and advances are continually being created.

These advances include monitoring of sensor networks [2], analysis of big data
[3], and image processing technology by artificial intelligence (AI) [4] although
these technologies are very much dependent on cloud storage and cloud informa-
tion processing [5]. In case of enhancing the real-time capabilities and reducing
the amount of data, it is very much needed that processing like data analysis, data
accumulation, and compression has to be done on device or edge side. The devices
should have characteristics so that they can perform task or information processing
on the cloud side. Characteristics required by devices are high-performance power
ratio; real-time response and robustness although to develop this characteristic more
integrated circuit are needed so that we can cope up with the problem of heat gener-
ation. Traditional CPUs are using conventional integrated circuit with von Neumann
computing architectures, and it is becoming very difficult to improve the power
consumption ratio using this old architecture.

Its not an easy task to develop a solution for the problems related to power
consumption, some of the solutions are like application-specific integrated circuit
can be build and which are considered to be power efficient; but at the same time,
they are having constraints like limited flexibility, programmability as well as they
are expensive too. There are different types of semiconductor integrated circuits
which are used in IoT devices like ASIC, FPGA, and CPU or MCU [6]. They all
have their own advantages and disadvantages; but in recent times, FPGA has done
a great improvement in the area of Internet of things (IoT) due to its reconfigura-
tion and low-power consumption property. So in this paper, we will study about
FPGA with nanobridge technology and also discuss the SRAM-based FPGA and
nanobridge-FPGA.

Figure 1, it is shown that FPGA is providing good flexibility as well as less more
energy-efficient. This is the reason today most of the devices consist of FPGA, and
they all are performing well in terms of performance.
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Fig. 1 Block diagram of FPGA

1.1 Field-Programmable Gate Arrays (FPGA)

Field-programmable gate array is the semiconductor devices that carry matrix of
configurable logic blocks (CLBs) with wire circuitry and is used to perform different
logical functions. This combinational logic blocks are connected using some hier-
archy which makes FPGA to be used for different application. It is inexpensive,
easy realization of logic network in hardware and simple as software. Hardware of
FPGA contains PLD, logic gates, SRAM to perform digital functions and useful for
storing data set. It contains a layout in matrix form, and user can configure each logic
block. Along with digital functions, it has features of digital functions but is not as
flexible as digital functions. Vendors like Xilinx, Actel, Altera provide FPGA which
are different in programmability, interconnection, and basic functionality of logic
blocks. Because of its combinational logic blocks and the interconnected matrix,
FPGA becomes very powerful and flexible technology (Fig. 2).

FPGA has a benefit that it can be reprogrammable; so whenever user wants to
change the design, they can easily modify, update, and download a new configuration
file which can be used in new application. This functionality makes it flexible and
cost-efficient, whereas other devices like ASSP and ASICs have fixed hardware.
As FPGA is reprogrammable, it can be used as a prototyping purpose for ASIC.
Because of the presence of large number of gates, it finished its task in a short time.
FPGA design cycles are simpler as compared to CPU means designing tools check
the function. FPGA performs parallel task like computing and processing because
of its large resource of logic gates and wiring, which makes it fast as compared to
general CPU and also multitasking (Fig. 3).
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Along with its advantages, there are some drawbacks of FPGA like: Its size is
much greater approximately 40 times than the other device and is better for low-
quantity production; if it is used for large quantity, then the cost of the product may
also increase. At the time of power out, SRAM-based FPGA not able to retain its
architecture; for reloading configured data, it has taken the help of external non-
volatile memory at power in, and this consumes power for hundreds of second.
Thus, it draws much more power nearly 12 times, the ASIC and speed are also less
than ASIC. Because of more power consumption programmer does not have any
control on power optimization in FPGA, and also, performance over wide range of
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temperature is poor. In order to reduce the problem related to power consumption and
temperature fluctuation in FPGA, nanobridge is used with FPGA as a computational
switch. NB-FPGA also helps in reducing the cell area and signal delay which occurs
in FPGA used for large circuit.

SRAM-based FPGA consists of six transistors per cells with several leak paths,
resulting in large cell leakage current and high system static current [7]. Flash-based
FPGAs consist, in contrast, of only one transistor with 1000× less flow rate per cell,
which results in extremely low static energy. FPGA power consumption is:

Dynamic Current—Dynamic FPGA power consumption is:

P = CV 2F

where
P = Dynamic power in watts
C = Load capacitance in µF
V = Operating voltage in volts
F = Frequency in kHz.

The higher frequency of service leads to increased power consumption. The calcu-
lation of dynamic power based on resource usage and frequency is given by all FPGA
suppliers. Before selecting a system unit, it is important to make the power evalu-
ation. The cumulative power is provided by all power components as mentioned in
many research papers. If a computer increases, a power-up current adds to the overall
system power consumption, which in higher densities can reach a limit of several
hundred mA or several amperes. While the device is operated, the power budget is
controlled by static and dynamic power.

Thermal control is also a problem from a machine perspective when the average
power consumption is high. If the thermal control is not taken into account in such
a situation, it can cause thermal depletion.

2 Literature Survey

There has been increased in the number of portable device in the environment ofwire-
less communication. It has been observed that nowadays normal house has almost
4–8 portable devices for their daily needs. It is predicted that in the future, it will get
increased day by day, and it will become a challenge for the manufactures to make a
device that consumes low power. In early stages of the development, researchers does
not much bother about the power consumption but later on they feel the power must
be minimized so that it can become feasible for everyone to use. In IoT, there are
many papers based on power reduction techniques some are in the form of software
and some are in the form of hardware.

Shambavi et al. [8] have designed BCD adder which is based on architectural
low-power synthesis. There are various levels of abstraction at which the power can
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be minimized, but architectural low-power techniques affect more than circuits. To
order tominimize energy consumption at architectural level, twodifferent approaches
have been explored, pipelines, and parallelism. VHDL and xilinx ISE 10.1 aim the
Xilinx XC5VLX30-2 FPGA to evaluate and implement the proposed designs. The
results show optimum power, delay, and range optimization for various designs, and
a comparative analysis is provided.

Tanesh et al. [9] used the LUVCMOS IO protocol for the highest frequency of
i7 processors to make ALU energy-efficient. LVCMOS12 is observed to have a
26.23, 58.37, and 75% lower IO power reductions than LVCMOS18, LVCMOS25,
and LVCMOS33 with 1 GHz, respectively, as being the most energy-efficient
LVCMOS12 available. They use the MOBILE DDR IO standard instead of the
mainstream IO standard LVCMOS33 which was used for typical ALU.

Nehru [10] has implemented low-performance binary coded decimal (BCD),
which uses a four-bit multiplexer and or gate-based look ahead adder (MOCLA)
to form a basic building block; this product has reduced the silicone area of the chip
and power consumption. The implementedMOCLA design uses two complete adder
and PG input MUX, OR, gate diffusion input (GDI) and is used in low-power BCD
adder circuits.

Cisneros et al. [11] were concerned with the design, synthesis, and execution of
arithmetic logic units (ALUs) on FPGA and have a similar clock gating technique
which is characterized by low-power consumption. Musavi et al. [12] designed IoT-
based frame buffer to store frames and to use them in frame detecting changes in
object position in a power-efficient and thermal conscious frame buffer. They insert
a 128-bit IPv6 address into the frame buffer so that IoTs can be programmed. They
used this configuration with variousWLAN channel operating frequencies to test the
reliability of this design with the wireless network. The frequency of service onWIFI
networks (802.11 hp, 802.11 hp, 802.11 hp, 800 MHz, 2.4, 3.6, 5.9, and 60 GHz),
respectively, is 802.11, 802.11, and 802.11 hp.

Abdullah et al. [13] aim to increase the range of Ethernet-based networks through
pseudonoise generator-based optical transmitter. Structural changes are suggested
to be implemented with various IEEE802.3 protocols (IEEE optical standards) in
PN generator-based optical Ethernet energy-efficient transmitter (IEEE802.3az).
Prashanth et al. [14] have implemented the DSP modules, such as the ALU floating
point is introduced and designed. The design is based on FPGA Cyclone II’s perfor-
mance and implementation takes place after simulation of the functional and timing.
ModelSim is the method for simulation. The Quartus II method for synthesis and
implementation illustrates functional and timing analysis for all DSP modules using
high-performance, Altera tools for synthesis and application.

Gaurav et al. [15] present some techniques for minimizing power that can be
applied to FPGAs-centric communication designs. The literature includes various
techniques, but most of them are only used at device level. This report gives an
insight into reducing the power of design hierarchy architecturally, using the CAD
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toolXPowerAnalyzer. The techniques suggested are applied for analysis purposes on
the arithmetical and logical circuit as ALU which are used as processing elements
in portable wireless devices. On XILINX ISE to Spartan 3E XC3S250E FPGA,
the circuit has been tested and realized, and the study has shown significant power
consumption change.

3 Nanobridge Technology

To overcome from the problems of FPGA, there is an evolution of new technology
known as nanobridge which is developed by NEC consists of memory that is non-
volatile and which can replace both semiconductor switch and semiconductor-based
memory. This technology is based on polymer-solid electrolyte (PSE) which is incor-
porated in between an inert electrode—ruthenium (Ru) and an active electrode—
copper (Cu). When positive voltage is applied on the copper electrode, copper gets
ionized and shift through polymer-solid electrolyte (PSE) to form a bridge between
the two given electrodes. This way nanobridge switches from high resistance (off)
to low resistance (on) condition. Conversely, when positive voltage is applied to the
copper electrode, the copper atoms, which have formed the bridge, are retrieved by
the copper electrode and transition to a high resistance condition. There is no power
requirement for maintaining ON and OFF condition of switch because of its elec-
trical properties which include lesser load capacity almost 1/10th consumption than
semiconductor switch with high resistance difference of ON/OFF condition, i.e., of
approximately 500 � and 1 G�. This is a reason why nanobridge can function like
a semiconductor memory.

The nanobridge can be rewritten repeatedly and does not require power tomaintain
ON and OFF conditions (non-volatile). Its electrical characteristics include smaller
load capacity than the semiconductor switch (about 1/10th) and high ON/OFF resis-
tance difference (500 � and 1 G�). Therefore, the nanobridge can function as a
semiconductor memory to switch logic signals and retain circuit data. Moreover,
because the thickness of the copper bridge is estimated to be just a few nanometers,
it can be incorporated in a circuit even under a design rule with advanced integration.

The voltage of transition depends on the voltage sweep rate. The pipe transition
can be repeated, and every state continues when the voltage is low. This behavior
is observed repeatedly for up to 3–103 cycles. The period number is of the order of
105 for devices with a hole diameter of 0.3 µm. Each state has more than a month’s
retention period.

Conductance switching can be clarified when the metal bridge within the Cu2S
film is formed and dissolved. When this top electrode has a negative voltage, Cu
ions are electrochemically neutralized and precipitated in Cu2S (Fig. 4). Cu ions
are supplied at the Cu2S/Cu interface through this electrochemical reaction. The Cu
bridge is dissolved in the solid electrolyte by applying positive voltage, which results
in an OFF state.
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Fig.4 Nanobridge switch

3.1 Performance Analysis of Nanobridge-FPGA

The nanobridge-FPGA is contrasted with the commercially available SRAM-FPGA
developed by a 40 nm semiconductor process in the assessment of nanobridge-
FPGA’s efficiency. The nanobridge-FPGA is developed by NEC, and this has high
radiation tolerance which can support for the use of LSIs in space. The nanobridge-
FPGA and SRAM-FPGA can be compared based on the number of the LUT as LUTs
and DFFs are also used in the logic circuits of the SRAM-FPGA. In the same 40 nm
semiconductor process, the density of the logical circuits provided by nanobridge-
FPGA is two times the density of SRAM-FPGA. Therefore, the region occupied by
the logic circuits can be minimized if a nanobridge is integrated (Table 1).

The nanobridge-FPGA device configuration is decided by the nanobridge-FPGA
high and low output. NEC offers design tools for generating ON and OFF device
circuit information. The application circuit is defined at the RTL level, and informa-
tion from HIGH/LOW can be provided with the manufactured FPGA tools [16]. The
first step is to obtain a gate-level Netlist using the RTL description as a logic synthesis
tool. The Netlist is translated by a cluster package tool to 4 input LUTs. In addition,
the positioning and connections of the LUTs are determined via a positioning and
routing tool for the circuit-setting information.

The Verilog test bench produces the output signal pattern generated from the
nanobridge-FPGA input signal pattern implemented with an application circuit. A
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Table 1 Comparison of
SRAM-FPGA with
nanobridge-FPGA

Parameters SRAM—FPGA Nanobridge—FPGA

Switch Transistor Nanobridge

Circuit configuration
memory

SRAM Nanobridge

No. of LUTs 1320 6440

Density of LUTs
(/mm2)

1365 2577

Process node (nm) 40 40

Min. operating
voltage (V)

0.92 0.68

Max. speed (@1 V)
(MHz)

32 63

Operating power
(µW/MHz)

40 13.5

semiconductor tester canbeused to checkwhether the output signal pattern is compat-
ible with nanobridge-FPGA operations and the correct circuit operation. Using the
semiconductor tester, we calculated operating voltage, signal delay, and operating
speed.

In this work, we have taken 40 nm process node because it provides more benefits
than prior nodes like 65 nm node and latest 45 nm. One of themost important benefits
is that it provides higher integration and density improvement [17]. The minimum
operating voltage of a SRAM-FPGA is 0.92 V but the nanobridge-FPGA can operate
at voltages of 0.68 V. SRAM-FPGA operates at a power of 40 µW/MHz while that
of nanobridge-FPGA reduced to 13.5µW/MHz. The smaller capacity of nanobridge
and its short cable lengths make it possible to reduce the size of the logic circuits,
which decreases the length of the cable, are largely attributable to these differences
in performance.

4 Conclusion

In order to reduce the power consumption and fluctuation of temperaturewhen FPGA
is used in different IOT application, we proposed nanobridge switch. This paper
focused on improving the performance in IOT devices through FPGA. The combi-
nation of FPGA with nanobridge technology provides better results for low-power
consumption and temperature fluctuation and also in case of operating speed related
to conventional SRAM-based FPGA architecture. In this paper, the nanobridge is
used as a semiconductor memory to retain data and also as a logical signal switch.
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Li-Fi Technology—A Study
on a Modernistic Way of Communication

Harleen Kaur

Abstract Li-Fi implies light fidelity, a wireless data transmission technique which
uses illumination or light as medium of communication. Li-Fi is an innovative tech-
nology based on visible light communication (VLC) that creates light as a media
of communication replacing the cable wire communication. Li-Fi is evolved to beat
the speed in Wi-Fi. The paper summarizes most of the research, developments and
applications achieved so far and looks at the various aspects of the strengths and
weaknesses of Li-Fi’s technology.

Keywords VLC · Li-Fi ·Wi-Fi

1 Introduction

Li-Fi, light fidelity, is a wireless technology centered on light and not on radio
waves as clear from its label. Li-Fi was proposed first time by Prof. Harald Haas,
at the University of Edinburgh, and due to the practical demonstration conducted,
the concept being compared with Wi-Fi, led to be appreciated and scattered quite
fast. Li-Fi is an alternative of Wi-Fi [1] that transmit data using the spectrum of
visible light. Li-Fi technology used light emitting diode (LED) for transmitting data
wirelessly [2]. Li-Fi is fast and cheap optical adaptation of the Wi-Fi. Speed of Li-Fi
with superfast broadband system is 250 times faster. Li-Fi will need a transceiver
fitted LED lamps to transmit and receive information as well as can glow a room,
i.e., sending data through LED bulb that varies in intensity faster than human eye can
follow. The transfer of data can be in any form of light, i.e., light may be invisible,
ultra violet or visible part of spectrum and the speed is extremely high. Li-Fi working
technology is based on the use of visible light between red and blue. Li-Fi uses the
optical spectrum but Wi-Fi uses the radio part of electromagnetic spectrum [1]. The
principal of Li-Fi is simple when the LED turn ON and OFF at high speed not visible
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to human eye. The amplitude of light is varied. Any LED light can set if used along
with a microchip inside it can be used to detect the changes in the light flickering thus
helping in converting light into data in its digital form. When LED is ON it transmits
the digital signal 1, and if LED is OFF it transmit a digital signal 0. A controller is
also connected at the backside of these LED bulbs to code the data to these LED.

2 Li-Fi Design and Working

It is constructed on visible light communication [3] which uses light radiations
between 780 and 375 nm as optical carrier for data transmission and illumination.
The main components of Li-Fi systems are: (1) high brightness white LED’s which
act as a transmitter, (2) silicon photodiode which act as a photoreceiver. Likewise,
factors like line of sight (LOS) and presence of light are much essential.

2.1 How Does Li-Fi Work?

In practice, Li-Fi technology comprises of LED lamp as the media transmission and
photodetector as a receiver of transmitted data. Lamp driver is desired to make LED
working properly [2]. Although amplification and processing are capable to deal
with the signal that originates from the photodetector. Fundamental perception for
working norm in Li-Fi technology is directing to: Transceiver and light as a media
transmission (Fig. 1).

Figure 2 is a fundamental concept block diagram for Li-Fi. This simple concept
indicates as a duplex communication. The speed of Li-Fi is 14Gbps using three off-
the-shelf laser diodes (red, green, and blue) and expects the rate till 100 Gbps when
the entire visible spectrum is used. Rendering to [3] Li-Fi and VLC utilized a similar
medium as a data communication that is light, and the difference between Li-Fi
and VLC is VLC has unidirectional, point-to-point light communication at low data
rates. While the Li-Fi technology is entirely organized, bidirectional, and high speed
wireless communication. Others assumed Li-Fi is the fusion of Wi-Fi and VLC [1].

Transceiver. Transceiver is a unit that acts as a transmitter and receiver simul-
taneously. This transceiver comprises of LED to transmit the light and photodiode
to receive the light. Amplifier is implanted to strengthen the power of light received
from the photodiode. The modem is used to modify and demodulate the signal. The
signal that emanates from the photodiode is analog and it gets converted into digital
in the modem and sent by LED. The driver before the LED functions to drive the
flow of current of the LED in order to get the flickering. The flickering is function of
the LED for data transmission, if LED is ON then it transmits digital ‘1’ and if OFF,
it transmits digital ‘0’ [4, 5].

Modulation. The modulation signals are used to switch LED at desired frequen-
cies that contain information to be transmitted. According to Islim and Haas [6] there
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Fig. 1 Basic concept diagram of Li-Fi

Fig. 2 Li-Fi transceiver based on VLC

are several techniques of modulation in Li-Fi. Modulation methods are needed in the
communication, even the illumination is not required. Because of that, a modulation
technique may support a dimmable illumination. The deviation in intensity of light
links to the information in the message signal. There are many kinds of modulation
in Li-Fi, i.e., single carrier modulation (SCM) [7] as On–Off keying (OOK), pulse
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position modulation (PPM), and pulse amplitude modulation (PAM) [8]; multiple
carrier modulation (MCM) as OFDM [9].

3 Performance of Li-Fi

Efficiency and security of the Internet are the dominating issues. The data transmis-
sion through light can reach up to gigabits per second. The data spread for a unit
energy is high in the case of light waves. In Li-Fi data, bits can be communicated
parallel consequently enhancing the efficiency.

• Availability: Light is available in every part of the world so this makes it easy
for every person in airplanes to work on the Internet. There are many billion light
sources on earth that can be easily transformed into a Li-Fi hotspot. It is because
the coverage area of Li-Fi is only on their illuminate area.

• Security: For security, Li-Fi is more tough than a Wi-Fi. Light waves cannot
go through solid objects thus providing abundance of network privacy. No other
person can split the network unless the holder has allowed them to use it. While
the signal of Wi-Fi can go through the wall, it can cause the vulnerabilities in data
loss and data leakage. According to Blinowski [10], security issues in VLC focus
on aspect of basic physical characteristics of the communication channel.

3.1 Advantages of Li-Fi Over Wi-Fi

Li-Fi derived this name by virtue of the similarity to Wi-Fi. The Li-Fi design is
to overcome the disadvantage of Wi-Fi. Wi-Fi operates good for general wireless
coveragewithin buildings andLi-Fi is epitome for highdensitywireless data coverage
inside a confined area or room and for relieving radio interference issues. Mostly
power-driven by LEDs so its communication is fast and easy. Li-Fi has the main
advantage over Wi-Fi that its bandwidth is 10,000 times more than Wi-Fi (Table 1).

4 Li-Fi Strengths and Weaknesses

Li-Fi, as a potential substitute ofWi-Fi radio waves looming congestion and wireless
dead zones, has strengths andweaknesses that put it in competitionwith other industry
specific technologies like RFID and iBeacons. First of all, we consider this new
technology’s speed as the most important strength. Then, security, low cost, lack of
electromagnetic smog, and therefore safe for human use, more energy friendly are
some other strengths that worth being considered.
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Table 1 The difference between Li-Fi and Wi-Fi

Parameter Li-Fi Wi-Fi

Standard IEEE 802.15.xx IEEE 802.11xx

Frequency band 1000 times of THz 2.4 GHz

Data transmission Bits Radio waves

Data rate Around 1–10 Gbps 150 Mbps–1 Gbps

Communication Based on visible light
communication

Based on radio frequency
communication

Transmitter/receiver LED LED

Coverage range 10 m 20–100 m based on power and
antenna

Power consumption Less More

Secure More Less

Efficiency More Less

Interference No interference issues with
RF waves

Interference with neighbor AP
routers

1. High Speed—Data rates of 1 Gbps have been reported using single phosphor-
coated white LEDs [11]; later, 3.4 Gbps has been demonstrated with an off-
the-shelf red–green–blue (RGB) LED [12]. Researchers of the University of
Edinburgh reported 3.5 Gbps from a single color incoherent LED [13]. Haas’s
group developed commercial [14, 15] speeds of up to 100 Gbps, this speed
being attainable for Li-Fi when the complete visible range is exploited [16]. The
University of Oxford Li-Fi scientists hit 224 Gbps in laboratory environments
(at this speed, one moment is enough to download five high definition motion
pictures) [17]. Latest investigations have validated data rates of 14 Gbps for Li-Fi
with three off-the-shelfRGB laser diodes [18]. 42.8Gbit/s has been accomplished
for indoor OWC with two-dimensional optical beam-directing, in 2015 [19].

2. Security—Li-Fi optical signals are incapable to infiltrate partitions, this being
a benefit concerning security issues. The similar aspect can be manipulated to
exclude interferences between adjacent cells. In the course of past ten years, there
have been persistent statements of improved point-to-point link data speeds using
standard white LEDs under trial laboratory circumstances [12].

3. Low cost—In certain cases, Li-Fi’s implementation can be cheaper than other
communication technologies [20].

4. Low power intake—Taking into justification that, mostly, indoors lights are
ON more often, the energy used for communication would almost be zero as
a result of the piggybacking of data on illumination. Energy-efficient intensity
modulation (IM) techniques authorized at a communication even if the lights are
visually off [18, 21].

5. No electromagnetic smog—Since Li-Fi uses visible light spectrum (VLS) that
it is unimpeded by RF interference and therefore generates no electromagnetic
smog. This makes it an increasingly attractive option where electromagnetic
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interference becomes dangerous for intrinsically hazardous environments, such
as refineries, oil platforms and petrol stations, near MRI medical equipment,
airplanes or electrical transformer stations.

6. Safe for health—The technology could even find a niche with consumers who
are aware and affected by the adverse effects of electromagnetic radiation.

7. License-free bandwidth—The visible light spectrum includes hundreds of THz
of license-free bandwidth, 10,000 timesmore than the entire RF spectrum.On the
other side of the balance, there are still someweaknesses of theLi-Fi’s technology
developed so far.

8. Distance and interferences—One of the constraints is distance, typically not
more than 10 m, without intervention of simulated light or dazzling sunlight. Li-
Fi cannot be operated in direct sunbeams (or other conditions along with harsh
lighting) since the photodetectors would not be able to discover the modulating
light waves. This could bind the locations in which it could be used.

9. No standard: Li-Fi has no standard yet, so equipment from one vendor would
not work with another’s.

5 Applications of Li-Fi

Lots of vicinities where Li-Fi usage offers a consistent, secure, economical and
extreme high speed communication. Setup has already been introduced worldwide,
so we can recapitulate some of them as follows:

• Airplanes: Since Wi-Fi in flights with the majority of airlines is outlawed, and
thus limited, Li-Fi can be an appropriate substitute for wireless communication.
The use of this know-howwithin aircraft cubicle has benefits since heftymeasures
of wiring can be prevented resulting in cost saving, lowered loads and flexible
layout design.

• Hospitals: Li-Fi can be upgraded in clinics and hospitals also where the Wi-Fi is
prohibited. They can be used in several improved medical device to communicate
with each other for quick data interpretation [22].

• Nuclear power plants: Li-Fi can be a convenient replacement of Wi-Fi in elec-
tromagnetic sensitive regions such as nuclear power plants as it does not instigate
any electromagnetic intrusion.

• In home and office purposes: Li-Fi system can be incorporated in home appli-
ances such as: secure systems, freeze, central heating systems, TV’s and so on to
lower energy consumptions for a smart energy management.

• Smart illumination: Public lighting can be used to provide Li-Fi hotspots and
monitoring lighting and sensor arrangement [23].

• Vehicle and traffic lights: LED devices can be mounted as headlights and tail-
lights building a rational transport system. Traffic beam scan also moves to LED
with the gain of road safety and traffic control.

• Underwater: Light proliferate sub-aqua where radio frequencies cannot be
exhausted because of saline, high conductivity and high attenuation atmosphere.
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While cables build threads in transfer throughmarine water and can be supplanted
with Li-Fi transmitters. Also, they can relay data to submarines, to surface as well
as to divers alongside their head lights.

• In well-being surveillance: Thewearable Li-Fi transmitter like LEDwristlets, ear
rings, wrist watches, etc., permit nonstop scrutinizing individual status of health
offering instant notice to family’ physician of any noteworthy changes happened
in health condition by connecting to the Internet and updating the information
online in real time.

• Interior navigation: The LED lights sources are used in like shopping malls,
cinema halls, government organizations, work offices or any indoor areas,
the Li-Fi technology allows an indoor routing (pinpointing an article within
about 10 cm)and offers placement information (valuable for understanding, for
illustration, in which direction a client is looking) [24, 25].
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A 28 GHz Corporate Series-Fed Taper
Antenna Array for Fifth-Generation
Wireless Communication

Mohit Pant , Leeladhar Malviya , and Vineeta Choudhary

Abstract This paper proposed a 1 × 16 antenna array to cover 28 GHz bands for
5G wireless communications systems. The design approach is based on 16-element
tapered antenna array with corporate (parallel)-series feed structure network. The
individual element of the antenna consists of the inset feed for achieving the proper
impedancematching and tapered patch for achieving the desired gain, bandwidth and
miniaturization. The whole configuration is designed over a Rogers RT/duroid 5880
dielectric substrate size of 28 × 30 × 0.79 mm3. The measure peak gain is 15.85 dB
at 28 GHz. The simulated result shows a return loss of −45.73 dB, bandwidth of
27.56–28.381 GHz, gain of 15.85 dBi and 93.36% of radiating efficiency.

Keywords 5G · Taper · Millimeter wave · Corporate series-fed

1 Introduction

Fifth generation of wireless application takes the benefit of high data rate, frequency
spectrum saving, power saving, link improvement and multipath propagation. The
compact designs of antennas made it possible for them to resonate at higher frequen-
cies [1]. FederalCommunicationsCommission (FCC) has suggestedmillimeterwave
(MMW) spectrum for the deployment for fifth-generation (5G) networks which can
achieve high data rates, high bandwidth, low latency and low compact size. The
higher frequency spectrum for 5G band around 28 GHz covers frequencies range
from 24.25–27.5 GHz, 26.5–27.5 GHz, 26.5–28.95 GHz and 27.5–28.35 GHz [2].
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New technologies such as massive MIMO and mmWave are the main concentra-
tion for 5G wireless communication system. In view of mmWave spectrum, high
gain and antenna arrays are important for reducing free space path loss, atmospheric
attenuation and foliage loss at higher frequencies. Feed networks radiate very little
in comparison with the patches when design on the same substrate because radiation
from fringing fields on both sides of themicrostrip lines cancel each other. Therefore,
feed structures are frequently used in 5G patch array antenna [3].

In the recent years, several patch antenna arrays have been reported. A new
arrangement of microstrip series-fed tapered array with five elements was designed
for 5 GHz resonant frequency. The reported antenna has a side-lobe level of−14 dB.
However, the reported antenna array is designed with only one inset feed [4]. The
analysis of double-layer series-fed linear array antenna is investigated. The design
antenna has a side-lobe level as low as −20 dB and measured gain of 13.5 dB
across a bandwidth of 23% [5]. However, the structure complexity may lead to
extra loss. A series-fed microstrip antenna array using unequal inter-element spacing
has been presented in Ref. [6]. The antenna achieved the measured gain which is
14.4 dBi at 9.0 GHz operating frequency. The design of a butler matrix for a feed
network combined with either patch or slot antenna array was investigated [7, 8].
The maximum gain of 15 dBi was achieved with the designs. A 28 GHz horizon-
tally and vertically polarized 16-element array antennawas investigated that employs
digital beamforming. The design had 15.65 dBi gain and 63% radiation efficiency
[9]. A novel series-fed patch array antenna is realized on a duroid 5880 substrate.
The bandwidth of the designed antenna array was enhanced by truncating patches
with the opposite corner. The measure gain of the 4 × 16 array is around 21 dBi for
frequency band from 37 to 39 GHz [10].

Microstrip patch antenna becomes a natural choice for low-cost mmW antenna
array due to their low profile, lightweight and compactness. The important part to
design the antenna is to choose the proper dielectric substrate because the losses such
that dielectric loss, conductor loss and radiation loss are very large in the millimeter
wave. Rogers RT/duroid, FR-4, polyimide, etc., are used to develop the 5G antennas
[11]. A series-fed array antenna design on Rogers RT/duroid 622 substrate material
of 254 mm thickness and dielectric constant 2.9 and loss tangent of 0.0015 have been
reported. The maximum gain measured is of 12.39 dBi [12].

In this paper, 16-element corporate series-fed tapered antenna array is proposed,
which will improve the total gain. Microstrip feed is preferred to avoid cutting of
substrate and conductive layers as compared to coaxial feed structure and also helped
tominimized surfacewaves [13]. Antenna is designed for 28GHz resonant frequency
which can be used for 5G wireless communication applications.

2 Antenna Design

In the Fig. 1, 1 × 16 elements proposed antenna is designed with each of four arms
are having inset feed. In the first three arm of each series array the slot of width
0.8 mm and length of 0.5 mm is truncated. Tapering is done by varying the patch
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Fig. 1 Schematic front view
of the proposed design

width and length. Each element of the array has a distance of λ/4 mm between
adjacent elements. The proposed array antenna of 1 × 16 is designed on the Rogers
RT/duroid 5880 dielectric substrate which has the relative permittivity Er of 2.2 with
loss tangent 0.009 and thickness of 0.79 mm. The patches are fed by combination
of series and parallel microstrip transmission line of the proper set of dimensions as
shown in Table 1. The total size of the substrate is 36 × 33 × 0.79 mm3.

The antenna design process consists of two steps. In the first step, 1 × 16 element
antenna array is simulated without any inset feed and slot in the patches. The second
step consists of inset feed in each antenna array arm, and the fixed length and width
of slot in the first three arms are cut off in the antenna array as shown in Fig. 1.

Table 1 Dimensions of the
proposed patch antenna array

Parameters Values (mm) Parameters Values (mm)

SL 36 SW 33

FL1 2.45 FL2 2.52

FW1 2.45 FW2 0.80

FW3 0.60 FW4 0.57

PW1 3.5 PW2 3.7

PW3 4.0 PW4 4.1

I1 0.5 I2 0.3
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Fig. 2 Schematic back view
of the proposed design

All the optimized values are shown in Table 1. The length andwidth arrays of each
patch are varied so that each element resonates at the same frequency and maximum
gain is achieved for the entire frequency band of 27.56–28.38 GHz (Fig. 2).

3 Result and Discussion

3.1 Resonant Frequency

With help of CST microwave studio (CSTMWS) 2018 simulation tool, results are
calculated by using the inbuilt particle swarm optimizer (PSO) for best optimized
parameters. All the design steps are compared in Fig. 3. In design step-I with 1 × 16
array without any inset feed and without cutting slot on patches, antennas resonate
at 28.28 GHz and cover 27.86–28.63 GHz frequency band. In design step-2, 1 × 16
array antennas with inset feed and slot on patches, the antenna resonates exactly at
28 GHz and occupies 27.56–28.38 GHz bandwidth in 2:1 VSWR band.

The whole configuration is designed over a substrate size of 36× 33× 0.79mm3.
The proposed antenna resonates at 28 GHz in 27.56–28.38 GHz frequency band.
The simulated result shows a return loss of−45.73 dB and the voltage standing ratio
VSWR < 2 at 28 GHz indication that the antenna has minimum reflection at this
frequency. The change of inset feed as shown in Fig. 4 is investigated in the range
of 0.50 mm to 1.00 mm. It was observed from the graph that as we increased the
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Fig. 3 S11 parameters for design antenna for step 1 to step 2

Fig. 4 Effect of different inset feed lengths on S11 parameters

inset feed, the resonance frequency of the design is shifted from higher frequencies
to lower frequencies. It is clearly shown from Fig. 4 that the value obtained in return
loss factor with the optimum resonant frequency is obtained when inset feed length
is 0.5 mm which is obtained by black line.
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3.2 Gain

The 3D gain pattern of the proposed antenna array is shown in Fig. 5, and the gain–
efficiency plot is shown in Fig. 6. The proposed antenna array has gain varying from
15.32 to 16.42 dBi in whole band, and the radiation efficiency in the whole band
varies from 93.05 to 93.78%. The total efficiency in the band varies from 79.18 to

Fig. 5 3D gain pattern

Fig. 6 Gain–efficiency
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84.20%GHz.At resonant frequency, the gainmeasured is 15.80 dBi and the radiation
efficiency is 93.56%.

Fig. 7 3D E-field pattern

Fig. 8 3D H-field pattern
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3.3 Radiation Pattern

The 3D E-field and H-field radiation patterns are shown in Figs. 7 and 8, respec-
tively, and the normalized E-field and H-field patterns are shown in Figs. 9 and 10,
respectively. The proposed antenna array has 29.9 dBV/m value of E-field at reso-
nant frequency and −21.6 dBA/m value of H-Field. The antenna array has 31.80
beamwidth and the main lobe directions of E-field and H-field is 0°.

Fig. 9 Normalized E-field
pattern

Fig. 10 Normalized H-field
pattern
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4 Conclusion

In this paper, an antenna array of size 36 × 33 × 0.79 mm3 is presented. The
present antenna is designed for 5G communications in the 28 GHz band. The array
is designed with 16 elements with measured gain which is 15.85 dBi. The antenna
−10 dB impedance bandwidth varies from 27.56 to 28.381 with VSWR ≤ 2. The
combined effect of adding inset feed and slot has improved the impedance matching,
bandwidth and gain. The measure return loss is −45.73 dB at 28 GHz resonant
frequency. The proposed antenna array suits the 5G wireless communication.
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Design and Analysis of Gain
Enhancement THz Microstrip Curvature
Patch PBG Antenna with Inset Feed

Rashmi Pant , Leeladhar Malviya , and Vineeta Choudhary

Abstract Terahertz frequencies have become significant in communication systems
to execute the huge demand of the next-generation wireless communication systems
for high data rate, high capacity, and low latency applications. In order to achieve
high-speed wireless communication, antenna designs with high gain and high radia-
tion efficiency are needed. The present research demonstrates the microstrip curva-
ture patch antenna design with inset feed on polyimide inhomogeneous substrate
using periodic photonic band gap crystal. Photonic crystal substrate contains several
sets of air holes perforated in the polyimide substrate, where each set has its own
specific radius. The proposed antenna design covers frequency range from 0.6342
THz to 0.6911 THz and resonates at 0.6588 THz with −43.47 dB return loss at
2:1 VSWR. The simulated result shows that the proposed antenna design achieves
8.956 dBi gain with 86.96% radiation efficiency, 0.6342–0.6911 THz bandwidth at
the resonant frequency of 0.6588 THz which makes it suitable for the THz wireless
communication system.

Keywords Terahertz · PBG · CST · Polyimide · Photonic crystal

1 Introduction

Over the last few years, a huge demand of high data rate in wireless communication
attracted researchers toward Terahertz (THz) communication links. THz radiations
are a part of electromagnetic spectrum that lies between microwave and infrared
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regions, and it offers high bandwidth to fulfill the requirement of high-speed commu-
nication. THz technology has grown rapidly due to its capability to penetrate high
with low attenuation loss, non-ionizing nature, highwater absorption, high resolution
imaging power, etc. [1, 2]. However, atmospheric path loss at THz band is the main
challenge that affects the communication distance. The thicker dielectric substrate
and large ground plane in microstrip antenna achieve high performance parameters
but suffers from surface wave losses [3]. The photonic band gap (PBG) structure
on substrate is utilized nowadays to suppress undesirable excited surface waves in
the substrate [4]. The PBG-based substrate is able to diffract surface waves at the
edges and improves the efficiency of the antenna [5–7]. There are many structures
which are generalized structure and can be utilized to produce any frequency band
by changing the radius of curvature of patch only [8].

The elementary structure is the rectangular patch curvedonboth sides. The curved-
shaped rectangular patch improves the reduction in size at certain extent. The thick
substrates improve the electrical performance of microstrip patch antenna. However,
the surface waves introduced due to high substrate thickness ranges (0.003λ ≤ h
≤ 0.05λ) degrade the performance of antenna [9–12]. To suppress the undesired
surface waves, the PBGs employed on the substrate and obtain the benefits of thick
substrates, which enhance the performance of proposed design in terms of gain and
efficiency. The optimized dimensions of antennas are finally calculated by using CST
microwave studio tool.

2 Antenna Design

In this paper, we designed and simulated the proposed microstrip curvature patch
antenna with inset feed based on inhomogeneous polyimide substrate. The substrate
comprised polyimide having the dielectric constant 3.5 and loss tangent of 0.0027.
The homogeneous substrate of thickness 191.29µmis selected to excite surfacewave
in antenna. The substrate is having dimension of 700 µm × 800 µm × 191.29 µm,
along with multiple concatenated duplicates of the air cylinder of same thickness
substrate having radius of 25 µm and 87.5 µm distance apart. The PBG structure
employed as substrate to improve the characteristics of antenna parameters.

The radiating element is having dimensions of 540 µm × 580 µm × 7 µm with
slotted circular curvature of radius of 45µmwhich ismounted over the ground plane.
The microstrip feed line has feed dimension of 70 µm × 150 µm × 7 µm to achieve
50� impedance. The thickness of metal employed is 7 µm, which is same for patch,
feeding line and ground plane. The feed line is inset to the patch with the width of
107 µm and length of 115 µm. The proposed structure is designed and simulated
using CST microwave studio, and optimization is done using inbuilt particle swarm
optimization.

The proposed design consists of microstrip curvature patch antenna with inset
feed, and PBG structure is employed on polyimide substrate instead of homogeneous
substrate. Using CST microwave studio tool, optimized dimensions are shown in
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Table 1 Dimension of the
proposed microstrip curvature
patch PBG antenna

Parameters Values (µm) Parameters Values (µm)

SL 700 SW 800

PW 580 F i 115

FL 70 D 50

FW 150 ro 45

S 87.5 Sh 191.29

Table 1. The schematic front and back view of the proposed microstrip curvature
patch PBG antenna is shown in Figs. 1 and 2.

Fig. 1 Schematic front view
of the proposed design

Fig. 2 Schematic back view
of the proposed design
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Fig. 3 S11 parameters for
design antenna for step 1 to
step 2

3 Result and Discussion

3.1 Resonant Frequency

In this work, microstrip curvature patch PBG antenna with inset feed is design with
the help of computer simulation tool. Figure 3 shows return loss performance of
microstrip curvature patch inset feed antenna without PBG in step 1 and the proposed
antenna with PBG in step 2. The microstrip curvature patch antenna with inset feed
based on PBG resonates at 0.6588 THz with −43.47 dB return loss covers 0.6342–
0.6911 THz at −10 dB return loss bandwidth.

3.2 Gain

The gain and efficiency of the proposed antenna are shown in Fig. 4, and the 3D gain
pattern is shown in Fig. 5. The proposed antenna has gain 8.956 dBi at 0.6588 THz
with the radiation efficiencies of 86.96% in whole band.

3.3 Effect of Radius of Curvature on the Proposed Antenna

Figure 6 shows the effect of different radius of curvature (ro) of inset feed patch
antenna on return loss. The change of radius of curvature is simulated for the range
of 40–82 µm. It is observed that very slightly change in return loss with change in
radius of curvature. Hence, from the simulation results of gain and return loss, the
inset feed patch antenna with 45 µm radius of curvature has better performance at
the resonant frequency 0.6588 THz.
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Fig. 4 Gain and efficiency of the proposed antenna

Fig. 5 3D gain pattern of the proposed antenna at 0.6588 THz

3.4 Effect of Photonic Band Gap Hole Size on the Proposed
Antenna

Figure 7 shows the effect of PBG hole radius (r) for periodic PBG substrate structure
on return loss. The change in hole radius is investigated for the range of 10–28 µm.
It is observed that the resonant frequency shifted from low frequencies to higher
frequencies as the hole radius increases. The most promising value of gain and
return loss is achieved at hole radius 25 µm which is shown by pink line.
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Fig. 6 Effect of different
radius of curvature on return
loss

Fig. 7 Effect of different
photonic band gap hole radii
on return loss

3.5 Effect of Separation Distance Between the Photonic
Crystals on the Proposed Antenna

Figure 8 shows the effect of separation distance (s) between photonic crystals for
periodic PBG substrate structure on return loss. The change in separation distance is
analyzed for the range of 55–90 µm. The variation in resonant frequency with slight
change in return loss is observed with the change in separation distance between
photonic crystals. The performance of gain and return loss is achieved at a distance
87.5 µm.
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Fig. 8 Effect of separation
distance (s) between
photonic crystals

3.6 Radiation Pattern

The 3D E-field and H-field radiation patterns are shown in Figs. 9 and 10 at 0.6588
THz. The proposed antenna has 23.72 dBV/m value of E-field and −27.8 dBA/m
value of H-field at resonant frequency at 0.6588 THz.

Fig. 9 3D E-field pattern
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Fig. 10 3D H-field pattern

4 Conclusion

In the present work, we designed and analyzed THz microstrip curvature patch
antenna based on periodic photonic band gap polyimide substrate. Antenna has been
designed, based on PBG substrate in order to enhance its performance around 0.65
THz, making it more applicable in the next generation of wireless communica-
tion. Simulation results show that the inset feed with curvature patch based on PBG
substrate improved the performance parameters of conventional microstrip antenna
in the frequency band of 0.5–0.7 THz. The proposed antenna has 8.956 dBi gain
and 86.96% radiation efficiency with minimal return loss of −43.47 dB at resonant
frequency of 0.6588 THz. The overall impedance bandwidth is 56.9 GHz.
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Performance Analysis of Classification
Methods in the Diagnosis of Heart
Disease

Sonu Bala Garg, Priyanka Rani, and Jatinder Garg

Abstract With a mortality rate of 17.9 million per year, heart disease has emerged
out to be the deadliest disease of the world. Early detection of this disease can reduce
mortality.Datamining based disease diagnosis systems can aidmedical professionals
in the correct and timely diagnosis of the disease. In this study a Python-based
data mining system, capable of diagnosing the heart disease using decision tree,
KNN classifier, naive Bayes, random forest, and support vector machine (SVM)
classification data mining methods, has been developed. The system was applied to
four heart disease datasets obtained from the UCI machine learning repository. The
relative performance of various data mining techniques was evaluated by comparing
the results. The results showed that the support vectormachine,with 98.7%efficiency,
98.4% precision, and 99.2% recall, has emerged out to be the best method for the
diagnosis of heart disease.

Keywords Heart disease diagnosis · Data mining · Artificial intelligence

1 Introduction

In the contemporary world, heart disease has registered tremendous growth due to
changing lifestyles and dietary habits. It is one of the most common diseases these
days. The heart is a major organ of the human body. The ailment of the heart
also affects the functioning of other organs [1]. Some of the prominent factors that
trigger cardiovascular disease include high cholesterol level, hypertension, diabetes,
smoking and drinking habits, and family background. Heart disease has become a
major cause of death worldwide. However, timely detection and treatment can help
in reducing the mortality rate significantly. The diagnosis of the disease is done
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by medical professionals. However, data mining and artificial intelligence-based
cardiovascular disease assessment systems have been designed to assist the doctor
in making better diagnostic decisions. Such expert systems help in diagnosing the
disease by matching the patient data with the disease data previously stored in the
databases. Apart from increasing the effectiveness of the diagnosis, such systems
also hold the potential to reduce the cost significantly [2]. However, such systems
are not perfect even to date. Scientists and experts are making efforts to improve the
diagnosis accuracy and efficiency of these systems to make them more powerful and
reliable.

For a decision-making process, data mining is highly valuable. From a huge
amount of data existing on the Internet, the valuable and only required information
can be extracted through data mining. Data mining combines statistical analysis,
machine learning, and database technologies to extract out hidden patterns from large
databases. Researchers are using various data mining techniques to help medical
professionals obtain more accuracy in dignosis decisions [3]. Healthcare industry
generates a huge amount of useful data that can be used to extract out a variety
of useful information [4]. With access to large amounts of patient data, healthcare
organizations are now focusing on increasing the use of data mining methods to
improve the quality of patient care [5]. A variety of data mining techniques have
been utilized for designing heart disease diagnosis systems. These include neural
networks, naive Bayes, genetic algorithm, decision tree, and support vector machine,
prominently. For designing an effective system, it becomes imperative to analyses
and compares these methods with the aim of finding the best one.

In the past, some researchers tried to develop disease diagnosis systems for
the heart disease. A few of them also tried to evaluate the relative performance
of various data mining algorithms. Thomas and Princy [6] presented a research
study in which some data mining techniques were employed to provide an insight
into the detection of heart diseases. Babu et al. [7] explored the usage of decision
tree, MAFIA, and k-means algorithms for the diagnosis of cardiovascular diseases
in various types of patients. Raju et al. [8] tried to develop an efficient treatment
approach for the prediction of heart disease using various data mining classifica-
tion methods. The support vector machine was found to be the best method as per
the experimental outcomes. Shaji [9] developed a feature extraction-based medical
expert system for the prediction of heart disease. TheKNN,ANN, random forest, and
SVM classifiers were implemented, on which these collected features were applied.
Based on the accuracy of the results obtained, ANN classifier was found to be the
best method.

In this study, a python-based heart disease diagnosis system has been developed.
The developed system can carry out the disease diagnosis using decision tree, KNN
classifier, naive Bayes, random forest, and support vector machine (SVM) classifica-
tion data mining methods. The performance of these data mining methods has been
evaluated and compared by applying them to four standard heart disease datasets
obtained from the UCI repository.
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2 Research Methodology

The various data mining algorithms were implemented on different datasets for the
prediction of heart disease.

The methodology used for conducting the study is shown in Fig. 1.

2.1 The Datasets

For conducting this study, four heart disease datasets, namely Cleveland dataset,
Hungarian dataset, Switzerland dataset, and VA Long Beach dataset were obtained
from the UCI machine learning repository. These are the most widely used dataset
for heart disease studies [10, 11]. These databases have been obtained from various
healthcare systems and were donated by David W. Aha. All the data instances in
these datasets have 75 attributes, but, for the sake of simplicity only 14 most relevant
attribute had been used for the current study. These include age, sex, cp, trestbps, chol.
Fbs, restecg, thalach, exang, oldpeak, slope, a, thal, num, and predicted attribute.

Fig. 1 Research methodology used
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2.2 The Software Tool

Python is a widely used open-source high-level programming language. It works on
almost all popular computer platforms likeWindows, Mac, Linux, and Raspberry Pi.
Python iswidely used for handlingbig data and for performing complexmathematical
tasks. The codes in Python can be executed as soon as they are written thereby
providing a quick response. It is a very strong tool for statistics and offers a wide
range of univariate and multivariate analysis capabilities. Python-based codes were
developed for heart disease analysis using the following five data mining methods:

Decision Tree. A structure that is much similar to a flowchart is designed in several
applications. A classifier that is formed to a similar structure is known as a decision
tree. A test is represented on a feature value by each node available in the structure.
The results of any test are represented by its respective branches. Class distribu-
tion is represented by tree leaves. This classifier is a predictive model that helps in
performing classification based on the type of applications. The possible test results
are labeled using the branches that extend from the nodes.

KNNClassifier. For performing learning, training samples are used by the k-nearest
neighbor classifier. Each individual sample is pointed out in the n-dimensional space
by this algorithm. The k-training samples nearest to unknown sample use a classifi-
cation algorithm to identify the existing pattern space. Based on euclidean distance,
the definition of closeness is given. A similar kind of weight is assigned to all the
features by the nearest neighbor classifier.

NaiveBayes. For representing this algorithmas a classificationmethod, statistical and
supervised learning techniques are applied. The output’s probability is detected using
various unsure conditions that are related to the naive Bayes model. Both predictive
and diagnostic issues could be handled through this process. Further, valuable and
monitored data is integrated with the aim of resolving practical learning algorithms.
This algorithm aims to evaluate the learning algorithms as per this aspect.

Random Forest. The ensemble learning method used for performing classification,
regression, and other tasks by generating a multitude of decision trees at the training
time is known as a random forest algorithm. The class which is the mode of classes
or mean of prediction of individual trees is given as output by this algorithm.

Support VectorMachine (SVM). To perform regression, classification, and general
pattern recognition, this classifier is known as highly effective. Even with the avail-
ability of high size input space, adding apriori knowledge is not necessary here.
To distinguish members of two classes in the training data, an optimum classifica-
tion function is identified here. To have an idea of the best classification, the merit
can be understood geometrically. For having a linearly separable dataset, a linear
classification function is equal to a separating hyperplane f (x).
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2.3 The Performance Indicators

The performance of each data miningmethod was evaluated in terms of the accuracy,
precision, and recall.

a. Accuracy. The ratio of the number of instances classified correctly to the number
of total instances multiply by 100 gives the value of accuracy.

Accuracy = Number of points correctly classified

Total Number of points
∗100

b. Precision. The ratio of true positive instances to the total true positive and false
positive instances is known as precision.

Precision = True Positive

True Positive + False Positive

c. Recall. The ratio of relevant instances retrieved to the total number of relevant
instances is known as recall.

Recall = True Positive

True Positive + False Negative

3 Results and Discussion

The results achieved by each classifier on various datasets are given below.

Table 1 Comparison
of results obtained by
different algorithms on
Cleveland dataset

Techniques Accuracy (%) Precision (%) Recall (%)

Decision tree 72.53 79 71

KNN classifier 83.52 86 85

Naive Bayes 86.91 87 90

Random forest 87.91 87 92

SVM 86.32 86.3 91
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Fig. 2 Comaprison of accuracy for Cleveland dataset

Fig. 3 Comparison of precision for Cleveland dataset

3.1 Cleveland Dataset

The results obtained for the Cleveland dataset have been presented in Table 1 and
visually compared in Figs. 2, 3 and 4.

From these results, it can be clearly seen that for Cleveland dataset, the random
forest method gives the best performance in terms of accuracy (87.91%), precision
(87%), and recall (92%).

3.2 Hungarian Dataset

The results obtained for the Hungarian dataset have been compiled in Table 2 and
compared visually from Figs. 5, 6 and 7.
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Fig. 4 Comparison of recall for Cleveland dataset

Table 2 Comparison of
results obtained by different
algorithms on Hungarian
dataset

Techniques Accuracy (%) Precision (%) Recall (%)

Decision tree 75.58 90 74

KNN classifier 69.76 76 84

Naive Bayes 80.23 92 79

Random forest 83.72 89 89

SVM 84.83 93 85

Fig. 5 Comparison of accuracy for Hungarian dataset

For the Hungarian dataset, the SVM method has emerged out to be the best
performer with maximum accuracy (84.83%), precision (93%), and recall (85%).
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Fig. 6 Comparison of precision for Hungarian dataset

Fig. 7 Comparison of recall for Hungarian dataset

Table 3 Comparison of
results obtained by different
algorithms on Switzerland
dataset

Techniques Accuracy (%) Precision (%) Recall (%)

Decision tree 98.5 93 85

KNN classifier 36.58 50 65

Naive Bayes 98.7 97.4 98.2

Random forest 82.92 83 84

SVM 98.9 98.1 97.4

3.3 Switzerland Dataset

The results are shown in Table 3, Figs. 8, 9 and 10 presents the comparison of the
results.
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Fig. 8 Comparison of accuracy for Switzerland dataset

Fig. 9 Comparison of precision for Switzerland dataset

Fig. 10 Comaprison of recall for Switzerland dataset



726 S. B. Garg et al.

For Switzerland dataset, as well the SVM gives maximum accuracy (98.9%) and
precision (98.1%), but the recall is more for naïve Bayes (98.2%).

3.4 VA Long Beach Dataset

The results obtained are given in Table 4. Figs. 11, 12 and 13, shows the visual
comparison of the results.

For VA long beach dataset the SVM method gave maximum accuracy (98.9%),
precision (98.7%), and recall (99.1%).

4 Conclusion

From this study, it has been observed that except Cleveland dataset, the support vector
machine was found to be the best classification method for the diagnosis of heart
disease. However, for the Cleveland dataset, random forest method has been found
to be the best classifier with the performance of the support vector machine being

Table 4 Comparison of
results obtained by different
algorithms on VA long beach
dataset

Techniques Accuracy (%) Precision (%) Recall (%)

Decision tree 98.3 98.2 98.5

KNN classifier 27.27 50 65

Naive Bayes 98.4 98.5 98.8

Random forest 83.83 83 84

SVM 98.9 98.7 99.1

Fig. 11 Comparison of accuracy for VA long beach dataset
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Fig. 12 Comparison of precision for VA long beach dataset

Fig. 13 Comparison of recall for VA long beach dataset

marginally lower. In general, it can be concluded that the support vector machine has
been found to be the best technique for the diagnosis of heart disease.
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A Critical Evaluation of Mathematical
Modeling Approaches in the Scientific
Research

Jatinder Garg, Sonu Bala Garg, and Kulwant Singh

Abstract The Scientists and engineers are engaged in finding the cause-and-effect
relationships in various processes since time immemorial. It has helped them under-
stand and optimize the interplay of various process parameters to achieve the best
output. Just like any other scientific research, it is equally important to conduct exper-
iments, collect data, and develop mathematical models for the welding processes.
The increased automation and mechanization has made it further important. The
mathematical modeling approaches used in welding research have evolved consider-
ably with time. This paper provides an overview of various mathematical modeling
approaches used in welding research. The statistical modeling has emerged out to be
the best approach in present times.

Keywords Mathematical modeling ·Welding ·Manufacturing

1 Introduction

The demand for better precision and higher production rates has led to the increased
use of automated welding and cladding processes in the manufacturing sector.
Automation leads to better control over the heat input, which results in uniform
chemistry and metallurgy of the weld metal [1]. For such processes, establishing a
mathematical relation between process parameters and bead geometry is of utmost
importance, to attain a closed control over the bead dimensions [2–4]. It helps
in producing a weld joint as per the design requirements [5]. Similarly, it is also
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important to establish mathematical models for the element transfer, the mechan-
ical strength, and the microstructure of the welds. Over the years, scientists and
researchers have tried to utilize a variety of techniques to develop such mathematical
models. It has resulted in the evolution of different approaches. Apart from the trial
and error approach, various techniques commonly utilized for welding research can
be summarized in the following categories:

• Theoretical approach.
• Qualitative approach.
• Dimensional analysis approach.
• Specific quantitative approach.
• General quantitative approach.

2 Theoretical Approach

This approach is primarily based on themathematical model developed by Rosenthal
[6] for predicting temperature variation on infinite and semi-infinite plates due to heat
transfer by a moving heat source. Though this model was capable of predicting the
effects of input parameters on bead geometry parameters, yet the error in results was
as much as 300% [7]. Further, being purely a conduction model, it ignored puddle
motion. It also suffered from a lot of other drawbacks. This model was modified by
Christensen [8] by developing dimensionless equations that could be used to relate
temperature distributionwith bead geometry. Tsai extended the point sourcemodel to
include a Gaussian distributed heat source [9]. Another modification of Rosenthal’s
theory was proposed by Nunes. He added sources and sinks as per the method of
images, but these were added at various locations within the weldment to simulate
conditions such as fluid motion or heat sinks [10]. Some researchers attempted to
relate the weld bead geometry with the welding parameters by this approach [11].

By and large, thesemodels cannot be used to predict the bead dimensions precisely
due to numerous superficial assumptions made during their development. As a result,
this approach is not capable of accurately predicting the relationship between bead
geometry and input parameters.

3 Qualitative Approach

The quantitative approach is also known as “one parameter at a time approach” in the
common language. It is frequently used for investigating the effects ofweldingparam-
eters on the bead geometry responses. In this technique, experiments are conducted
by varying the values of one of the input parameters while keeping the other param-
eters constant. The data thus collected is used in establishing a relationship between
the input and output parameters. This approach is comparatively simple as it does not
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require knowledge of complex mathematical techniques for conducting the experi-
ments and interpreting the results. Historically, it has been used by many researchers
to establish the mathematical relationships between welding parameters and bead
geometry responses [12–15]. It had also been employed in establishing a pragmatic
relationship between penetrations and welding conditions [16].

However, in this approach, as the number of input and output parameters increases,
the number of experimental runs needed to establish the relationships also increases
considerably. It makes the application of this technique for complex problems unrea-
sonable. Further, by using this approach, one fails to get an idea about the interactive
effects of input parameters on the responses.

But still, this technique is very useful in collecting information about a welding
process over a narrow experimental range. It finds applications in conducting initial
trial runs for establishing process limits and finding the workable ranges of various
input variables before the application of the statistical design of experiment.

4 Dimensional Analysis Approach

To overcome the limitations of qualitative approach, dimensional analysis technique
has been used by some researchers [17–19]. In this approach, all the parameters and
physical properties are converted to fundamental units of mass (M), length (L), time
(t), and temperature (T). Experiments are conducted as per the qualitative approach,
and parameters/physical quantities are related to each other in equation form, in
terms of dimensionless units with different exponents. Thereafter, these equations are
converted to the final relationships that are used with the normal units of the different
parameters. Then, these relationships are used in the estimation of bead geometry
parameters. This technique had been used for the estimation of the relationship
between the weld elements and the welding parameters [20].

The limitation of this technique lies in its inability to predict the interactive
effects among the welding parameters. Further, this technique lacks the capability to
optimize them.

5 Specific Quantitative Approach

In this method, the weld bead geometry is predicted on the basis of the empirical rela-
tionships developed by various researchers. Some of these relationships are checked
and modified by subsequent researchers and are utilized in the prediction of bead
geometry and other output parameters. Equations developed by Jackson [12] for
establishing a relationship between welding parameters and the bead geometry were
subsequently utilized by Gunnert [15] for the estimation of penetration, width, and
reinforcement of weld beads. Amathematical model has been developed by Chandel
[21] for the prediction of melting rate and penetration in submerged arc welding. The
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models developed by previous researchers for MIG welding were verified by Thorn
et al. [22].

This approach is more practical and useful as compared to the purely quantitative
approach, but is limited to the specific applications only.

6 General Quantitative Approach (Statistical Approach)

This approach is based on statistical techniques. It is being used in the field of
medicine and plant research for quite a long time. Because of its inherent advantages,
it has also been adopted in the field of welding research for the last few decades.
The primary advantage of this approach over the classical approach is its ability
to study several parameters at the same time, that too at different levels. By this
approach, in addition to modeling the effect of input parameters on the responses,
their interactive effect can also be studied. In general, the statistical approach can be
seen as a method to extract more information from the recorded data.

In a complex system with many inputs and responses, the number of experi-
ments required to be conducted increases rapidly. However, the statistical method of
designing experiments helps in minimizing the total number of experiments to be
conducted at various levels. The results obtained by this technique can be stated in
quantitative terms.

In general, the statistical approach is based on a more sound logic than any other
approach. It also helps in minimizing the time and the cost of experimentation, and
increases the authenticity of the results. Several methods of applying the general
quantitative approach to scientific research are available that are being applied by
welding scientists in experimental design [1, 23–25].

7 Conclusion

Over the years, various scientific approaches for mathematical modeling of welds
havegot evolved.These include the theoretical approach, the qualitative approach, the
dimensional analysis approach, the specific quantitative approach, and the statistical
modeling approach. Due to its sound logical base, the ease of application, and the
capability to develop more realistic models, the statistical modeling approach has
evolved as the most popular modeling method in the welding research these days.
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Abstract Cloud computing is an integrated phenomenon that incorporates data,
applications and services in a dynamic environment and enables worldwide opti-
mization of resources. This computing technology is scalable and elastic in nature
that opens door for large amount of incoming data from different venues with high
velocity.Managing such data in distributive and heterogeneous environment imposes
a challenge of load balancing on the service providers. They need to allocate the
incoming tasks efficiently to the computing nodes to avoid imbalanced mapping and
execution of the tasks. To achieve efficient load balancing, various load balancing
algorithms have been proposed, and they all focus on achieving the effective distribu-
tion of data and improve the associated measurement factors. In this paper, different
load balancing algorithms have been studied and analyzed with description of their
techniques and focused parameters. Then, there is a brief discussion on the existing
load balancing algorithms and further compares them based on parameters like
throughput, scalability, resource utilization, etc., followed by the important findings
thus made.
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1 Introduction

Cloud computing is a modeled technique, which equipped users with virtualized
pool of resources in distributive environment and also facilitated pay as you go
model for the resource utilization [1]. Cloud service providers (CSP) aim to serve
request online as per the type of cloud environment (public, private, hybrid and
community) and these services. In the beginning of cloud era, IaaS, PaaS and SaaS
were the three accessible elastic and scalable services of cloud computing. These are
Internet-based rented services made available by CSPs and assured over subscription
through service-level agreement (SLAs) [2]. The client/customer does not need to
own the hardware or software rather than they can use them online with the Internet
facility.

With the enhancement in computing era, the cloud computing is rapidly enriching
and able to offer (EaaS) Everything as a Service. Besides, day to day the amount
of data evolving with it is also gaining an attention to be managed efficiently for
the effective and sustainable working over distributed cloud scenario [3]. It is one
of the major responsibilities of data handler to ensure the reliable and secure data
handling in cloud. Large amount of data in cloud increase the velocity of demands
which initiates a new challenge of load balancing in cloud computing that targets the
effective scheduling and resource monitoring [4–6].

This paper justifies the requirement of load balancing in cloud computing with
various supporting strategies that focus on improving the process of efficient resource
utilization.

1.1 Load Balancing in Cloud Computing

Load balancing is a uniform approach of scheduling jobs among the available
computing nodes. Monitoring resources and their effective utilization in broad
network access is themain objective of loadbalancing [7].A loadbalancing algorithm
is considered resourceful when it is fault-tolerant and scalable in nature and guaran-
tees to produce maximum throughput. There are numerous algorithms available that
are categorized as dynamic or static in nature and operate in different environment.
Static algorithms possess predefined factors and states on which it runs, whereas
dynamic algorithms are operable at run time depending on the current state dynam-
ically balancing the traffic on server. Various types of load balancing algorithms are
as follows [6, 8].

A. Static Load Balancing

Static load balancing techniques are non-preemptive in nature that has predefined
strict rules to be followed based on input and does not depend upon the current state
of the machine to manage the workload. It requires a prior knowledge of the system
setup and resource availability. It is also known as policy-driven load balancing driven
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by parameters like server capacity, throughput rate, fault tolerance, response time,
etc. [9]. Examples of static load balancing technique are artificial bee colony search,
two phase scheduling, central manager algorithm, etc.

B. Dynamic Load Balancing

Dynamic load balancing techniques are preemptive in nature that do not require prior
knowledgeof input anddependon the current state and enhance theoverallworkingof
the system. It manages load dynamically and prevents nodes from getting overloaded
as it transfers load within nodes on run time. It is also known as feedback-driven
load balancing [10]. Examples of dynamic load balancing technique are artificial ant
colony search, round robin algorithm, throttled load balancing algorithm, etc.

1.2 Load Balancing Optimization Algorithms

This section shows the literature reviewdone on different load balancing optimization
algorithms describing different ways to balance huge data in cloud.

Throttled Load Balancing Algorithm
Throttled algorithm is a state-based algorithm that depends on the current state of
virtual machines whether it is available or busy. Load balancers [11] are the modules
of operating environment that dynamically balance the load on different available
virtual machines and maintain their index as well as its associated state. If the state of
virtual machine is available, the request is assigned; otherwise, the action is declined
and searched for safe state. Virtual machines are responsible for the execution of
request after its state has been verified by the load balancer. In [12], the comparison
is made by the author between round robin and throttled algorithm in terms of time
and cost. It is considered superior as compared to round robin algorithm in terms of
cost as it reduces the cost of virtual machine’s usage per hour (Fig. 1).

Ant Colony Optimization Algorithm
Ants are small blind insects that used to find food outside their nest when they are
hungry. The way they find their food by following the shortest path is associated
with load balancing in cloud. These ants decompose pheromone on their way to
food with same speed and same rate. This helps the other ants to follow their path to
food. So, more the followers, the higher will be the concentration of the pheromone
decomposed. Evaporation rate of this pheromone on the shortest path is quiet low.
In [13], the author has shown that this same process can be adopted by the job
scheduler of cloud computing for mapping the task to available executing nodes.
Schedulers check the load on their surrounding and transfer request accordingly for
effective utilization by maintaining the descriptive table containing all the necessary
information about virtual machines.
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Fig. 1 Process flow of
throttled algorithm

Honeybee Optimization Algorithm
It is one of the finest algorithms of load balancing in cloud computing that follows
the behavior of honeybees. There are two categories of honeybees: One is detector
honeybees that go out in the search of food and other one is follower honeybees
that follow the path directed by leader honeybees. Leader honeybees come back
and perform the well-known waggle dance in which they form numeric eight. This
special dance tells the quality and quantity of the food and also the duration of the
dance shows the distance of the food from beehive with its recorded profit [14].
Unemployed bees in the hive have the option to be detectors or followers. This
paper [15] shows the improved artificial honeybee algorithm as the basic algorithm
may create some imbalance of load among the nodes. According to this improved
algorithm, threshold value is set for every server queue, and when the length of a
server queue exceeds the value, the load is transferred to another server, and they are
executed independently improving the throughput of the system.
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Genetic Algorithm
Genetic algorithm is one of the optimal algorithms of effective search and optimiza-
tion in load balancing. Simple GA follows the three-step process of selecting the
population followed by genetic operations and replacement with new population.
The genetic-based load balancing strategy in [16] balances the load based on process
described based on genetic algorithm. It first initializes the population, which finds
out the fitness factor followed by crossover and mutation. Replace the offspring with
new population and do the acceptance testing. This improves the QoS requirements
of the client.

Generalized Priority Task Scheduling Algorithm
Resource monitoring in cloud computing is done in three steps—discovering and
filtering the resources in broad network, selecting the appropriate resource from
the available ones and finally submitted the task to desired resource. In generalized
priority optimal task scheduling [17], high size task is given high priority as well as
the servers with high MIPS and maps the task accordingly to the virtual machine
with identified id and updates the available resources. This paper shows the improved
execution time as compared to round robin and first come first serve algorithms.

Agent-Based Load Balancing
In traditional load balancing, load balancers aim at scheduling the task to appropriate
servers to avoid the overloading state in the system. The agent-based dynamic load
balancing uses a software entity named as mobile agent which is independent soft-
ware program and run on the behalf of network user. This agent covers one walk in
shared pool of resources within two walks (Figs. 2, 3 and 4).

In its first walk, it gathers all the information about the status of the serverswith the
average calculation of the jobs, and in its second walk it analyzes the overloaded and
under loaded state of the servers and transfers the load accordingly. The additional
agent in dynamic load balancing improves the throughput and response time of the
system [18].

A. Estimated Finish Time Task Scheduling.

There are several computing factors like throughput, processing time, finish time,
response time, etc., that counts the efficient load balancing. Faster the task execution
takes placemore, efficientwill be the strategy. In estimatedfinish time task scheduling
[19], the characteristics of the task are judged during the allocation and processing
time in order to avoid the blocking of processes in the queue.ss It estimates its finish
time at earlier stage during allocation and guides it to the appropriate server that
improves the performance and resource utilization as it ensures the maximum usage
of virtual machines.
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Fig. 2 Process diagram of artificial honeybee

Fig. 3 Flowchart of genetic
algorithm
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Fig. 4 Agent-based load
balancing

2 Comparison and Important Findings

In this paper, comparison among several load balancing techniques has been
discussed and summarized according to their performances and results. This section
illustrates some important findings and performs the comparison between those
existing strategies based on some measurement parameters that are listed and
tabulated below:

I. Throttled and agent-based load balancing algorithm can be applied on various
cost-oriented models and plays an important role in business-oriented applica-
tions and government sectors.

II. Honeybee and generalized priority focus on improving the overall execution
of the system and balance the load among various nodes more efficiently as
they are predictive in nature and pre-analyze the data to be allocated at different
locations.

III. Resources are the most valuable assets of the computing environment and are
needed to be utilized effectively so that it can contribute to the scalability and
meritorious performance of the system. Ant colony estimated finish time and
genetic algorithm successfully achieved the commendable resource utilization
and can be modeled further with other parameters.

IV. These techniques can be integrated with other modeled load balancing tech-
niques to achieve success in various sectors like banking, medical, forecasting,
etc. (Table 1).
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3 Conclusion

Cloud computing is scalable Internet-based service that aims to improve the utility of
computing resourceswith the increase in velocity, volume and variability of incoming
data. Rapid rise of data makes it difficult to handle such large amount of data and
introduced a new challenge of load balancing in distributive cloud environment.
Several load balancing algorithms have been proposed by intellectual researchers to
efficiently direct the tasks to the computing nodes for smooth and uniform execution.
Considering various proposed algorithms, this paper performs a comparative anal-
ysis among them based on different metrics. This analysis concludes that different
algorithms work on different parameters, and none of them works considering all
the parameters. All the proposed algorithms are efficient in one way or the other
but do not claim to be the best. Therefore, these algorithms can be carried out with
some new measurement parameters and can improve the quality of distribution of
data with enhanced security and privacy methods.
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Abstract From the last few decades, wireless communication networks (mobile)
have experienced a remarkable change to attain advancement for maintaining the
systems QoS with data rate for multimedia streaming. Some extensions of these
networks came to picture for a transformation into speed, technology, frequency, data
capacity, latency, etc. with extreme precision levels. It gives the enhanced lifetime and
network connectivity of the system. This visualization of the next-generation wire-
less networks is of various types of radio access technologies such as Advance LTE,
WiMax, and Wi-Fi. All invention has some principles, diverse capacity, and a new
techniquewith new featureswhichmake adistinction from the previous one.These all
extended forms of wireless networks are based on the heterogeneity of the network.
For achieving these said objectives, a QoS with optimal confederation-aware tech-
nology, i.e. QOC-RRM method, is discussed. Hence, this predictable expose gives
an idea about an LTE network for future-generation radio resource management.
Our proposed technique makes use of the QOC-RRMmethod. In this hybrid RDNN
method, i.e. recurrent deep neural network, we present differentiate operators based
on multiple constraints through priority-wise. This QOC-RRM method controls the
due source through the sink or in some cases base stations. The consumer not at
all practiced earlier than such high-value skill that includes the entire advancement
features. This proposed work is implemented by using the Network Simulator (NS2)
version 2.34 and its extension NS3 tool. The performance outcome shows that the
proposed work outperforms as compared to the existing work, i.e. the conventional
RRM scheme. The parameters used are the radio spectrum utilization, the utmost
amount of dynamic user, and the least rate of the data required.
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1 Introduction

Thewireless networks have constrained lifetime due to its limitations. In the previous
techniques for example in the wireless mobile communication system in the first
generation, it uses analog technology for communication instead of digital one [1].
The design of the structure is based on the technology used for transmission of the
data packets. In comparison with the principal generation technique the 2G, i.e. the
second generation will uphold text messaging. On the other hand, the increasing tool
principles are inquired by the 3G networks for successive generation of the wireless
network system for mobile communication. These technologies have the goals for
making a standard infrastructure that should be organized in a way to sustain the
obtainable as well as the prospect services [2].

These all generation styles require the transportation of the information which
should be designed in an organized way that it can develop itself as the technology
changes. On the other hand, all these development should be done exclusively
to compromise the existing services of the current network [3]. The well-known
network, i.e. wireless LAN, with predetermined Internet and maintaining the mobile
Internet wirelessly since the matching QoS as predetermined Internet. Finally, the
fifth-generation technique is predicated on fourth-generation technology only for
making some extended uprising to the 5G technology. This transformation ill face
some issues when it will process the data. These issues should be resolved that
are wider exposure and improvement from one to another technology for making
a difference between the technologies. For the upcoming future technologies, we
can say that the sixth-generation technology designed for the wireless mobile state-
ment network that will put together the satellites to recommend the comprehensive
exposure systems [4].

The left-behind part of the proposed work is set as: Sect. 2 will give the literature
review, the Sect. 3 of theworkwill focus on the projected clarification for the designed
system, Sect. 4 of the paper derives the numerical representation of the proposedwork
with solution, the simulation outcomes of the proposed work is discussed in Sect. 5,
and lastly, the Sect. 6 will give the conclusion of the proposed work with future
scope.

2 Literature Survey

History and Background:

The statements through the mobile have to turn out to be more fashionable in
most recent years due to its exceptional growth starting from various generations
of first to fifth generation in mobile machinery. It happens only due to the extremely
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Fig. 1 Structural design of advance mobile organization

skyscraping augment in the number of users as well as the obligation of examination
friendly broadcasting skills. The word generation refers to the revolutionization in
the broadcasting of the information data with attuned bands of frequencies [5]. Since
1980, the mobile infrastructure has undergone significant variations from that time
only this technology knowledgeable an enormous development. The first generation
systems are the earliest movable phones to be used and had an introduction in 1982
till 1990. The best example of the first-generation mobile systems is the Advanced
Mobile Phone System that is utilized through frequency-modulated technology. The
basic features of the first-generation systems are: The 2.4 kbps is the speed of the
system, it uses an analog signal, the quality of the audio is poor, the lifetime of the
battery is also poor with a large size, and it also faces security issues because it
provides very poor security [6].

Anyway, the main contribution of this generation is that various technologies
were introduced by the first generation only. These technologies are MTS, advanced
AMTS, IMTS, and very famous technology is PTT [7] (Fig. 1).

The second-generation system is started in 1980 and usesGSM technology. It uses
the signals in digital form and can deliver text messages also with low speed. The key
features are that its speed of information transmission is 64 kbps. The extension of
this technology is called as 2.5 generation with 64–144 kbps transmission speed with
camera facility [8]. Simultaneously, the third generation which comes to the picture
in 2000 uses GSM technology. Its transmission speed is increased with the help of
switching of packet technique. 3G gives the facility to access TVs well as MP4 files.
The features of 3G technology are, the speed of the network is 2 Mbps, normally it
is known as a smartphone system, it gives a faster speed of communication, buffer
capacity s more but expensive. This generation is also called as Universal Mobile
Telecommunication System and CDMA2000 due to its extended features in various
counties all over the world [9]. On the other hand, the next-generation systems offer
100Mbps speed for downloading the data. The Long-Term Evolution can be consid-
ered as other names of the fourth-generation technique due to its features. These
generation systems can provide the speed of 10 M to 1 Gbps, and it can provide
good security with enhanced battery lifetime; it will charge less per bit cost with
some complicated design structure [10]. Finally, the fifth-generation mobile systems
begin at the end of 2010. This generation of mobile systems can provide large area
coverage with good connectivity. The most important thing about this technology
is that it can work on Wireless World Wide Web and come as a complete wire-
less network system exclusive of restrictions. The fifth-generation system has, as
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discussed extremely manageable to the WWWW, it gives very high transmission
speed with elevated capacity, the unique feature is it provides very bulky data propa-
gation capacity of Gbps, the processing capacity s also very fast in contrast with the
preceding generation technologies, and as compare to other preceding techniques it
has more effectiveness with attraction [11].

LTE-QoS RRM.
The network parameters like delay, jitter, bandwidth, and packet loss play a vital

role in designing of QoS-based LTE Systems. On the off chance that the system
limited in terms of resources guarantying essential QoS is significant for smooth
network tasks explicitly for real-time steaming and multimedia applications like
online games, Voice over IP (VoIP), and IPTV. The radio resource management
(RRM) holds the power consumption of every sector in each cell. These cells are
calculated depending upon the output of the antenna adjustment module. And SINR
also calculated depends on the channels model, interference from the base adjacent
BSs, and transmission power of the BS. The limit of every user and the entire system
is determined depending on the power and SINR [12].

Proposed Scheme (Fig. 2).
In parallel with the LTE radio access, packet core networks are also evolving into

the flat SAE architecture. This new architecture is designed to optimize network
performance, improve cost-efficiency, and facilitate the uptake of mass market IP-
based services [13]. There are only two nodes in the SAE architecture user plane: the
LTE base station (eNodeB) and the SAE Gateway, as shown in Fig. 1. The LTE base
stations are connected to the core network using the core network–RAN interface,
S1. This flat architecture reduces the number of involved nodes in the connections
[14].

3 Proposed Work

QoS aware of optimal confederation radio resource management (QOC-RRM).

As per the future technology, the LTE networks should be implemented through
various methods called radio resource organization. These projected designing
schemes of RRM by maintaining the QoS are very important. It is an advanced
technology in which advanced LTE systems were dealt with [15]. The designing of
the LTE system using the QoS metric is an advanced procedure that is done with the
help of an optimal confederation technique designed using the quality of services.
Hence, the advanced methods which were used are the neural networks systems with
recurrent deep method [16].

User classification using RDNN.
The said RDNN systems are neural systems that were used for dealing with

various consecutive information. These neural systems act as a convolution neural
network that is very particular for dealing with a matrix with different values of X ,
for example,x (1), . . . x (T ) (Figs. 3 and 4).
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Fig. 2 A system model of the proposed QOC-RRM

Fig. 3 Dynamical structure

Fig. 4 User classified recurrent network
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To train RNNs, the recurrent connections in Fig. 5 can be unfolded, reasonably
yielding aT-layer deep networkwith tied loads. Specifically, LSTM-DRNNs perform
outstandingly well on standard discourse acknowledgment benchmarks. The LSTM
describes the smart thought of acquainting self-loops with produce ways where the
slope can long span is a central commitment of the underlying long short term
memory (LSTM) model [17]. Significant expansion has been to make the weight
on this self-loop adapted on the unique situation, instead of fixed. By making the
heaviness of this self-loop gated (constrained by another concealed unit), the time
size of combination can be changed progressively. For this situation, we imply that
notwithstanding for an LSTM with fixed parameters, the time size of incorporation
can change depending on the info grouping, because the time constants are yield by
the model itself [18, 19].

The output h(t)
i of the LSTM cell can also be closed-off, via the output gate q(t)

i ,
which also procedures a sigmoid unit for gating:

q(t)
i = σ

⎛
⎝boi +

∑
j

Uo
i x

(t)
j +

∑
j

Wo
i, j h

(t−1)
j

⎞
⎠

Fig. 5 LSTM system in recurrent
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4 Result and Discussion

Performance evaluation and comparison.

The evaluation of the performance is done in two different ways either by using the
sum rate or the guaranteed rate. These methods, i.e. QOC-RRM performance using
sum rate and QOC-RRM performance using a guaranteed rate, are discussed below
with their outcomes.

QOC-RRM performance using sum rate:

Figure 6 shows the basic user performance compared with MOC-based SONRRM
and with some other techniques. Furthermore, due to the constrained resource for the
BSs, the basic CG SON RRM gives the worst performance of interference reading
of RRM in the BSs. It is not an accurate illustration of the authentic downlink
interference.

QOC-RRM performance using Guaranteed rate:

Figure 7 shows that significant guaranteed rate improvement for users is given by the
proposed method. Hence, we can say through the figure that the proposed technique
can offer at slightest 50%QoS improvement compared to the existing works by users
guaranteed rate [10].

Figure 8 shows the indoor performance of the guaranteed rate which gives the best
sum rate compared with different indoor users. When building distance MBS gets
increased, themacro base stations aremaximum in our proposed indoor sum rate. Our
proposed indoor sum rate compared with other existing systems 10% improved in
our performance. Figure 9 presents the performance for the outdoor rate that gives the
superlative outcome in contrast with dissimilar users for outdoor techniques. When

Fig. 6 User sum rate presentation
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Fig. 7 Guaranteed rate performance comparison

Fig. 8 Indoor guaranteed rate

building distanceMBSsget increased, themacro base stations are best in the proposed
outdoor guaranteed method. The projected outdoor guaranteed in comparison with
other existing systems 15% improved in our performance (Table 1).
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Fig. 9 Performance of outdoor guaranteed rate

5 Conclusion

The whole of humanity is annoying for turn out to be completely wireless, trying
to become continuous access to the informative data anytime and wherever through
improved excellence, high speed, improved bandwidth with less cost. The projected
work implements an advanced LTE network with QoS and radio resource manage-
ment. The globe is speedily increasing its communication through mobile wireless
networks. In this case, the QOC-RRMmethod is used for the QoS. Additionally, the
RDNN technique with allocated resource scheming through the sink for making a
difference based on the numerous constraints. Hence, CWO algorithms are antici-
pated and analyzed with weed optimization for the queuing principle in the chaotic
form with the routing process to share data. After receiving the data, the sink sched-
ules the priority of the users for the available resources on the first come first serve
bases. The outcomes show that our projected work outperforms with 10% better
results in comparison with the existing exertion. The projected work is implemented
on NS3, and it gives 50% improvement as compared to the obtainable method.
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Reliable and Energy-Efficient Data
Transfer Routing in Wireless Body Area
Networks

Nikhil Marriwala

Abstract Many low-power devices mounted on a body and connected in a network
form a wireless body area network (WBAN). The physiological signals generated by
the body are captured by these low-power devices called as nodes and are then trans-
mitted to the base station or sink for further processing. The sensor nodes deployed
on the human body form a network and share the information by the use of different
routing protocols which have a significant impact on the dissipation of energy and
reliability of the networks. Sensor nodes can self arrange themselves for the config-
uration of cluster head in a non-centralized hierarchical routing. The nodes are unac-
quainted about the whole rational structure of the network during self-configuring.
The base station first collects information and residual energy of each node in a
planned routing technique. This paper proposes an energy-efficient reliable routing
protocol for transmission of data from the nodes to the base station by cluster forma-
tion with the analysis of the residual energy of all the nodes. The comparison of
the proposed protocol energy efficient and reliable routing (EERR) with that of the
M-ATTEMPT protocol based on energy dissipation with time, data packet sent and
the system life span of network shows that system life span is increased for the
network.

Keywords Wireless body area network · Wireless sensor network (WSN) · Radio
frequency (RF) · Hierarchical routing protocols · Cluster head · Specific
absorption rate
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1 Introduction

Merely, a small number of sensors are used inWBAN,which are situated on the body
or fixed in the body [1]. These little sensors are sited on patient’s body to evaluate
crucial signs like pulse rate, glucose level, blood pressure, etc. [2, 3]. These deliberate
measured quantities are then sent to the doctor to estimate the state of the patient [4].
Constant monitoring of the patient at a remote position is offered by wireless sensor
networks (WSN) [1, 5, 6]. Progressing in wireless technology instinctive a novel
creation of this creation is appropriate for wireless networking in the human body
[7]. A multi-hop topology or a point-to-point topology is used for conveying data
between sensor nodes in these networks [3]. Depending on the application, we use
the topology; for example, multi-hop topology is needed to calculate the posture of
an athlete [8]. Among sensor nodes, the sensed data is swap, and then, it is reached
to sink or base station. Sensors can be placed or fixed in the body of an athlete.
The main applications of WSN technology is remote monitoring of the health of the
human body [9]. Merely, a small number of sensors are used in WBAN, which are
situated on the body fixed in the body [4]. These little sensors are sited on patient’s
body to evaluate crucial signs like pulse rate, glucose level, blood pressure, etc. [3].
These values are then forward to the doctor or the medical server to supplementary
estimate the state of the patient [10]. Constant monitoring of patient at remote situate
is offered by wireless sensors. Low-power devices that are placed on, in or approxi-
mately the human body formed a network known as WBAN, and these devices are
used to observe activity and physiological signals for personal activity, medical and
other purposes and applications Fig. 1. Because of the ever more population of the
aging stage to diseases related to age and could regularly benefit from constant moni-
toring of signals related to physiological, healthcare applications have fascinated the
researcher’s notice [11]. The use of WBANs has the potential to improve the present
healthcare monitoring immensely and could lead to practical and remote, analysis
of many diseases at an early stage [12]. Besides an actuator controlled by a WBAN,
can repeatedly liberate medicine or other agents based on its settings and capacity.

Fig. 1 Block diagram representing the architecture of the wireless sensor node
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To provide insulin to a diabetic patient, actuators are used [13] without snooping
the everyday activities of patient’s health monitoring provided by the WBAN heal
[4, 9]. To obtain information concerning the health of patient on a stable basis where
the caregiver needs this, the WBANs should give, among other individuality, consis-
tent connections that are moderately not sensitive to link or node failure [1, 14]. The
mobility of the patient increases the chance of loss of packet, and it is favored that
the inaccuracy rate of the packet must be kept less than 1% [6, 15]. At low power,
WBANmust be transmitted to keep the patients adjacent to injurious effects of health
related with the emission of radio frequency (RF) [16]. The Specific Absorption Rate
(SAR) must be low down; therefore, SAR is defined as the rate of captivating the RF
energy by a quantity or body [7].

2 Wireless Sensor Node

In aWSN, a sensor node is a node that can assemble sensory information, performing
arts some processing, and communicating with other related nodes in the network
[17, 18]. The classic architecture of the sensor node is shown in Fig. 1. The block
diagram shown in Fig. 1 represents sensor nodes, microcontroller, external memory,
power source, and transceiver representing the architecture of the sensor node [17].

In WSN, the deployment of sensor nodes can be done using two different ways,
i.e. manual and random. In manual deployment, each sensor node is assigned a fixed
particular task like temperature andmoisturemeasurement in agriculture deployment
or heat sensing in building for fire alarms, etc. In random deployment, the location of
the sensor node is random, for example, dust sensors sprayed around or airdropped
in war zones, etc.

3 Wireless Sensor Network

AWSN comprises many sensors (e.g. acoustic, seismic, or image sensors), which are
treated as sensor nodes and used for different types of data measurements. Different
sensor nodes deployed in a WSN take the desired measurements from the environ-
ment and then transmit it to the sink, i.e., from the sensor node to root node [19].
Hundreds of up to thousands of sensor nodes are used by the WSN and can be
extended out as a mass or positioned out one by one. To set up a network capable of
sensing, the sensor nodes work jointly with each other, i.e. a WSN [6]. Each sensor
node must be low cost and small because of the potentially bulky scale of the WSNs.
The accessibility of low-cost sensor nodes has resulted in the development of many
application areas [4, 11, 20]. The sensor network can offer entrée to information as
shown in Fig. 2. Once the data is collected by the sensor nodes, it is processed and
analyzed by them. A WSN has to operate for a long time in many application areas.
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Fig. 2 Block diagram of wireless sensor network

The energy outflow of both the sensor network and individual sensor nodes together
is of main significance [13]. Thus, for WSNs, energy is a very vital issue.

4 Literature Review

For reliable data communication between the nodes, Quality of Service (QOS)-aware
Peering Routing Protocol (QPRR) has been proposed in [21]. QPRR is used in indoor
hospital and helps in increasing the reliable delivery of critical data to the destination.
In QPRR, more energy is consumed due to too much information processing. In [5],
authors have projected a routing protocol using the cluster techniques, inspired by
LEACHprotocol. To reduce the energy utilization in node, the nodes transmit the data
directly to sink using the clustering technique. CH selection is done on the basis of
threshold value. The selected CH remains the CH for the next round and other rounds
also if it has the energy larger than the threshold level. If its energy drops below the
threshold value, a new CH with energy greater than threshold value is selected. A
routing protocol for homogeneous andheterogeneousWBANs, calledM-ATTEMPT,
has been discussed in [22]. M-ATTEMPT protocol is a routing protocol as described
which is based on thermal awareness and senses the link hot spot. This thermal-aware
routing protocol routes the data away from these links. According to the data rate of
the sensor nodes, they are placed in descending order around the sink node of the
body.

A Reliability Enhanced-Adaptive Threshold-based Thermal-Unaware Energy-
Efficient Multi-hop Protocol (RE-ATTEMPT) is proposed and discussed in [23].
The level of the energy possessed by the nodes decides the data rate and is thus
placed on the body. The network uses either single-hop or multi-hop routing for data
transmission. The network lifetime is increased as the data load is uniform for all the
nodes; hence, the energy consumed is also even.
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5 Problem Formulation

In a sensor network, tens to thousands of sensor nodes are collected which are
dispersed in a broad region for communication with each other. Along with them,
one or more nodes serves up as sink(s) that can communicate with the user through
the offered wired networks or either directly.

An important aspect of WBNs is that their energy requirements are high and they
have a limited accessibility to the energy; hence, efficient usage of energy is the only
way out to enhance the life span of the network. Hierarchical routing signifies that
sensor nodes self-configure themselves for the election of CHs. The paper aims at
creating a routing protocol which is highly energy efficient in comparison with the
other existing hierarchical routing protocols.

6 Methodology

Initially, the base station is fixed at a particular position on the human body. The
other sensor nodes having equal energy of 0.5 J are then set on various body parts
such as legs, hands, and heart. Initially, there is no CH as all the sensor nodes in
the network possess equal energy. A hierarchical routing protocol is used for the
reduction of packet loss. To improve the Quality of Service (QOS), one-hop routing
is used in the proposed system. Keeping different conditions into consideration such
as the residual energy and minimum distance from the base station the cluster head
(CH) is selected in round 1.

The residual energy is given in Eq. 1

RE :(1.5 ∗ ((ETX + EDA) ∗ (B) + Eamp ∗ B ∗ (D ∗ D))) (1)

where

RE Residual energy required by the nodes to send the combined data to the sink.
D Distance from a particular cluster head or base station.
ETX Energy consumed by transmitter to send data.
EDA Energy data aggregation.
Eamp Energy consumed by transmitting amplifier.
B Data bits need to transfer.

Once the CH is selected, all the other nodes get the information about the CH
selection according to the minimum distance. Making use of the nearest distance
algorithm, all the nodes in the network elect one of the nodes as their CH. Equation 2
represents the energy consumption during sending the data by the node to their
respective CHs.

ETX ∗ (b) + Eamp ∗ b ∗ (Min_dis ∗ Min_dis); (2)
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where

Min_dis Distance of a particular node to the cluster head.

CH now cumulates the data and sends it to a sink. Equation 3 gives the energy
utilized which is determined for each node and CH.

1.5 ∗ ((ETX + EDA) ∗ (b) + Eamp ∗ b ∗ (distance ∗ distance)) (3)

The CH selection in round 2 is done by checking the minimum distance from the
base station and threshold energy as given by Eq. 4

Cost Function = distance/Residual Energy (4)

Once the CH selection is made, the nodes start sending the data to their respec-
tive CHs which are selected based on minimum distance algorithm of a particular
node from CHs and energy consumed. The CH cumulates the data and sends it to
the sink. The same process is repeated until all the number of rounds is finished. To
measure the performance of the proposed system, different parameters such as dissi-
pation of energy, lifetime of the network, and total no of data packets sent are taken
into consideration. Figure 3 gives the flow diagram of the proposed energy-efficient
protocol.

7 Implementation and Results

Owing to the verity that less energy is used by the clustering protocols, a lot of
applications have given wide acceptance to the WSNs protocols. At various levels
to reduce energy expenditures, several on hand WSN protocols use cluster base
scheme. Based on a possibility, CH in the most cluster-based protocol is elected. A
new routing protocol named energy efficient and reliable routing (EERR) has been
proposed which helps to decrease packet loss as well as energy utilization. Figure 4
represents the deployment of nodes in body.

8 Radio Model

In present-day scenario, radio models of large quantity are accessible. As proposed
in a first sort, radiomodel is used. In this, radiomodel among transmitter and receiver
‘d’ is the separation, and due to communication channel, ‘d2’ is the loss of energy.
Table 1 signifies the two radio models used for the simulation of the network.
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The CH selection in round 2 is done by checking the minimum distance 
from base station and threshold energy.   

Repeat the same process till all the number of rounds is finished. 

Different parameters such as dissipation of energy, lifetime of the network, 
total no of data packets sent etc. used for the performance measurement of 
the proposed technique. 

Nodes start sending the data to their respective CH’s which are selected on 
the basis of minimum distance of a particular node from CH’s and energy 
consumed.

The CH cumulates the data and sends it to the sink to compute the energy 
consumption. 

Initially, the base station is fixed at a particular position on the Human 
body. The other sensor nodes having an equal energy of 0.5 J are then set 
on various parts of the body (legs, hands, heart etc.). 

A Hierarchical Routing Protocol is used for the reduction of packet loss. 
One hop routing is utilized for improving  the QOS. 

Keeping different conditions into consideration such as the residual energy 
and minimum distance from base station the Cluster head (CH) is selected 
in round 1. 

Fig. 3 Flowchart of the proposed energy-efficient protocol

9 Network Parameter

Table 2 highlights different parameters used during the simulation of the network.
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Fig. 4 Deployment of different nodes on the body
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Table 1 Radio models used Radio model nRF 2402 NCS36510

Transmitting energy (ETX) 16.9nJ/bit 97.9 nJ/bit

Receiving energy (ERX) 36.4nJ/bit 174.8 nJ/bit

Amplifier energy (Eamp) 1.97e–9 j/b 2.71e–7 J/b

Table 2 Various parameters
used during simulation

Parameters

Initial energy Eo 1 J

Amplifier energy Eamp 2.71e-7 j/b

Transmitting energy ETX 97.9nJ/bit

Receiving energy ERX 174.8nJ/bit

Data aggregation energy Eda 5nJ/bit

Packet size b 5000 bits

No. of nodes n 8

10 Discussion

The plot shown in Fig. 5 represents the number of dead nodes left after the network
starts to send the data packets after each round. It can be seen that the proposed
network protocol EERR remains active for much larger period as compared to M-
ATTEMPT. Table 3 represents the number of dead nodes after each round for the
two protocols M-ATTEMPT and EERR.

The plot shown in Fig. 6 represents the packets sent to the sink or base station
after each round. It can be observed from the plot that the proposed network protocol

Fig. 5 Plot representing
comparison between dead
nodes versus rounds
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Table 3 Number of nodes dead

Dead node Round in which node dead
(M-ATTEMPT)

Round in which node dead
(EERR-PROPOSED)

1 800 1140

2 900 1537

3 925 1616

4 1680 1645

5 2229 1681

6 2333 1711

7 2380 2537

8 2520 2604

Fig. 6 Plot representing
comparison between no. of
rounds versus data sent to
base station (SINK)

EERR is able to send more data to the sink using the same amount of energy as
compared to M-ATTEMPT (Fig. 7).

The graph plotted in Fig. 8 represents the packets received by the sink or base
station after each round in terms of the residual energy of the network. It can be
observed from the graph that the proposed network protocol EERR is much more
stable in terms of energy consumption as compared toM-ATTEMPT. The graph also
helps us to analyze that EERR protocol helps the nodes to transfer large amount
of data collected by them to the base station, whereas the data sent by using M-
ATTEMPT protocol is quite less.
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Fig. 7 Plot representing
comparison between no. of
rounds versus residual
energy

Fig. 8 Plot representing
comparison between number
of rounds versus data
received at base station
(SINK)

11 Conclusion

Routing protocols can have a vital impact on energy dissipation and the overall
reliability of these networks. In several of their uniqueness, WBANs be dissimilar
from traditional wireless communiqué networks. Power consciousness is one of
them; due to this, the batteries of sensor nodes have a limited life span and are not
easy to be replaced. To conserve the long life of the network and to reduce energy
exploitation, therefore, all protocols must be intended in such a fashion. That is why
inWBANs, routing protocols mean mainly to achieve power preservation they focus
mainly on the Quality of Service (QoS) as in traditional networks.

Sensor nodes can self arrange themselves for the configuration of cluster head in
a non-centralized hierarchical routing. The nodes are unacquainted about the whole
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rational structure of the networkduring self-configuring.Thebase stationfirst collects
information and residual energy of each node in a planned routing technique. Hence,
in this proposed technique, the base station with the global information about the
network does cluster formation in a better way as it has the information regarding
the residual energy of all the nodes. The comparison of the proposed protocol based
on energy dissipation with time, data packet sent and the system life span of network
with that of the M-ATTEMPT protocol shows that system life span is increased for
the network.
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AModel on IoT Security Method
and Protocols for IoT Security Layers

Chandra Prakash and Rakesh Kumar Saini

Abstract Internet of things (IoT) digitalized the worldwide system containing indi-
viduals, connected things, smart devices, data, and information. It is a well-known
fact that as an ever-increasing number of devices interface with the Internet, the
difficulties of making sure about the information that transmitted and interchanges
that they start are getting progressively significant. Throughout the years, we have
seen a flood in IoT devices, comprehensively in two parts: homes andmanufacturing.
Since these are autonomous and secure fields, the duties of making sure about the
devices rest with the platform providers. In this paper, we have discussed the various
application areas where IoT is applied to get an effective and reliable outcome, and
majorly, we have focused on security aspects related to IoT. For that purpose, we
have proposed a security model to protect the IoT network or system from unwanted
threats and attacks. The proposed model is providing a choice of a suitable secu-
rity method and protocols for IoT Security layers. This model is used to improve
the performance of IoT system by opting the appropriate security methods for IoT
layers to reduce the power and time consumption.

Keywords IoT applications · IoT security challenges · IoT communication
protocols · IoT in manufacturing · IoT in healthcare

1 Introduction

IoT can be defined as a systematic setup of interrelated computing devices, indi-
viduals, connected things, advanced machines, data, and information that are given
through unique identification and capable to send information over a system without
direct interfering of human. A thing in the word IoT can be an individual with
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implantable cardiac monitor, a car that has in-built sensors to caution the driver
when pressure of tire is low or some other regular or man-made article that can be
allotted an IP address and can move information over a system. IoT is a thought that
could drastically modify our relationship with innovation. The market is as of now
concentrating on the vertical spaces of IoT since it is in moderately early periods
of advancement, but IoT cannot be treated as a solitary thing, or single device, or
even a solitary innovation. So as to accomplish the normal quick development from
IoT deals, more concentration should be put on interfaces, versatile applications, and
normal/predominant guidelines [1, 2].

Web-enabled remote study classroomswill be an achievement for creating nations,
making profound infiltration in regionswhere setting up a customary institution foun-
dation is beyond the realmof imagination.Web-enabled industries andmanufacturing
units are giving separating outcomes, making them more secure and increasingly
proficient through robotized process controls. Finance-related administrations are as
of now utilizing the web for a large number of their administrations [3, 4]. While
the potential outcomes of these new advancements are amazing, they have addi-
tionally uncovered unadorned IoT security challenges. During most recent couple
of years, we have seen an increment in the number and the refinement of attacks
focusing on IoT devices. The interconnectivity of individuals, objects, and groups in
the present digitalized world opens up an entirely different playing field of suscep-
tibilities passageways where the cybercriminals can get in. On the other hand, IoT
technology devises a number of problems as well. Like, complexity is one of the
most substantial drawbacks as IoT operations are difficult, and there is not at all
flexible incorporation between nodes. There are various devices with diverse design,
implementation and deployment, so any drawback in software and hardware will
have severe difficulties. IoT network undergoes from validation and access control
problems because smart things have diverse devices that are based on various plat-
forms.Moreover, all devices are essential to interact with another device via different
network. Therefore, security problems have the key challenge because all devices
are unprotected to all kinds of attacks and threats. There are many kinds of attacks
and threats that might cause severe tragedies in the network. Furthermore, all private
data of users are unprotected to the most hazardous attacks. In the proposed model,
that is used to create security control system for the IoT network to offer appropriate
security tools for the IoT security layers. It can assist designer to reduce the time and
power consumption. This paper also gives a review of the present province of IoT
security challenges [5].

2 Security Challenges in IoT

There are some security challenges in Internet of things that are shown in Fig. 1.
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Fig. 1 Security challenges
in IoT

2.1 Data Integrity

Data integrity is the correctness, consistency, and completeness of data. Addition-
ally, data integrity can be defined as data security with respect to administrative
consistence. It is kept up by an assortment of procedures, guidelines, and standards
actualized during the structure stage. At the point when the data integrity is secure,
the data will keep complete, correct, and consist in the database, regardless of what
extent its put away or how regularly it is accessed. The integrity of data guarantees
that your information is sheltered from any outside forces [6].

2.2 Encryption and Decryption Capabilities

IoT carries another set of security parameters. In contrast of VPN encryption, which
protect network by an encryption and unspecified channel, IoT devices bring with
their own built-in robust security and encryption protocols. VPN distributes a sepa-
rated space on the system. However, any participant inside the VPN can access the
devices of the network. IoT device with a VPN can have many options to create a
secure network.
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2.3 Privacy Issues

IoT is about the transferring of information among different devices, individuals, and
platforms. IoT devices assemble information for various reasons, such as improving
proficiency and experience, decision-making, offering better assistance, and so forth;
in this manner, the end purpose of information will be totally made sure about and
defended [7].

2.4 Common Framework

There is a nonappearance of a typical structure; thus, all the manufacturers need to
deal with the security and hold the protection all alone. When a typical normalized
structure is implemented, the individual endeavors will then together be used in an
expandable way; thus, the usability of code can be accomplished.

2.5 Automation

In the end, industries should manage increasingly more number of IoT devices. This
tremendous measure of client information can be hard to oversee. The reality cannot
be denied that it requires a solitary mistake or trespassing a solitary calculation to
cut down the whole foundation of the information.

2.6 Updations

Dealingwith the update of a huge number of devices should be practiced individually.
Sometimes, it is required to update the IoT devices manually because they did not
have the support of auto-update. One should monitor the accessible updates and
apply the equivalent to all the various devices. This procedure becomes tedious and
convoluted and if any error occurs in the process than this will prompt escape clauses
in the security later. IoT includes the utilization of a large number of information
focuses and each point ought to be made sure about. For sure, the need is for the
multilayer security (security at every single level). From endpoint devices, cloud,
embedded applications to web and versatile, applications that influence IoT, each
layer ought to be security unblemished [8].
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3 Literature Review

IoT technology is a framework, which makes devices of routine work smarter and
everyday conversation develops educational. Many researchers are working on IoT.
In this paper, we describe some existing work proposed by many researchers that
are:

Atzori et al. [9] extraordinary visions of this IoT paradigm are reported and
permitting technology reviewed. What emerges is that still essential troubles shall
be faced by means of the studies community.

Lee et al. [10] proposed an encryption technique based on XOR manipulation,
in place of complicated encryption along with the use of the hash characteristic, for
anti-counterfeiting and privacy protection. The enhancement of the safety is defined,
and hardware layout method is also established.

Abomhara et al. [11] classified risk types also examine, describe IoT devices and
offer a model to detect invaders and assault.

Barnaghi et al. [12] present a semantic demonstrating approach for various
segments in an IoT system. It is additionally talked about how the model can be
incorporated into the IoT system by utilizing mechanized affiliation components
with physical elements and how the information can be found utilizing semantic
pursuit and thinking instruments.

Gubbi et al. [13] present a cloud-driven vision for overall usage of IoT. The key
empowering technologies and applications areas that are probably going to drive IoT
to inquire about sooner rather than later are talked about. A cloud usage utilizing
Aneka, which depends on interaction of private and open Clouds, is introduced.
They finished IoT vision by developing the requirement for convergence of WSN,
the Internet and dispersed processing coordinated at innovative research network.

Xiao et al. [14] address the troubles appearing in device finding and interplay.
They develop a person interoperable system to allow managers to operate through
various devices of various settings by constant semantics and syntax. In the proposed
framework, a parting method is used in which a device illustration technique for
actual, but not unusual, and digital devices is created. A transformable tool is offered
to ensure the right transformation of device semantics and syntax.

Zorzi et al. [15] summarize what in our opinion are the primary wireless—and
mobility-related technical demanding situations that lie beforehand, and description
a few initial thoughts on how such challenges can be addressed in an effort to facilitate
the Internet of things’ development and receipt within the next few years. We also
pronounce a case study on the Internet of things protocol structure.

Hongsong et al. [16] survey to protection and consider in M2M gadget is impor-
tant. Different visions of the M2M security and receive as accurate with standard
are specified and studied on this paper. They comprise normal generation educa-
tions development and guard creation. All these will contribute to identify safety and
outdated advancing in M2M machine.
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4 Proposed Model of IoT Security

The layered architecture of IoT network consists of mainly six layers named as
coding, perception, network, middleware, application, and business, shown in Fig. 2.
Out of these six layers of IoT-layered architecture, three of them, perception, network,
and application, are used to design the architecture of IoT security concerns. Every
layer of IoT security architecture has its own communication and security protocols,
standards, and components. Based on this security architecture of IoT, we have
proposed a security model that could help us to protect from unwanted threats and
attacks, un-authentication and protect our private information.

The proposed model is consisting of three stages of development that includes
concerning of the security layers, security protocols, and database servers. Figure 4
shows the proposed model of IoT security concern.

Most appropriated protocols at different layers of security architecture of the
proposed model are given as:

IEEE 802.11 Protocol at Perception layer: IEEE 802.11 defines a group of
determinations created by the IEEE for wireless LAN (WLAN). IEEE 802.11 indi-
cates an over-the-air interface between a remote device and a base station or between
two remote devices. This standard is utilized related to IEEE 802.2 and is intended
to inter-work consistently with Ethernet and is all the time used to convey Internet
Protocol traffic.

6LowPAN Protocol at Network layer: The low-power personal area networks
over IPv6 (6LoPAN) have characterized embodiment and header-compression
systems which permit IPv6 packet to transmit over IEEE802.15.4-based systems.

SMQTT Protocol at Application layer: SMQTT stands for secure message
queue telemetry transport protocol. The SMQTT is an extended version of MQTT,
which used the lightweight parameter encryption. SMQTT comprises of 4 primary

Fig. 2 IoT layered
architecture Business

Applica on

Middleware

Network

Percep on

Coding
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steps: setup, encryption, publishing, and decryption. In setup stage, subscribers and
publishers register themselves to broker and get a master key as per the choose by
key generation algorithm (KGA). At the point when the information is published,
the data is encrypted and distributed by the broker which sends it to the subscribers,
which is at last decrypted at the subscriber end having a similar master key.

4.1 Implementation of Proposed Model

Step 1: The first step of the proposed model consists of maintaining the security
requirements of IoT security layer, like Access control, Privacy, Confidentiality,
Integrity, Availability, Authorization, and Authentication, by using algorithms like
Hash Algo, End-to-End authentication, Cryptography Algo, Access Control, Key
Management, Intrusion Prevention System Encryption Protocol, Data privacy and
integrity ACLs, Antivirus, Firewalls, and Risk Assessment from attacks like Node
Capture, Fake Node, Denial of Service, Replay Attack, Node Jamming, Routing
Threats, RFID Tag Spoofing and Cloning, Session Hijacking, Sybil, Flooding
Attacks, Data access permission, Managing mass information and programming
vulnerabilities (Fig. 3).

Step 2: In the subsequent step, i.e. step two, the security protocols or standards
and security control mechanism for different layers of IoT security architecture have
been described. The most appropriate communication protocols in perception layer
are IEEE 802.11. The most suitable communication protocol for the network layer
is 6LowPAN, which encapsulates the IPV6. SMQTT protocol is used for application
layer of IoT security architecture.

Step 3: The third stage of the proposed model is database servers which store all
data and parameters of security concern for every security layer, clients’ profiles,
security components errors, log records of the IoT framework, and access control
records.

4.2 Flowchart of Proposed Model

Flowchart of the model for overall process is shown in Fig. 4 (On next page). The
process is consisting of collecting the data from physical medium like sensor and
converted into digital signal for further process. User can also give their instruction
via user interface to control the system process. The digital signals are encrypted
by using an appropriate key generation algorithm. The encrypted data is aggregated
with the user data. With the interface of IoT gateway, the data is transmitted to
database via web server, where the encrypted data is decrypted by using of same key
and display to user. Meanwhile, the decrypted data is also stored in the database for
future reference.
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Fig. 3 Proposed Model of IoT Security Concern

5 Conclusion

The IoT framework is helpless against attacks at each layer. Subsequently, there are
numerous security risks and prerequisites that should be dispatched. Current situa-
tion of research in IoT security is fundamentally focused on verification and access
control conventions. However, with the quick development of innovation it is basic
to merge new systems administration conventions like IPv6 and 5G to accomplish
the dynamic blend of IoT technologies. The primary emphasis of this paper was to
feature significant security issues of IoT. Especially, centering the security attacks
and their countermeasures. The proposed model is capable enough to handle these
attacks and threads to protect the sensitive data and private information. The main
goal of the proposed security model is to choose and apply the appropriate security
protocol and algorithm. By using these protocols and security algorithm, the system
is capable enough to detect the problem and apply the suitable algorithm to protect
the system from unavoidable unwanted situations. As we are aware that a lot of IoT
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Fig. 4 Flowchart of the IoT security model
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devices are come to be easy target. Indeed, even this isn’t in the casualty’s informa-
tion on being contaminated. In this paper, the security prerequisites are additionally
conferred for authentication, secrecy, integrity, and so on. In this paper, we study
the existing work in this area. We have faith that this paper will be valuable for
researchers in the field of security for IoT by assisting the significant issues in IoT
security and giving better comprehension of the threats and their elements starting
from different interlopers like intelligence agencies and organizations.
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Structural Health Monitoring System
for Bridges Using Internet of Things

Pravleen Kaur, Lakshya Bhardwaj, and Rohit Tanwar

Abstract Many bridges in India as well as in the world are on the edge of dete-
riorating, and their life span is already finished and yet they are still in use. These
bridges are a risk to many lives. There are many factors which contribute in making
these existing bridges dangerous which are heavy load of vehicles on a single bridge,
high-level water or pressure, and heavy rains. With recent advancements in Internet
of things (IOT) and other technologies integrated with wireless sensor devices, struc-
tural monitoring of bridges can be done using structural health monitoring (SHM)
systems. Nowadays, wireless sensors can process real-time data and measure the
parameters like displacement and hence can be useful in detecting the damage of the
structure; the results are sent through a standard protocol to the servers on the Internet,
i.e., cloud. In this paper, we suggest SHM damage detection technique via various
sensors such as piezoelectric sensor and the usage of self -healing material Epoxy
filled fiber-reinforced polymer (FRP). SHM system proposed in this paper consists
of raspberry pi, analog-to-digital converter, Wi-Fi module, and various sensors to
measure the various parameters of the bridge.

1 Introduction

The safety and durability of bridges are a great concern to the government. Since the
structure of old bridges has deformed and hence further caused accidents in the near
past, “according to the survey, 70% of bridges in India are old and need repair, and
57% are over 80 years old; in 2003, around 23% bridges in India need repair and
monitoring.”

Therefore, it is important tomonitor the structure of bridges especially the old ones
so that the further calamities can be prevented. For this purpose, we need to measure
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physical, mechanical, and chemical aspects of the bridge; during the measurement,
the structure should be refurnished, strengthen, or enlarged according to the necessity.

Structural health monitoring (SHM) technology is being used and has been recog-
nized by many administrative authorities for monitoring the structure of existing as
well as new bridges [8].

Over the past two decades, SHM has the advantage of new sensing technologies.
Fiber optic sensors (FOP) and other wireless technologies are widely in use in SHM
systems. The studies and applications have pointed out that FOP sensor has a long
sensing range and the capability of providing strain or temperature at every spatial
resolution along the entire sensing fiber, imbedded in or attached to the structures,
using the fiber itself as the sensing medium, and have affirmed that FOP sensors are
more accurate and reliable than other sensors [1] (i.e., strain gauge).

IOT is the network between the physical devices, vehicles, home appliances,
and other various items and electronic devices, software, sensors, actuators, and
connectivity which allows these items to connect over the network and exchange
data [4], creating opportunities for more direct integration of the physical world to
the computer-based systems.

2 Related Work

Liang et al. addressed that there is a problem of sensor deployment on large-scale
sensor networks and proposed self-diagnostic and self-reconfiguration reasoning
methods for SHM which was further verified by experimenting these on real-life
scenarios with an aluminum plate and an actuator/sensor bonding.

Asmentioned in thedevelopment of an IOT-basedbridge safetymonitoring system
by Lian Lee et al. the system used Zigbee technology. This system consisted of many
features, and some of them are mentioned below:

1. Monitoring devices installed in the bridge environment.
2. Connection between the database transmitted from the monitoring devices and

the cloud server.
3. A dynamic database for storing data about the condition of the bridge of various

areas.
4. A cloud-based server that calculates and analyzes.

Y. Sunworked on the sensor node deployment on the bridge in his paper “Research
on the Railroad Bridge Monitoring Platform Based on the Internet of Things,” in
which sensor was mainly deployed for the damage detection and security state of the
bridge.

Pressure sensors were deployed on the pier along with humidity sensors on the
curve near the water body, deformation sensors on the surface of the bridge to detect
any kind of defect or deformation in the bridge. Wireless multimedia sensor is a new
kind of sensor which was deployed for collecting data of multimedia like audio and
image formation [2, 3].
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In the paper, “The Deployment of a Smart Monitoring System Using Wireless
Sensor and Actuator Networks” implementation of smart monitoring system using
wireless sensor network through the routing protocol for low-key and lossy networks
(RPL) is explored. The applicability of a smart monitoring system in a typical smart
grid scenario; in particular, a thorough experimental campaign has been carried out to
verify the feasibility of integrating the IETF RPL protocol within such a framework
[4, 7]. A paper “A Review of Accelerometry-Based Wearable Motion Detectors for
Physical Activity Monitoring” by Che-Chang Yang and Yeh-Liang was based on the
concept of level ofmobility on different surfaces. Using accelerometrymeasurement,
we can measure the motion on any surface, load on the surface, and detect if the
pressure on certain area is more or less [5, 6].

3 Problem Formulation

The main purpose of SHM system is to check the durability sustainability and safety
of bridges. Despite the advancement of SHM, there still exist some challenges in
SHM such as:

1. Real-time monitoring of on-site conditions: It is observed that instant action on
the damage could not be taken as there is delay in the transmission of data from
the real-site to the authorities.

2. The integrity of sensor data is not maintained: sensor data is not accurately
maintained as it becomes a costly system for authorities to deploy and maintain
the integrity of the sensor data.

3. Data is not transmitted in real-time so actions needed for the current situation
of the bridge are not taken in time and the concerned authority is not taken into
picture.

4. After crack detection, no sudden action can be taken.
5. Cost-efficient.

4 Problem Statement

The aim is to develop a system that can do real-time monitoring of on-site condi-
tions in consistent and efficient manner and timely alarming the issues if any to the
concerned authorities.

5 Proposed Solution

In order to address the mentioned issues of leveraging high computation and analysis
of bridges, we have used structural health monitoring system.

Figure 1 shows the block diagram of subsystems of the proposed SHM.
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Fig. 1 Components of bridge monitoring system

Sensory subsystem–Thepurpose of sensory subsystem is to sense the information
of the environment in which the bridge is working and safety of the bridge affected
by which factors; the factors include wind speed, temperature and humidity of the
environment, load vehicle, vibration, strain, cable extension and temperature of the
structure.

1. Machine sense: It consists of accelerometer, vibration sensor, and gyroscope
sensor.

2. Temperature sensor: It is used to detect the temperature of the material used.
3. Anemometer sensor: It is used to measure the wind speed and traversal

distance.
4. Magnetic float sensor: It is used to measure the water level from the bridge.
5. Accelerometer: It is used to detect the bridge tilt.
6. Ultrasonic sensor: It is used to measure the height of sensor module from

ground.
7. Strain Gauge sensor: It is used to measure the strain on the bridge and pillars.
8. Humidity sensor: It is used to monitor bridge’s humidity.
9. Fiber optic sensors: It is used to assess the condition of existing structure in

order to enhance the durability of the new bridges.
10. Piezoelectric sensors: It is used for damage detection as they can transmit and

receive guided waves such as lamb waves in solid (lamb waves are much more
cost-effective as well as reliable as they are sensitive to change in structures).

Now these sensors are interfaced with the microcontroller using signal condi-
tioning circuit which makes the signal feasible for the microcontroller and allows an
alarm and LCD; when the threshold value of sensor is exceeded, then the alarm is
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triggered. All the parameters are constantly transmitted through RF module, GSM
module integrated with multi-hop network to a remote PC.

A driver is connecting RF module at the receiver end to the PC. GSM module
is responsible for the maintenance of the bridge. Figure 2 represents the layout of
sensors to be utilized in the proposed work, and Table 1 represents the variable it
measures.

On the receiver side, RF module receives the data from the transmitter side. A
serial is used to connect the receiver side RF module to the PC. The PC works as a
control station where the data is stored sent by the transmitter side time to time.

Fig. 2 Sensory subsystem
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Table 1 Monitoring using sensors

Monitoring Item Variables Sensors

Loads and environmental actions Vehicle Load
Wind Load
Earthquake ground motion
Vessel collision
Temperature and humidity
Vibration
Displacement

Weigh-in-motion
Camera
Ultrasonic anemometer
Seismometer
Accelerometer/seismometer
Temp. and humidity sensor
Accelerometer

Global response Strain
Bearing displacement

Optical fiber bragg grating strain
sensors
Magnetostrictive displacement
sensors

Local response Hanger rod/cable force Fiber brag grating test-force
rings

Multi-hop network: It is used for wide span network coverage. To reach some
destination, node can use other nodes as relay. In this, mesh topology networks are
used which speed the rear time data transmission fromGSMmodel to PC; it manages
the data traffic, and the important data is transmitted first rather than the other data.

Data Acquisition and transmission subsystem: The purpose of this subsystem
is to analyze and to transmit data sensed by sensory subsystem.

As shown in Fig. 3., the data from the sensory subsystem is transmitted using
STM32 microcontroller module, which is deployed for communicating with other
modules of the sensory subsystem and collect the data in the acquisition unit before
is transmitted wirelessly using transmitter so that it can be processed and analyzed
further.

Data processing and analysis subsystem: The purpose of this subsystem is to
process the obtained data to utilize the data conveniently for further analysis as shown
in Fig. 4.

In Site 
Sensors 

Acquisition 
unit 

Wireless 
Transmitter 

Computer Wireless Re-
ceiver 

Fig. 3 Data acquisition and transmission system
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Fig. 4 Data processing and analysis subsystem

Cryptographic Security System: The sensor data can be manipulated easily so
there is a need of cryptographic safeguards that will ensure that integrated violations
are detected. If any manipulation is caught at any level, the authorities are informed
for further actions.

Cryptographic safeguard: Using this, the encryption of sensor data is done
for the security of data, and hence, it cannot be manipulated. Encryption ordinary
information is converted into cypher text which is difficult to be manipulated at the
center server the data is decrypted and used.

Data Management System: Data management subsystem: The purpose of this
subsystem is to store and receive the analyzed data.

Structural Health Management System: We have used the SHM method for
the monitoring of the bridges as it is effectively in use at the present for the structural
monitoring of various infrastructures like bridges and buildings.

SHM is a process in which we can implement a damage detection and to charac-
terize strategies for the study of structures such as bridges and buildings. For bridges,
it includes monitoring of many factors such as (i) measuring the load on the bridge
and (ii) effects of the loads, like traffic, wind and weather, height from the ground,
stress and strain, thermal effects on bridge.

SHMDAMAGEDETECTIONTECHNIQUE: Classification of damage detec-
tion in SHM systems is done in two types:

1. Local-based damage detection: Screening of structures is done in local-based
damage detection.

2. Global-based damage detection: Vibrational characteristics are detected in
global-based damage detection.

Various sensors like piezoelectric, optical fiber, ultrasonic, laser, image detection,
and vibrational sensors are some of the sensors which are used to detect the location
and the size of the damage in the SHM system.

Since the main issue with the SHM is real-time communication between sensor
and the server; hence, the wireless sensor network (WSN) comes in the roleplay.
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We are using multi-hop communication (routing) which is one of the emerging
technologies in WSN. In wireless multi-hop network, nodes communicate with each
other using wireless channels and do not have the need for common infrastructure
or centralized control.

The sensor data can be manipulated easily so there is a need of cryptographic
safeguards thatwill ensure that integrated violations are detected. If anymanipulation
is caught at any level, the authorities are informed for further actions.

After the detection of cracks, no sudden action can be taken sowe propose the idea
of self-healing material bio-cement, epoxy-filled fiber-reinforced polymer (FRP).

FRP: Epoxy-filled fiber-reinforced polymer is affected than normal concrete used
in current bridges. It prevents excessive load structure and increases in their surface
area. FRP composites are more durable materials which are different from the steel
reinforcement for their resistance to electrochemical corrosion. FRP composites
belong in anisotropic materials. The properties of anisotropic materials depend upon
various factors like the matrix type, volume and alignment of fiber, construction
quality.

SHM system has themain goal of providing fast services safety and sustainability.

6 Iot Platform for Shm

As shown in the figure, the proposed IOT platform consists of Wi-Fi module, Rasp-
berry Pi, analog-to-digital converter, digital-to-analog converter, buffer, piezoelectric
sensor.

There are two piezoelectric sensors that are rooted on the top of the structure and
then are connected to a high-speed analog-to-digital converter. Sensors are deployed
in such a way that they can catch all the possible damage. Now, analog-to-digital
converter is connected to a buffer which is used for level conversion and to protect the
Raspberry Pi. Then the excitation signal is generated by Raspberry Pi and sends over
digital-to-analog converter to be converted into analog signal. Using the proposed
SHM technique, Raspberry Pi is used for detecting any damage in the structure and
the location of it. Raspberry Pi also keeps the record of the structural health of the
bridge and sends it over the Internet server. The data stored on the Internet and can
be monitored remotely from any mobile device. The Internet server, if any damage
found sends an alert to the authority. As shown in Fig. 5, these are the various models
of IOT platform for SHM:

1. Wi-Fi module: Miniature Wi-Fi (802.11b/g/n) module is a USB module that has
2.4 GHz ISM BAND. It has a data rate up to 150 Mbps. It uses IEEE 802.11n,
IEEE 802.11 g, and IEEE 802.11b standards. The Wi-Fi module is used to send
the data to the cloud.

2. Raspberry Pi 2: It is a single-board computer which features a full Linux oper-
ating system with diverse programming and connectivity options. The onboard
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Fig. 5 IOT platform for SHM

900MHz quad-core ARM cortex—A7 CPU is present. The Raspberry Pi is used
to collect the structural health and send it to the cloud using Wi-Fi module.

3. Analog-to-digital converter (ADC): The CA 3306 is a CMOS parallel ADC
designed for applications demanding both low power consumption and high-
speed digitization. It is a 6-bit 15 MSPS ADC with single 5 V supply.

4. Digital-to-analog converter (DAC): TheMCP4725 is a low-power high accuracy,
single channel, 12-bit buffered voltage output DAC with non-volatile memory.

5. Buffer: The 74HC4050 is a hex buffer with overvoltage tolerant inputs which is
tolerant up to 15 V.

6. Piezoelectric Sensors: The PZT transducer converts mechanical energy into elec-
trical signals or electrical tomechanical energy.When electric signals are applied
to piezoelectric crystal, then it acts as an actuator which can excite an elastic lamb
wave.

1. Decision and management system: After the detection of the damage in the
bridge, the decision is made by the system; if it can be self-healed using FRP, it
needs further help from the government. If it requires assessment, the concerned
authority is notified about the damage and hence can be rectified.

7 Challenges

1. As the society progresses, the infrastructure along with technology enhancement
is much important. Nowadays, a technology does not even last few weeks and a
replacement of it in the market is there. Everyone wants things to be done at fast
rate along with the best results.

2. Making SHM works efficiently and effectively increases the cost of the system
which is not affordable for some countries with less economy as whole. So, to
suggest a cost-efficient and effective idea is necessary through this project and
we can make an effective SHMwhich already exists in the market but makes the
system costly.

3. By reducing the cost of the system, we can help many countries in their
development procedure.
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4. Some other challenges faced by SHM are that it is difficult to extract the exact
defect in the structure. For the reliability of SHM, the sensors that used needs
to be reliable at every point of bridge. The used system should be a reliable
sustainable and sustainable for the future use, and the sensors must have large
power backup as it is very difficult to change a single sensor for the whole system
in altogether.

8 Conclusion and Future Scope

This thesis presents an overview on SHM systems using IOT to measure the damage
in the structures of the bridges so as to provide safety of the structure. The advantage
of combining IOT TO SHM systems is that it allows systems with reduced battery
consumption to continuously monitor the structure of existing as well as upcoming
bridges.

In order to deploy all the advantages of IOT paradigm in the case of SHMenhance-
ment of sensor virtualization, sensors scalability and security are required. There is a
need of better investigation on how effectively we can achieve distributed real-time
data collection and the synchronization of the sensors and all IOT layers.

In the future scope, the data produced by the system is expected to collect the
data accurately and transmit, store, and analyze the data in a given time by the SHM
system.
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