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Abstract The cutter head parts of the tunnel boring machine (TBM) are of different
sizes, and the cutting platform is of large size. The panoramic view of the cutting plat-
form that meets the accuracy requirements through image stitching is a prerequisite
for realizing the visual guidance of autonomous cutting. An image stitching algo-
rithm is studied to reduce the complexity of the algorithm on the basis of ensuring the
stitching precision. The ORB algorithm is selected to implement feature detection,
and a series of strategies are adopted on this basis. The ROI region is extracted, and
only the images in the region of interest are matched. Then, the feature detection,
description and matching are performed by the ORB feature detection algorithm and
Hamming distance. The feature points are purified by the RANSAC algorithm, and
the transformation matrix H is calculated. Finally, the image fusion is carried out.
The experimental results show that the ROI-based ORB image stitching algorithm
satisfies the accuracy requirements of subsequent visual guidance.
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1 Introduction

The groove processing of cutter head parts of shield machine belongs to the typical
small batch discretizationmode [1]. The structure of this parts is complex and diverse,
and the forms of groove are also different. At present, manual groove and semi-
automatic groove are the main two forms [2], which means the quality of groove
depends on the proficiency of the workers, and always the production efficiency is
very low. Therefore, it is urgent to develop an automatic groove cutting system for
the cutter head parts of the robot shield machine, so that the workers can place the
workpiece to be cut on the robot working platform at will, and the robot will sense
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the workpiece position and plan the cutting path independently, so as to improve the
production efficiency and groove processing accuracy.

Robots usually work in the static and structured environment, that is, to keep their
position fixed and to complete tasks by running programs written offline in advance
[3]. However, in the autonomous cutting system, robots need to meet the require-
ments of autonomous planning: Autonomous planning means that robots can realize
intelligent perception of the external environment, identify, locate the workpiece and
plan the path [4]. Now, visual guidance is a more mainstream way of perceiving the
environment, which uses two-dimensional or three-dimensional camera to obtain
the working environment image to realize the environmental perception. Because
the size of cutter head parts of shield machine varies, the smallest one is tens of
centimeters, the largest one will be five or six meters, so it is difficult to use a single
camera to obtain a panorama of cutting work with required accuracy. Moreover,
because the camera needs to be mounted on the mobile mechanism, the acquired
image will be deformed due to mechanical jitter. Therefore, it is a prerequisite for
independent planning of visual guidance to generate panorama of cutting platform
with required accuracy through image splicing algorithm.

In this paper, oriented fast and rotated brief (ORB) algorithm is proposed to
splice panoramic images of cutting platform. ORB algorithm is amatching algorithm
proposed byRobleeE et al. in 2011 by the IEEE International Conference on compute
vision. Its operation speed is greatly improved compared with scale-invariant feature
transform (SIFT) and speed-up robot features (SUFT). It is suitable for the industrial
environment with high requirements for splicing time and accuracy. Based on the
original algorithm, the matching is limited to region of interest (ROI), which reduces
the occurrence of matching time and mismatch.

2 ORB Image Mosaic Based on ROI

The experiment was carried out under the condition of workshop. The shoot target of
the experimentwas a 600mm× 800mmworking platform.DaHengGT2450 camera
and ComputerM0824-MPW2 industrial lens were used. The computer configuration
was Intel I5 590 processor with 8GRAM. The algorithm compiling environment was
Visual Studio 2015, andOpenCV image processing algorithm librarywas called. The
camera was about 400 mm away from the workpiece, and the shooting field size was
232.7 mm × 172.9 mm. The camera was installed on the six-axis flange of KUKA
mechanical arm. The cameramoved in one direction to shoot, and the camera position
was adjusted to ensure that the coincidence area between the two adjacent images
was about 60%.

ORB is a kind of local invariant feature descriptors, which has certain scale invari-
ance to matrix transformation of image such as translation, rotation and scaling. The
algorithm flowchart is shown in Fig. 1. The core idea of the algorithm is to use the
improved FAST (oriented FAST) algorithm to detect corner points on the image
pyramid and generate the main direction, so that the feature points have certain scale
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Fig. 1 Algorithm flow of ORB image mosaic based on ROI

invariance [5]; then use the binary robot independent element features (BRIEF) to
describe the features, so that the descriptors have certain scale invariance. Finally,
through Random Sample Consensus (RANSAC) algorithm, the feature points are
purified to find the matching feature points; according to the matching feature points,
image registration and image fusion are carried out to realize image splicing.

2.1 Improved Image Matching of ROI

Feature detection and description is a time-consuming part of image mosaic and
during image registration; only the feature points in the coincidence areas of different
images, which is, the region of interest, are needed. Therefore, if the whole image
is matched, the useless feature points outside the overlapped region will consume a
lot of time and easily produce mismatches. In this paper, ROI is used to limit image
matching to feature points in the region of interest [6],which not only reduces the time
of ORB feature extraction, but also reduces the time of matching and mismatching.
As shown in Fig. 2, the left and right images are image sequences collected by
camera, the coincidence area is the middle part of the two images, the left image’s
region of interest is the right part, the rest is the uninterested region; similarly, the
right image’s region of interest is the left part, and the rest is the uninterested region.
Generally, the coincidence area of the video frame collected by the camera is 30–
60%, In this paper, the camera is installed on the manipulator, and the manipulator
will be moved to ensure the coincidence area is about 60%, and 50% of the whole
image is considered as ROI area.



104 L. Xue et al.

Fig. 2 ROI region selection

2.2 ORB Feature Detection

ORB algorithm uses FAST corner detection to extract feature points. The basic idea
of FAST algorithm is that there are enough pixels in the circle neighborhood of a
certain radius around the pixel point and the point is in the different area. In gray
image, the algorithm can be explained as there are enough pixels whose gray value
differs from the point’s by more than a certain constant, and then, the pixel point can
be considered as a corner point. As shown in Fig. 3, select any pixel point P, and set
the pixel value of the point as Ip; compare the pixel point with the surrounding 16
pixels. If the circle composed of 16 pixels with P as the center has N consecutive
pixels, the pixel value is either greater than Ip +T or smaller than Ip −T ; then, it can
be considered as a corner point, where N is generally 9 or 12, and T is the selected
threshold.

However, FAST corner detection only compares the gray value of the pixel.
Although it has the advantages of simple calculation and fast speed, the feature points
detected by FAST do not have scale invariance or rotation invariance. Therefore, it is
necessary to calculate the main direction of the feature points so that the algorithm
has certain rotation invariance and increases the robustness of the algorithm.

Fig. 3 FAST corner detection
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2.3 Finding the Main Direction of Feature Points

In order tomake the descriptors obtained byORB algorithm have rotation invariance,
it is necessary to assign a main direction to each feature point. The main direction
of FAST corner is calculated by Intensity Centroid [7], which takes the feature point
as the center, calculates the position of the center of mass in its neighborhood S, and
then constructs a vector with the feature point as the starting point and the center of
mass as the end point. The direction of the vector is the main direction of the feature
point. The definition is shown in Formula (1):

mp∗q =
∑

(x,y)∈S
x p yq f (x, y) (1)

where p and q are the order of pixel moments in the neighborhood; x and y are
the corresponding row and column values; f (x, y) is the gray value of the image,
and then, the location of the region’s center of mass is:

C =
(
m1,0

m0,0
,
m0,1

m0,0

)
(2)

Thus, the direction of the feature points is:

θ = atan(m01,m10) = arctan

(
m01

m10

)
= arctan

⎛

⎜⎝

∑
x∗y

y I (x, y)

∑
x∗y

x I (x, y)

⎞

⎟⎠ (3)

In order to improve the rotation invariance of the method, it is necessary to ensure
that x and y are in the circular region with radius r, which is x, y ∈ [−R, R], R is
equal to the neighborhood radius. After calculating the main direction, the feature
points need to be described to prepare for feature point matching.

2.4 Feature Point Description

InORB, theBRIEF descriptors are used to describe the detected feature points, which
solves the primary defect that the BRIEF descriptors do not have rotation invariance.

BRIEF descriptors, which are simple and fast in calculation, contain the main
thought that image’s neighborhood can provide a relatively small amount of intensity
contrast to express.

Define the criterion τ of S × S size image’s neighborhood P as:

τ(p : x, y) =
{
1, p(x) < p(y)
0, else

(4)
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where p(x) is the gray value of the image’s neighborhood P at x = (u, v) τ after
smoothing.

Select nd sets of (x, y) position pairs, define the binary criterion uniquely, and the
BRIEF descriptor is the binary bit string of nd dimension:

fnd =
∑

1≤i≤2i−1

τ(p : xi , yi ) (5)

nd can be 128, 256, 512, etc. Selecting different values requires a trade-off between
speed, storage efficiency and recognition rate. By weighing speed, storage efficiency
and recognition rate, nd in this experiment was set to be 256.

The criterion of image neighborhood only considers a single pixel, which makes
its sensitivity toward noise. In order to solve this problem, each test point uses 5 ×
5 sub-windows in the 31 × 31-pixel domain, in which the selection of sub-windows
follows the Gaussian distribution, and then uses the integral image to accelerate the
calculation.

BRIEF descriptors do not have direction or rotation invariance. The solution of
ORB is trying to add a direction to BRIEF. For any n pair (xi , yi ), define a 2nmatrix:

S =
(
x1, x2, . . . , xn
y1, y2, . . . , yn

)
(6)

Using the neighborhood direction θ and the corresponding rotation matrix Rθ , we
construct a corrected version of S: Sθ : Sθ = Rθ S, then steered BRIEF descriptors
will be: gn(p, θ) = fnd(p)|(xi , yi ) ∈ Sθ .

After obtaining the steered BRIEF, a greedy search is performed to find 256-pixel
block pairs with the lowest correlation from all possible pixel block pairs, i.e., the
final rotated BRIEF.

2.5 Feature Matching Purification and Image Registration

The feature point detection algorithm described above is used to detect and mark
the feature points. The result of feature point matching using Hamming distance is
shown in Fig. 4. The connecting points inside figure are the matching feature point
pairs in the two images. There are inevitably some mismatches between the feature
point pair detected and matched using BRIEF descriptor and Hamming distance.
In this paper, RANSAC algorithm is used, and the RANSAC algorithm is a robust
parameter estimation algorithm proposed by Fischler and Bons [8].

Image registration is to solve the projection transformation between two images
according to the coincidence area of them, i.e., plane homography matrix, so that
the images to be spliced under different coordinate systems can be aligned in image
space.
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Fig. 4 Show match points

Fig. 5 Image registration

Using matrix H to define the plane homography matrix of two images, M(x, y)
and m(x, y) are a set of correctly matched feature point pairs, so the corresponding
relationship is:

⎡

⎣
x

′
i

y
′
i

1

⎤

⎦ = H

⎡

⎣
xi
yi
1

⎤

⎦ =
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h3 h4 h5
h6 h7 1

⎤

⎦

⎡

⎣
xi
yi
1

⎤

⎦ (7)

According to Formula (6), eight degrees of freedom ofH matrix can be solved by
four pairs of correct feature points,whichmeans,H matrix can be calculated, and then
coordinate transformation can be carried out for the image to be registered. Image
registrationwill be realizedby applyingHmatrix transformation to the corresponding
image. The result of applying H matrix change to the image to be matched in the
above is shown in Fig. 5, and the left picture in the figure is the one before registration,
while the pictures right side are after registration.

2.6 Image Fusion

The images collected by different cameras will inevitably have different light inten-
sity, angles, etc. Thus, the simple application of transformation matrix H for trans-
formation and splicing will produce seams, and the worse images will also have
defects such as ghosting, distortion and blur. Then, the image fusion part is set to
solve this problem and smooth the seams of image splicing. Generally speaking, the
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Fig. 6 Before and after image fusion

methods of image fusion include average value method, position weighting method,
weighted method with threshold value and Laplace fusion method. Because the
camera-moving mode involved in this paper is only translation, position weighting
algorithm is adopted [9]. The algorithm complexity is small, and the image fusion
effect is good under this condition.

Assuming that I1(x, y), I2(x, y) are two images with coincidence areas to be
spliced, and the pixels of the fused image are f (x, y), the fusion formula is:

f (x, y) =
⎧
⎨

⎩

I1(x, y) (x, y) ∈ T1
d1 I1(x, y) + d2 I2(x, y) (x, y) ∈ T2
I2(x, y) (x, y) ∈ T3

(8)

{
d1 + d2 = 1
d2 = wi

W

(9)

d1, d2 are the weight values used in the fusion process, wi is the transverse distance
between the current pixel point and the left edge of the coincidence area, W is the
total width of the coincidence area of the two images, in this experiment, W was set
as 200. T1 is the value in the left image, T2 is the value in the coincidence area, and
T3 is the value in the right image. The image is smoothly transitioned by weighting.
As shown in Fig. 6, the left image is before image fusion, and the right one is after
image fusion. Before image fusion, the stitching trace can be seen clearly.After image
fusion using position weighting algorithm, the stitching trace basically disappears
that means the success of image fusion.

3 Experimental Results and Analysis

Based on the parameters of the test platform and the requirement of a certain coin-
cidence area between the two images, 3 × 2 = 6 images were selected for splicing.
Before the images were taken, the optical axis of the camera was adjusted to be
perpendicular to the workbench, and the distance that the workbench need to move
before and after the two taken adjacent images was determined according to the field
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size of the camera and the size that the adjacent images need to be overlapped; then
adjusted the camera and lens manually. After the clear image with good contrast
could be taken, placed the calibration plate above the workpiece, took the calibration
plate image and completed the camera calibration. Finally, the upper left corner of
the worktable started to take pictures of the workpieces in blocks. According to the
image splicing sequence shown in Fig. 7, the splicing of panoramic images of the
large worktable for six images was completed.

Figure 8 shows the six images to be spliced, and Fig. 9 shows the final splicing
result. The splicing result is ideal, and the whole splicing process took 3.2 s in debug
mode.

As shown in Fig. 9, image correction was carried out for the spliced image. The
external and internal participants of the calibrated camera were used to convert the
image coordinate system to the world coordinate system. Five lines L1–L5 at the
junction of the spliced image are taken for accuracy verification. The results were as
in Table 1.

According to the calculation results, the error between the length of the line
segment in the coincidence area of the mosaic image and the actual length is less
than 2 mm, which meets the subsequent needs of the autonomous cutting visual
guidance processing.

Fig. 7 Splicing method

Fig. 8 Six original images to be spliced
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Fig. 9 Splicing result

Table 1 Image mosaic
accuracy verification (unit:
mm)

Line number Actual size Calculated size Error

L1 112.50 111.64 0.86

L2 117.51 118.68 1.17

L3 253.52 255.19 1.67

L4 137.90 139.29 1.39

L5 212.20 213.89 1.69

4 Conclusion

An image mosaic algorithm for large-scale workpiece cutting platform is proposed,
which uses ROI to limit the image-matching feature points in the region of interest;
use ORB algorithm to extract feature points, determine the main direction of feature
points, and describe the detected feature points; use RANSAC algorithm to combine
the plane homography matrix estimation method to eliminate the unmatched points
to optimize the matching point sets, and carry out image registration; Finally, the
position weighting algorithm is used to complete image fusion and realize image
splicing. The experimental results show that the accuracy of panorama obtained by
splicing meets the requirements of autonomous cutting vision guidance.
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