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Preface

A common driving force in the development of emerging memory technologies is
the urgency to overcome challenges faced by transistor-based memory and logic.
Semiconductor devices have to keep pace with the increasing demands for even
faster speeds, smaller footprint, and greater efficiency, while reducing the total
energy consumption. For integrated circuits to keep up with increasing transistor
density over the next few decades, novel approaches such as new transistor
architectures, 3D stacking, advanced lithography techniques, and new materials are
imperative. While these concerns are being tackled, it is also worth looking into
emerging, beyond-CMOS technologies. Even the International Roadmap for
Devices and Systems (IRDS) sees beyond-CMOS as a milestone in the evolution of
computing. Two very promising emerging memory technologies currently in high
industry demand are spintronic-based devices such as magnetic random-access
memory (MRAM), and resistive switching devices also known as resistive
random-access memory (RRAM).

In spintronic-based devices, the spin property of electrons is exploited alongside
its conventional charge property. The electronic spin that manifests as magnetiza-
tion can be used as memory elements for non-volatile information storage, such as
in commercially available MRAM, using magnetic tunnel junctions (MTJ). On the
other hand, RRAM devices utilize the intrinsic defects modulation of metal–insu-
lator–metal structures under an external electric field. The change in the structural
defects configuration results in significant alteration in conductance. RRAM devi-
ces have been implemented as both memory unit and computing element due to
their unique device dynamics and highly scalable architecture.

The dynamic response of spintronic and resistive switching devices continue to
be thoroughly investigated. With advanced material and device engineering, the
characteristics of these devices can be rigorously tuned to achieve functional
dynamics such as stochastic and deterministic behaviours. This aspect of the device
has an especially crucial role in the development of non-conventional computing
and neuromorphic engineering applications.
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This book is a timely resource that discusses the physics and applications of
spintronic and RRAM devices. The first part of the book mainly discusses spin-
tronic devices such as nano-oscillators, domain wall memory, nano-magnetic and
programmable logic, circuit design, as well as their applications in neuromorphic
engineering, while the second part of the book focuses on RRAM device physics
and array architectures, various device characterizations and modelling, its imple-
mentation as a synaptic device, and specific application on automatic sound clas-
sification. The content of the book covers the interdisciplinary area of device
physics, material science and engineering, circuit design, and neuromorphic engi-
neering. This book provides fundamental insight into emerging memory tech-
nologies, as well as comprehensive research findings, challenges, and prospects in
these areas. Thus, it can be used as a reference for scientists and engineers of
various backgrounds, who wish to gain understanding from the basics to the more
advanced aspect of the corresponding fields.

Singapore Wen Siang Lew
Gerard Joseph Lim

Putu Andhita Dananjaya
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Microwave Oscillators and Detectors
Based on Magnetic Tunnel Junctions

P. K. Muduli, Raghav Sharma, Dhananjay Tiwari, Naveen Sisodia,
Afshin Houshang, O. G. Heinonen, and Johan Åkerman

Abstract A nanopillar of a magnetic tunnel junction (MTJ) consisting of two mag-
netic layers (free and fixed) separated by an oxide barrier can be used as a microwave
generator, and also as a microwave detector, by using the concept of spin-transfer
torque. When the MTJ nanopillar is used as a microwave generator, the device is
known as a spin-torque nano-oscillator (STNO) and offers advantages of high out-
put power over metallic-based STNOs. We first discuss the bias dependence of spin
torque and, in particular, the field-like torque present in these devices.We then discuss
the mechanism governing linewidth broadening and show howmultimode excitation
and mode-hopping can affect the phase noise in these STNOs. The potential of these
oscillators for communication applications is discussed, with the focus on the syn-
chronization and modulation of the MTJ-STNOs with an external signal. Finally the
application of these devices as microwave detectors is discussed, and we concentrate
on approaches for enhancing their microwave sensitivity.

The original version of this chapter was revised: This chapter was revised with the missed out
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Fig. 1 a Schematic of the operation of a spin-torque nano-oscillator in a system consisting of a
ferromagnet/spacer/ferromagnet trilayer. b Schematic presentation of damping torque, in-plane spin
torque, TIP , and out-of-plane torque, TOPP on the local magnetization. c Schematic presentation of
resistance oscillations arising due to the spin-torque-induced magnetization precession, as a result
of the GMR or TMR effect

1 Introduction

The theoretical prediction of the spin-transfer torque (STT) effect in the year 1996
constituted a remarkable breakthrough in the development of spintronics. This predic-
tion made independently by Slonczewski [1] and Berger [2] after the 1988 discovery
of giantmagnetoresistance (GMR) [3, 4] and the first report of high tunnelingmagne-
toresistance (TMR) in room-temperaturemagnetic tunnel junctions (MTJ) in 1995 [5,
6]. STT made possible new methods of manipulating magnetization dynamics using
spin-polarized currents instead of magnetic fields, opening several opportunities for
the development of novel spintronics devices. The two most important types of STT
devices are (i) magnetic memories, such as magnetoresistive random-access mem-
ories (MRAM) [7, 8], and (ii) nanoscale microwave signal generators/detectors. In
this chapter, we will focus on the second application of STT. The reader may also
refer to reviews of STT-based MRAM and STNOs in Ref. [9–15].

The basic principle of operation of an STNO is illustrated in Fig. 1.When electrons
pass through the thick fixed magnetic layer, their spins become aligned with the
magnetization of this layer. When these spin-polarized electrons enter the free layer,
after passing through the non-magnetic/insulating barrier, they exert a torque on
the local magnetization of the free layer if current is sufficiently high, i.e. more
than some threshold value. It can lead to magnetization switching if the torque is
sufficiently large. Smaller torque values result in magnetization precession around
the effective magnetic field. In the general case, an STNO consists of a nanopillar
with a giantmagnetoresistance (GMR) or amagnetic tunnel junction (MTJ) structure.
The oscillation of the magnetization is detected as a microwave or radio frequency
(RF) voltage signal by virtue of either the GMR or TMR effect (Fig. 1c).

STNOs are particularly useful in wireless telecommunications, where they offer
several advantages over commercially used oscillators, such as yttrium iron gar-
net (YIG) tuned oscillators (YTOs), dielectric resonator oscillators (DROs) based
on YIG, and semiconductor-based voltage-controlled oscillators (VCOs). These
advantages include a very wide frequency tuning range [16–19], high modulation
rates [20–26], submicron footprints [27], and compatibility with standard comple-
mentarymetal oxide semiconductor processes [7, 8]. However, low output power and



Microwave Oscillators and Detectors Based … 5

high linewidth are the main limitations for commercialization of STNOs.MTJ-based
STNOs offer significantly greater output power than metallic GMR-based STNOs,
and have recently reached 10µW [28], in vortex basedMTJ oscillators, which meets
the requirements of commercial applications. However, the frequency of operation
of such vortex STNOs is around 300 MHz, and hence they do not take full advan-
tage of the wide-frequency tunability of STNOs, which can usually be tuned in the
1–65 GHz range [17]. STNOs have the capability to go beyond 200 GHz [29] with
conventional materials in high fields, and can even reach the terahertz range [30]
with the use of antiferromagnets.

MTJ nanopillars can also be used to rectify radio frequency (RF) signals through
spin-transfer torque [31–36]. With an RF current injected into an MTJ nanopil-
lar, a dc voltage develops over the device when the frequency of the RF current
is close to the eigenfrequency of the nanomagnet. Thus, an MTJ nanopillar can
act as a microwave detector, also known as spin-torque diode (STD). For applica-
tions, a high sensitivity—defined as the ratio of the voltage detected to the input RF
power—is required. Preliminary calculations predicted that optimized MTJs should
reach sensitivities exceeding 10,000 mV/mW [37]. With advances in the design
of the MTJs in terms of tunneling magnetoresistance (TMR) effect and voltage-
controlled magnetocrystalline anisotropy (VCMA) and with improvements in the
understanding of strong nonlinear effects such as stochastic resonance [38] and non-
linear resonance [35, 36], the sensitivity performance of STD has reached values as
high as 105 mV/mW, exceeding that of semiconductor Schottky diode detectors at
room temperature. These results open a path for the design of a new generation of
high-sensitivity microwave detectors for wireless power transfer, which can rectify
microwave power from different energy sources, such as satellite, sound, television,
and Wi-Fi signals. The resulting dc voltage could be used to operate low-powered
nanodevices [39].

2 Linear Spin Wave Modes in MTJ-Based Nanopillars

Spin waves can be excited by thermal excitations in MTJ nanopillars in the presence
of an external field. A frequency domain spectrum of the time-varying magnetization
in the MTJ will reveal that magnetic moments can oscillate at several different fre-
quencies. Each of these coexisting frequencies is called a frequency eigenmode. The
study of these modes gives an insight into the coherence of spin motion inside the
ferromagnet. Because the excited spin waves are contained mostly in the ferromag-
netic material and die out fast outside it, different spin wave modes are excited only
from the magnetic part of the nanopillars—i.e., the free layer and the fixed layer.
Moreover, as the fixed layer is pinned strongly in one particular direction due to
exchange bias, a very high field is usually required to excite spin waves in it. Figure 2
shows the field variation of the excited spin wave modes in an MTJ nanopillar as
reported in Ref. [40]. The MTJ investigated in [40] had a circular cross-section with
a diameter 240nm consisting of multilayers of IrMn (5)/CoFe (2.1)/Ru (0.81)/CoFe
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Fig. 2 Field-excited spin wave modes in an MTJ nanopillar. a Three different modes originating
from free and fixed layers at different applied external fields. Depending on the direction of the
applied field, the free and fixed layers can be aligned parallel (P state) or antiparallel (AP state) to
each other. Here, FLP1 and FLAP1 represent the free layer modes in the P and AP configurations,
respectively. RLAP1 represents the reference layer mode in the P state. b shows similar modes
obtained using simulations (open squares, triangles, diamonds, and circles). The crossover from
increasing frequency modes (<800 Oe) to decreasing frequency modes (>800 Oe) is qualitatively
and quantitatively reproduced in the simulations. c and d show the eigenmode distribution (the
amplitude of the magnetization oscillations) of the lowest frequency mode at applied fields of 400
Oe and 1000Oe. A dominant bulk-like mode in FL (RL) can be seen at 400 Oe (1000Oe). Reprinted
with permission from Muduli et al. [40] copyright (2011) by the American Physical society

(1)/CoFeB (1.5)/MgO(1)/CoFeB (3.5) (thicknesses in nm). The bottom CoFeB layer
is the pinned layer (PL), the composite CoFe/CoFeB represents the reference Layer
(RL), and the top CoFeB layer is the free layer (FL). All the layers are magne-
tized with the magnetization in-plane. The antiferromagnetic IrMn layer provides
exchange bias on the CoFe pinned layer (PL), which tends to keep its magnetiza-
tion direction in a fixed direction. The PL is strongly coupled antiferromagnetically
through 0.81nm thick Ru layer to the composite CoFe/CoFeB fixed layer, or refer-
ence layer (RL). This CoFe/Ru/CoFe/CoFeB structure is referred to as a synthetic
antiferromagnet (SAF), as its net magnetic moment is close to zero. In Fig. 2, we can
distinguish three regions in which three different behaviors of the eigenmodes are
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observed. The first region (I) corresponds to the positive field, 100 < Hext ≤ 800 Oe;
here the FL and RL magnetizations are in an antiparallel (AP) configuration. In this
region, the frequencies of the modes increase with an external field. These modes
correspond to free layer excitations, labeled FLAP. The second region (II) corre-
sponds to higher positive fields, Hext ≥ 800 Oe, where additional lower-frequency
modes appear with frequencies that decrease with Hext. These new modes are RL
modes. Finally, the third region (III) corresponds to the case of Hext < 100 Oe, with
the magnetization of the FL and RL in parallel (P) configuration, which is also an
FL mode, labeled FLP1.

By resolving thesemodes spatially, the region of theMTJ nanopillar that is excited
during oscillations at any particular mode can be extracted. It is observed that broadly
two kinds of spatial modes can be excited: (i) bulk modes and (ii) edge modes. With
bulkmodes, themagnetization in the bulk (central region) of the ferromagnetic mate-
rial moves in phase with each other and most of the output power (in the frequency
spectra) comes from this central region. The internal field is mostly homogeneous in
this region of the MTJ. In edge modes, the amplitude of magnetization oscillations
is significant mostly only around the edges, where the internal field is not homoge-
neous. Since spatial resolution of the frequencies is experimentally difficult, micro-
magnetic simulations utilizing the Landau–Lifshitz–Gilbert–Slonczewski (LLGS)
equation have been increasingly used for this purpose. The micromagnetic simula-
tion results shown in Fig. 2b reproduces the experimental spin wave modes in all
the three regions. In Fig. 2c, d, spatially resolved plots of bulk spin wave modes
from free (at 400 Oe) and fixed (at 1000 Oe) layers are shown using micromagnetic
simulations. Several factors, such as the lateral size of MTJ and the current-induced
Oersted field, have also been reported to influence spin wave generation [41–43].

3 Bias Dependence of In-Plane and Field-Like Torques

Zhang et al. [44] have pointed out that spin torque not only has the in-plane component
predicted by Slonczewski [1] and Berger [2], but also possesses a perpendicular com-
ponent. The in-plane torque (TIP) is also referred to simply as the spin-transfer torque
(STT), τ‖, while the perpendicular or out-of-plane torque (TOOP) is also referred to
as the field-like torque (FLT), τ⊥. The in-plane torque τ‖ lies in the plane defined by
the magnetization of the fixed layer Mfixed and the magnetization of the free layer
Mfree, while τ⊥ points out of the plane defined byMfixed andMfree, as shown in Fig. 1.
The FLT τ⊥ is small in metallic systems such as spin valves [45–47], but much
larger (∼ 40% of τ‖) in MTJs [48], where it significantly affects the magnetization
dynamics. In order to control the magnetization using spin-torque effects, the FLT
τ⊥ needs to be known and understood. However, the magnitude of this component
is both difficult to calculate [49–51] and to measure.

The magnetization dynamics of the free layer, including both these torques, can
be described by the Landau–Lifshitz–Gilbert–Slonczewski (LLGS) equation:
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dm̂

dt
= −γ [m̂ × Ĥeff ] + α

[
m̂ × dm̂

dt

]
+ γ

μ0MS
[aj(m̂ × (m̂ × p̂)) + bj(m̂ × p̂)]

(1)

where m̂ is the normalized magnetic moment (|m̂| = Mfree/Msat), γ is the gyromag-
netic ratio of the electron, Msat is the saturation magnetization, Ĥeff is the effective
external field, and p̂ is the direction of the fixed layer with φ as the angle between
free and fixed layer. The coefficients aj and bj represent the strengths of τ‖ and τ⊥
respectively. When current is injected into the free layer, depending on the current
direction, τ‖ will either support the damping or act opposite as an anti-damping
source. However, τ⊥ can simulate the action of the field on Mfree, which can also
modify the energy variations in the free layer magnetization.

Measuring the spin-torque magnitude and direction in MTJ-STNOs, especially
as a function of bias voltage, is crucial for both fundamental understanding and for
applications. However, this is not a trivial task, since these measurements are often
subject to experimental artifacts. Despite significant progress, there is controversy
about the bias dependence of τ‖ and τ⊥ inMTJ-STNOs,with results so far disagreeing
both qualitatively and quantitatively [32, 33, 52–55]. Theoretical works are also far
from conclusive, as both quadratic [49, 51] and linear dependence [56] of the τ⊥ on
bias voltage are predicted.

Sankey et al. [32] measured the perpendicular spin-torque component by fitting
the line shape of spin-torque ferromagnetic resonance (ST-FMR) to elliptical MgO
MTJs. ST-FMR is a common technique for measuring spin torque by applying an RF
current to the MTJs. They showed that the perpendicular spin torque is quadratic in
applied voltage, in good agreement with the first-principle calculations by Heileger
and Stiles [51]. Similar measurements have also been carried out on MgO MTJs

Fig. 3 Measured bias dependence of perpendicular torque showing quadratic behavior. a Magni-
tudes of perpendicular torquance (dτ⊥/dV ) determined from room temperature ST-FMRsignals for
three different values of applied magnetic field. Adapted by permission fromMacmillan Publishers
Ltd: (Nature Physics) Sankey et al. [32], copyright (2008). b The bias dependence of perpendic-
ular torque showing experimental and calculated results. Adapted by permission from Macmillan
Publishers Ltd: (Nature Physics) Kubota et al. [33], copyright (2008)



Microwave Oscillators and Detectors Based … 9

by Kubota et al. [57]. The results of Sankey et al. [32] and Kubota et al. [57] are
summarized in Fig. 3.

On the other hand, Petit et al. [52] measured the change in resonance frequency
as a function of bias current in circular Al2O3-based MTJs and concluded from the
observed changes that the τ⊥ is linearly proportional to the biasing current density,
and thus changes sign with bias voltage. This result was in qualitative agreement
with the measurement of Li et al. [50], who extracted the perpendicular torque by
measuring the switching current ofMgOMTJs, and by carefully accounting for heat-
ing effects due to the rather large current densities required for switching. However,
since themeasurements by Li et al. [50]were based on switching currents, the voltage
range used was necessarily higher, approximately 0.5 V–1.0 V, than those of Sankey
et al. [32] and Kubota et al. [57]. Measurements of the perpendicular spin-torque
effect in asymmetric MgOMTJs (where the fixed and free layers were not identical)
were carried out by Oh et al. [54]. The perpendicular spin torque τ⊥ was obtained
by fitting plots of the FL magnetic configuration relative to that of the fixed layer as
function of applied external field and bias voltage, and showed that there is a linear
term in the dependence of perpendicular spin-torque effective field on bias voltage,
in addition to a quadratic one, in agreement with theoretical predictions [58].

In Fig. 4, we summarize two recent experiments [40, 55] inwhich τ⊥ was obtained
from the measurement of resonance frequency. The resonance frequency depends on
τ⊥ as follows [52]:

dωr

dj
� −2αaj/j + bj/j (2)

Since α � 1, the FLT term bj has a pronounced effect on the resonance frequency
and shows a strong linear dependence on the bias, as shown in Fig. 4a, b. Both these
studies show that the perpendicular torque varies linearly with bias voltage (for a

Fig. 4 Measured resonance frequencies versus bias voltage in MgO-based MTJs from a Reprinted
with permission from Muduli et al.. [40] copyright (2011) by the American Physical society and
b Reprinted with permission from Heinonen et al. [55] Copyright (2010) by the American Physical
society. Both behaviors can be explained by a linear dependence of the perpendicular spin torque
on bias voltage



10 P. K. Muduli et al.

0 100 200 300 400 500

-0.006

0.000

0.006

0.012

0.018

Voltage (mV)

 MR = 73%
 MR = 67%
 MR = 60%

0 100 200 300 400 500

-0.020

-0.016

-0.012

-0.008

-0.004

0.000

Voltage (mV)

 MR = 73%
 MR = 67%
 MR = 60%

(a) (b) 

Fig. 5 Bias dependence of the (a) IP torkance, and (b) OOP torkance determined from the room
temperature FM-STFMR signals, for the three devices having different MR ratios. Reprinted from
Tiwari et al. [59], with the permission of AIP Publishing

certain range of bias voltages) even for nominally symmetric MTJs, and that any
quadratic term is negligible.

In a recent work by Tiwari et al. [59], bias dependence of spin torques in MgO-
based magnetic tunnel junction using a field-modulated spin torque ferromagnetic
resonancemeasurement technique is studied for three devices with tunnelingmagne-
toresistance (MR) of 60, 67, and 73%. The devices with lower MR ratio showed the
presence of multiple modes, which can be ascribed to asymmetric modes originating
from inhomogeneous magnetization precession in the FL due to non-uniform cur-
rents (arising, e.g., from pinholes), while the device with higher MR device (73%),
showed a single resonance mode. It is found that the quality of the barrier certainly
has an effect on the in-plane torkance, and larger MR means larger efficiency in
spin-symmetric injection, which should lead to larger in-plane spin transfer torque.

The bias dependence of in-plane (IP) and out-of-plane (OOP) torkance are shown
in Figs. 5a, b, respectively. Figure 5a shows that IP torkance depends strongly on
the bias voltage. The magnitude of STT is higher for higher MR device. However,
the OOP torkance is almost constant for all the devices, which implies a linear
dependence of OOP torque on the bias voltage, which is consistent with studies
performed in Ref. [40, 50, 52, 55] but inconsistent with other works [32, 57]. Also,
the magnitude of OOP torkance is two orders of magnitude below the magnitude of
IP torkance, in contrast from previous works [48, 60]. The OOP torkance also shows
a change of its sign at higher bias. They also observe this behavior in other low MR
devices (<65%) and it is because of the sign change of the antisymmetric amplitude
(Va) at higher bias. The origin of this behavior was attributed to second–order term in
the field-like torque which appears as a linear term in torkance. These results suggest
that bias dependence of torques depends on theMR ratio and this could be the reason
for reported different behaviors of torques as functions of bias voltage, especially
the field-like torque.



Microwave Oscillators and Detectors Based … 11

4 Auto-oscillations in MTJ Nanopillar

The term “auto-oscillatory phenomenon” refers to the generation of periodic signals
when the input signal is not periodic [61]. In case of STNOs, input in the form of dc
bias leads to a nonideal sinusoidal signal that is periodic in nature and which shows
some phase deviation. Here, the auto-oscillations in STNOs are because of the STT,
which provides sufficient energy for the local magnetization of the free layers and
acts opposite to the natural damping force. Slavin and Tiberkevich [14] provided
the general theoretical model of the auto-oscillations in STNO devices, which is a
generalized nonlinear auto-oscillator model:

dc

dt
+ iω (p)c + �+(p)c − �−(p, I)c = f (t) (3)

where c(t)defines the complex amplitude of the auto-oscillations characterized by the
resonant frequency, ω(p), power, p = |c|2, and phase, � = arg(c). The third term,
�+(p), defines the natural damping that in general describes energy dissipation. The
fourth term,�−(p), defines the source of energy pumped to the system that can coun-
teract the natural damping and cause the system to generate auto-oscillations. As this
is opposite to the natural damping, �−(p) is usually known as a negative damping
term. The nonlinearity in the auto-oscillation comes from the dependence of the
resonant frequency and of both damping terms on the auto-oscillation power [14,
62–69]. The term on the right hand side, f (t), describes the interaction of the STNO
with other sources or perturbations, such as thermal fluctuations. The resonant fre-
quency is power-dependent and under nonlinear dynamics can be described by:
ω(p) = ω0 + Np. Here, ω0 is the ferromagnetic resonance frequency and N is the
nonlinear frequency shift due to amplitude–phase coupling in the STNO, resulting in
a nonlinear contribution to the phase noise. The precessional motion in the STNOs,
especially the tuning of resonant frequency ω(p), depends on the applied current
and effective magnetic field. The applied current can directly influence the oscil-
lation power p and thus ω(p). The power dependence of ω(p) mainly comes from
the demagnetizing field, which is included in the Heff term of Eq. (1). However, the
main factor that can tune the ω(p) in a wide range is the externally applied magnetic
field Hext in the Heff term. An important feature of the auto-oscillatory regime is
the threshold nature of the auto-oscillation. According to Ref. [14], this threshold
current is theoretically given by

Ith = �g/σ. (4)

where �g represents the half-linewidth of the linear ferromagnetic resonance given
by �g = ω0αG , where ω0 is the ferromagnetic resonance frequency and αG is the
intrinsic Gilbert damping constant. The coefficient σ is given by:

σ = ε gμB

2eM0LS
, (5)
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Fig. 6 a Map of STNO power as a function of STNO frequency and dc current. b and c show the
spectra measured by the spectrum analyzer at dc currents of 4 mA (below threshold) and 7 mA
(above threshold), respectively

Here, ε is a dimensionless quantity that represents a spin-polarized efficiency, g is
the spectroscopic Landé factor, μB is the Bohr magneton, e is the electronic charge,
L is the thickness of the free layer, and S is the area of the current-carrying region
of the STNO. Equation (4) shows that threshold current required for the microwave
generation by the STT depends on the damping constant and the coefficient σ . These
factors depend on the material properties as well as the applied field. The free-
running auto-oscillation frequency ωp can be tuned by using both magnetic field and
dc current. Furthermore, the applied dc current can also control the STNO frequency
directly through the Oersted field in theHeff by altering the spatial variation [70, 71].

Figure 6 shows the example of spectra measured from an MTJ-based STNO.
Auto-oscillation is achieved at a current of 6.4 mA. At lower currents, low-power
thermally excited ferromagnetic resonance (TE-FMR) signals are seen due to the high
magnetoresistance (MR) of MTJ devices [53]. These signals are often not observed
for metallic-based devices. At low currents, the spectra can often contain multiple
modes [72], as shown in Fig. 6b for a current of 4 mA, which is below the auto-
oscillation threshold. Figure 6c shows a sharp peak due to auto-oscillations at a
current of 7 mA, which is above the threshold current of 6.4 mA.

5 Auto-oscillations in MTJ Hybrid Nanocontacts

MTJs are traditionally shaped into nanopillars in order to confine the current and force
it to go through the insulating barrier. Although nanopillar MTJs can generate much
highermicrowave power, they suffer from larger linewidths compared to nanocontact
structures [73–76]. The reason for that is attributed to the smaller effective volume
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of the nanopillar structure and also the in-homogeneous magnetization that arises
from the serrated edges of the nanopillars, which can lead to incoherent precession
of magnetization. To combine the low linewidths of nanocontact structures and high
output power of MTJs, a hybrid nanocontact structure has been proposed [77, 78].
A schematic of this type of hybrid device is shown in Fig. 7a, b. In these type of
devices, two modifications were implemented in order to force the current to go
through the insulating barrier. First, the MTJ cap layer is thinned down to minimize
the lateral current shunting as can be seen in Fig. 7b. Second, a MgO layer with a
low-resistance area (RA) product of 1.5 �μm2 was used to promote the tunneling
through the insulating barrier. As will be seen in the following, these devices show
a rich magneto-static and magneto-dynamic behaviour.

5.1 Magnetostatic Properties of Nanocontact MTJs

The complete layer sequence of the MTJ stack used for the study is: Ta(3)/CuN(30)/
Ta(5)/PtMn(20)/CoFe30(2)/Ru(0.85)/CoFe40B20(2)/CoFe30(0.5)/MgO/CoFe30(0.5)/
CoFe40B20(1.5)/Ta(3)/Ru(7), with thicknesses in nm. This stack has an in-plane easy
axis. Figure 7c shows the hysteresis loop of the above-mentioned stack with the mag-
netic field applied along the in-plane easy axis while the corresponding resistance of
an MTJ-STNO with a nominal diameter of dNC = 150 nm, is shown in Fig. 7d. The
MTJ-STNO device displays a 36% magnetoresistance and the field dependence of
the MTJ-STNO device and the unpatterned film stack shows a very good agreement.
This indicates that during the processing of theMTJ stack there wasminimal damage
to the film and more importantly, the free layer (FL) has remained intact. In Fig. 7c
the magnetic state of some of the key points in the hysteresis loop is demonstrated.
Decreasing the magnetic field from the fully saturated state (1), causes the reference
layer (RL) to gradually become antiparallel to FL. This is manifested with a substan-
tial increase in the resistance (R) of the MTJ-STNO, shown in Fig. 7d. Decreasing
the field even more from state 2 → 3, the FL and RL become parallel again and as
a result, R decreases as well. Further decreasing the field from 3 → 4, the pinned
layer (PL) slowly switches to be parallel to the RL, working against a strong antifer-
romagnetic coupling (AFC). Going from 5 → 6 → 1, The FL switches at low field
and RL switches at high fields to align with the applied field.

5.2 Magnetodynamic Properties of Nanocontact MTJs

To study the magnetodynamical behaviour of MTJ-STNOs, their power spectral
density was extracted as a function of magnetic field strength applied at θex = 85◦
for different drive currents. The results of such measurement are shown in Fig. 8.
At low currents (Idc = −5 & −6 mA), the strongest mode that can be detected is the
spin wave bullet [16, 76, 80], with a much lower frequency than the ferromagnetic
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Fig. 7 Schematic of the layer sequence and the current distribution in (a) a normal nanocontact
and (b) a hybrid nanocontact structure in which the cap layer is thinned down. c Hystersis loop of
the unpatterned MTJ stack with the field being applied along the in-plane easy axis. d Resistance
of a MTJ-STNO device with the field being applied along the in-plane easy axis yielding a mag-
netoresistance of 36%. Inset in (d) in the uniform FMR mode frequency (blue dots and the Kittel
fit (red line) to extract an effective magnetization of 1.41 T. Reprinted from Houshang et al. [79]
Copyright (2018) by Nature Communications

resonance frequency (fFMR, red dashed line). This mode eventually dies out atHex =
1.35 Twhere the self-localization of the bullet is no longer possible.We calculate the
internal angle of magnetization at this field from the following boundary conditions:

Hex cos θex = Hint cos θint, (6)

Hex sin θex = (Hint + Ms) sin θint. (7)

where, Hint and θint are the internal magnetic field and out-of-plane angle, respec-
tively. The internal angle is found to be θ crit

int = 60◦ and it is in a good agreement with
the theoretical predictions θ crit

int = 55◦ [81] Above the critical field, a weaker mode
can be seen having a frequency only slightly higher than fFMR which is consistent
with the ordinary Slonczewski propagating spin wave mode. Increasing the drive
current to Idc = −7 mA, a strong mode with a frequency well above fFMR starts to
appear. Further increasing the amount of current, a sharp jump to a mode with even
higher frequency is observed at about 1.6 T (Fig. 8d). At Idc = -9 mA and -10 mA,
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Fig. 8 Power spectral density of auto-oscillations as a function of appliedmagnetic field strength for
a Idc = −5mA, b Idc = −6mA, c Idc = −7mA, d Idc = −8mA, e Idc = −9mA, and f Idc = −10
mA. The FMR frequency (fFMR) and the SW bullet frequency (fSWB), are shown by red and pinck
dashed lines, and the second- (f 2ndPSW), and third-order (f 3rdPSW) Slonczewski modes are shown by
brown and green dashed lines, respectively. Reprinted from Houshang et al. [79] Copyright (2018)
by Nature Communications

the new mode dominates the high field region. These new high frequency modes can
be perfectly analyzed by the higher-order propagating SW modes put forward by
Slonczewski [82]. Slonczewski predicted that propagating SWs can assume a dis-
crete set of wave vectors rNCk � 1.2, 4.7, 7.7.... Using the free layer (CoFe/CoFeB)
exchange stiffness Aex = 23 × 10−12 J/m, and allowing for a reasonable lateral cur-
rent spread, one cat fit the high frequency modes accurately, by taking higher order
wave vectors into account. The experimental results together with the calculated SW
mode frequencies are shown in Fig. 8c–f. Furthermore, the need for higher currents
to excite these higher order modes are also in-line with Slonczewsiki’s expectations
[82]. The details of calculating the frequency of higher order modes, dependence of
Ms on Idc, and the role of azimuthal modes in addition to the radial ones considered
by Slonczewski, can be found in Ref. [79].

5.3 Mutual Synchronization of Nanocontact MTJs

Mutual synchronization of STNOs has been extensively studied in the literature [71,
83–85]. Here, the mutual synchronization of all three Slonczewski modes are exper-
imentally shown (Fig. 9), further demonstrating their propagating nature. Field and
current dependence of MTJ-STNOs with two NCs having 150nm nominal diameter
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Fig. 9 Mutual synchronization on the a first-, b second-, and c third-order Slonczewski modes for
a MTJ-STNO with two NCs having a nominal diameter of dNC = 150 nm and a center to center
spacing of 300nm. Reprinted from Houshang et al. [79] Copyright (2018) by Nature Communica-
tions

separated 300nm are shown in Fig. 9a–c. The behavior of the device as a function
of field at a constant drive current, is shown in Fig. 9a. At fields lower than 1.22
T, two distinct modes can be observed at high frequencies with a substantial noise
at low frequencies, indicative of a substantial interaction between the two modes.
By increasing the field, these two modes merge into one and at the same time, the
low-frequency noise disappears which is consistent with mutual synchronization. A
set of new devices with a thicker bottom electrode to sustain more current, were
used to study the synchronization behaviour as a function of drive current. As can
be seen in Fig. 9b, at 1.18 T, two fist order Slonczewski modes can be detected
at currents Idc < −13 mA. Increasing the amount of drive current, first one of the
NCs jump to second-order at about Idc = −13 mA and then the second NC at about
Idc = −17 mA after which the two modes merge and synchronize at about −18 mA.
Increasing the applied field to 1.45 T, the second order modes do not synchronize
at all while the third-order modes are synchronized. Therefore, it is possible to tune
the applied field and drive current so that synchronization is achieved for each of the
three Slonczewski modes.

Being able to generate high-order Slonczewskimodesmeans that one can generate
modes with much shorter wavelengths, in this 120nm and 74nm for the second-
and third-order modes. Having access to larger wavevectors also indicates that the
group velocity of these waves are also higher since the group velocity increases
with wavevector vgr � 4γAexk/Ms. This means not only SWs can travel much faster
but much further before they get damped out which has significant implications for
practical applications of magnonic devices.
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6 Generation Linewidth of MTJ-Based STNOs

The understanding of the origin of linewidth in STNOs is crucial for applications. In
the following, we will discuss the linewidth of single modes and multimode STNOs
in separate subsections.

6.1 Single-Mode Excitation

The linewidth, f of the single mode in STNO devices can be described by the
single-mode theory developed by Kim et al. [14, 67, 68].

According to this theory, f of a nonlinear oscillator is given by:

f = �g(1 − Idc
Ith

), for I << Ith (8)

= fL(1 + ν2), for I >> Ith (9)

where Idc is the dc bias current, and the nonlinear linewidth amplification is (1 +
ν2) = 1 +

(
p0N
�p

)2
, where N = dω

dp is the nonlinear frequency shift, and �p is the

power restoration rate (�−1
p is the correlation time of the power fluctuations); fL =

�g
kT

E(p0)
is the intrinsic thermal linewidth—i.e., the linewidth of a linear (ν = 0)

oscillator.Here,E(p0) is the total energyof the oscillator.Above threshold (Idc � Ith),
the nonlinear amplification of the linewidth is controlled by the ratio of the nonlinear
frequency shift N to the power restoration rate �p.

George et al. [69] successfully applied the single-mode theory to MTJ-based
STNOs. They showed that the nonlinear coefficient ν can be calculated from the
equation:

ANL = 1 +
(
Idc
�g

df

dIdc

)2

. (10)

Here, ANL is the nonlinear amplification equal to (1 + ν2). Figure 10 shows the
experimental observation of the linewidth below and above the threshold current of
1 mA. Above the threshold current, the linewidth is amplified by a factor of (1 + ν2)

due to nonlinear oscillations maintained by the STT.
The high power of MTJ-based STNOs allows direct measurement of the sig-

nal in the time-domain, which is not possible in low-power metallic-based STNOs.
Bianchini et al. [86] have shown that it is possible to directly measure the nonlin-
ear coefficient ν, as well as the linear linewidth, from time-domain data using the
following relation of the phase variance [66, 86]:

δφ2
R = 2ω0

[
(1 + ν2)t − ν2 1 − e−2�p

2�p

]
. (11)
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Fig. 10 Linewidth as a function of Idc for Hext = 110 Oe and T = 300 K. The right axis shows
the experimentally determined nonlinear amplification factor ANL with Idc as fitted by Eq. (10).
Reprinted from Georges et al. [69] Copyright (2009) by the American Physical Society

They derived �p from the auto-correlation function of power fluctuations using the
following expression [87]:

κP(τ ) = 〈δp(τ )δp(0)〉 = A(p0, �p)e
−2�p(τ ). (12)

Here, δp is the power fluctuations around the mean value p0 and A(p0, �p) is the
amplitude. The other way of measuring �p is given by Refs. [88, 89] from the
noise spectra. In particular, Ref. [88] estimates the nonlinear amplitude relaxation
frequency, fp = �p/π , from the crossover of the linear and nonlinear contributions
in the phase noise plot.

6.1.1 Temperature Dependence of Linewidth

The linewidth of the single mode in STNO devices, as discussed above, can be well
described by white noise generated primarily due to thermal noise. White noise is
a random noise whose intensity is independent of frequency. The thermal fluctua-
tions add a Gaussian noise to the STNO spectra, leading to a Lorentzian line shape.
This Gaussian white frequency noise exists in all electronic devices. The effect of
thermal fluctuations on the emission linewidth has been studied in MTJ-STNOs in
different experimental studies [69, 90, 91]. Reference [69] showed that intrinsic
noise is not dominated by thermal fluctuations but rather by chaotic dynamics of
the magnetic system induced by the spin-transfer torque. Sierra et al. [91] showed
a linear dependency of linewidth in nanopillar MTJ-STNOs in contrast to the result
shown by Ref. [69]. Sierra et al. showed that the emission linewidth (f ) strongly
depends on nonlinear parameters like ν and �p. For the nonlinear oscillator, where
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ν > 0, emission linewidth could be dependent on the temperature in different ways.
For the case of 2πf << �p, emission linewidth shows a linear dependency on the
temperature, whereas for the case of 2πf > �p, the emission linewidth increases
nonlinearly with the temperature in good agreement with theoretical predictions
[14, 66].

6.2 Multimode Excitation and Mode-Hopping

In the previous section, the analytic theory of linewidth generation was based on the
single auto-oscillatory mode. However, various studies have shown the presence of
multiple modes in STNO devices [43, 92, 93]. Figure 11 shows so-called Wigner
plots of instantaneous frequency of MTJ-based STNO for a duration of 20 ns. Clear
mode-hopping can be seen at ϕ = 220◦, where ϕ represents the angle between the free
and reference layer. The right-hand side column shows the autocorrelation function
of the power fluctuation. The decay of the autocorrelation function �(τ) is faster in
the case of ϕ = 220◦ because of mode hopping events and decoherence. For the case
of ϕ = 196◦, a single mode is observed and the decay of the autocorrelation function
�(τ) is slower. Detailed investigation into the bias current and field angle shows that
mode-hopping is minimized near the current threshold for the antiparallel alignment
of the free layer with the reference layer magnetization. Away from the antiparallel
alignment,mode hopping limits oscillator coherence. Furthermore, evidence ofmode
hopping [40, 72, 94], mode transitions [16, 95], and coexistence [70] has been
reported in STNOs.
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Fig. 11 Wigner distribution (first column) and normalized autocorrelation envelope of the dominant
mode (second column) at ϕ= (a), (b) 196◦, and (c), (d) 220◦ for Idc = 8mA andHext = 450Oe. Red
lines are exponential fits to the experimental autocorrelation envelope from the Eq. (12). Dashed
lines are the experimental data. Reprinted fromMuduli et al. [72] Copyright (2012) by the American
Physical Society
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There have been some recent works to extend the single-mode theory to multiple
modes [72, 96–99], which is necessary in order to explain experimental observations
of multi-mode system as well as of the generation linewidth of such systems. These
works draw on an analogy between equations describing STNO multimode genera-
tion with equations similar to those describing multimode ring lasers [100, 101] in
laser technology. The theory presented in Ref. [99] is a generalization of the single-
mode theory by Slavin and Tiberkevich [14] that includes contributions to nonlinear
frequency shift as well as to nonlinear damping and pumping frommode-interactions
mediated by exchange and magnetostatic coupling. An important part of the theory
in Ref. [99] is that coupling through a bath of thermally excited magnons leads to an
effective linear mode-coupling term. This is the term that leads to mode-hopping in
the presence of a stochastic force, and it also leads to temperature-driven effects, such
as temperature-induced switching from one resonant mode to another, as observed
by Muduli, Heinonen, and Åkerman [96]. If we consider a system with an in-plane
MTJ-STNOand a total current I perpendicular to the plane of themagnetic layers and
with two dominant modes 1 and 2 between which the system exhibits mode-hopping
while the other modes are thermally populated, one can derive equations for the slow
time-evolution of amplitudes A1(t) and A2(t). Here, “slow” means slow compared
to the typical nano-second or sub-nanosecond timescales of resonant modes of such
a system. As was shown in Ref. [99], the effective equations for the amplitudes of
the coupled modes are:

dA1(t)

dt
= −i

[
η1,1|A1|2 + η1,2|A2|2

]
A1 − �G,1

[
1 + P1,1|A1|2 + P1,2|A2|2

]
A1

+σ0I cosβ
[
1 − Q1,1|A1|2 − Q1,2|A2|2

] + R1,2(T )A2

dA2(t)

dt
= −i

[
η2,1|A1|2 + η2,2|A2|2

]
A2 − �G,2

[
1 + P2,1|A1|2 + P2,2|A2|2

]
A2

+σ0I cosβ
[
1 − Q2,1|A1|2 − Q2,2|A2|2

] + R2,1(T )A2. (13)

Here, σ0I is the effective field that arises because of STT, β is the angle between
the reference layer magnetization and an in-plane external magnetic field, and
�G,i = αωi, i = 1, 2, with ωi the linearized undamped frequency of eigenmode i.
The coefficients ηi,i are the usual non-linear frequency shift due to the power of
mode i, but now there are also off-diagonal non-linear frequency shifts ηi,j, i �= j, of
mode i due to the power of mode j. Similarly, the non-linear damping and pumping
now have off-diagonal contributions Qi,j and Pi,j, i �= j, to the dynamics of mode i
because of the power in mode j, in addition to the diagonal contributionsQi,i and Pi,i.
Note that while Q1,2 = Q2,1 it is not the case in general that P1,2 = P1,2. Finally, the
complex coefficients Ri,j(T ), with T the temperature, couple the amplitude of mode
j to the time-evolution of mode i. These are the couplings that arise from interactions
with the thermal bath of magnons. If the coefficients Ri,j are zero, the system may
exhibit single motion according to modes 1 or 2, or may exhibit mode coexistence.
Only if Ri,j are non-zero [100, 101], and in the presence of a stochastic force such
as thermal agitation, will the system exhibit mode-hopping.
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6.2.1 Impact of 1/f Frequency Noise on Linewidth

Keller et al. [75] showed an additional mechanism of linewidth broadening that arises
from the so-called1/f frequency noiseor color noise. Theyobtained a frequencynoise
spectrum spanning more than five decades of Fourier frequencies and showed that
the frequency noise spectrum is white at large Fourier frequencies and varies as 1/f
at small Fourier frequencies. They showed that 1/f frequency noise can causes both
broadening and a change in shape of the oscillator’s spectral line as the measurement
time increases. The 1/f frequency noise was observed in other types of STNOs [75,
102, 103] as well as in MTJ-based STNOs [88, 104].

In general, the STNO waveform is a nonideal sinusoidal waveform where instan-
taneous frequency/phase and amplitude varies as a function of time. Keller et al. [75,
102] measured the phase noise using the zero crossover method. The phase noise is
calculated from the power spectral density of the phase deviations, which is calcu-
lated using the equation, φtot = 2π f0t + φ(t) = nπ . Here, φtot is the total phase, f0
is the nominal frequency, and φ(t) is the phase deviation. Following this method, the
frequency noise can simply be calculated using the Fourier relation S2

ν = f 2S2
φ [88,

102]. Here, Sν is the frequency noise (power spectral density of instantaneous fre-
quency deviation) and Sφ is the phase noise (power spectral density of instantaneous
phase deviation). Figure 12 shows the frequency noise plots as a function of field
angle (ϕ) between the free and fixed layers and the dc bias current (Idc) in an MTJ-
based STNO. Note that the free and fixed layers are aligned antiparallel—that is,
ϕ = 180◦. The threshold current of the device is 6 mA for the chosenmagnetic field of
400 Oe. A strong single mode was observed for the case of Idc = 7 mA and ϕ = 196◦,
whereas for the other case, Idc = 7 mA and ϕ = 220◦, as many as 5 clear modes were
observed [72]. To quantify the 1/f frequency noise, a parameter known as transition
frequency (ft) [104] is defined as the point on the frequency noise plot at which 1/f
frequency noise transforms into white frequency noise. It can be seen from the above
threshold condition (Fig. 12a) that under mode-hopping conditions of ϕ = 220◦, ft
increases to 440 kHz. In the sub-threshold region (i.e., with Idc = 3 mA), where
thermal noise dominates, multiple modes have been observed and hence ft is higher.
In this case also, ft increases in the case of ϕ = 220◦, where again significant mode
hopping is observed (Fig. 12b). A significant increase in the linewidth was observed

Fig. 12 Comparison of frequency noise at ϕ = 196◦ and ϕ = 220◦ for a Idc = 7 mA and b Idc =
3 mA. The dashed lines show the transition frequency where 1/f frequency noise begins. The data
is similar to Ref. [104]
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for the case where 1/f frequency noise is high. Furthermore, it was shown that the
1/f frequency noise is significantly high due to mode-hopping. The line-shape fit-
ting shows a better fit with a Voigt line-shape compared to a Lorentzian line-shape.
This verifies both previous observations [75, 98] of change in the lineshape for 1/f
frequency noise. But, most importantly, it is established that mode-hopping can lead
to 1/f frequency noise.

6.2.2 Mode-Hopping Contributions to the Nonlinear STNO Generation
Linewidth

A single-mode STNO will exhibit a Lorentzian lineshape in the frequency domain.
If there is mode-hopping present, one would expect it to contribute to the linewidth
as mode-hopping events generally reduce the coherence of the motion. Based on the
mode-coupling theory in Refs. [72, 96, 97, 99], Iacocca et al. [98] investigated the
effect of mode-hopping on the nonlinear STNO generation linewidth. As one might
expect, mode-hopping events do indeed increase the generation linewidth. However,
multi-mode generation first of all fundamentally changes the generation line shape
to a Voigt line shape in general, but under certain circumstances, the line shape may
be reduced to a Lorentzian. Mode-hopping events can be described as a Poisson
process which provides a purely Lorentzian contribution to the line shape. At high
mode-hopping rates, mode-hopping contributions to the line width will dominate
and the line shape will then regain a Lorentzian character. The mode-hopping rate
can, in this case, be described by an Arrhenius distribution, and measurements of the
linewidth can provide direct estimates of the energy barrier that has to be overcome
by thermal fluctuations during mode-hopping events.

The analysis starts by directly calculating for a two-mode system the autocorre-
lation function K(t − t′) of the system, which is defined as

K(t − t′) = 〈[A1(t) + A2(t)]
[
A∗
1(t

′) + A∗
2(t

′)
]〉, (14)

where Ai(t) is the slow amplitude of mode i. By recognizing that individual mode-
hopping events occur on time-scales very much smaller than the time-scale of evo-
lution of Ai(t), mode-hopping events can then be added as a Poisson process with
a rate λ. After some lengthy calculations one can then show that the autocorrela-
tion function K(τ ), where τ = t − t′, in general contains three kinds of behavior
in τ . The first two are factors that are exponentials in −|τ | and −τ 2, respectively,
and arise from the coupled mode equations. The third factor is an exponential in
−λ|τ |, and it arises from the mode-hopping. In general, the line shape is then given
by a convolution of exponentials in |τ | with a Gaussian in τ , which is a Voigt line
shape. This was also confirmed by Iacocca et al. [98] by directly integrating the
coupled mode-equations in the presence of a thermal stochastic force, calculating
the auto-correlation function, and Fourier transforming it.

Close to a mode transition, the rate mode hopping events are observed to increase
dramatically, and the linewidth is then dominated bymode-hopping events.Measure-
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ments of the line width can then provide a direct measurement of the mode-hopping
rate λ. Under the assumption that mode-hopping events obey an Arrhenius distribu-
tion, the energy barrier E that must be overcome by thermal agitation in order to
produce a mode-hopping event can then be obtained from

E(Idc) = kBT log
fa
λ

. (15)

Here, we have indicated that the energy barrier δE(Idc) depends sensitively on the
dc current Idc; the frequency fa is an attempt frequency. kB is the Boltzmann constant
and T is the temperature. Using a simple assumption that the attempted frequency is
twice the relaxation frequency and be extractingE(Idc) from a singlemeasurement,
Iacocca et al. [98] obtained good quantitative and qualitative agreement between
theory and experiment [96] for the linewidth as a function of temperature.

7 Parametric Synchronization

Injection locking is a phenomenon in oscillatorswhere one oscillator can synchronize
with the other when operating at nearby frequencies. In case of STNOs, injection
locking [105–109] is useful in understanding the synchronization behavior of an
STNO to an external RF source. Furthermore, injection locking is useful for under-
standing themutual synchronization [71, 83–85, 110–112] ofmultiple STNO,which
is essential for improving the power of STNOs. In addition to injection locking, an
external RF source operating at a fraction or harmonic of the STNO eigenfrequency
can also synchronize the STNO. In particular, parametric synchronization [113–118],
inwhich the external RF source frequency (fe) is twice the STNOoperating frequency
(f0), allows the synchronization of an STNO without interference from the external
RF signal.

Parametric excitation is a related phenomena thatwas first reported byUrazhdin et
al. [113] in a nanocontact-based STNO at the very low temperature of 5 K. Urazhdin
et al. [113] applied amicrowave field via a separately fabricated strip line on top of the
STNO. They applied a frequency fe, equal to twice the resonance frequency f0 of the
STNO, and parametrically induced oscillations at a DC current below the oscillation
threshold. The first room-temperature measurement of parametric excitation was
performed by Bortolotti et al. [90] in vortex-based MTJ-STNOs using RF currents
instead of an RF magnetic field. In this work, the Oersted or orthoradial field due to
the RF current was used to parametrically excite the vortex gyration.

Both parametric excitation and parametric synchronization have been demon-
strated in MTJ-based STNOs in Ref. [117], as shown in Fig. 13. At a current of
Idc = 4 mA , well below the threshold current Ith = 6.3 mA, parametric excitation
was observed, while at a high current of Idc = 7 mA, parametric synchronization
was observed. In the case of parametric excitation, the total integrated power around
the STNO single mode increases, unlike in the case of injection locking, where the
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Fig. 13 Parametric synchronization and excitation of the MTJ-based STNO. a Spectrum of the
STNO frequency as a function of injected RF signal with a frequency fe for an injected RF current
of Ie = 2.6 mA and Idc = 7 mA showing parametric synchronization. b Variation of linewidth as a
function of Ie. c Excitation bandwidth as a function of the external signal strength Ie at Idc = 4 mA
(parametric excitation) and Idc = 7mA (parametric synchronization). The corresponding solid lines
for 4 mA and 7 mA are fits to Eqs. (16) and (17), respectively. Inset: Excitation threshold Ie,th as
a function of dc bias current. Reprinted from Dürrenfeld et al. [117], with the permission of AIP
Publishing

integrated power remain constant. This shows that thermally activated subthresh-
old oscillations can become coherent through parametric excitation. According to
Ref. [113, 117], the excitation bandwidth is given by:

ωe = 4
√
V 2I2e − �2

I (16)

Here, V is the coupling between the external source and the STNOand�I is the linear
damping parameter in the subthreshold bias current: �I = �o(1 − Idc/Ith). Figure 13
shows the excitation bandwidth calculated for the case of Idc = 4 mA. The threshold
RF current required to see any excitation bandwidth is Ie = 0.99 mA.

For the case of parametric synchronization at Idc = 7mA, the excitationbandwidth
is higher than in the case of Idc = 4 mA. The excitation bandwidth for the parametric
synchronization is given by [113, 117]:

ωe = 4
√
1 + ν2V Ie (17)

where, ν is the dimensionless nonlinearity coefficient. The above equation implies
that there is no thresholdmicrowave current requirement for parametric synchroniza-
tion. The solid red line in Fig. 13 is a fit of the above equation for Idc = 7 mA. The
good fit indicates a nearly zero threshold within the uncertainties of experimental
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data. The inset of Fig. 13 shows that the excitation threshold decreases in the sub-
threshold region and reaches zero at Idc = 7mA. In Ref. [117], it was also shown that
parametric synchronization favors single-mode oscillations in the case of multimode
excitation.

7.1 Time-Domain Stability of Parametric Synchronization

The thermal stability of any electronic device is a crucial issue. Although the syn-
thetic antiferromagnetic structure gives good thermal stability to STNO devices, the
magnetization dynamics of the free layer are in general affected by thermal agita-
tion, which can also affect parametric synchronization. The time-averaged spectrum
analyzer data cannot reveal the real-time dynamics of the signal generated by the
free layer precession. For this purpose, time-domain study is required. A study of the
effect of thermal noise is required to understand the coupling of STNOs in arrays.
George et al. [107] was the first to discuss and demonstrate the effects of thermal
Gaussian noise in injection-locked spin-valve-based STNO devices. According to
this work, thermal noise can weaken injection locking by affecting the range of lock-
ing bandwidth. On the other hand, in an another study based onmicromagnetic simu-
lation [119], injection-locked spin-valve-based STNOs were found to be quite stable
against thermal Gaussian noise. Recently, Lebrun et al. [120] described an experi-
mental time-domain study of fractional synchronization under different conditions:
fe ∼ f0/2, fe ∼ f0, and fe ∼ 2f0, revealing that the power required for phase noise
squeezing (where 1/f 2 phase noise is completely suppressed) is different for differ-
ent fractional synchronization conditions. In MTJ-STNO, a study of parametric syn-
chronization [117] revealed that the frequency domain STNO spectra show a random
unlocking at low microwave power, which can be attributed to thermal fluctuation.

A recent time-domain study of parametric synchronization [121] by the authors
of this chapter revealed random unlocking at low RF power due to thermally driven
frequency stability, while the frequency-domain data show the expected synchroniza-
tion of any STNO device. The instantaneous frequency calculated from the Hilbert
transform method reveals that the instantaneous frequency is not always inside the
locking bandwidth (32 MHz, shown by blue dotted line), as shown in Fig. 14a at
Prf = −11 dBm. At the high RF power value of −5 dBm, the instantaneous fre-
quency is inside the locking bandwidth (107 MHz, shown by red dotted line) for the
total time of 5 μsec, as shown in Fig. 14a. However, even at −5 dBm, frequency
fluctuations are present, resulting in a phase noise that exceeds the injected signal.
We only observe phase slips of π , which, according to Ref. [120], is a signature of
phase locking with an injected signal at frf = 2f0. These π phase slips still leads to
1/f 2 phase noise. To understand the random unlocking at low RF power, macrospin
simulations were performed by adding the thermal field toHeff by following Brown’s
approximation [122, 123]. The macrospin simulations reproduce the experimental
results and reveal that the random unlocking during synchronization is driven by
thermal fluctuations, as shown in Fig. 14b. Macrospin simulation further suggests
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Fig. 14 Experimentally measured instantaneous frequency fi of the synchronized signal at Prf =
−11 dBm (blue) and Prf = −5 dBm (red) at frf = 7.5 GHz. The blue and red dotted lines show the
locking bandwidths corresponding to Prf = −11 dBm and Prf = −5 dBm, respectively. b Simu-
lated instantaneous frequency for the locked signal at T = 0 K and 300K at frf = 9.5 GHz. The
black dotted line show the locking bandwidth

that increasing RF power can lead to a complete suppression of 1/f 2 phase noise,
where not even π phase slips exists and results in a constant phase (i.e., STNO phase
follows an injected signal phase: a condition of perfect phase synchronization) with
a complete suppression of phase noise. Macrospin simulations suggest that a lower
temperature and a higher positive field-like torque both reduce the threshold RF
power required for phase noise squeezing under parametric synchronization.

8 Modulation of MTJ-Based STNOs

For communication applications, standard modulation techniques will have to be
applied to STNOs to test their suitability for communicating information. Differ-
ent modulation schemes, such as frequency modulation (FM) [20, 22, 26, 124],
amplitude shift keying (ASK) modulation, on–off keying (OOK) modulation [125–
127], and frequency shift keying (FSK) modulation [128], have been demonstrated
in STNOs for communication applications.

The most explored modulation technique is frequency modulation. In frequency
modulation, the high frequency carrier signal (STNO frequency) is modified by a
low frequency information signal. The frequency and amplitude of the STNOdepend
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nonlinearly on the dc bias current. Due to this nonlinearity, the fundamental models
describing linear frequency modulation fail to describe the modulation behavior. In
2005, nonlinear frequency modulation (NFM) was reported by Pufall et al. [20] for a
nanocontact-based STNO. To fit their experimental power of carrier and sidebands,
the NFM method was implemented. In 2010, Muduli et al. [22] showed that the
nonlinear frequency and amplitude modulation (NFAM) [22–24, 129, 130] theory
is the most appropriate model for explaining the modulation of STNOs. The NFAM
model was required to explain two main experimental observations: (1) unequal
sideband amplitudes around the carrier spectrum and (2) shifts in the frequency
of the carrier spectrum with the increase in the modulation current. Pogoryelov et
al. [25] showed the validity of theNFAMmodel on apair of synchronizednanocontact
STNOs.

With regard to the modulation of MTJ-based STNOs, Martin et al. [124] first
reported modulation of MTJ-vortex-based STNO devices. They also applied the
NFMmodel to their experimental data and showed that the characteristic time of the
vortex dynamics must be taken into account to explain the modulation data. This is
because the modulation period approaches the transient time.

8.1 Single Sideband Modulation of MTJ-Based STNO

Recently, Sharma et al. [131] have demonstrated the phenomenon of single sideband
(SSB)modulation inMTJ-based STNOs, as shown in Fig. 15. Figure 15a, b shows the
experimental observation of the SSB over a broad range of modulation frequencies,
fm = 100–500 MHz at modulation current, Im = 1 mA, and over a broad range of
modulation currents of Im = 0–1.5 mA at a modulation frequency of fm = 500 MHz,

Fig. 15 Single sideband modulation of MTJ-based STNOs. aMap of power versus frequency and
modulation frequency at Im = 1.5 mA and Idc = 4.6 mA and bmap of power versus frequency and
modulation current at fm = 500 MHz at Idc = 4.6 mA
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respectively. The figure shows only the presence of a lower sideband; the upper side-
band is completely suppressed. This phenomenon of a carrier with one sideband is
known as single sideband (SSB) modulation and is a result of the strong nonlinear
variation of frequency and amplitude with bias current in MTJ-STNOs. The perfor-
mance of the STNOs as an SSB generator can be tuned with operating parameters
such as in-plane field angle [132] as well as with the field-like torque term present in
MTJ-based devices [131]. The in-plane field angle changes the frequency tunability
with bias current and thus the SSB onset frequency and carrier power for the SSB
transmission [132]. The field-like term also affects the frequency tunability with the
bias current [40, 52, 55]. The observation of lower single side band (LSSB) in the
experimental results of Ref. [131] indicates the presence of smaller field-like torque,
which is consistent with other works on similar devices [40, 133].

Transmission through SSB generation is particularly advantageous for wireless
communication since: (1) less transmission power is required as only one sideband,
carrying the same information as the other one, will be transmitted; (2) there is less
utilization of the available spectrum in comparison with double sideband (DSB)
transmission; (3) there is less selective fading or interference with other signals. Fur-
thermore, SSB generation through MTJ-based STNO devices has an edge over the
existing technology for SSB generation, due to its compact size and fast modula-
tion rate. The traditional method of generating SSB using, for example, a Hartley
modulator [134] or a Weaver modulator [135], requires a number of components for
SSB generation that makes the overall set-up a little bulky. However, STNO uses a
single device for the carrier and sideband generation due to its nonlinearity and is
suitable for chip technology, due to its compatibility with commercialized CMOS
technology.

8.2 Modulation of Parametric Synchronized MTJ-STNOs

Most often, parametric synchronization and modulation are studied in MTJ-STNOs
as a separate study tounderstand the effect of the external perturbationof theRFsignal
on the magnetization dynamics. Recently, an effort has been made to understand the
modulation in a parametrically synchronizedSTNOinRef. [136], as shown inFig. 16.
The major motivation for this study was to take advantage of the high power and low
linewidth due to parametric synchronization and then to determine the data rate of
the synchronized state.

For modulation of the parametrically synchronized STNO, in addition to dc cur-
rent, two additional RF signals were superimposed. The first RF signal was injected
at twice the frequency of the STNO and serves as the signal for parametric synchro-
nization, while the second RF signal with a frequency range of fmod = 50 MHz–
500 MHz was used for modulation. The synchronization was found to break below
funlock ∼170 MHz, as shown in Fig. 16a. Figure 16b shows that macrospin simula-
tion performed under similar bias conditions also exhibit similar unlocking behavior.
The value of funlock increases with the increase in amplitude of the modulation cur-
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rent, Imod . The phenomena is described as a non-resonant unlocking mechanism.
The mechanism responsible behind this phenomena can be explained by an analytic
model that shows the phase dynamics of the STNO under the effect of two compet-
ing processes—namely, parametric synchronization andmodulation. Themodulation
source changes the synchronized phase (φ0), shifting it to a new value of φ1. At
themaximummodulating amplitude,φ0 reachesφmax, at which the STNO cannot
lock anymore as φ0 > π . A linear relationship thus exists between funlock and the
modulation amplitude. The maximum phase difference can be calculated by [136,
137]:

fmax = 2ν�p�−(p0)
Imod
IDC

1

2

√
4�2

p + f 2mod

(18)

At the unlocking condition—that is, at fmod = funlock , the experimental data for funlock
versus modulation strength in Fig. 16c can be fitted with the above Eq. (18) by
assumingfmax to be equal to the excitation bandwidth. Thus the unlocking observed
in Ref. [136] can be identified as the nonresonant mechanism [138].

Fig. 16 Modulation of a locked STNO. a Experimental and b simulated spectra of the synchronized
STNO versus fmod at a modulation current of Imod = 0.99 mA. c The relation between funlock and
Imod/IDC shows an increase with Imod for both experiments and numerical macrospin simulations.
The solid lines are fits to the data according to Eq. (18). Reprinted from Dürrenfeld et al. [136],
with the permission of AIP Publishing
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9 MTJ-Based Microwave Detector

Microwave or radio frequency (RF) detectors can be realized when the dc input is
replaced by a microwave current in an MTJ-based STNO. The microwave detection
in an MTJ nanopillar is a result of the giant TMR and magnetization dynamics
induced by the spin-transfer torque. In the case of a RF current Irf = I sin(2π fet)
with frequency fe close to the resonance frequency of the STNO, a large dc voltage is
produced by the microwave current mixing with the signal generated by the dynamic
response of the STNO in a phenomenon called the spin-torque diode effect [31]. The
experimental set-up of the spin-torque diode effect used by Tulapurkar et. al. [31] is
shown in Fig. 17a. The rectified voltage generated by the device in response to the
alternating current is shown in Fig. 17b. The microwave detector sensitivity of the
tunnel junction, which is defined as the ratio of the detected voltage to the input RF
power, is important for applications. In the very first work by Tulapurkar et. al. [31]
a sensitivity of 1.4 mV/mWwas obtained, which is too small for applications. Later,
Wang et al. [37] reported higher sensitivity of 54 mV/mW, and predicted even higher
values of 10,000 mV/mW.

A report by Gui et al. [139] shows that even in the absence of any external applied
magnetic field, an MTJ can produce a significant direct voltage under microwave
radiation at frequencies far from the ferromagnetic resonance condition. However,
we will not focus on this type of detector; interested reader may refer to the review
article by Hemour et al. [140].

Fig. 17 Experimental demonstration of the spin-torque diode effect by Tulapurkar et al. [31] a
Schematic diagram of the experimental set-up and cross-sectional view of the magnetic tunnel
junction (MTJ) device. The thicknesses of various layers of the device in nanometers are given in
brackets. A microwave current and a direct current are applied simultaneously through a bias-tee to
an MTJ, which excites the free-layer magnetization and causes resistance oscillations at the driving
frequency of the microwave current. b The dc voltage generated by the device in response to the
alternating current. The dc voltage is plotted as a function of the frequency. Adapted by permission
from Macmillan Publishers Ltd: (Nature) Tulapurkar et al. [31], copyright (2005)
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Fig. 18 a Schematic of the setup used for the fieldmodulation spin-torque ferromagnetic resonance
technique b Comparison of current and field-modulated spectra measured via the spin-torque diode
effect using spin-torque ferromagnetic resonance at Hext = 400 Oe

Froman experimental point of view, twomodulation techniques—namely,RF cur-
rent modulation [31–33] and field modulation [133, 141]—are used for the detection
of rectified voltage. In the RF current modulation scheme, a modulating microwave
current is supplied to the STNO and the rectified voltage is obtained across a lock-in
amplifier. The detected resonant spectra may, however, be dominated by frequency-
dependent nonmagnetic background oscillations. These oscillations are due to the
frequency-dependent variation of Irf in the transmission line, which arise from
impedance mismatch. To suppress these oscillations, the field modulation technique
is useful [133]. In this technique, the static magnetic field is modulated with a small
ac field (∼5 to 10 Oe) produced by a pair of Helmholtz coils. These coils are sup-
plied with an ac current at a reference frequency from a lock-in amplifier, which also
measures the spin-torque diode voltage. An RF current Irf and a direct current Idc are
applied simultaneously through a bias-tee to the STNO, which excites the free layer
magnetization and causes resistance oscillations. The schematic for field modulation
technique is shown in Fig. 18a. The oscillating frequencies and processional modes
in both modulation schemes (current and field) are close, but vary in peak to peak
voltages Vpp with the applied external magnetic field. The field modulation method
offers better signal-to-noise ratio as well as a higher sensitivity (see Fig. 18b).

In the following, we will discuss approaches to improving the sensitivity of the
MTJ based microwave detector.
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9.1 Approaches to Enhance the Sensitivity of Microwave
Detection

9.1.1 Enhancement of Sensitivity Using Parametric Synchronization

Parametric synchronization, as discussed in Sect. 7, can be used to efficiently enhance
the signal sensitivity of an MTJ-based radio frequency STNO [133]. The synchro-
nization increases the signal sensitivity at 2f0, where f0 is the eigen frequency of the
free-running STNO. This happens when the frequency of the external microwave
signal (fe) is close to twice the eigen frequency f0 of the STNO [133]. Figure 19a
shows the spin-torque diode voltage signal obtained at an injected frequency of fe
∼ 9 GHz, which is twice the resonance frequency of the STNO, f0 ∼ 4.5 GHz. The
signal at∼ 9 GHz increases with dc current Idc, and exceeds the amplitude of the sig-
nal at ∼4.5 GHz for a current of 7 mA. The threshold current Ith for auto-oscillation
is around 6.4 mA [40, 72, 96]. Hence, the sensitivity at 2f0 becomes higher than at f0
only above the threshold of the auto-oscillations. Figure 19b, c shows the macrospin
simulated behavior of the STNO below and above the threshold, respectively. Para-
metric synchronization happens above the threshold, as shown in Fig. 19c, and this
enhances the microwave sensitivity. The advantage of this approach is that the fre-
quency of detection is twice that of the eigen frequency of the STNO, and hence the
technique also offers higher operation frequencies.

Fig. 19 Enhancement of sensitivity using parametric synchronization. a FM-STFMR spectra mea-
sured at varying dc biases at Hext = 400 Oe and an injected RF power of Pe = −10 dBm. b and
c Macrospin simulated spectra of the STNO as a function of frf at Hext = 400 Oe for Idc = 2 mA
and 7 mA, respectively
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Fig. 20 aRFdetection voltage (Vdetect) as a function of theRF input frequency under various dc bias
currents (Idc). The radio frequency detection sensitivity of 12,000 mV/mW is achievable at room
temperature. Adapted by permission from Macmillan Publishers Ltd: (Nature Materials) Miwa et
al. [35], copyright (2013). b, c shows the rectified voltage observed for the core expulsion and
spin-torque diode measurements taken at 6 and 0 mA, respectively, for Irf = 0.2 mA. The maximum
effective sensitivity observed is as large as 80,000 mV/mW [143]. Adapted by permission from
Macmillan Publishers Ltd: (Nature Nanotechnology) Jekins et al. [144], copyright (2016)

9.1.2 Enhancement of Sensitivity Using Nonlinear FMR

Miwa et al. [35] showed a much greater microwave detection sensitivity of 12,000
mV/mW at room temperature, which exceeds that of the commercial semiconduc-
tor diode detectors (3800 mV/mW). The results of Miwa et al. [35] are shown in
Fig. 20a. They showed that sensitivity increases significantly when dc bias currents
are applied to an MTJ. This high sensitivity has been explained on the basis of
nonlinear FMR [142]. In the nonlinear FMR process, the center of the precession
orbit is energy-dependent because of the higher-order nonlinear terms. This causes
a change in the relative angle between the free-layer magnetization and the pinned-
layer magnetization and, consequently, a change in the dc resistance, leading to
higher sensitivity. However, the frequency of operation was limited to 1–2 GHz.

9.1.3 Enhancement of Sensitivity Using Vortex Expulsion

Jenkins et al. [144] reported a significant enhancement in the sensitivity of a vortex-
based MTJ-based STNOs using the phenomenon of resonant expulsion of the vortex
core. This method is shown in Fig. 20b; it produces a large, sharp change in the
resistance, associated with the difference in magnetoresistance between the vortex
ground state and the final C-state magnetization configuration. Sensitivities as high
as 40,000 mV/mWwere reported by Tsunegi et al. [143], which were later improved
to 80,000 mV/mW (Fig. 20c). A proof of concept for simultaneous detection of
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multiple RF signals was also shown using these detectors [145]. The advantage of
this technique is that the generated voltage signal is independent of the input RF
power. However, the technique does not work for low RF power, and a threshold
RF power is needed for the detection. The frequency of operation (<500 MHz) of
the detector is also significantly lower than that of standard in-plane magnetized
MTJ-based detectors.

9.1.4 Enhancement of Sensitivity Using Voltage Controlled Magnetic
Anisotropy

MTJs with large perpendicular magnetic anisotropy (PMA) often show a change in
the anisotropy value when a bias (or electric field) is applied across the device [146,
147]. This electric field induces certain interfacial magnetoelectric effects that affect
the availability of electronic states for different spin orientations [148]. The resulting
imbalance leads to a change in out-of-plane anisotropy. This effect, called voltage-
controlled magnetic anisotropy (VCMA), has been shown to have uses in several
applications, such as magnetization switching [12, 149–152] and phase noise reduc-
tion [153]. VCMA is also shown to excite voltage induced FMR dynamics at radio
frequencies (GHz) [34, 36, 154–156].

In 2012, Nozaki et al. [154] reported the possibility to excite ferromagnetic res-
onance by using VCMA in FeCo monolayers. Zhu et al. [34] later reported that the
inclusion of VCMA in exciting FMR dynamics leads to an extra antisymmetric term
in the STFMR spectra, which increases the RF sensitivity. Figure 21a shows the
calculated STFMR spectra of an MTJ including only VCMA for two different field
directions. The calculation is done using macrospin simulations by neglecting the

Fig. 21 a Calculated STFMR spectra generated by resistance oscillations due to the effect of
VCMA. The opposite signs of the antisymmetric component at the 0◦ (Hx > 0) and 180◦ (Hx < 0)
field directions (w.r.t. the fixed layer polarization) are a signature of VCMA. b Experimental result
showing an increase in sensitivity of ∼ 39% with the inclusion of VCMA effect. Reprinted from
Zhu et al. [34] Copyright (2012) by the American Physical Society
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Fig. 22 a Bias dependence of peak-to-peak voltage in FMR spectra at 2GHz and 5 GHz. An
increase in the detected homodyne voltage can be seen at both polarities of the applied bias. b
Shows a linear increase in the peak-to-peak homodyne voltage with increasing RF power under
different bias conditions. A linear variation is maintained even for very high power values, which is
not possible using spin-torque effects where the free layer is destabilized at high currents. Reprinted
from Shiota et al. [157], with the permission of AIP Publishing

spin torque (both in-plane and field-like torque) in the LLGS equation, but including
VCMA. The effects of STT on the spectra are neglected here, assuming a very high
resistance area (RA) product, due to which only a small quantity of current flows
through the device. According to Zhu et al. [34], a sensitivity of 440 mV/mW was
achieved with a 40 Oe external field using VCMA, which is 39%more than the value
obtained without using VCMA at zero field (Fig. 21b).

A voltage-induced FMR study was conducted by Shiota et al. [157] to analyze
the effect of bias and input power on the RF sensitivity. This study highlighted the
advantages of using the voltage-induced FMR technique, as opposed to the standard
STFMR technique which is based on STT. The study reports an improvement in
the peak-to-peak voltage with applied bias in both polarities (Fig. 22a). Applying
higher RF power also increases the magnitude of the detected peak-to-peak voltage
(Fig. 22b). The increase in peak-to-peak homodyne detected voltage was found to
be linear, even at very high power values (300 μW). This result is in stark contrast
to those of studies based on the STFMR technique, where the linear increase is seen
only at low powers since, at higher input powers, the current destabilizes the free
layer. Moreover, more than 30 mV peak-to-peak output voltage was obtained using
this method—ten times the value reported by Miwa et al. [35] using the STFMR
technique. The highest input current that could be injected was also 3 times higher.
However, it should be noted that themaximum sensitivity achievedwas 300mV/mW,
which is much less than the value obtained by Miwa et al. (12000 mV/mW) [35].
However, recent studies have [158, 159] shown that further optimization of sensitivity
is possible by tuning the external field angle which changes the contribution of STT
(symmetric) and VCMA (symmetric as well as anti-symmetric) terms in the STFMR
spectrum.
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Fig. 23 a and b show the dependence of sensitivity and quality factor, respectively, on the uniaxial
anisotropy of the free layer. Sensitivity varies by several orders of magnitude near the region
where the in-plane to out-of-plane transition takes place (dotted line). This happens due to the
large precession angle of the magnetic spins. The quality factor deteriorates in this region owing
to an increase in effective damping and exchange energy. Reprinted from Frankowski et al. [160],
with permission from Elsevier. c shows the enhancement in sensitivity using injection locking. The
voltage signal generated as a function of the microwave frequency is shown under various dc bias
currents (Idc). Adapted by permission from Macmillan Publishers Ltd: (Nature Communication)
Fang et al. [36], copyright (2016)

Frankowski et al. [160], in a study of VCMA-basedMTJs, showed that sensitivity
on the order of tens of thousands of mV/mW is attainable. Using micromagnetic
simulations, the dependence of the sensitivity on the uniaxial anisotropy constant
was studied. They showed that, near the region where the transition from in-plane
configuration to out-of-plane configuration takes place, the sensitivity changes by
several orders of magnitude (Fig. 23a). The reason for this behavior was attributed to
the decrease in effective anisotropy near the transition region, which leads to large-
angle magnetic precession. Resistance oscillations, which depend on the relative
angle between the free and fixed layer, also become very large in this case. Such
large resistance oscillations lead to an increase in RF sensitivity. Figure 23b shows
the variation in the quality factor with the anisotropy energy. The quality factor
is defined as the ratio of the eigenmode frequency (f ) and the linewidth (f0). A
decrease in quality factor was seen near the transition region. This was explained
by the increase in effective damping and the high exchange energy in the transition
regime. In an another experiment on microwave detection using VCMA, Fang et
al. [36] also managed to achieve a very large sensitivity of 75,400 mV/mW at zero
applied field by exploiting the phenomena of injection locking (Fig. 23c). In this case,
the driving AC signal locks to the resonant eigenmode of the device and produces
a large rectified voltage. Note that the locking happens only over a narrow range of
injected dc bias. Using the same method of injection locking, Zhang et al. [161] later
improved these sensitivity values to over 2 × 105 mV/mW by optimizing various
parameters in MTJ device fabrication.

It is also possible to achieve parametric synchronization as discussed in Sect. 9.1.1
in perpendicular MTJs having VCMA. Sisodia et al. [162] showed that by applying
an in-plane external field and optimizing the DC bias, an enhancement in sensitivity
can be achieved similar to injection locking. Figure 24a shows the STFMR spectra
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Fig. 24 a Simulated STFMR spectra accounting for the VCMA effect for an in-plane external
field, H = −1000 Oe, Idc = 0.2 mA and Prf = −42 dBm. The obtained sensitivity is of the order
of 105 mV/mW. The inset shows the clamshell trajectory at the two extreme points in the STFMR
spectra. b shows the excited frequency of the MTJ as a function of the driving RF signal clearly
showing parametric synchronization in the shaded region with a locking bandwidth, fbw. Reprinted
from Sisodia et al. [162], with permission from AIP Publishing

for a perpendicular MTJ with VCMA at an external in-plane field of H = −1000 Oe.
The applied dc bias of Idc = 0.2 mA is above the threshold dc bias (Ith = 0.13 mA)
for auto-oscillations which is a necessary requirement for this method. The injected
power is −42 dBm. Figure 24b shows the parametric synchronization, where the
excited frequency is exactly half of the driving frequency in a certain bandwidth
(fbw). Using parametric synchronization, along with an increase in sensitivity, the
detection frequency is also enhanced since the RF signal being detected is close to
2f0. Numerical simulations predict that the sensitivity values in this case will also
be of the order of 105 mV/mW with comparably much higher detection frequencies
(4–6 GHz).

The values of sensitivity and detection frequency obtained by the above discussed
methods are summarized in Table 1. These results suggests that VCMA together with
parametric synchronization offer best combination of high RF sensitivity as well as
high detection frequency.

10 Spin Hall Nano-oscillators

In 1999, Hirsch revisited [164] a different phenomenon, the so-called spin Hall effect
(SHE), first described by D’yakonov and Perel’ in 1971 [165, 166]. The SHE can
produce a pure spin current in a direction perpendicular to a charge current [167,
168], which can, in turn, exert substantial STT on an adjacent magnetic layer. It
is thus possible to use the SHE in a nonmagnetic metal to achieve, in principle,
all the STT-related functions-such as magnetic switching [169, 170] and driven
magnetization precession [171, 172] that previously required a separate magnetic
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Table 1 Summary of sensitivity and detection frequency values from literature

Study Geometry Technique Sensitivity
(mV/mW)

Frequency
(GHz)

Tulapurkar et al. [31] ip-MTJ STT 0.4 5–10

Tiwari et al. [133] ip-MTJ STT+PS 16 8–9

Jenkins et al. [163] ip-MTJ Vortex
Expulsion

40,000 ∼ 0.1–0.2

Tsunegi et al. [143] ip-MTJ Vortex
Expulsion

80,000 ∼ 0.45

Zhu et al. [34] p-MTJ VCMA+STT 440 ∼1.1

Shiota et al. [157] p-MTJ VCMA+nl-
FMR

300 2

Frankowski et al. [160] p-MTJ VCMA >104 ∼1

Miwa et al. [35] p-MTJ VCMA+nl-
FMR

12,000 1.5–2

Fang et al. [36] p-MTJ VCMA+IL 75,400 1–1.4

Zhang et al. [161] p-MTJ VCMA+IL 2.1 × 105 ∼1

Sisodia et al. [162] p-MTJ VCMA+PS > 105 4–6

ip-MTJ in-planemagnetic tunnel junction; p-MTJ perpendicularmagnetic tunnel junction; STT spin
transfer torque; PS parametric synchronization; VCMA voltage controlled magnetic anisotropy; nl-
FMR non-linear ferromagnetic resonance; IL injection locking

layer to spin-polarize the charge current. With the recent emergence of the spin Hall
effect, a new type of spintronic oscillator, the SHNO, has been developed [172]. This
provides a new route for the development of microwave andmagnonic devices [173].
SHNOs exhibit several advantages over STNOs, including easier nano-fabrication
[174–176], lower threshold current, direct optical access to the magnetodynamically
active area [177–179], smaller and voltage tunable radiation losses [180, 181], and
suppressed nonlinear damping process [173]. While the linewidth of single SHNOs
is of the same order as that of STNOs, and their output power is currently lower
than that of STNOs, they can be mutually synchronized in both long chains and
large two-dimensional arrays, such that record high signal quality factors of 170,000
can be achieved [182, 183]. SHNOs hence offer an opportunity to implement novel
nanoscale microwave sources and emitters for wireless communications, nonlinear
frequency modulation, and magnonics applications [184–186]. For further details of
SHNO developments, issues, challenges, and application, we refer the reader to a
recent review article [15].

11 Summary and Outlook

In summary, MTJ-based STNOs are detectors continue to hold promise for applica-
tions, due to their high microwave power output and higher frequency tunability. In
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this chapter, we discussed the bias dependence of spin torque, the mechanism gov-
erning linewidth broadening, synchronization, and modulation of the MTJ-STNOs.
Approaches to enhance microwave sensitivity for microwave detector applications
were also discussed. MTJ based STNOs have already reached the power needed for
applications. Recently the power of MTJ-based STNOs and the sensitivity of MTJ
based detectors have reached the level required for commercial applications. How-
ever, significant challenges remain to achieve the high power of MTJ-based STNOs
and the high sensitivity of MTJ based detectors to-gather with high frequency tun-
ability.
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Spin Transfer Torque Magnetoresistive
Random Access Memory

Wai Cheung Law and Shawn De Wei Wong

Abstract Faced with an ever-increasing consumer demand for electronics and
the need to remain cost-competitive, a variety of emerging non-volatile memory
(NVM) technologies have been proposed to cater to the performance gaps within the
memory hierarchy system. The magnetoresistive random access memory (MRAM),
an emerging and promising NVM technology, will be the key focus of this chapter.
At the core of MRAM is the magnetic tunnel junction (MTJ), a storage element
embedded within the CMOS process, which has undergone several iterations since
its conception. The novelty of the MTJ structure and the use of magnetic materials
meant that the conventional semiconductor industry have to innovate solutions that
can allow integration with CMOS technology to enable manufacturability. In this
chapter, we will cover the development history of MTJ, the material stack designing
and patterning process.

1 Introduction

Electronics has been an integral part of our daily lives since the age of technology,
and will continue to ever increasingly place an important role especially with the
advent of Artificial Intelligence, 5G and the Internet of Things. One key aspect of
electronics is the memory system, which has been divided into sub-classes to satisfy
the different demands, as shown in Fig. 1. The advantages and limitations of each
class lead to the categorization based on its function to serve and their corresponding
requirements, i.e. fast read/write speed or bit density. The CPU registers sits at the
top of a typical computer memory system hierarchy, occupying between 512 Bytes
to a few kilo Bytes (kB), which is mainly achieved through high speed static random
access memory (SRAM). L0 to L4 caches would be supporting CPU registers in the
form of a mixture of SRAM and dynamic random access memory (DRAM) systems.
Random access memories (RAM) stored in the motherboard falls into the third level
of the hierarchy system, which has a read/write requirement of 10–100 ns. The bulk
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Fig. 1 Memory hierarchy of a computer system

of thememory can be stored in ultra-dense hard disk drives, which allows for Tb/inch
of storage space at the expense of access speed. However, the difference in memory
systems means that additional peripherals and integration schemes have to be set
in place to ensure that all systems can communicate seamlessly [1]. Although such
a hierarchy system has been adequate thus far, the need for scaling of electronics
continues for greater computational power means that issues such as leakage current
and high power consumption can no longer be ignored.

In 2014, the International Technology Roadmap for Semiconductors (ITRS)
announced the reorganization into ITRS 2.0 to better address the challenges in the
semiconductor industry and the sunset trend predicted by Moore’s Law. Under the
category of “Beyond CMOS (complementary metal-oxide-semiconductor)”, spin-
tronics devices became recognized as one of the emerging technologies to resolve
the scaling issues of CMOS. Spintronics, an amalgam of the words “spin” and “elec-
tronics”, is an active research field that studies the manipulation of both the spin and
transport properties of electrons flow to control the localized moments of magnetic
materials, and vice versa. One of the key research focuses in spintronics is the devel-
opment ofmagnetoresistive randomaccessmemory (MRAM),which is considered as
a viable option for the future of non-volatilememory system due to its high read/write
speed, radiation hardness, scalability, low power consumption and seemingly infinite
endurance [1, 2, 3, 4].

The advantages of MRAM are inherent to the ferromagnetic properties of its
storage element, known as the magnetic tunnel junction (MTJ). The rudimentary
form of an ideal perpendicular MTJ (pMTJ) stack consists of an insulating dielectric
sandwiched between two ferromagnetic layers with their preferred magnetization
direction pointing normal to the film plane, as illustrated in Fig. 2. Themagnetization
orientation of the hard layer is fixed in one direction, while the soft layer is able to
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Fig. 2 Illustration of a
rudimentary pMTJ stack

toggle between parallel and antiparallel configurations with respect to the hard layer.
The hard layer serves as a reference for the soft layer in providing a signal readout,
while the soft layer stores the binary information (“0” or “1”) with respect to its
magnetization direction (arrows “up” or “down”). The magnetization direction of
the soft layer should remain unperturbed, until sufficiently large electric current or
magnetic field is sent across the pMTJ to reverse its orientation, which is known as
a write operation. For a read operation, the orientation of the free layer indicates the
resistance state when a small sensing current is passed through the contact electrodes.

Since ferromagnetism is used to represent the binary bit, MRAM is classified
as a non-volatile memory as its storage data does not get erased in the event of a
power cutoff. An array of MTJs can be embedded within the CMOS back-end-of-
line (BEOL) interconnects for specific applications, or used as a standalone memory
system.

Emerging memory technologies have to demonstrate compelling advantages to
drive the market towards its development and commercialization. Although often
envisioned to be the “universalmemory” that can potentially replace existingmemory
technologies [1, 4, 5, 6], MRAM is still considered to be in its infancy stage as it
attempts to compete with cheaper and ultra-dense memory systems such as DRAM
and NAND Flash. The establishment and maturity of CMOS technology raises the
entry level requirement for emerging memory technologies, which will have to
demonstrate the ease of its integration into the existing CMOS BEOL processes.
A list of device performance for different technologies has been summarized in
Table 1. More recently, the roadmaps of several key industry players have outlined
the move towards MRAM as a last level cache [6, 7, 8, 9]. Thus, the current state-of-
the-art design will have to continue undergoing iterations to improve or circumvent
the problems associated with device performance and integration process.
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Table 1 Overview of key performance indicators for existing stand-alone memory technologies.
Key strengths are shaded in green, while limiting factors are shaded in orange or red [10, 11, 12]

Types 
Features 

Mature Memory Technologies Emerging Memory Technologies
SRAM DRAM Flash PCM RRAM FeRAM MRAM

Non-volatile No No Yes Yes Yes Yes Yes

Endurance 
(# of cycles)

1016 1016 105 108 106 1010-1014 >1015

Read Speed 
(ns)

1 - 100 30 50 20 – 50 10 20 - 80 2 - 20

Write Speed 
(ns)

5 - 10
10

104 75 5 – 20 50 2 - 20

Write Power Low Low
Very 
High

Medium Low Low
Low to 

Medium

Cell Size (F2)
50 -
120

6 - 10 4 6 – 12 6 – 12 15 - 34 6 - 12

Scalability Limited Limited Yes Yes Yes
Under 

Research
Yes

2 History

The emergence of modern spintronic devices originates from the independent
discovery of giant magnetoresistance (GMR) effect by Albert Fert and Peter Grün-
berg in 1988 [13, 14]. We will cover the magnetoresistance effect in greater detail in
Sect. 3.1. For now, one may simply consider that the directions of the magnetization
can result in a difference in spin-dependent scattering rate, thereby resulting in a
change of resistance states, which is defined as GMR = RAP−RP

RP
, where RAP and RP

refers to the resistance of the GMR device when the two magnetization states are in
the antiparallel and parallel states, respectively.

The term GMR was coined due to enhanced effect as compared to anisotropic
magnetoresistance (AMR) and has been extensively employed in a various applica-
tions, such as magnetic field sensors and hard disk drive read heads in the form of
spin valve structures [15, 16, 17, 18, 19]. The spin valve stack is considered as the
early concept of MTJ, consisting of two magnetic layers sandwiching a metallic
layer (typically copper), in which an electron current can flow either along the
electrodes (Current In-Plane/CIP) or perpendicular through the electrodes (Current
Perpendicular to Plane/CPP).

Nonetheless, interest within the community was momentarily piqued, as the
concept was still plagued with numerous challenges such as achieving observable
effects at room temperature as well as low throughput since molecular beam epitaxy
is used in sample fabrication. In 1990, Parkin et al. were able to demonstrate large
GMR in sputtered multilayers, which greatly ease the manufacturing of GMR-based
read sensor [20]. As such, spin valves have begun to take over as read head sensors in
hard disk drive applications that require a low resistance-area (RA) product despite
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its relative complexity to AMR sensors [16, 17, 18, 21, 22]. These devices have been
used since the mid-1990s to detect the transitions between the magnetic domains,
in which encode the information stored on hard drives. To enable further scaling of
hard disk drives, CPP spin valves are be preferred as the size of a read sensor in a
hard drive must be comparable to the bit size. It is easier to design the read/write
head with a small read sensor if the flow of current is perpendicular to the spin valves
[21, 22]. However, the signal-to-noise ratio (SNR) is still too low to be considered
for RAM applications.

The search for a higher SNR led to the discovery of tunnel magnetoresistance
(TMR) in Fe/Ge–O/Co-junctions by Michel Jullière in 1975 [23]. The TMR effect is
attributed to quantum tunneling through an insulating barrier. The reported change
in resistance was around 14% at 4.2 K, similar to the magnitude of GMR and did not
attract much attention initially. Other tunnel barriers, such as NiO and Gd2O3, had
also low TMR values at low temperatures [24, 25]. Eventually, room temperature
TMR values of 11.8 to 18% were attained when amorphous AlOx tunnel barrier was
used in conjunction with Fe, Co and CoFe electrodes in 1995 [26, 27], up till 70%
when CoFeB was used in 2004 [28]. The second major breakthrough in achieving
higher SNR occurs when bcc-MgO(100) was used as the tunnel barrier. The highest
reported TMR till date is at 604% at room temperature, or 1144% at 5 K [29], and
can theoretically reach beyond thousands of percent [30, 31, 32, 33, 34].

Although the major conceptual concerns have been addressed, a multitude of
practical designs such as scalability, integration and read/write schemes of MRAM
devices have to be considered too. The first generation of MRAM products available
on the commercial market have the easy axes of the magnetization of the free and
reference layers lying along the plane of film, otherwise known asmagneticmaterials
with in-plane magnetic anisotropy (IMA) [35]. TheMTJ devices were patterned into
an ellipsoid shape to capitalize on shape anisotropy, inducing the magnetization to
preferentially align along the long axis of the ellipsoid, as shown in Fig. 3b. This
poses challenges to scalability of the bit density and the risk of potential anoma-
lous switching due to unintended dipole field formation [36, 37]. In addition, the
initial conception of MRAM requires write lines to generate a local Oersted field
to drive the magnetization along a given orientation. While the MTJ devices can
scale with relative ease, these current carrying wires face the challenges in scaling
of current density and electromigration effects (~107 A/cm2 for copper). Crosstalk
issue may also arise during the scaling of MTJ bits due to the generated Oersted field
unintentionally disturbing neighboring MTJ bits.

To overcome the above issue, toggling and heat-assisted switching have been
proposed and utilized by several companies [22, 38, 39, 40, 41, 42]. Nonetheless,
the added complexity of such switching mechanisms did not increase the overall
attractiveness of MRAM. The discovery of current induced switching, termed spin-
transfer-torque (STT), revolutionized the design of MRAM. It was discovered that a
pure spin current polarized by the reference layer can impart its angular momentum
to the soft layer, induce magnetization reversal when the minimum threshold is
exceeded. With the read and write currents now passing through the same contact
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Fig. 3 Schematics of the first generation toggle MRAM embedded within CMOS BEOL, with
cyan arrows depicting the easy axis of the soft layer. a Cross-sectional view of a single MTJ bit.
Black arrows depicts the write currents flowing through the bit and write line at staggered timings,
generating magnetic field H1 and H2 to induce magnetization reversal of the free layer. b Top-down
view of the array of elliptical MTJs

electrodes, the need of write lines to create Oersted fields for magnetization reversal
is effectively eliminated, hence resolving a significant challenge in scalability.

To improve the thermal stability and scalability while reducing write current
density, MTJ designs utilizing materials with perpendicular magnetic anisotropy
(PMA)were conceptualized in the 1980s, inspired in part by advances in the hard disk
drive industry.We denote such stack designs as pMTJ, in contrast to early concepts of
MTJs using IMA (denoted as iMTJ). In addition, pMTJs also have higher efficiencies
in spin transfer switching due to the magnetization switching path trajectory.

Current bottlenecks include further downscaling of pMTJ, large writing current
density, read and write margins, while ensuring thermal robustness as the integration
with the CMOS BEOL processes requires stack stability even at 400 °C. We will
discuss this in further details in Sect. 5.

3 Basic Concepts

3.1 Magnetoresistance

Magnetoresistance was first discovered in 1857 byWilliam Thomson [43], where an
increase in resistance was observed when a current flows along the magnetization
of the ferromagnetic material. Known as anisotropic magnetoresistance (AMR), the
effect is a consequence of spin–orbit interaction, where the 3d orbital cloud appears
as a larger scattering cross section to electrons traversing in the direction of magneti-
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zation. The resultant angular dependence of AMR can be expressed in the following
form [44, 45]:

ρ(θ) = ρ⊥ + (ρ|| − ρ⊥) cos2 θ, (1)

where ρ is the resistivity, θ is the angle betweenM and the current and the subscripts
|| and ⊥ refers to the parallel and perpendicular component respectively. Therefore,
the resistance is at its maximum when the electric current is aligned with the magne-
tizationM, which can be controlled using an externally applied magnetic field Hext .
Here, the magnetoresistive coefficient ρ||−ρ⊥

ρ
= �ρ

ρ
is the key figure of merit to

evaluate the AMR effect. The relatively large magnetoresistive coefficient and small
magneostriction effect for Ni81Fe19 leads to a shift from inductive head technology
towards MR-based read heads [46, 47, 48]. Note that in the absence of Hext , the
average resistivity of a demagnetized sample would be ρ = ρaverage = 1

3ρ|| + 2
3ρ⊥.

For Giant Magnetoresistance (GMR) effect, we begin by considering the density
of states (DOS) of a single ferromagnetic electrode. It is well known from quantum
mechanics that the 3d-orbital bands in ferromagnetic materials (e.g. Fe, Co, Ni) are
exchange-split, resulting in non-zero magnetization as the two bands are not filled
equally at the Fermi energy level.We denote electronswith spin parallel to the overall
magnetization as majority carriers, also known as spin-up electrons, while electrons
with their spin anti-parallel to the overall magnetization as minority carriers, or spin-
down electrons. Due to the heavier effective mass of 3d electrons that are more
tightly bounded to the nucleus, electrical conductivity is mainly due to the 4s elec-
trons. Scattering of electrons from 4s-3d states will result in larger resistivity, which
will be less common in the majority channel due to the lack of available DOS. The
two-current model proposed by Mott can then provide a qualitatively understanding
of spin-dependent conduction in ferromagnetic materials, which consider a ferro-
magnetic material having two independent current channels parallel to each other
[49]. Assuming no spin-flip processes, the resistivity ρ for a ferromagnetic measured
at a temperature lower than the Curie temperature Tc can be expressed as:

1

ρ
= 1

ρ↑ + 1

ρ↓ , (2)

where the superscripts ↑ and ↓ refers to the majority and minority carriers, respec-
tively. Due to the difference in resistivity experienced by the majority and minority
carriers, a net balance of majority charge carriers will prevail, resulting in a spin
polarized current.

If the model is extended to the scenario where an ultra-thin non-magnetic metal
is sandwiched between two ferromagnetic electrodes, two resistance states can be
obtained depending on the magnetization orientation of the two ferromagnetic elec-
trodes as shown in Fig. 4. Since the electrons will spend half of the time on average
within each ferromagnetic electrode, the resistance is split into two components,
where r and R refers to the resistance encountered by the itinerant electrons in the
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Fig. 4 Illustration of the scattering effect experienced by themajority (purple) andminority (green)
charge carriers in a CIP configuration. Figure on the left corresponds to the circuit diagram of the
resistance experienced according to the two-channel model

majority and minority spin channels, respectively. When the magnetization of the
two ferromagnetic electrodes are parallel to each other, the resistance in the parallel
configuration, RP, would be

RP =
(

1
r
2 + r

2

+ 1
R
2 + R

2

)−1

= r R

r + R
. (3)

When the magnetization of the ferromagnetic electrodes are antiparallel, both
majority and minority carriers will appear at one point as parallel to one of the
ferromagnets and anti-parallel to the other. The corresponding resistance,RAP, would
be:

RAP =
(

1
R
2 + r

2

+ 1
R
2 + r

2

)−1

= r + R

4
. (4)

The GMR ratio can then be defined as:

GMR = RAP − RP

RAP
= (R − r)2

4r R
= (1 − α)2

4α
, (5)

where α = r
R is the defined as the scattering asymmetry.

In order to ensure that the spin-independent scattering events do not occur during
current flow, the thickness of non-magnetic material is crucial to develop devices
with high GMR, which in turn depends on the direction of the current flow. For CIP
configuration, the resistance would be determined by themean free paths for electron
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scattering in the ferromagnetic and non-magnetic materials. On the other hand, the
resistance in CPP configuration would depend on the spin diffusion lengths in both
the ferromagnetic and non-magnetic materials.

The two current model can also be applied to the tunnel magnetoresistance
(TMR) effect, wherein the non-magnetic metal is replaced with an insulating barrier.
Therefore, the itinerant electrons will have to undergo additional tunneling effect as
opposed to instead of ohmic transport in the non-magnetic metallic spacer. Jullière’s
model was useful to describe amorphous tunnel barriers such as AlOx [23], where
the TMR can be described as:

T MR = RAP − RP

RP
= GP − GAP

GAP
= 2P1P2

1 − P1P2
. (6)

Here, P1 and P2 refers to the spin polarization of the ferromagnetic electrodes,
which is further defined as:

P = D↑ − D↓

D↑ + D↓ , (7)

whereD↑ andD↓ are theDOS of themajority andminority carriers at the Fermi level.
Using the two-current model and assuming no spin-flipping occurs during tunneling,
the conductance in each channel is dependent on the Fermi’s golden rule and is
proportional to the tunneling probability. Therefore, when the two ferromagnetic
electrodes are parallel, the conductance GP has the following expression:

GP ∝ D↑
1 D

↑
2 + D↓

1 D
↓
2 , (8)

where the subscripts refer to the ferromagnetic materials 1 and 2 as depicted in Fig. 5.
Likewise, the conductance for the antiparallel configuration GAP can be written as:

GP ∝ D↑
1 D

↓
2 + D↓

1 D
↑
2 . (9)

Fig. 5 3d band diagrams illustrating the spin-dependent tunneling process when the MTJ is in the
a parallel state and b anti-parallel state
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However, higher TMR ratio observed in bcc-CoFeB/MgO tunnel barrier could not
be explained by Jullière’s model, as it was observed that CoFeB has lower spin polar-
ization upon annealing [50]. The findings suggest that tunneling of electron wave
functions in crystalline MTJ structures do not occur on equal tunneling probabilities
as assumed in the simplified picture above, but depends on the symmetry matching
between the Bloch states and the evanescent wave functions within the tunnel barrier.
For the sake of brevity, the quantum mechanics and tunneling mechanism will not
be described in detail, in which readers may refer to reference [51]. Instead, we note
that evanescent wave functions decay at different rates within the barrier, wherein
�1, �2, �2′ and �5 are wave function symmetries compatible with bcc-Fe grown
epitaxially on MgO. Similar ab initio calculations can be applied to Co and CoFe
electrodes, in good agreement with experimental results. The resultant conductance
GP and GAP will depend on the decay rate in D↑ and D↓ as the electron tunnels
through the ferromagnetic materials 1 and 2 as per Eqs. (8) and (9).

3.2 Spin Transfer Torque

The concept of STT was first predicted by Slonczewski and Berger independently,
wherein a spin polarized current can transfer angular momentum to a ferromagnetic
layer [52, 53]. Consider the first case as shown in Fig. 6a, where an electron current is
spin polarized as it passes through the reference layer of aMTJ. If the polarized spins

Fig. 6 2-D illustration of STT acting on a MTJ for the case of a anti-parallel to parallel state,
b parallel to anti-parallel state
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are not collinear with the free layer magnetization, each itinerant electron will align
itself with the localized moment due to exchange interaction. As a consequence, the
component of the moment s normal to the free layer magnetization M will be lost.
However, the loss in swill be absorbed by the free layer in the form of a torque due to
the conservation of angular momentum. With an adequate amount of spin polarized
current, either steady state precession or magnetization reversal may be induced.

To switch from parallel to anti-parallel configuration, the electron current would
have to be sent from the free layer downwards, as depicted in Fig. 6b. The up-spins,
being aligned in the same direction as the reference layer, will transmit through the
MTJ with ease, while the down-spins will get reflected by the reference layer. These
reflected spins will then exert the torque in the same manner as previously described.

STT is a localized effect occurring at the interface between the tunnel barrier and
the free layer. Therefore, by summing up the torque exerted by each spin polarized
electron s onto the free layer with magnetizationM and volume V, the rate of change
of free layer magnetization due to the torque τ|| exerted along the same plane as M,
can be expressed as:

(
dM

dt

)
τ||

= 1

V
P
dN

dt

gμB

2Ms
(M × (M × s)) = τ||(M × (M × s)), (10)

where P is the spin polarization efficiency, dNdt = I
e is the rate of unpolarized electron

flow per unit time, g is the Landé g-factor, μB is the Bohr magneton, and Ms is the
saturation magnetization of the free layer for normalization. Equation (10) is also
known as the in-plane torque term, whichwill be useful in describe themagnetization
dynamics (see Sect. 3.4). The amount of torque induced on the free layer magneti-
zation is also dependent on the relative alignment between the spin polarized current
and the free layer moment (assuming a macrospin approximation).

In addition, an additional torque τ⊥ perpendicular to theM may be induced in the
case of a 3D model if the spin moment s has an out-of-plane component. The origin
of τ⊥ remains under hot debate, but its effect is similar to an external magnetic field
and can be described as: (

dM

dt

)
τ⊥

= τ⊥(M × s). (11)

3.3 Magnetization Energies

The origin of magnetism arises from quantum mechanism; wherein an electron, in
addition to its intrinsic spin angular momentum, has an orbital angular momentum
which gives rise to a magnetic moment. These electrons, each generating its own
dipole moment (expressed in Bohr magnetons), fill in the lowest possible energy
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states of the electron shells in accordance to Hund’s rules. In the case where the
outermost electronic shells are not to completely fill up, unpaired electrons would
occupy the states with the same spin orientation. Such materials are known as para-
magnetic, as they weakly respond to external magnetic field, giving rise to a net
positive dipole moment until the external magnetic field is removed.

For the case of ferromagnetism, additional exchange interactions that occur
between unpaired electrons are included, such as between neighboring atoms (direct
exchange) or between orbitals within the same atom (intra-atomic exchange).
According to the Pauli exclusion principle, no fermions can occupy the same state,
resulting in an energy difference when two spins are aligned parallel or antiparallel
with each other. Based on the Heisenberg model for crystalline structures with N
atoms, the exchange energy from the sum of Hamiltonian for all Si and Sj atoms can
be expressed as;

Eex = −1

2

N∑
i, j

J (Si · Sj ), (12)

where the 1/2 factor is to account for double counting when performing the summa-
tion. Ferromagnetism occurs when the sign of the exchange integral J is positive,
leading to spontaneous net moment even in the absence of external magnetic field.
As the overlapping of the electron wave functions is limited to nearest neighbors, the
exchange interaction effect falls off rapidly (i.e. a short range effect) but itsmagnitude
is sizeable (~10–2 eV).

Even so, naturally occurring ferromagnets are rarely observed, let alone materials
with uniform magnetization. Instead, microscopy techniques such as magnetic force
microscopy and magneto-optical Kerr effect microscopy reveal that it is common for
ferromagnets to have small magnetic domains separated by domain walls. Since the
aforementioned exchange interactionwill tend to align all spins together, other longer
range interaction forces play the role of further minimizing the energy configuration,
stabilizing the energy configuration of the ferromagnet. To help understand the inter-
play between the magnetostatic interactions, the continuity model is commonly used
to represent a distribution of individual spins within a region of interest in ferro-
magnetic materials as magnetization M(r, t) as a function of time and space. For
a ferromagnetic system having an uniform temperature undergoing an isothermal
process, one would then able to determine the lowest energy state. In this section,
we aim to briefly touch on key magnetostatic terms that influence the design of a
functional MTJ stack.

3.3.1 Demagnetizing Energy

If each magnetic moment within the ferromagnet is considered as a magnetic dipole,
these “tiny magnets” induces their own magnetic field which interacts with other
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magnetic moments. Such magnetostatic interaction can have a long range effect,
leading to the formation of domains in an effort to lower the energy cost in contrast
to keeping spins aligned parallel as a single domain. As such, it earns its name as the
demagnetization term since it competes with the short range exchange interaction.
Therefore, at an intermediate range where the exchange interaction is no longer
strong enough to hold spins in the parallel configuration, magnetic domains are
formed with transitions between domains known as domain walls. Domain walls
could be an alternative method to store information along with the STT effect as a
writing mechanism to drive domain walls along a nanowire [54, 55, 56].

It is generally difficult to calculate the demagnetization term for a magnet that is
either non-uniform or arbitrarily shaped. However, in the case of an ellipsoid, the
demagnetization field can be expressed as [57, 58]:

Hdem = − =
N M = −

⎛
⎝ Nx 0 0

0 Ny 0
0 0 Nz

⎞
⎠M, (13)

where
=
N is the dimensionless demagnetization tensor of rank 2, with its trace Nx +

Ny + Nz = 1 for a coordinate system orientated along the principle axes of the
ellipsoid. The energy of the demagnetizing energy is simply the integral over the
volume of the magnet:

Edem = −μ0

2

∫
V

M · HdemdV . (14)

The demagnetization term can be utilized to induce shape anisotropy, which is
crucial for the development of iMTJ. Shape anisotropy has also been proposed to
create pMTJs smaller than 10 nm (see Sect. 5.6). In the case of infinitely extended
thin films, the demagnetization factors can be set as Nx = Ny = 0, leaving Nz = 1.

3.3.2 Anisotropy Energy

In MRAM applications, magnetic anisotropy is an important effect as it results in an
easy axis where magnetic moments tend to align towards to for energy minimiza-
tion. The direction of the magnetic moment and subsequently the bit information is
therefore confined to this axis, which can be used to achieve maximum TMR effect.
In addition, the anisotropy energy would constitute as the energy barrier required for
magnetic reversal, influencing the thermal stability of the bit information.

The total effective anisotropy energy is summed up due to the contribution of the
bulk contribution Kv (e.g. magnetocrystalline anisotropy), the surface anisotropy
term 2Ks

t and the demagnetization energy (2πM2
s for PMA), leads to the following

expression [59, 60]:
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Kef f = Kv + 2Ks

t
− 2πM2

s . (15)

If the resultant Keff value is positive, then the easy axis is directed normal to the
film plane (i.e. PMA).

Magnetocrystalline anisotropy arises from the interaction between the magnetic
moment and the crystal lattice. This coupling is known as spin–orbit interaction,
as the total angular momentum is also dependent on the orbital angular momentum
of the electron, which is influenced by the crystal structure. Therefore, uniaxial or
cubic anisotropy can be induced depending on the crystalline structure [61]. While
relatively weak as compared to exchange interactions, it can go up to a few hundred
Oersteds, sufficient to induce anisotropy.

Surface anisotropy can be induced due to electronic hybridization or when the
symmetry at the interfaces of ultrathin films is broken. This can be significant when
the films are ultrathin, as with the case for MTJ design. It is believed that the origin
of PMA observed in CoFeB arises due to the surface anisotropy, as its PMA follows
a thickness dependence.

3.3.3 Interlayer Exchange Coupling

As mentioned in Sect. 3.3, the origin of ferromagnetism is attributed to the exchange
interaction, which can be due to direct exchange and intra-layer exchange coupling
mechanisms. However, other forms of exchange coupling mechanisms such as
Ruderman–Kittel–Kasuya–Yosida (RKKY), interlayer exchange coupling (IEC) or
exchange bias may also give rise to interesting physical phenomena. IEC between
Fe/Cr multilayers can be depicted as the polarization of the conduction electrons by
a magnetic ion, which polarizes another magnetic ion within the vicinity [62]. The
IEC phenomenon is similar to the RKKY exchange coupling effect which predicted
such oscillatory behavior, except that its effect is mediated over a spacer layer in
contrast to metallic impurities [13, 20, 62, 63].

An alternative explanation is the quantum interferencemodel [64, 65, 66],which is
attributed to the confinement of electrons in a quantum well with both ferromagnetic
electrodes considered as potential barriers. An electron of wavevector kmay undergo
multiple reflections as it propagates through the two potential barriers, leading to an
interference effect with a phase shift φ of an oscillatory nature dependent on the
length scale of the quantum well (i.e. thickness of the spacer layer).

One of the main challenges behind the observation of IEC arises from the diffi-
culty in the fabrication of ultrathin multilayer films without pinholes, as the direct
exchange interaction between the two ferromagnetic layers through these pinholes
will dominate the indirect exchange coupling effect. The oscillatory nature of the
IEC is also found to be dependent on various factors, such the thickness of the ferro-
magnet, defects and/or roughness and the capping layer [52, 66, 67]. The magnetic
coupling energy per unit area (erg/cm2) is expressed as:
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Fig. 7 Illustration of the oscillatory nature of Jex as a function of spacer layer thickness

E(θ) = −Jex cos(θ), (16)

where Jex is the exchange coupling strength and θ is the angle between the two
ferromagnetic layer. Jex can be expressed as a function of spacer layer thickness t
with an oscillation period 	:

Jex = J0
t2

sin(
2π

	
t + φ1 + φ2), (17)

where J0 is the oscillation amplitude (expressed in energy, or erg), t is the thickness of
the spacer layer andφ1,2 correspond to the phases of the reflectwavewithin ferromag-
netic electrodes 1 and 2 [66]. Jex decays in a sinusoidal function with respect to the
thickness, as shown in Fig. 7. This allows for flexibility to toggle between ferromag-
netic and antiferromagnetic configuration, although the coupling strength decreases
significantly with thickness. A positive (negative) Jex value will result in the two
ferromagnetic layers to preferentially couple in a ferromagnetic (antiferromagnetic)
behavior in order to minimize its energy density.

3.3.4 Zeeman Energy

Zeeman energy is the result of interaction between the magnetic moment and an
external magnetic field, in which the magnetization would align itself along the
direction of the external field in an effort to minimize the energy. The Zeeman energy
can be expressed as:
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EZeeman = −μ0

∫
V

M · HextdV (18)

3.4 Magnetization Dynamics

After the introduction on the magnetostatic interactions in the previous section, we
will examine the magnetization dynamics which is responsible for the fast read/write
response time for MRAM. According to quantum theory, the spin momentum µ is
related to the angular moment L of the electron by the gyromagnetic ratio γ by:

µ = −γL. (19)

The change in angular momentum L can occurs when an externally applied
magnetic field Hext exerts a torque on the spin momentum µ (Zeeman effect), which
can be expressed as

dL
dt

= µ × Hext . (20)

By substituting Eq. (19) into (20), Eq. (21) is obtained:

dµ

dt
= −γµ × Hext . (21)

For a givenmagnetization volume under an effective fieldHeff due to the combina-
tion of the external magnetic field, the demagnetizing field and additional anisotropic
terms, (22) can be expressed as:

dM

dt
= −γ M × Hef f , (22)

which is the basis of the model first proposed by Landau and Lifshitz. Since the
magnetization cannot precess indefinitely, an additional phemonological dissipation
term λ was added to account for the eventual relaxation of magnetization along the
axis of Heff :

δM

δt
= −γ M × Hef f − λM × (

M × Hef f
)
. (23)

One may observe that δM
δt → ∞ as λ → ∞, yielding unphysical results when the

damping factor of ferromagnetic material is large. By modifying the damping term
above with one that is dependent on the time-derivative of the magnetization, Gilbert
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showed that the magnitude of the magnetization is conserved through the following
expression [68]:

δM

δt
= −γ M × Hef f + α

Ms

(
M × δM

δt

)
, (24)

where α is the phenomenological gilbert damping parameter. Since δM
δt occurs on

both sides of Eq. (24) making it inconvenient to use, an alternative expression can
be obtained by vector multiplying both sides by M to give:

M × δM

δt
= −γ M × (M × Hef f ) + α

Ms
M ×

(
M × δM

δt

)
. (25)

Using the vector identity a × (b × c) = b(a · c) − c(a · b), a · b = |a||b| cos θ

and that M · dM
dt = 0 due to the conservation of magnitude of magnetization:

M × δM

δt
= −γ M × (M × Hef f ) + 0 − α

Ms
M2

s

δM

δt
. (26)

Equation (26) can now be substituted into (24) to give:

δM

δt
= −γ M × Hef f + α

Ms
(−γ M × (M × Hef f ) − αMs

δM

δt
), (27)

which can be simplified as:

δM

δt
= − γ

1 + α2
M × Hef f − γα

(1 + α2)Ms
(M × (M × Hef f )). (28)

Onemay find similarity between the recast form of LLG (28) with the LL Eq. (23)
by substituting the following terms

γ ′ = γ

1 + α2 and λ′ = γα

(1 + α2)Ms
to give

δM

δt
= −γ M × Hef f − λ′M × (

M × Hef f
)
.

(29)

Slonczewski and Berger proposed that additional terms are to be included within
the LLGmodel if a spin polarized current leads to the transfer of angular momentum
of ferromagnetic layer with magnetization M [52, 53]. Known as the Spin Transfer
Torque (STT) as described in Sect. 3.2, the spin current exerts an additional torque
that can affect themagnetization dynamics, which can be expressed after the Landau-
Lifshitz-Gilbert–Slonczewski (LLGS) equation as:

δM

δt
= −γ M × Hef f + αM × δM

δt
+ τ||M × (M × s) + τ⊥(M × s), (30)
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Fig. 8 Torque terms acting
upon M due to the influence
of an effective field and a
spin-polarized current. Green
arrows indicate the STT
terms due to spin-down
current transferring its
angular momentum toM

where s refers to the unit directional vector of the spin current, while τ || and τ⊥
correspond to the in-plane and perpendicular torque terms, respectively. In Fig. 8,
the vector representations of the four terms within the right hand side of LLGS
equation are illustrated, in which STT terms in green depend on the direction of
the spin current (against the damping term in this case). Therefore, a large enough
spin polarized current (i.e. the third term greater than the second term) can induce
magnetization reversal of the storage layer even in the absence of external magnetic
field. This leads to much more compact design in the subsequent generation of
MRAM as the current can be injected via the top or bottom electrodes instead of
relying on external fields.

A variety of potential spintronics applications have since opened up due to a
greater understanding of the magnetization dynamics over the years. For example,
by injecting an appropriate level of DC current (whichwill subsequently be polarized
either via STT or SOT), steady-state magnetization precession on the GHz scale can
be achieved. As such, a new class of spintronics product known as the Spin-Torque
Nano-Oscillator (STNO) can be developed to generate high-frequency microwaves
[69, 70, 71]. Alternatively, incident microwaves may also be rectified as the preces-
sion of the free layer induces a high and low resistance state every half a cycle,
leading to another class of spintronics application known as the spin diode that could
potentially be used for energy harvesting technology [72, 73, 74, 75, 76, 77].

4 Performance Indicators in STT-MRAM

While MRAM has been claimed to potentially be the universal memories due to its
overall superiority in every aspect required of a memory system, there remains a
significant amount of effort needed to address further downscaling for future tech-
nology nodes. A pentalemna exists as the requirements of a functional memory
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system are closely intertwined with each other [2]. For example, increasing thermal
stability will correspondingly require a higher write current density to inducemagne-
tization switching, while raising TMR via increasing the tunnel barrier thickness will
also increasing the resistance, the read/write speed and time-dependent dielectric
breakdown. As we have covered the basic concepts of the magnetic and electrical
transport properties in the previous section, this section will be devoted towards the
discussion on the key figure of merits one must consider in a STT-MRAM device.

4.1 Thermal Stability

In the previous sections, we have only considered switching of the free layer due to
the STT effect. However, unintended magnetization reversal induced from thermal
fluctuation can arise from self-heating (e.g. write operations) or from its immediate
vicinity. Therefore, thermal stability� is an important key figure ofmerit particularly
for MRAM applications, and is defined for a given temperature T as:

� = Eb

kBT
, (31)

where Eb is the energy barrier separating between the two binary states (up and down
magnetization states of the free layer) and kB is the Boltzmann constant. It is obtained
from the Arrhenius model for a binary state system, in which the bit flip rate due to
thermal agitation can be expressed as [42, 78, 79]:

N = N0(1 − e− t
τ0 exp(�) ), (32)

whereN is the number of bits that flipped from an initial population ofN0 bits and τ0
is the characteristic timescale in which a bit attempts to reverse (~1 ns). Therefore,
in order to ensure that the error rate due to thermally induced bit flipping is less than
100 bits per million over a 10 year span set by industrial standards, the corresponding
thermal stability would have to be greater than 70. To quantify the thermal stability
at device level without having to wait for 10 years, Eb is estimated by measuring the
coercivity of the free layer Hc and fitting it the Sharrock’s equation [80];

Hc(t) = Hef f

{
1 −

[
1

�
ln(

t

τ0 ln 2
)

]n}
, (33)

where n is a number indicating the randomness of the magnetization.
High thermal stability is one of the key strength of MRAM devices, which has

seemingly unlimited cycling endurance [81]. In a MTJ device, the free layer Eb is
defined as:
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Eb = Kef f V = MsHef f V

2
, (34)

where Keff is the effective anisotropy energy and V is the volume of the magnetic
layer.

However, a high thermal stability would require an increase in switching current
density Jc to induce magnetization reversal within the free layer. The lack of suitable
magnetic material with low Ms and α for low Jc, makes it hard to achieve a free
layer with high thermal stability. In addition, Heff is observed to degrade at a much
faster rate in comparison to Ms in the operating temperature range of STT-MRAM
products [82]. A possible but inefficient strategy is to increase Heff instead of Ms

to increase � as Heff is proportional to Heff (T = 0 K). Furthermore, the thermal
stability is proportional to themagnetic volume of the free layer, but will have a direct
impact on the scalability of MRAM devices. While the thickness of the free layer
can be increased for iMTJ to maintain a high thermal stability, the bulk anisotropy
effect will start to dominate CoFeB-based free layer which uses interfacial PMA
in pMTJ stack designs. Another potential concern to thermal stability would be the
“magnetic dead layer” effect caused by energetic bombardment of atoms during
sputtering or interlayer diffusion during annealing [59, 82, 83, 84, 85, 86]. Since
the thermal stability is a function of temperature, thermal-assisted switching can
be adopted [39, 87, 88, 89, 90]. This device requires the bit to be subjected to an
elevated temperature such that the thermal stability will be lowered momentarily
for a write current to induce magnetization reversal. Upon cooling, the remanence
magnetization will be locked at the new magnetic state to be stored.

4.1.1 SNR (TMR)

As mentioned in Sect. 3.1, TMR is the resistance ratio between the relative orien-
tations of the magnetization direction between the two ferromagnetic layers within
the MTJ device. The minimum requirement for TMR is typically 100% in order to
achieve clean readout after factoring in error correction code (ECC). ECC is used
to correct soft errors arising from software and are not permanent in nature (i.e.
read/write disturbance, thermal fluctuations or radiation effects that might perturb
the bit [91, 92, 93]. Hard errors are due to device damage arising from sidewall
redeposition during etching, pinholes in tunnel barrier during thin film deposition,
or dielectric breakdown due to voltage overstress during operation.

TMR is heavily dependent on the crystalline state of MgO tunnel barrier and
CoFeB in order to induce coherent tunneling [21, 29, 30, 32, 33, 94, 95, 96, 97, 98,
99]. This means that it is important to tune and optimize the sputtering conditions of
MgO, such as the working gas pressure, annealing process and thickness of MgO.

Another motivation for stack optimization is to reduce the Néel coupling effect,
which causes dipole formation between the reference layer and the free layer that
can lower the TMR ratio. Néel coupling effect, otherwise known as the orange peel
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coupling, can be understood as interlayer exchange coupling due to proximity effect
that could be enhanced by the roughness (or waviness) between the layers. Assuming
a sinusoidal roughness profile, the Néel coupling field HN can be of the form [100,
101, 102]:

HN = π2

√
2

A2

λtF
Mse

(−2π
√
2tB/λ), (35)

whereA andλ are the amplitude andwavelength of the roughness profile, respectively,
and tF and tB are the thickness of the free layer and that of the barrier, respectively.

TMR is also dependent on bias voltage applied and temperature, in which a larger
resistance drop can be observed when the two ferromagnetic electrodes are in the
antiparallel configuration [99, 103]. This is largely attributed to magnon excitation
and defects within the tunnel barrier creating trap states for electrons to co-tunnel,
diluting the spin polarization P in the process [104, 105, 106, 107, 108].

At present, research is currently focusing on Heusler alloys exhibiting nearly
100% spin polarization, which is required to achieve high TMR [109]. Interested
readers may wish to refer to [110] for a more comprehensive review on Heusler
alloys.

4.1.2 Read/Write Current Density

Although MRAM does not require periodic refreshing as compared to DRAM, the
large write current density required to performmagnetization reversal is still a signif-
icant challenge. The intrinsic write current density, Jc0, calculated for a macrospin
model at zero temperature follows the equation:

Jc0 = 2αeMstF
�P

H, (36)

where α is the gilbert damping, e is the electron charge, tF is the thickness of the
free layer, � is the reduced Planck’s constant and P is the polarization efficiency. H
is dependent on the switching trajectory, which acts in-plane and out-of-plane for
pMTJ and iMTJ, respectively (see Eq. (10) and Fig. 8). As such, the STT switching
component would have to overcome the out-of-plane demagnetizing energy in the
case of iMTJ, resulting in the following expression [52, 111]:

H = Hef f + 2πMs, (37)

leading to an increase in Jc in accordance to Eq. (38) without an increase in�. On the
other hand, H is simply Heff for circular pMTJ nanopillars since the STT switching
trajectory is along the same path as the demagnetization term. In reality, P can be
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lower when switching from the parallel to anti-parallel configuration [112, 113, 114].
This can be explained by the free layer attempting to polarize the conduction electrons
as they travel towards the reference layer, reducing the amount of theminority carriers
that will backscatter at the reference layer.

If thermal fluctuation is to be included due to finite temperature, then the write
current density Jc can be expressed as:

Jc(τ ) = Jc0

[
1 − 1

�
ln

τ

τ0

]
, (38)

where τ 0 is the characteristic flip attempt time (~1 ns) and τ is the time taken for
magnetization reversal. From Eq. (40), one may obtain faster magnetization reversal
(τ < 1 ns) when overdriving the current, i.e. setting Jc to be greater than Jc0. It
follows from Eq. (40) that a high thermal stability factor results in a higher current
density required to overcome the energy barrier, a conundrum that has yet see a viable
solution till date. Therefore, the current figure of merit is the switching efficiency is
defined as ηST T = �

ISW
.

To achieve pulsewidth τ of the order of <1 ns, thewrite current of up to eight times
of Jc has been sent to induce magnetic reversal in the precession regime independent
of thermally assisted fluctuation process [115]. The switching speed of the free layer
in the MTJ is estimated from the macrospin model to be [116, 117]:

τ ∝ ln(π/2θ)

Jc − Jc0
, (39)

where θ is the initial misalignment between the free layer and pinned layer. For pulse
width comparable or shorter than the thermal attempt time (1 ns), the STT induced
switching process follows the adiabatic precessional model, almost independent of
the thermal agitation [118].

In addition, the read and write current density should have a sufficiently wide
margins to prevent accidental disturbances during operation. While it is inevitable to
have dispersion due to variation in fabrication processes, the margin spreads should
not overlap each other as shown in Fig. 9 in order to avoid soft errors. During the
read operation, the bit resistance is compared to a reference value halfway between
RAP and RP, which usually corresponds to a biasing voltage of no more than 300 mV.

4.1.3 Resistance Area Product

In what follows from the switching efficiency, one must also consider the breakdown
voltage of the insulating barrier deployed in the magnetic tunnel junctions. Both
TMR and TDDB are proportional to RA product, which comes at a cost to further
downscaling as well as read access speed. In the case of MgO commonly chosen for
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a

b

Fig. 9 a Ideal case of read and write margins of the MTJ bits. b Overlapping margins may lead to
soft and hard errors

its enhanced spin polarization ability, the critical switching voltage has a thickness
dependence, which should not exceed 1.2 V for 1 nm of MgO.

Tunability of the Resistance-Area (RA) product is highly desirable from the engi-
neering viewpoint as it allows capacitancematchingwith theCMOS technology node
[10, 119]. In a MTJ with double MgO tunnel barriers, the tunnel barrier between the
reference layer and the free layer (herein referred to as tunnel barrier 1) is mainly
responsible for the TMR ratio and interfacial PMA. The tunnel barrier at the other
interface of the free layer is used to enhance interfacial PMA, and therefore its RA
product is kept below 1� μm2. To keep the RA product between 5 to 10 � μm2, the
thickness of the MgO is typically reduced to 1 nm. This makes the MTJ vulnerable
to hard errors, and is imperative to optimize and control the oxidation state of the
tunnel barrier.

4.1.4 CMOS BEOL Integration Process

Finally, the realization of MRAM devices must include the integration with the
CMOS BEOL processes. The deposition of dielectric passivation via PECVD tech-
nique occurs at 400 °C, while Cl-based RIE occurs at 350 °C, which may have a
detrimental impact on the magnetic properties of the MTJ. The fabrication of the
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MTJ nanopillars has also evolved from various methods, where etchback becomes
the norm as it can allow for MTJ features to go below 40x. Due to the hydrophilic
nature of MgO, in-situ encapsulation is done after etching to prevent the formation
of Mg(OH)2. Since the free layer consisting of CoFeB alloys achieves PMA through
interfacial effect and out-diffusion of the interstitial B atoms, a MTJ stack optimized
for annealing 400 °C process does not necessarily yield the equivalent or better
performance at lower processing temperature.

5 State-of-the-Art MTJ Stack Design

We have presented Fig. 2 as an ideal MTJ configuration earlier during the introduc-
tion, which has eliminated a lot of considerations for simplicity. However, the MTJ
stack should consist of appropriate materials to address the concerns as mentioned
in Sect. 4. As summarized in Fig. 10a, the key considerations in the design of pMTJ
stacks revolve not only around material, magnetic and electrical properties, but must
also contemplate on how each decision intertwines with the subsequent overlayers.
In addition, certain magnetostatic effects are only desirable in a certain scenarios to
achieve an objective, often at an expense to other parameters.

For instance, the hard layer has to be extremely stable in itsmagnetic configuration,
but a high stray field may be induced. The stray field may offset the coercivity field
of the soft layer via magnetostatic coupling, leading to an additional energy bias
required in order to induce magnetization reversal. Biasing is undesirable as it leads
to increase in energy consumption, decreased reliability (unintentional switching),
decrease in TMR (voltage biasing), and additional stress to the MTJ stack (e.g.
time-dependent dielectric breakdown). To resolve this problem, a synthetic anti-
ferromagnetic (SAF) structure consisting of two hard layers coupled by ultrathin

Fig. 10 a Summary of stack design considerations. b State-of-the-art MTJ stack design
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intermediate layer is introduced to eliminate the stray field, but this increases the
stack complexity.

Furthermore, the required magnetic properties and thermal robustness of hard
layer limits the choice of materials to Co/X multilayers, where X is typically Pd, Pt
or Ni that can provide high PMA through magnetocrystalline anisotropy. In addition
to having low spin polarizing efficiencies required to create a spin current for STT
switching, such hard layers with fcc(111) crystallinity would not be able induce
bcc-MgO(100) growth required for high TMR. An additional ferromagnetic layer
(referred to as polarizing layer) with high spin polarizing efficiency can circumvent
the problem, but must be coupled to the SAF structure through amorphous texture-
breaking layer, therefore adding complexity to the MTJ design.

Given the complexity involved, this chapter is devoted to the functions of each
section within the full pMTJ stack design as shown in Fig. 10b. Each subsection
will describe the rationale, compromises and limitations behind the current material
choices, as well as future outlook and development plans. The discussion is focused
on bottom-pinned pMTJ stack, wherein the stack begins with the reference section
as the first set of ferromagnetic layers to be deposited.

5.1 Seed Layer

One of the major challenges with the fabrication ofMRAM stacks is the tight control
on the deposition process as the interfacial effects, crystallinity and surface rough-
ness are critical to the performance of such complex multilayer structures. It is of
paramount importance to have an initial ultra-smooth seed layer to provide the crys-
talline template for the reference layer. Since Co/Pt multilayers are one of the de
facto choice as hard magnetic layers due to its high Ms, high Hc, high Tc and high
tunability, the seed layer chosen should be in the fcc phase with minimal lattice
mismatch.

The seed layer candidates for Co/Pt multilayers are usually Ru and Pt, as they
have been demonstrated to promote the necessary crystallographic texture that retains
PMA even after 400 °C for at least 30 min [119, 120, 121]. While Ta has also been
reported before as a seed layer for Co/Pt multilayers [122, 123], it is also well known
to lack the thermal robustness required for pMTJ to be compatiblewithCMOSBEOL
processes [122, 123, 124, 125, 126]. A thick Pt seed layer is desirable to achieve
high PMA in Co/Pt multilayers, but is typically reduced for practicality in pMTJ
fabrication [127, 128]. Pt, being an unreactive noble metal, can pose a challenge
when reactive ion etching is used in device patterning for fast throughput [120, 129,
130]. On the other hand, the redeposition as a result of Ru etching remains conductive
even after post-etch surface treatment via oxidation. Although Co/Pt multilayers
with high PMA has been achieved with 7 nm Ru seed layer, the risk of device
failure due to sidewall redeposition shorting theMTJ pillar increases as devices scale
down [120]. Other key considerations for seed layer include electrical conductivity,
400 °C thermal robustness and minimal thickness to allow larger process margin
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for downstream processes (e.g. chemical mechanical polishing (CMP), etch). CMP
can also be performed prior to seed layer deposition to reduce the initial surface
roughness to help minimize defects and reduce Neel coupling [119, 131, 132].

5.2 Hard Layer

Although rare earth magnets such as NdFeB and TbCoFe are one of the strongest
ferromagnetic materials, it has seen limited success in the earlier designs of MTJs
due to its low Curie temperature and high corrosion factor [133, 134]. The typical
minimum thickness required for ferrimagnetic rare earth-3d transition metal alloy
(RE-TM) alloys to exhibit PMA is >10 nm, increasing the aspect ratio of the patterned
MTJ devices [135].

Other candidates such as chemically ordered L10 CoPt and FePt alloys require
at least 500 °C of substrate temperature, falling outside of the temperature window
for typical CMOS BEOL processes [136, 137]. Meta-stable L11 phase CoPt with
substrate temperatures between 250 to 400 °C have also been reported [138, 139,
140, 141]. However, this may limit throughput as it takes time for the sample to be
heated up and cooled down within a vacuum chamber.

Other alternatives to the hard layer design include the inner SAF, which had a
reduced HL2 thickness to allow smoother interface, as well as, enhanced control
over the offset field induced to the free layer [142].

5.3 Coupling Layers

To reduce the stray field generated from hard layer 1, an additional thin layer of Ru
(0.4–0.9 nm) is inserted between hard layer 1 and hard layer 2 to create a SAF section
(see Sect. 3.3.3). To prevent accidental switching of the reference layer section, it is
desirable for the induced exchange coupling fieldHex to be higher than the coercivity
of the free layer. This can mean that the first peak of IEC with strong Jex has to be
deployed, thus increasing the process challenge.

The IEC effect is also used in subsequent sections within the pMTJ stack to
couple magnetic layers together in a ferromagnetic manner. Examples include
Co/Pt/X/CoFeB in the reference layer section and CoFeB/X/CoFeB free layer
section,whereX is the coupling layer. In these cases, the thicknesses of these coupling
layers were tuned to enable ferromagnetic coupling instead. The main aim of such
coupling layers would be to break the crystalline texture so as to minimize lattice
strain that may affect the growth of bcc (001) CoFeB/MgO. Notable candidates
include Ta, W and Mo [124, 125, 126, 143].
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5.4 Polarizing Layer

In order to induce magnetization reversal within the free layer through electric
current, spin polarization must first be enabled by the reference layer. The spin polar-
ization is defined in Eq. (7), which can be quantified by using the superconductivity
measurement technique described by Tedrow and Meservey [144, 145].

In addition, spin scattering effect must also be considered if there is non-
ferromagnetic metal present as in the case of Co/X multilayers, where X = Pt or
Pd are common materials as they are able to induce strong MCA due to their high
spin–orbit coupling effect. While Co/Pt multilayer section is an excellent candidate
for hard layers, it has a major drawback of having poor spin polarization efficiency
(~0.46 due to large spin scattering effect at the non-magnetic layers, in contrast to ~
90% for Co/Ni or 65% for amorphous Co40Fe40B20. In addition, Co/Pt multilayers
may translate its fcc crystal structure to the MgO tunnel barrier, which must be in
the bcc (100) crystal structure in order to allow for enhanced coherent tunneling in
the majority �1 state. CoFeB is typically used to solve the above problems simul-
taneously as it achieves its PMA from the hybridization of iron 3d and oxygen 2p
orbitals, amorphousness when deposited which, upon annealing, crystallizes into bcc
(100) with small lattice mismatch MgO, as well as high spin polarization efficiency.
The CoFeB can be coupled with the Hard Layer 2 through an ultra-thin Ta insertion
layer, which is subsequently referred to as the reference layer (see Fig. 10).

5.5 Tunnel Barrier Layer

The tunnel barrier is arguably one of the most important layers alongside the free
layer, and MgO is typically chosen for high TMR ratio. The stress voltage tolerable
for MgO is typically 1.2 V, which is higher than AlOx barriers posing as an attractive
advantage. To keep RA low, the thickness ofMgO is kept to ~1 nm. Thismay result in
pinhole formation, which can lead to current shunting or reduction of the dielectric
endurance during device operation. As such, deposition techniques such as radio
frequency sputtering of MgO dielectric or Mg deposition followed by controlled
oxidation are often carefully optimized [98, 146].

Another key concern is the Néel coupling effect, which arises due to magneto-
static interactions between the hard and soft layer and may drastically reduce the
TMR. Therefore, the underlayers leading up to the tunnel barrier should ideally
have minimal surface roughness. To improve on the overall device performance, an
optional in-situ annealing during deposition can help to obtain bcc-MgO(100) [21,
98]. This is then followed by an ex-situ annealing with magnetic field applied to
enhance crystallization of both MgO and CoFeB [97, 147, 148].

In addition, having a second MgO over the CoFeB-based free layer can lead to
an improvement in thermal stability as well as symmetrical current switching. This
is due to the additional interfacial anisotropy induced on the other side of CoFeB,
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although a thin coupling layer has to be included between the two CoFeB as a strain
relief from crystallization from both sides of the MgO.

5.6 Free Layer

The free layer is also another key research focus as it is responsible for the storage of
the bit information. There are various design concepts pertaining to the free layer to
dealwith specific issueswithminor trade-offs. In general, CoFeBhas been commonly
used as the free layer in pMTJ due to its high degree of flexibility [95, 149], low
Gilbert damping factor ranging from 0.0035 to 0.032 [149, 150, 151, 152, 153, 154],
and amorphousness during deposition [50, 155]. CoFeB may crystallize in bcc(100)
orientation upon annealing beyond 300 °C, resulting in a good lattice matching with
MgO and subsequently high TMR [30, 156]. A significant amount of research has
been focused on the annealing dependence of CoFeB and how its crystallization,
boron and oxygen absorption by the adjacent layers (e.g. Ta, Mo, W and MgO), and
magnetic dead layer effect due to rough interfaces and/or interlayer diffusion [29,
86, 126, 156, 157, 158, 159, 160, 161, 162, 163, 164, 165]. The magnetic dead layer
is another concern as it may reduce the effective thickness of the free layer, and
therefore the thermal stability.

However, there is a limit in the maximum thermal stability achievable using a
single CoFeB layer since its origin of PMA comes from interfacial effect. To increase
the thermal stability, free layerwith twoCoFeB layers coupled by a thin non-magnetic
layer (such as Ta, Mo or W) has been reported to achieve almost double the thermal
stabilitywhilemaintaining comparableTMRand Jc [86, 166, 167, 168]. Both sides of
theCoFeB layers can be sandwiched byMgO tunnel barriers formaximum interfacial
anisotropy effect aswell as improving symmetrical switching duringwrite operations
from P → AP state. The standard seems to be leaning towards double MgO-based
pMTJ stack as discussed above, but some novel concepts are also introduced below.

Liu et al. suggested to substitution one of the CoFeB layer within the free layer
section with Co/Ni multilayers instead as they bear similarities in some of the key
magnetic properties [169]. Co/Ni has a slightly higher gilbert damping value than
CoFeB, but has a much higher Ms and PMA generated from magnetocrystalline
anisotropy (MCA, see Sect. 3.3) [169, 170, 171, 172, 173, 174]. Since Co/Ni multi-
layers do not rely on interfacial PMA, the magnetic volume can now scale according
to the demands. That having said, strong MCA is observed when Co/Ni multilayers
are in the (111) crystalline direction, which means that the coupling layer between
Co/Ni and CoFeB must be sufficiently thick or amorphous to prevent the transfer of
fcc crystalline texture to the CoFeB free layer. Furthermore, the MCA of Co/Ni is
heavily reliant on the contiguous layers to transfer the crystalline texture, which is
restricted to only one side of the interface since the other side would be the texture
breaking coupling layer. This means that double-MgO will not be deployed in MTJs
with such hybrid free layer.
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Another novel development is the abandonment of interfacial efforts entirely and
instead focusedon shape anisotropy effect to inducemagnetization in the out-of-plane
direction. High TMR and high thermal stability is achieved even with diameters less
than 7 nm,which could provide further scaling down to the 1× node and beyond [175,
176]. This would however, lead to very high aspect ratio of the free layer section and
subsequently the pMTJ stack, which may lead to additional integration challenges.

6 Experimental Techniques

6.1 Ferromagnetic Resonance Spectroscopy

The concept of ferromagnetic resonance (FMR) was first experimentally observed
in the 1946 by Griffiths [177] and subsequently theorized by Kittel [178], similar
to other nuclear resonance phenomena such as electron paramagnetic resonance and
nuclear magnetic resonance [179]. Under an external applied magnetic field, the
magnetic moment that arises from the orbital and spin angular momentum precess
at a particular frequency proportional to its gyromagnetic ratio. For the case of
ferromagneticmaterials, additional intrinsic contributions, such asmagneocrystalline
anisotropy or demagnetization energy, are to be considered in addition to the Zeeman
effect due to the external magnetic field, summing up to form an effective field Heff .
A resonance effect occurs when the precessing moment is subjected to an alternating
field of the same frequency, typically in the microwave range for ferromagnetic
materials as the gyromagnetic ratio is in the order of GHz per Tesla. An absorption
spectrum of the Lorentzian form is observed as the microwave is absorbed during
the process.

In spin wave resonance, FMR is a unique phenomenon where the spins precess
uniformly at the same phase, i.e. the wave vector k = 0 [180]. The collection of spins
is considered to be a single entity (i.e. macrospin approximation), and therefore can
be derived from the Landau-Lifshitz-Gilbert (LLG) equation. The following example
draws its solution laid out by Bilzer [181], but examines the case of a thin film with
PMA. The conditions set for the material of interest has an OOP easy axis along the
z-axis. Assuming that a strong externalmagnetic fieldHext is applied in the z-axis that
aligns all magnetic moments to achieve saturation magnetization Ms, the addition
of a small alternating field hac in the x-axis (through an AC microwave source) will
perturb the magnetization M, which can be expressed as:

M = Msm ≈ mx x̂ + my ŷ + Msẑ, (40)

where x̂ , ŷ and ẑ are unit vectors in Cartesian form. Heff is further defined as

Hef f = hac x̂ + (Hext − Mef f )ẑ (41)
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where Mef f = Ms − 2K⊥
μ0Mst

is the contraction of the demagnetization and PMA terms
which are along the same axis. Therefore, the LLG equation can be expressed as:

dmx

dt
= −γμ0

(
Hext − Mef f

)
my − α × δmy

δt
. (42)

dmy

dt
= −γμ0

[−(
Hext − Mef f

)
my + Mshac

] + α × δmx

δt
(43)

dmz

dt
≈ 0 = −γμ0hacmy − α

Ms

(
mx

δmy

δt
− my

δmx

δt

)
. (44)

Since the magnetization components in the x- and y-axis are in precessional
motion due to the presence of hac, the ansatz mx,y = mx,yeiωt is used to further
linearize the set of equations into the following form:

iωmx = −(ωH + iωα)my (45)

−(ωH + iωα)mx + ωMhac + iωmy = 0, (46)

where the following set of notations ωH = γμ0
(
Hext − Mef f

)
and ωM = γμ0Ms

are used for convenience. Equations (45) and (46) can be linearized into the form
m = χh, where χ is the susceptibility in the form of a rank-2 tensor due to presence
of magnetic anisotropy. Equation (44) can be dropped as the only non-zero term is
an energy term containing the product of my and hac. The set of linear equation from
Eqs. (45) and (46) can therefore be expressed into the following matrix form:

(
ωH + iωα −iω

iω ωH + iωα

)(
mx

my

)
=

(
ωMhac

0

)
, (47)

which can be rewritten as the following expression;

(
mx

my

)
=

(
χxx χxy

χyx χyy

)(
hac
0

)
. (48)

The component of the susceptibility tensor of interest is χxx as the hac is applied
in the x-direction, and can be expressed as:

χxx = my

hac
= ωM(ωH + iωα)

(ωH − iαω)2 − ω2
= ωMωH

(
ω2

H − ω2
) − iαωωM

(
ω2

H + ω2
)

(ω2
H − ω2)2 + (2αωHω)2

,

(49)
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where all the terms containing α2ω2 are excluded, since it leads to zero in the case
for α << 1 in common ferromagnetic materials (CoFeB ~ 0.014). The imaginary
component follows the formof a general Lorentzian function L(x) = K

(ω−ω0)2+ω2(�ω)2

with a frequency half width �ω = 2αωH . Furthermore, the maximum of the curve
occurs when ω = ωH , in agreement with resonance condition set by the Kittel
formula:

f = μ0γ

2π

(
Hext − Mef f

)
. (50)

In the case of amaterial with in-planemagnetization, applying the same procedure
but with mx = Ms and hac in the y-axis results in the following equation [181]:

f = γ

2π

√
(Hext + Hk)

(
Hext + 4πMef f

)
, (51)

where Hk is the in-plane anisotropy field. For the occurrence of FMR, hac must be
orthogonal to Hext . In addition, hac would be typically small in order for resonance
to occur in the linear regime.

A variety of physical properties can be deduced from FMR spectroscopy, making
it one of the most powerful tools available for magnetization characterization. In
addition to the quantification ofMeff as described inEqs. (50) and (51), the full-width-
half-maximum (FWHM) of the Lorentzian curve can also yield the phonological
effective gilbert damping parameter αeff via the relation:

�H = 4παe f f

γ
f + �H0, (52)

where ΔH0 is the inhomogeneous linewidth broadening dependent on the film
quality affecting the local resonance field. In turn, αeff is related to the spin mixing
conductance via the expression:

αe f f = α0 + gμB

4πMs
g↑↓

1

t
, (53)

where α0 is the bulk damping constant of the magnetic material with gyromagnetic
ratio g and thickness t, μB is the Bohr magneton and g↑↓ is the spin mixing conduc-
tance as a consequence of spin pumping from the ferromagnetic to a non-magnetic
layer [182, 183]. Another intrinsic material property that can be deduced from in-
plane FMRspectroscopywould be the exchange stiffnessAex , which can be expressed
as:

f 2n =
(γμ0

2π

)2
[
Hext + Mef f + 2Aex

Mef f

(nπ

t

)2
]

×
[
Hext + 2Aex

Mef f

(nπ

t

)2
]
, (54)
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where n is the index of the perpendicular standing spin wave [152].
The rudimentary form of a FMR spectrometer would require a microwave source,

a microwave detector, an external magnetic field generated by an external magnetic
field, and a transmission line or a cavity to allow interaction between the sample
to and the microwave. In earlier versions of the experimental setup, a microwave
resonant cavity was used to produce a standing wave with a uniform ac field of the
microwave source hac for the sample to be placed within [179, 184]. The cavity is
placed under an external magnetic field which is modulated with a Helmholtz coil
operating within a few tens of Hz. The modulated signal is picked up by the lock-in
amplifier, which measures the in-phase and quadrature voltage. Due to the physical
limitation of the length of the cavity to form uniform standing modes, relatively few
data points can be extracted.

Recent advancements have led to the usage of vector network analyzer (VNA)
along with a transmission line to perform broadband microwave spectroscopy. Due
to the quasi-static TEM mode characteristic of transmission lines such as grounded
coplanarwaveguide (GCPW)andmicrostrip,hac encircles the signal trace as shown in
Fig. 11b. In order to minimize reflection losses at frequencies above 30 GHz, GCPW
design is preferred over microstrip configuration. The curvature of the GCPW is
typically large enough to prevent shorting when a thin filmMTJ sample is placed on
top of the signal trace in a flip-chip configuration. The main difference between the
two configurations is having two ground planes and the signal trace s on the same
plane for the GCPW design. By including these grounds, the impedance matching
can be achieved by tuning the gap distances between the s and signal trace width w.
Additionally, through vias, with spacing d = λ

8 , can be connected to a bottom ground
plane to improve the transmission behavior. Through this configuration, the frequen-
cies of the microwave source can be varied instead of the external magnetic field,
leading to a significant increase in the measurement throughput without sacrificing
resolution.

The strength of hac is typically assumed to be uniform across w and approxi-
mated by Ampere’s law hac = I

2w [185]. However, hac could be smaller due to the
microwave attenuation down the transmission line, imperfect current distribution or

a b

Fig. 11 a Schematic of the typical grounded coplanar waveguide (GCPW). b The cross-sectional
viewof theGCPW,with the sample placed on top of theGCPWin aflip-chip configuration (magnetic
film shown in green). The magnetic field is assumed to be uniform in an ideal scenario
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presence of air gap between the sample and GCPW [186]. Nonetheless, the magni-
tude of hac is appropriately small to excite the magnetization within the linear regime
[187].

One drawback of such frequency sweepingmode is the challenges associatedwith
achievingmatchingRF impedanceover the entire bandwidth.ThedesignofGCPWor
microstrip follows the microwave transmission theory and a dielectric material with
high permittivity εr is desirable so as tominimize dielectric loss. Impedancematching
can be achieved by tuning the gap distances between s and w. In addition, tapering s
may also help to tune the inductance and capacitance of the coplanar waveguide, and
the introduction of via holes can help to reduce radiative losses. Most importantly,
the GCPW should not be plated using electroless nickel/immersion gold (ENIG),
a method that is commonly deployed in PCB finishing, due to the presence of the
ferromagnetic nickel. Instead, immersion silver is deployed to ensure low insertion
loss, even at higher frequencies.

The end launch connectors and coaxial cables should be free of any magnetic
impurities to avoid the influence of external magnetic fields [179]. The VNA should
also beplaced at a sufficient distance from the electromagnet, as themicrowave source
is a YIG-based oscillator that might be influenced by external magnetic fields. If air-
spaced coaxial cables are used, over bending of the cables may lead to irreversible
damage. The dielectric within the cable is air for minimal dielectric loss, and the
inner conductor is supported by spacers placed at regular intervals to prevent the
inner conductor from touching the outer ground shield.

The importance of FMR spectroscopy in the development of MRAM arises from
its ability to decouple the anisotropy contributions from the various ferromagnetic
sections in the MTJ. Since the effective fields generated from intrinsic contributions
are different for the soft layer and hard layers, the ferromagnetic resonance conditions
will differ for each layer within the MTJ, as shown in Fig. 12. For example, the
material choice for the soft layer (CoFeB) typically has a lower PMA in contrast to
the hard layers, and therefore resonates at a lower microwave frequency of ~5 GHz.
The free layer is also shown to have resonance points that are symmetric about zero
external magnetic field. Due to the antiferromagnetic coupling, the FMR of HL1
and HL2 will switch at the coercivity points of the SAF structure. In contrast, the
M-H loop measurements of the hard axis (e.g. VSM, MOKE, SQUID) will be the
total contribution from the entire MTJ stack as the all magnetic moments will rotate
coherently towards its hard axis. Since crystallinity, interlayer diffusion and surface
roughness plays an important role in Keff , truncating out the free layer section is not
a good representative.

6.2 Current In-Plane Tunneling (CIPT)

Four-point probe measurements (also known as the Kelvin technique) have been
commonly used to accurately monitor the sheet resistance of materials. It has been
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Fig. 12 Frequency-swept FMR spectra of a typical pMTJ stack presented in a contrast plot. The
y-axis is the microwave frequencies swept at a step size of 10 MHz, while the x-axis is the external
magnetic field at coarser step size. The color contrast indicates the intensity of the transmitted
microwave power, where the black corresponds to the absorption ofmicrowave due to FMR.Dashed
lines in blue, red and white are guides to the eye which corresponds to the FMR conditions for FL,
HL2 and HL1 respectively

commonly deployed as a non-destructive inline metrology tool, allowing for thick-
ness calibration and uniformity check. Since the fabrication of patternedMTJ devices
is extremely time and resource intensive (ranging from weeks to months depending
on the level of complexity and tool availability), the CIPT technique can be utilized
in thin film MTJ stacks to characterize local distribution of the electrical transport
properties, or to perform full wafer mapping to check for film uniformity. Another
advantage of this thin film characterization is the process variations inherent to device
patterning can be excluded, allowing for systematic and efficient troubleshooting.
CAPRES, in junctionwith IBM and Infineon Technologies, have developed a sophis-
ticated CIPT metrology system to simultaneously measure the TMR, RA and sheet
resistances of the top electrode RT and bottom electrodes RB. In the case MTJ stack
analysis by CIPT, the probe spacings would be narrower to ensure tunneling through
the MTJ.

Within the probe head, a multiplexer is used to select a combination of 4 out of the
12 collinear probes with ultra-narrow spacing (on the order of a few μms). A small
current I is typically sent through the outer probes while the voltage V is measured
by the inner probes connected to a high impedance electrometer. To further eliminate
error contribution from the contact resistance, a small AC current in conjunction with
a lock-in amplifier can be used. In the CAPRES model, a permanent magnet was
used to perform the magnetic field sweep which is calibrated prior to measurements.
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Fig. 13 Schematic of the
CIPT model, illustrating in
blue the theoretical
breakdown of current
flowing through probe 1.
Modelled after reference
[188]. In blue, used to model
the Eq. (56) to conserve
voltage. In white, used to
model Eq. (58) to decompose
the components of current
flow. In green, used to model
Eq. (60) to conserve current

The theory behind sheet resistanceRsmeasurements using four-point probewill be
briefly discussed in this section. It is defined as Rs = ρ

t , where ρ is the resistivity of a
material and t is the thickness. However, the geometric correction factors, thickness
and spacing between the probes should also be represented. The current injected
through a probe can be considered to flow radially outwards through the material in
the form of a cylinder with radius r and thickness t. Therefore, the current density J
is defined as J = I

2πr t .
Furthermore, the current also induces an electric field E = dV

dr = −ρ J for an
ohmic material, in which Ohm’s law can be applied to obtain the voltage drop over
a concentric radial distance r. From Fig. 13, the potential drop from point 2 to point
3 as a result of a current injected from point 1 can be calculated from the integration
of the E over two probe distances, resulting in the following expression:

r3∫
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r2

)
. (55)

Figure 14 illustrates a four point probe measurement with equal probe spacing x.
The drop in voltage measured between probes 2 and 3 is due to the current injected
fromprobe 4,which can be seen as a negative current flowing in the opposite direction
as compared to probe 1. Therefore, the vector sum of these two contributions leads

to the overall potential drop �V = Rs
I
2π

(
ln r3

r2

)
− Rs

I
2π

(
ln r2

r3

)
. In the case of equal

probe spacing x or Rs = π
ln2

�V
I , the potential drop from the viewpoint of probe 1

can be expressed as �V = Rs
I
2π (2ln2).

The concept of sheet resistance can also be applied to theMTJmodel as described
by Worledge et al. [188], in which the current passing through the tunnel barrier is
assumed to be perpendicular to the infinitely extendedfilmplane (CPPconfiguration).
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In Fig. 13, by the conservation of voltage, the voltage drop across a closed loop with
an infinitesimally small loop of radius dr should be zero. Starting from the current
flowing from the top electrode through the tunnel barrier to the bottom electrode,
then back to itself, the expression as per Kirchhoff’s Second Law would be:

Jz(r)RA + tB RB JB(r)dr − Jz(r + dr)RA − tT RT JT (r)dr = 0, (56)

where the subscripts z, T and B refers to the current flowing through the tunnel
barrier in the z direction, the top electrode and the bottom electrode, respectively.
Equation (56) can be further reduced by combining the first and third term d Jz(r) =
Jz(r+dr)− Jz(r) and differentiating Eq. (56) by dr to give the following expression:

d Jz(r)

dr
RA − tB RB JB(r) + tT RT JT (r) = 0 (57)

Furthermore, assuming the current injected into the ultrathin top electrode from
a point contact source can only flow out into the tunnel barrier or radially along the
top electrode (per cylindrical model), the total current flow can be decomposed into
these two contributions to obtain the following expression:

2πr tT JT (r) − 2πrdr Jz(r) − 2π(r + dr)tT JT (r + dr) = 0, (58)

which in the limit of dr → 0, leads to:

Jz(r) + d JT
dr

tT − JT
r
tT = 0. (59)

Finally, a charge current flowing from probe 1 to probe 4 can either flow through
both the top and the bottom electrodes of the MTJ, but would still obey the law of
current conservation (Kirchhoff’s first law) to give the following expression:

I − 2πr tT JT (r) − 2πr tB JB(r) = 0. (60)

Equations (57), (59) and (60) can be used to solve as a set of simultaneous equa-
tions. Along with the expression of electric field flowing through the top electrode
as ET (r) = RT tT JT (r), JT can then be determined by solving the above equations
to form:

− RA

RT

d2ET (r)

dr2
− RA

RT r

dET (r)

dr
+

(
1 + RA

RT r2
+ RB

RT

)
ET (r) − I RB

2πr
= 0. (61)

To fit the equation to the modified Bessel function of the first order [188], Eq. (61)
is further simplified by the constant expression δ = RT RB I/2πλ(RT + RB), the
characteristic length scale λ = √

RA(RT + RB) and its ratio with respect to the
interprobe spacing z = x/λ. Using the same approach seen in the determination of
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sheet resistance, the voltage measured can be extracted by integrating ET over the
probe distances.

In order to ensure that the current flows through both the top and bottom electrodes
for TMR to be measured, a few considerations have to be made when using the CIPT
tool. Firstly, the mean probe spacing distance x has to be chosen to ensure results
follow a good fit to the model. A general rule of thumb described by CAPRES states
that in order for the current flowing through the outer probes to be distributed amongst

the top and bottom electrodes equally, the characteristic length scale λ =
√

RA
RT +RB

should be between λ ≤ x ≤ 5λ. Thus, ultra-small probe spacings are required for
MTJ thin films which typically have very small RA values.

Secondly, the top and bottom electrodes have to be designed carefully as the
RT /RB ratio is important. As current prefers to flow in the path of least resistance,
the current effectively shunts through the top electrode if RB is much higher than RT ,
resulting in minimal tunneling through the tunnel barrier. This can be interpreted as
a suppression of the measured TMR. In most electrode designs, the RT /RB ratio is
set to be ~18.

Lastly, at least 7 nm of Ru is required as a capping layer in order for theMTJ stack
to remain conductive after exposure to native oxidation. Otherwise, the software is
programmed to repeatedly drive in the probes, resulting in probe breakage.

6.3 Sputtering

Magnetron sputtering deposition is a physical vapor deposition process used exten-
sively in semiconductor industry for thin film growth, due to its ultra-smooth deposi-
tion, good film adhesion and high uniformity at an acceptable throughput. As shown
in Fig. 14, a high voltage is applied to generate plasma by ionizing inert gas (usually
Ar, Kr or Xe) introduced into the chamber, which is maintained at 20 mTorr. The Ar+

ions created will accelerate towards the cathode, bombarding atoms from the high
purity target (typically >99.9%) with high energy. The ejected atoms from the target
will then impinge onto the surface of the substrate, provided that themean free path of
the material is longer than the target-to-substrate distance. At the same time, released
electrons during ionization may also collide with additional Ar atoms, creating more
secondaryAr+ ions and free electrons to create a self-sustaining process. The chamber
pressure is lowered to 2 mTorr before opening the shutter gate for the actual deposi-
tion. To avoid charge build-up on dielectric materials such as MgO, RF sputtering is
performed at 13.56 MHz frequency and 100 W power.

The popularity of magnetron sputtering arises from its flexibility in tuning several
parameters in order to optimize and ensure smooth and uniform coating of the target
material. A low base chamber pressure is often required to minimize interfacial
oxidation and H2O contamination that may be detrimental to hydrophilic materials,
such as MgO. Since the generation of plasma is usually inefficient (<0.1% ionization
rate), permanent magnets can help to confine the secondary electrons into a helical
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Fig. 14 Schematic diagram of the main chamber within the sputtering system

trajectory path along themagnetic field lines for further ionization events. This elimi-
nates the need for high working gas pressure that may be unfavorable for film quality
and efficient target utilization. The type of inert gas (Ar, Kr, Xe) used to generate
plasma ions can also help to improve uniformity by ensuring efficient transfer of
momentum. The sputtering pressure and applied power can control the deposition
rate to ensure film adhesion and minimal stress. Finally, the spindle rotary speed
in which the sample is mounted onto and the target to substrate distance allows for
uniform distribution of sputtered material.

6.4 Vibrating Sample Magnetometer

Vibrating samplemagnetometer (VSM) is a standard tool inmagnetization character-
ization and crucial for MRAM development. With a detection range of down to 10–6

emu with a noise level of <10–7 emu, VSM is suitable for measuring pre-patterned
pMTJ thin film samples. The operating principle of VSM relies on the Faraday’s
law of induction, where an induced electromagnetic force (EMF) is generated from
a magnetic sample when it is mechanically vibrating between a set of pick up coils.
The voltage is detected by a lock in amplifier which takes reference to the frequency
of vibration. A piece of Nickel standard is used as a calibration sample to establish a
conversion ratio between Vemf picked up by a lock in amplifier and its known mass
magnetization. The Nickel standard, like any samples to be tested, is to be placed on
a clean quartz rod and secured with teflon tape, vacuum grease, double side tape or
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wax. The quartz rod is then inserted into the collet of the vibrator shaft and held in
place by tightening the nut.

As magnetic moment is proportional to magnetic volume, the magnetic signal of
the samples are usually very weak (ranging between 10–4 and 10–6 emu) and can
be easily drowned by the signal arising from the diamagnetic property of the quartz
rod, Si substrate and teflon tape. Therefore, there is a need to perform additional
background correction, by mathematically removing the slope and offset due to the
diamagnetism. Unless otherwise specified, the magnetic moment m is saturated at
very large applied field (>10 kOe) in order to ensure that all magnetic moment or
spins are aligned in the same direction as the external applied magnetic field.Ms can
then be determined by the following simple relation Ms = m

V , where V is the volume
of the magnetic material.

By performing amagnetic field sweep, theM-H loop is able to provide information
of the magnetic properties of the sample, such as remanence magnetization Mr ,
saturation magnetization Ms, coercivity field Hc and also its uniaxial anisotropy
field Hk . An external applied magnetic field can also be swept under user-defined
variable conditions (temperature, angle) in order to characterize the behavior of
the magnetic sample at each field step size. The effective anisotropy energy Keff
can then be determined from the enclosed area within the easy and the hard axes

measurements Kef f V =
[

Ms∫
0
Hdm

]
Hard

−
[

Ms∫
0
Hdm

]
Easy

[189, 190, 191]. This

can be an alternative method to quantify Keff when FMR signal is not detected
due to large gilbert damping factor, when the magnetic material is considered as a
single entity. Therefore, as noted in the previous section on FMR, this method is not
applicable for full pMTJ stacks, as the effective magnetic anisotropy measured in
the hard axis will be due to the contributions of all the magnetic layers.

The typical M-H loops of the pMTJ stack are as shown in Fig. 15a, b, commonly
referred to as major and minor loops, respectively. The magnetization reversal of
each section is indicated by colored arrows in the legend. Initially, under an extremely

a b

Fig. 15 a Major loop by sweeping a large external magnetic field. b Minor loop by sweeping a
smaller external magnetic field to capture the areal moment of the free layer. Hysteresis is observed
when the external magnetic field is reversed in the opposite direction
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strong (negative) magnetic field, all magnetic moments within the pMTJ will align
along the same direction as the external magnetic field. However, if the (negative)
magnetic field is no longer able to favorably sustain the energy minimization along
the same direction in the SAF configuration, the weaker of the ferromagnetic section
within the SAF structure will switch first, as labelled as event ➀ occurring when
Hext = Hc2. Event ➁ occurs when Hext is now applied in the positive regime such
that Hext is greater than the coercivity of the free layer. This event will trigger the
magnetization reversal of the moments in the free layer, which were initially aligned
in the negative direction. Upon further increasing the Hext to saturation field in the
positive direction, the energy configuration is now favorable for all three magnetic
sections to be aligned in the positive field denoted as event ➂. The reverse of the
M-H loop (positive to negativeHext sweep) can be similarly explained as above. The
measurement does not retrace back on itself, due to hysteresis which is the basis
of information storage at Hext = 0 Oe. The centerline dotted across the midpoint
between HL1 and HL2 as shown in Fig. 15 is the exchange field Hex due to the
interlayer exchange coupling mediated by the thin Ru spacer layer. The exchange
coupling can be determined as Jex = HexMst , where Mst is the areal moment of
HL2.

In Fig. 15b, a magnetic field of smaller magnitude than the switching field of
HL2 (~600 Oe) was applied to capture the magnetic moment of only the free layer.
The Mst together with Heff determined from FMR measurements, allows for the
quantification of thermal stability of the MTJ.

6.5 Magnetic Tunnel Junction Patterning

6.5.1 Reactive Ion Etching (RIE)

The patterning process of MTJ consists of two steps; UV lithography patterning of
photoresist and subsequent etching of the SiO2 hard mask and MTJ material. The
photoresist protects the area from being etched away. During etching, the material
is physically and chemically attacked and eroded in the unprotected areas. The etch
rate of material is a synergistic combination of both chemical and physical processes.

Vertical sidewalls and very accurate transfer of photoresist patterns to closely-
packed high density of devices is feasible by anisotropic plasma etching, as wet
etching has an issue of significant undercut relative to device size. Reactive ion
etching (RIE) is done in a vacuumwith a high density plasma sourcewith a 13.6MHz
excitation frequency and 800 W RF power. The substrate holder has a bias power
of 250–500 Wb, with an electrostatic chucking system and He backside cooling, as
shown in Fig. 16. During etching, the temperature of the wafer was kept at 70 °C
and the chamber pressure at 0.3 Pa. RIE is a combination of physical (bombardment)
and chemical (reactive) process.
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Fig. 16 Illustration of
reactive ion etching system
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6.5.2 Ion Beam Etching (IBE)

Ion beam etching (IBE) is the physical etching process whereby the ions of an
inert gas (Ar, Kr, Xe) are accelerated from a wide ion beam source into the surface
of a substrate to etch away all materials to a desired depth or under layer. Since the
accelerated ions will etch all materials, it is challenging to obtain an appropriate non-
eroding hardmask. Typical etch rates for ionmilling byAr+ are ~20 nm/min for SiO2,
Si and photoresist, and 20–100 nm/min for metals. Therefore, IBE is insignificantly
slower than RIE. The biggest advantage of IBE is the ability of the sample stage to tilt
and rotation, and hence a sidewall cleaning at high IBE angle can be added after the
main etch to remove any re-depositedmaterials. The primary Ar angular beam can be
split into its vertical components, which serve as the main etching mechanism, while
the horizontal components provide a cleaning effect counteracting the re-deposition
rate [192].

The ion beam source is an Ar ion source with a radio frequency plasma generator
connected to an antenna, as shown in Fig. 17. A 1.8 MHz oscillating current in
the antenna produces an electromagnetic field, from which primary electrons obtain
energy and are agitated. The main plasma is initiated by inelastic collisions between
hot electrons and the inert (Ar, Kr, Xe) gas atoms, producing ions and electrons pairs.
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Fig. 17 Illustration of ion beam etching system
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A set of optically aligned grids (Mo,W, graphite) acts as electrostatic aperture, which
extracts and accelerates the ions to formamono-energetic collimated beam.The inner
grid (screen grid) is biased positive relative to the beam voltage, while the center
grid (accelerator grid) is biased negative relative to the acceleration voltage, creating
an electric field due to the potential difference. Ions in the plasma are extracted
through the apertures and accelerated away from the source at high energies (300–
1000 eV). The outer grid (decelerator grid) is placed at ground potential, which acts
a collimator to reduce the beam divergence and also prevent the back-streaming of
electrons from the plasma bridge neutralizer. The plasma bridge neutralizer emits
electrons orthogonal to the grids to neutralize the incoming charged ion beam, and
hence prevents space or surface charging of the sample. A secondary ions mass
spectroscopy (SIMS) detector collects the ejected secondary ions from the sample to
obtain the elemental composition of the etched materials and also provide a real-time
end point detection system.

6.5.3 Prevailing Challenges

Non-volatile By-products.

Typically, plasma etching is based on the volatility of the etched by-products. Due
to the thermodynamically-favored reaction, there is no ion bombardment necessary
during etching, but only to induce directionality. The optimum photoresist sidewall
is slightly sloped at 86°−88° for good device pitch and size control. However, the
aggressive etching process of plasma etching requires the utilization of a hard mask
that can tolerate long etch time or high bias power. The hard mask is etched with
photoresist patterns, then the photoresist is stripped away and the etching of the MTJ
is continued with the hard mask only. Si is easily etched by halogen etch chemistries,
such as CF4, Cl2 or HBr, which forms volatile by-products at room temperature
and low pressures [193], see Table 2. In most manufacturing fabrication process,
SiO2 hard mask is used and etched with CHF3 and CF4 gas chemistries as both
etching chemistry are highly selectivity against the carbon mask. They provide F
and C for etching which gives SiF4 and CO2 etch by-products, and polymer precur-
sors of CF2* radicals. Polymerization would occur on Si surfaces, while there are
no polymerizations on SiO2 surfaces due to the oxygen supply, resulting in CO2

formation.
However, the ferromagnetic material in the MTJ stack, such as Co, Fe, Ni and

alloys, does not readily form halogen compounds with high vapor pressures, and the

Table 2 Typical
halogen-based etch gases
[193]

Halogen Etch gases By-products

Fluorine CF4, CHF3, SF6, C2F6, C4F8 SiF4

Chlorine Cl2, BCl3, SiCl4 SiCl4

Bromine HBr SiBr4



Spin Transfer Torque Magnetoresistive Random Access Memory 87

etched by-products are non-volatile, thus decreasing the etching rate and increases
its difficulty of removal from the etching chamber [194, 195, 196]. Early RIE process
chemistry involved Cl2/Ar and BCl3/Ar plasma, which showed re-deposition of
residues such as Cl-based by-products, which significantly deteriorated the magnetic
properties of the MTJ stack [196, 197, 198]. Figure 19 shows the SEM images
obtained from pre-, post-Cl2, post-Cl2/H2, and post-Ar plasma assisted etching on
patterned TiN/CoFe/Ti on Si wafers [199]. The Ar-only plasma resulted in sidewall
redeposition and/or TiN hardmask corrosion and causes a rough surface due to defect
sites induced by the ion bombardment [200, 201], as shown in Fig. 18c, d. While, the
Cl2 plasma etched both CoFe and the TiN hard mask, with substantial re-deposition
of non-volatile metal chlorides layers, as shown in Fig. 18e, f. The subsequent expo-
sure to H2 plasma visibly removed the re-deposited metal chlorides on the sidewalls,
as shown in Fig. 18g, h. Any residual Cl2 gas may form corrosive HCl on reaction
with moisture/water vapor that will degrade the MTJ magnetic properties. Hence,
a post-etch treatment with O2 or H2O plasma passivation step is mandatory before
exposure to atmospheric conditions [202, 203].

This RIE process has been recently incorporated to etch CoFeB/MgO MTJ stack
[204].Although the removal ofmetal chlorides and restoration ofmagnetic properties
of CoFeB was demonstrated by the H2 plasma treatment, the risk of corrosion can
be well avoided by using organic chemistries as an alternative, which has shown to
synthesize volatile metallic organic precursors for many known magnetic materials.
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Fig. 18 SEM image of TiN/CoFe/Ti on Si wafers a, b before etching, c, d Ar plasma etching,
e, f Cl2 plasma etching, g, h subsequent H2 plasma etching. [199] Adapted from and reprinted
with permission from T. Kim, Y. Kim, J. K.-C. Chen, and J. P. Chang, “Viable chemical approach
for patterning nanoscale magnetoresistive random access memory,” Journal of Vacuum Science &
Technology A: Vacuum, Surfaces, and Films, vol. 33, p. 021,308 (2015)

Magnetic Film Degradation and Recovery.

In recent development, RIE plasmawith non-corrosive and organic chemistries, such
as CH3COOH/Ar [205, 206], CO/NH3 [207], C2H5OH [208] and Me-OH/Ar [209,
210] have been explored for MTJ etching. Although the aforementioned chemistries
have displayed high selectivity between hard masks, such as Ti and Ta, and the MTJ
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stackmaterials, resulting in a reduction in re-deposition and improvement in sidewall
profiles, but magnetic degradation is still evident [209, 210].

Me-OH plasma was first proposed in 2004 by Osada et al., due to its high etch
selectivity to Ta hard masks, attributed to the C–O-based etch chemistries [209,
211]. During etching, the hardening of the hard mask surface layer by nitradation,
carbonization, or oxidation from the C–O-based plasma, known as hardening mask
etching, provides a high anisotropy of ~80° without residues, sidewall re-deposition
or corrosion.However, amajor issuewithC–O-based etch chemistries is themagnetic
degradation of theMTJmagnetic properties due to oxidation from the pattern edge of
theCoFeB free layer, leading to a significant reduction of TMR [210, 212]. Therefore,
a recovery process using reductive He/H2 plasma treatment has been proposed [209,
212]. The hydrogen radicals from the He/H2 plasma will reduce the oxidized part of
the pattern edge etched by the C–O-based etch chemistries. During the etching and
recovery processes, both oxidation and reduction progressed from the sidewalls by
diffusion without ion irradiation. The higher energies of the magnetic metal oxides
leads to preferential reduction, with little impact on other parts of the MTJ, such as
the MgO tunnel barrier.

An oxygen-based plasma is not favored for theMTJ etch process due to the risk of
over-oxidationwith reactionwith theMgO tunnel barrier. However, the advantages of
O2 gas are isolation of damaged region from the patterned MTJ and the formation of
a self-aligned passivation layer to enclose and protect the MTJ frommagnetic degra-
dation during BEOL integration processes. Therefore, a curing process involving a
non-reactive oxygen treatment, known as oxygen showering post-treatment (OSP),
which uses an ozone diffusion chamber to recover the etch damage by selective
oxidation and also improve the electric and magnetic properties of the MTJs [213].
In addition, the OSP has been demonstrated to effectively recover electric short fails
caused by the IBE process through selective oxidation and isolation of the damaged
region from the MTJ [214] (Fig. 19).

Sidewalls Re-deposition.

The self-aligned integration scheme which encompasses a conducting hard mask
between the MTJ and upper wiring layer offers a simple process with fewer
processing steps. However, the tall conducting hard mask limits the beam angle
and also leads to the shadowing of high density arrays of MTJ structures. A short
conducting hard mask is more beneficial in reduction of sidewall re-depositions, but
requires the inclusion of ametal via to connect theMTJ to the upperwiring layer. This
short hard mask is only compatible for STT-MRAMwith larger diameters MTJs due
to the difficulty in via alignment and overlay tolerances. For STT-MRAM targeting
sub-nanometer MTJs, the tall conducting hard mask with a tapered profile is more
suitable and can help reduce sidewall re-deposition and MTJ shunting.

A post-etch treatment using a high-angle, low-energy, low-damage IBE cleanup
step to remove the re-depositionmaterials and damaged layers from theMTJ has been
proposed [201, 215]. M. Gajek et al. fabricated PMA MTJ with diameters of 20 nm
by a combination of RIE and IBE, as shown in Fig. 20. The IBE was performed at
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Fig. 19 The illustration of the oxygen showering setup and etch damage recoverymechanismby the
oxygen showering post-treatment (OSP). Adapted from and reprintedwith permission from J. Jeong
and T. Endoh, “Novel oxygen showering process (OSP) for extreme damage suppression of sub-
20 nm high density p-MTJ array without IBE treatment,” in VLSI Technology (VLSI Technology),
pp. T158-T159: IEEE (2015)

glancing incidence of 80° to reduce the lateral size of theMTJwithout compromising
the aspect ratio.

The biggest advantage of IBE is the ability of the sample stage to tilt and rotation,
and hence a sidewall cleaning at high IBE angle can be added after the main etch to
remove any re-deposited materials. However, the typical etch rates for ion milling
by Ar+ are ~20 nm/min for SiO2, Si and photoresist, and 20–100 nm/min for metals,
thus IBE is insignificantly slower than RIE. In addition, high beam angle etchingmay
cause possible edge damage on the MgO barrier, degrading the MTJ performance,
and the maximum beam angle is limited due to the shadowing of high density arrays
of MTJ structures [192].

Even though the patterning of high density MTJs for STT-MRAM products is
achievable with the current IBE manufacturing tools, the CMOS industry still heads
towards the direction of RIE processing for device patterning due to the lack of
experience and issue of beam divergence leading to wafer-to-wafer non-uniformity
in 300mmwafers processing.Nonetheless, the ferromagneticmaterial such asCo,Fe,
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RIE IBE Trim

Fig. 20 TEMimage of 20-nm-diameterMTJ fabricated by a combination ofRIE and IBEprocesses.
[201]. Adapted from and reprinted with permission from M. Gajek et al., “Spin torque switching
of 20 nm magnetic tunnel junctions with perpendicular anisotropy,” Applied Physics Letters, vol.
100, p. 132,408 (2012)

Ni and alloys used in the MTJ stack does not readily form halogen compounds with
high vapor pressures, and the etched by-products are non-volatile, thus decreasing
the etching rate and increases its difficulty of removal from the etching chamber
[192]. Furthermore, the MTJ magnetic layers are easily damaged by heat, strain and
residual chemical etchant [216]. Hence, a more effective fabrication process must be
developed to avoid these problems for STT-MRAM to be production-ready.

6.6 Perspectives

MTJ have been intensively studied both fundamentally and experimentally for STT–
MRAM applications [59]. STT–MRAM is well-suited as a storage technology due
to its higher read/write speed, with good scalability for high density arrays and also
higher endurance as compared to other RAMs. It is the only emerging memory tech-
nology that has demonstrated its capability to provide speed and endurance needed
for the 1st tier in enterprise class storage systems. However, the challenges related to
the BEOL technology for STT–MRAM products are difficult to overcome for mass
production, especially the MTJ patterning process. Startup companies, such as Ever-
spin Technologies, Avalanche and Spin-Transfer Technologies, are working together
with large-scale manufacturers, e.g. GlobalFoundries, TSMC, NEC, IBM, Toshiba,
Hynix, TDK, Micron and Samsung, and equipment vendors such as Canon Anelva,
AMAT, LAM, TEL and Keysight Technologies on STT-MRAM for embedded appli-
cations, storage-class memories and cache memory. In recent years, the prominent
MRAM alliances are GlobalFoundries–Everspin, IBM–TDK, Hynix–Toshiba and
Qualcomm–TSMC.
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Fig. 21 SEM and TEM of 40 Mb STT-MRAM arrays for GP-MCU applications [217]. Adapted
from and reprinted with permission from J. Wong et al., “CMOS-embedded STT-MRAM Arrays
in 2× nm Nodes for GP-MCU applications,” (2017)

GlobalFoundries and Everspin Technologies have demonstrated 40 Mb MTJ
arrays with reliable interconnects obtained from the smooth surface interfaces
between MTJ films, bottom electrode and top electrode, as shown in Fig. 21. The
MTJ sits directly on the bottom electrode to reduce the cell pitch and an in-situ
post-etch encapsulation prevents oxidation after vacuum break. In 2018, Everspin
Technologies announced production of its STT-MRAM products as an embedded
22 nm memory in GlobalFoundries 22FDX platform.
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Current-Driven Domain Wall Dynamics
in Magnetic Heterostructures
for Memory Applications

Sachin Krishnia and Wen Siang Lew

Abstract Conventional semiconductor based data storage devices will ultimately
fail to meet the increasing demand for the vast computation and storing capacities.
In 2008, IBM scientists have developed a new concept of memory, which is based on
driving of magnetic domain walls (DWs) along a nanowire using an electric current.
In this chapter, we first discuss the efficient current-induced nucleation of DWs.
We then review the mechanism of various driving forces for DWs such as spin-
Hall effect, Rashba effect, Dzyaloshinskii-Moriya interaction etc., in out-of-plane
ferromagnetic materials interfaced with heavy-metals. Changing the ferromagnetic
material to synthetic antiferromagnets resulted in stable, faster and efficient DW
dynamics. An additional driving force, Ruderman-Kittel-Kasuya-Yosida exchange
coupling torque, drives the domain walls at very high speeds in synthetic antifer-
romagnetic wire. Finally, the thermal stability of DWs and spin–orbit torques in
synthetic antiferromagnetic structures are discussed.

1 Introduction

Ferromagnetic materials contain groups of magnetic moments aligned in same direc-
tion even in the absence of external magnetic field. However, not all the magnetic
moments are necessarily aligned in the same direction in a macroscopic piece of
ferromagnet. The ferromagnetic materials may be demagnetized to minimize its
net magnetization. In the demagnetized ferromagnetic material, there are regions
within which all the magnetic moments are aligned in the same direction, called
magnetic domains. These magnetic domains are separated by thin boundaries, called
magnetic domain walls (DWs) [1–3]. Dynamics of the DWs plays an important role
in the magnetization reversal of the magnetic materials [4]. The DWs dynamics often
governs the operation of memory and logic devices, i.e. switching and shifting of
“0” and “1” digital bits [5–10].
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Understanding the interactions between electric current and the DWs, a
phenomenon that was first investigated more than 30 years ago in magnetic thin
films [11, 12], has become of enormous interest over the past decade. Although,
there are several possible ways in which the current can interact with the DWs,
however, the interactions those can drive the DWs, are of the most interest to develop
future spintronic devices. Amongst the key emerging memory technologies, spin-
transfer torque magnetic random access memory (STT-MRAM) is the predominant
non-volatile memory, expected to have infinite endurance along with the ability to
scale down below 20 nm.1

Though there is no inherent magnetic degradation in STT-MRAM, there is
however an electrical breakdown of the MgO tunnel barrier that causes rapid aging
of the device. Also, the read and write paths are identical in the STT-MRAM devices
that may cause the unintentional writing by read current. To avoid this issues, the
write voltage must be kept low, below 400 mV [13]. A solution for this is the SOT-
based MRAM—a three terminal device that separates the read and write path [14,
15]. However, SOT-MRAM poses scaling issue to low dimensions. Moreover, the
fabrication and process steps in MRAM are complex.

A possible memory alternative which combines the positive attributes of MRAM
alongwith having simplified fabrication steps and avoiding the usage of tunnel barrier
is DW based memory devices. The first prototype of the DW based memory device
was proposed by IBM scientists [16]. The information in DW devices are stored in
the form ofmagnetic domains that are separated byDWs [7, 10, 17]. The DWdevises
also offer as a higher speed and reliable alternative of hard-disk drives (HDD) since
it does not have moving parts. On one end the bits may be written by changing the
magnetization directions in the nanowire. Operation of the DW devices is analogous
to a non-volatile shift register. The bits can be pushed by using electric current
pulses and read using a magnetic tunnel junction or Hall probe as the sensor. An
operational mechanism of DW memory device is illustrated in Fig. 1. The device
speed and reliability depend on how fast the DWs can be shifted in the nanowire i.e.
the DWvelocity, while the storage density is determined by how closely the DWs can
be placed within a nanowire as well as how closely the nanowires can be placed. The
DW devices offer a possibility to re-orient the structure in the vertical direction and
store the bits in a three-dimensional geometry, thereby increasing storage density.
Therefore, controlled nucleation, high speed motion and detection of the DWs are
the key prerequisites for making the memory devices feasible.2

1Handbook of Magnetism and Advanced Magnetic Materials. Edited by Helmut Kronmüller and
Stuart Parkin. Volume 5: Spintronics and Magnetoelectronics.2007, John Wiley & Sons, ISBN:
978–0-470–02,217-7.
2Introduction to Magnetic Random-Access Memory. Edited by Bernard Dieny, Ronald B. Goldfarb,
and Kyung-Jin Lee. 2016, Wiley-IEEE Press, ISBN: 978–1-119–00,974-0.
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Fig. 1 Illustration of a magnetic DW memory device. The data ‘0’ and ‘1’ are stored in magnetic
domains of opposite magnetization shown by blue and red colors, respectively. The DWs can be
generated by applying a current pulse to the injection line: data write pulse. The DWs are then
shifted towards the reading sensor by injecting spin-polarized currents into the nanowire: data drive
pulse

2 Data Writing: Domain Wall Injection

Efficient and controlled DW injection into ferromagnetic wires is essential step for
the realization of DWmemory devices. In particular, the DWs separate two data bits
in a memory device while motion of the DWs leads to reading and writing processes.
In this section, we shall discuss the two main methods of DW injection into the DW
memory devices: (1) Domain wall injection by local Oersted field and (2) In-line
domain wall injection.

2.1 Domain Wall Injection by Local Oersted Field

Nucleation of a DW by generating local Oersted field in a current carrying strip-
line is the most commonly used method in DW-related research and we name this
method: Field Based Injection (FBI). This method is illustrated in Fig. 2. As can
be seen from the figure, The FBI method requires the inclusion of an additional
current-carrying line, called strip-line, to be patterned orthogonal to the data-carrying
nanowire [18–21].

In thismethod, the data can bewritten into the nanowire by applying current pulses
to the strip-line. The current in the strip-line then generates a strong local magnetic
field around it which in turn the magnetization reversal underneath the strip-line. For
instance, when the magnetization of the data nanowire is originally pointing in the
−z direction, it is possible to create a new data bit at the right side of the strip-line
by applying current along the −y direction, as shown in Fig. 2. This is because the
−y current will generate a counter-clockwise magnetic field around the strip-line.
The magnetic field that is generated at the right side of the strip-line will point to
+z direction, which is opposite to the original direction of the local magnetization.
The magnetic field will then flip the local magnetization at that area to create a new
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Fig. 2 Domainwall nucleation by passing current through a strip-line to generate Oersted field. The
blue and red arrows represent the magnetization along +z direction and –z direction, respectively.
The wire was initially saturated along –z direction. The current into the strip-line generates Oersted
field and nucleate a domain of reverse magnetization which is along +z direction (red arrows)

data bit. The FBI method also work in the case when the data nanowire has in-plane
magnetization.

Scanning electron microscope (SEM) image of such a device is shown in Fig. 3a.
The film stack of the devices Ta(3)/Pt(3)/Co(0.25)/[Ni(0.5)/Co(0.25)]4/Pt(3)/Ta(3),
was sputter deposited on thermally grown SiO2 substrate at a base pressure of 2

Fig. 3 a Scanning electron microscopy of the fabricated device with external circuit connections.
b Normalized Hall resistance variation of the nanowire when out-of-plane external field is swept
c Field induced domain wall driving. The Hall resistance drops at the de-pinning field [22]
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× 10–8 Torr. The hard-axis anisotropy (HK ) of the thin film was 5 kOe. The width
of the devices was kept 300 nm. The current pulses were injected through electrode
(Ta(5 nm) /Cu (100 nm) /Au(10 nm)) to generate a local Oersted field. The successful
nucleation of the DWwas detected using anomalous Hall effect (AHE) bymeasuring
Hall resistance (RHall) between the two electrodes. The Hall resistance is the proxy of
perpendicular magnetization which is measured using a constant 50μA bias current.
The separation between electrodes A (B) and the Hall probe was kept 3.8 μm.
Figure 3b shows the normalized RHall measured by sweeping an external magnetic
field along the out-of-plane direction. As per our convention, the normalized RHall =
1 (0) corresponds to field saturation along the z-direction (−z-direction). A square
hysteresis loop was observed, indicating a perpendicular easy axis of magnetization
of the nanowire with a coercivity of 1 kOe [22].

In order to inject a DW, the nanowire is first saturated by applying a large global
out-of-plane external field along z-direction, followed by application of a current
pulse (85 mA, 50 ns) to electrode A. The local Oersted field generated by the pulsed
current, nucleates a DW underneath the electrode A. The DW is then driven by an
external magnetic field. Figure 3c shows the plot of normalized RHall obtained by
sweeping an external magnetic field along +z direction. Two steps are observed in
RHall as the field was gradually ramped. The first step at 60 Oe corresponds to DW
propagation and pinning at the junction between the Hall probe and the nanowire.
The second step at 100 Oe corresponds to DW depinning at the Hall probe and
propagation through the nanowire and the Hall probe [22]. This method is commonly
used to inject the DW locally.

2.2 In-line Domain Wall Injection

The second method is through in-line injection, which does not require an additional
DW injector line to the device. Here, DW is injected to the nanowire using the same
contact pad used to drive the DW. There are several variations to this method. In one
variation, Sethi et al., have shown the DWs nucleation at a cross-bar structure within
the nanowire [22]. The demagnetization energy at the Hall structure is higher which
increases the susceptibility of the local magnetization and thus makes it possible for
DWs to be nucleated. An SEM image of the devices is shown in Fig. 3a. The device
parameters are discussed in the previous Sect. 2.1.

A pulsed current was applied between electrodes A & B to study the effect of
in-plane current on the domain wall nucleation process. The nanowire was initially
saturated in −z direction and electrical pulses of density varying from 6.8 × 10 11 to
1.52× 1012 A/m2 were injected through electrodes A&B. The pulse width was kept
constant at 50 ns. Subsequently, the external magnetic field was gradually increased
in the +z-direction and change in the RHall was measured as shown in Fig. 4a. The
change in RHall was not observed for low current densities, indicating no change in
the magnetization of the nanowire. However, the RHall was dropped at external field
strength of 150 Oe when a pulse of current density 8.7 × 1011 A/m2, was injected
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Fig. 4 Anomalous Hall effect (AHE) measurements on a device a Normalized RHall variation
with external magnetic field as a function of current density. b Statistical distribution of RHall as a
function of current density [22]

[22]. This indicatesmagnetization reversal at theHall cross junction.At theHall cross
junction, the demagnetization energy is higher and the spins at the edge experience
lesser exchange interaction thereby increasing the probability of DW nucleation in
this region. The higher demagnetization energy generates a gradient in anisotropy
much like the artificial generation of anisotropy gradient by Phung et al. [23].As the
current density increases, the drop in RHall occurs at lower field strength.

The spins at the edges of the Hall cross are canted due to the fringing field and are
uncompensated, which are STT-driven and responsible for DW nucleation and prop-
agation. The spin configuration at the Hall probe reverts to the original magnetization
state and the RHall recovers to the original value after the DWs are de-pinned from
it. The plot of normalized RHall with respect to the applied current density is shown
in Fig. 4b. The spread of RHall indicates non-uniformity in reversed magnetization
volume,which indicates the presence of stochasticity in the nucleation process. There
is a possibility of multiple DW generation contributing to the stochasticity.

The Kerr images depicting direct observation of DWs at the Hall cross and nucle-
ation of multiple DWs are shown in Fig. 5. Figure 5a shows the Kerr image of the
device magnetized along the −z-direction, Fig. 5b shows the image after an in-plane
current is injected. The dark contrast at the Hall junction represents the switched
magnetic domains. Further set of trials lead to the nucleation of multiple domains
on passing the current as shown in Fig. 5c. The images emphasize the event of DW
depinning and propagation away from theHall junction after the nucleation. TheKerr
images are taken on 2 μm width wires to get better resolution. Figure 5d–e shows
the images on 1.5 μm width wires. It is worth noting that although the electrical
measurements are performed on 300 nm wide nanowires, the width of the nanowire
and shape anisotropywould not playmuch role in perpendicular magnetic anisotropy
(PMA) wires hence the nucleation process is similar in larger width nanowires.

Now we discuss how the electrical pulse width modulates the DW nucleation
probability. Figure 6a shows the variation of RHall with respect to the magnetic field
which is swept after application of current pulses of a density 1.22 × 1012 A/m2



Current-Driven Domain Wall Dynamics in Magnetic … 109

Fig. 5 a Kerr image of device saturated in −z-direction b Injection of in-plane current reverses
magnetization in the Hall cross junction and contrast changes to dark c Nucleation and de-pinning
of multiple domain walls (DWs) in 2 μm nanowire d In-plane current pulse application to 1.5 μm
nanowire nucleates and drives a single DW f Similar magnitude of current pulse nucleates and
de-pins multiple DWs in 1.5 μm nanowire
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Fig. 6 AHE measurements on a device a Normalized RHall variation with external magnetic field
as a function of pulse width for a current density 1.22 × 1012 A/m2 b Statistical distribution of
RHall as a function of pulse width. Each measurement was repeated 20 times. c Schematic depicting
a possible scenario showing multiple DW nucleation and propagation across the Hall junction (i)
DW nucleation via expansion of reversed magnetic domains at the Hall junction (ii) Depinning and
propagation of DW away from the Hall junction (iii) Nucleation and expansion of second DW at
the Hall junction [22]

with different pulse widths. The RHall drops at relatively larger magnetic fields for
10 ns and 15 ns pulse widths. This indicates that at lower operating power, current
is insufficient to cause magnetization reversal and requires assistance from the field.
Once DWs are nucleated, the de-pinning of DWs from the Hall junction occurs at
around 75 Oe as shown in the Fig. 6a. A normalized RHall after the application of
current pulse without applying anymagnetic field is shown in Fig. 6b.When the pulse
width lies in the range of 15–50 ns, the RHall varies between 0.8 and 1 indicating no
or small reversal at the corners of the Hall junction. Maximum reversal at the Hall
junction is observed for pulse width of 55 ns at which the RHall falls to its minimum
value. The RHall recovers to its maximum value upon increasing the pulse width to
60 ns indicating depinning of the DWs from the Hall junction as shown in Fig. 5c–e.
All these results indicate a possibility of multiple DW generation as illustrated by a
schematic in the Fig. 5c.

Interestingly, the DW nucleation was not observed in nanowires without Hall
cross geometry. This implies that Hall cross plays a crucial role in the DWnucleation
process.Other factors, for instance Joule heatingmay assist the nucleation process but
are not enough to cause the nucleation process on their own. The thermal activation
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would be more dominant if KuV ≤ 60kBT [24]s, where KUV is the product of
perpendicular anisotropy constant and the magnetic volume. For our device, KU =
1.88 × 105 J/m3, V = 1.5 × 10–6 (width) × 2.8 × 10–9 (thickness) × 8 × 10–9 (DW
width), where DW width is estimated using � = √

A/KU and A = 1 × 10–11 J/m
[25]. This gives the product KUV = 40 eV, which is 1400kBT. Thus temperature
alone cannot account for compensating the anisotropy.

3 Current-Induced Domain Wall Driving

In the previous section, we have discussed various methods of the DW injection
in nanowires. These DWs are then shifted to the read sensor for the operation of a
memory device. There are twomainmethods to drive theDWs: bymagnetic fields and
by electric currents. The magnetic field induces bi-directional motion of DWs i.e. the
magnetic domain that are oriented parallel to the externalmagnetic field expandwhile
the magnetic domains oriented antiparallel to the external magnetic field shrinks.3

In the case of electric current, all the DWs move in the same direction that makes
current-drivenDWdynamics important to be studied for device application. Here, we
describe the mechanisms of DW dynamics induced by current. Two torque transfer
mechanisms have been proposed in literature namely, spin-transfer torque (STT) in
conventional ferromagnets [26–28]. and spin–orbit torques (SOTs) in systems with
heavy-metal and ferromagnetic interface[29–31]. The magnetization dynamics is
governed by the Landau-Lifshitz-Gilbert (LLG) equation which is discussed in the
following sections.

3.1 Spin-Transfer Torque Driven Domain Wall Dynamics

In this section, we will discuss how a DW is driven in order to transfer the data from
the strip-line to the read sensor. The first method is through direct application of elec-
trical current to the ferromagnetic nanowire [18, 32–34]. By doing so, the injected
current will be spin polarized as it travels through the ferromagnetic nanowire due to
the spin polarization effect. When the conduction electrons or unpolarized spins are
injected into a ferromagnetic wire of a specific magnetization direction, the unpo-
larized spins are scattered by local magnetic moments through s-d [35] or s-f [36]
exchange interactions. The spins which are parallel to the local magnetic moments
are less scattered while the others are more scattered. The spin dependent scattering
generates spin current in which majority of the spins of conduction electrons become
aligned along the direction of the local magnetic moments. A schematic illustrating

3Spin Dynamics in Confined Magnetic Structures III. Edited by Burkard Hillebrands and Andre
Thiaville. Series: Topics in Applied Physics. 2006, Springer, ISBN: 9,783,540,398,424.
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spin polarization of the conduction electrons is shown in Fig. 7. When the spin-
polarized current within the nanowire arrives at areas where the local magnetization
is not uniform, i.e. where the DW is present, there will be an angular momentum
transfer from the spin-polarized current to the localmagnetization and vice versa. The
transfer of angular momentum from the spin-polarized current to the local magne-
tization is known as adiabatic Spin Transfer Torque (STT). The DW magnetization
is rotated along the spin-polarized currents to conserve the total angular momentum
that leads to the DW motion. This concept was first proposed by Berger in 1984
[12]. He demonstrated the DW motion using microsecond long pulses in Permalloy
ferromagnetic thin films [11, 12]. Later in 2000s, the concept was applied to move
the DWs in ferromagnetic nano-strips, motivated by the possibility of realizing spin-
tronics memory devices. Furthermore, the experimental demonstration of the DW
motion in nano-strips by the application of electric currents of relatively low magni-
tude, stimulated further research in this area [37–39]. The STT-inducedDWmotion is
mostly studied in in-plane Permalloy nanowires. The critical current density required
to move the DWs in Permalloy nanowires is found to be of the order of 1012 A/m2.
Also, high DW velocity of > 200 m/s has been achieved by IBM in 2008 [8, 40]. The
dynamics of the current induced DW motion can be understood by incorporating
adiabatic STT term into the LLG equation.

∂M

∂t
= −γM × He f f + αM × ∂M

∂t
− (u.∇)M. (1)

The third term on the right hand side in the above equation represents the adiabatic
STT and u represents the spin drift velocity and is given by-

Fig. 7 A schematic showing spin current generation from charge current. The conduction electrons
are injected into a FM of magnetization, M pointing along a specific direction (shown by a red
arrow). The charge current has equal number of electrons with spin ‘up’ and spin ‘down’. While
travelling through the FM, spin ‘up’ and spin ‘down’ electrons experience different resistance due
to magnetization dependent scattering that results into spin-polarized current
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Fig. 8 Current driven DW dynamics for out-of-plane magnetized nanostrip through adiabatic STT.
The DW moves by precession about the x-axis when the adiabatic torque can overcome the torque
due to demagnetization field

u = gμB PJe
2|e|Ms

, (2)

where g is the Lande factor, P is the spin polarization, Ms is the saturation
magnetization, Je is the current density and μB is the Bohr magnetron.

The adiabatic STT acting on a DW would be proportional to the gradient of DW
magnetization [41, 42]. Figure 8 shows the dynamics of a Bloch DW under the
adiabatic STT in a perpendicularly magnetized wire. When the current is applied
along −x direction, the spins that are polarized along +z direction, exert a damping-
like torque on the DW, which tries to orient its magnetization along +z direction.
This motion induces the damping torque in the clock-wise direction that rotates the
DW magnetization in-plane, thus deviating the DW from Bloch configuration. This
initiates a demagnetizing torque−|γ|m×Hd along−z direction countering the adia-
batic STT torque. Here,Hd is the demagnetizing field. This torque in-turn generates a
damping torque rotating magnetization along the counter-clockwise direction. Thus
all the torques balance out and there is no motion of the DW. This is referred to as
intrinsic pinning and there is a threshold current required to drive the DW [43].

The DW has an intrinsic pinning and a minimum current density is required to
move the DWwhich is generally referred as a threshold current density. However, the
experimentally observed threshold current densities to move the DWs in Permalloy
nano-strips were found to be one order less than that predicated by theoretical calcu-
lations. The calculations of adiabatic STT suggest the DW depinning current density
as high as 1013 A/m2 [44, 45]. Moreover, the threshold current density was found to
depend on the DW pinning due to the defects [43]. The deviation in experimentally
observed and theoretically predicated threshold current densities can be explained by
considering an additional STT term: non-adiabatic STT. The modified LLG equation
can be expressed as [46, 47]:

∂M

∂t
= −γM × He f f + αM × ∂M

∂t
− (u.∇)M − βM × [−(u.∇)M]. (3)
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Fig. 9 Simulated DWs
velocities for various values
of non-adiabatic (β) spin
transfer torques [27]

The fourth term on the right hand side in the above equation represents the non-
adiabatic STT and β is the non-adiabatic parameter that defines the strength of the
non-adiabatic torque.

The non-adiabatic STT term is orthogonal to the adiabatic STT term and is equiv-
alent to a torque produced due to a magnetic field. The non-adiabatic torque makes
the DW pinning extrinsic instead of the intrinsic and can lead to larger DW speeds
without precessions. Since the symmetry of the non-adiabatic torque is that of a
field, it is often called field-like STT. In the analogy to field driven DW dynamics,
the non-adiabatic torque should drive the DW through rigid translation motion and
precession motion for small and higher current densities, respectively and Walker
breakdown should be observed in velocity-current curves for sufficiently large β

values. All these experimental observed phenomena are well explained using Eq. (3)
as shown in Fig. 9 [27, 42].

The presence of non-adiabatic component along with adiabatic STT makes the
DW dynamics dependent on the ratio of β to α. When β < α and the current density
is small, the field-like torque would be able to compensate the damping torque due
to adiabatic STT and the demagnetizing field. The damping torque due to the non-
adiabatic STT would compensate the torque due to non-adiabatic STT. Thus the
contribution for DW motion would come from the torque due to demagnetizing
field which would drive the DW forward without precession. On further increasing
the current, the damping torque due to adiabatic STT is able to compensate the
damping torque due to the demagnetizing field and the field-like torque i.e. the
torque due to non-adiabatic STT. Thus the DW precesses, however, the velocity still
increases since the precession generates a torque in the same direction as that due to
demagnetizing field. When β > α, the field-like torque becomes larger than damping
torque due to the adiabatic STT and the demagnetizing field. This causes the DW to
precess continuously and generate a torque to partially compensate the torque due to
demagnetizing field. Thus, there is a decrease in DW velocity due to the precession.
This corresponds to Walker breakdown[48–50] and the DW velocity decreases with
increase in the current. The velocity of DW below the Walker breakdown is v =
βu/α and approaches u, when current increases beyond the Walker breakdown limit.
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For the precessional regime of the DW motion, the DW velocity approaches v → u
[27, 48].

Thephysical origin of non-adiabatic STTmaybedue to spinmistracking, i.e.when
conduction electrons may get scattered from narrow DWs instead of tracking the
moments and directly transfer linear momentum [44]. The ratio of non-adiabaticity
parameter, β, to the Gilbert damping parameter, α, is crucial in ascertaining the DW
dynamics. Some studies propose β/α ~ 1 [51, 52], while more recent studies propose
β/α ~ 10 [53, 54].

It should be notated that the DWs are driven along the electron flow direction by
STT when majority carriers are electrons with positive spin-polarization. This is in a
sharp contrast with spin–orbit torque (SOT) induced DW dynamics. The SOTmoves
the DWs along either current flow or electron flow direction [31]. The direction of
SOT driven DW motion depends on the signs of spin–orbit interactions, inversion
symmetries etc., which are discussed in the following section.

3.2 Spin–Orbit Torque Driven Domain Wall Dynamics

Aside from the STT, the DWs can also be drive via spin–orbit torques that origi-
nate from spin–orbit interactions. These torques are often called spin–orbit torques
(SOTs). An electron possesses orbital as well as spin angular momentum. These may
be coupled to give rise to total angular momentum j, such that m = γj where γ is
the gyromagnetic ratio. The basic principle is that in the rest frame of an electron,
the nucleus revolves around it with speed v, generating a current loop I = Zev/2πr,
where Z is the atomic number. This produces a magnetic field μ0I/2r at the center
which is responsible for the spin–orbit coupling, Bso = μ0Zev

/
4πr2. The energy

associated with the spin–orbit coupling can be expressed in terms of Bohr magneton
and Bohr radius:

Eso ≈ −μ0μ
2
B Z

4

4πa3
. (4)

The spin–orbit interaction becomes strong for heavy elements due to Z depen-
dence. This is one primary reason for interfacial effects observed when heavy metals
like Pt, Ta, W are used as underlayer or capping layer in the magnetic hetero-
structures.4 In the following section, effects of various spin–orbit torques on the
domain wall dynamics are discussed.

4Magnetism and Magnetic Materials. Edited by John Michael David Coey. 2010, Cambridge
University Press, ISBN: 9,780,511,845,000.
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3.2.1 Rashba Effect

Unlike the STT-inducedmagnetization switching, the SOT does not require polariza-
tion of spins, and thus it opens newprospects inmagnetizationmanipulation to design
energy efficient spintronics devices. In systems with broken inversion symmetry
having a ferromagnet and heavy metal interface e.g. Pt/Co/AlOx or Ta/CoFeB/MgO,
there exists a source of SOT, namely, Rashba effect [55, 56]. These structures exhibit
an asymmetric crystal field along the z-direction (out-of-plane) [57–59]. From the
rest frame of electrons moving in the ferromagnet, the electric field is an equivalent
magnetic field, which polarizes electron spin as shown in Fig. 10. The Rashba field
would act as an in-plane field, favouring a Bloch configuration but not driving the
DW forward.

In 2008, Moore et al. showed the DW speed of ~ 100 m/s against the electron
flow in Pt/Co/Al2O3 nanowires [60]. The non-adiabatic component of the SOT in
the DW (β) was estimated to be ~ 1 in a follow-up study [61]. These remarkable
observations were first explained by Miron et al., by introducing current-induced
field-like torque [55]. These torques are originated from the current flowing in adja-
cent heavy-metal layers. They observed asymmetric current-induced DW nucleation
in the presence of external in-plane magnetic field in the structure with inversion
asymmetry (Pt/Co/Al2O3). The DW nucleation behaviour in such structures was
found to be dependent on relative directions of the in-plane field and the applied
current as shown in Fig. 11.

The amplitude of the field-like effective field (HFL) or Rashba field was estimated
from the quantitative analysis of the DW nucleation and it was found to be 1000
Oe/1011A/m2. Later, numerous studies on the DW motion against the current flow,
have been reported in the asymmetric structures: Pt/Co/Ni/Co/TaN [30, 62] and
Pt/CoFe/MgO[31]. The torque from the Rashba field is given by:

Fig. 10 Schematic
illustrating Rashba effect in
an out-of-plane magnetized
nanostrip. The electrons with
velocity ‘v’ see the electric
field due to crystal potential
which acts as Rashba
magnetic field (HR) in their
rest frame. This tilts the
moments slightly
out-of-plane due to s-d
interactions
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Fig. 11 Nucleation of asymmetric DWs via current injection into the wires in the presence of
external magnetic field. For a specific current direction the DWs injection probability can be
enhanced or suppressed by changing the direction of external magnetic field. This is interpreted as
evidence of the presence of the field-like torque (HFL) perpendicular to the current directions that
either adds or subtracts to Hext. For an opposite current, the action of Hext on the domain nucleation
is opposite [55]

τFL = −m × HFL , (5)

where m is the magnetization and HFL is the Rashba field. The Rashba field is given
by-

HFL = −2
αRme

�|e|Ms
P|Je|

(
ẑ × Ĵe

)
, (6)

where αR is the Rashba parameter, Je is the direction of electron flow, and me is
the mass of electron [55, 63]. The effectiveHFL is an in-plane magnetic field that acts
along the transverse direction of the wire and therefore,HFL cannot drive the DWs in
a PMAwire. However, the origin of higherDWspeeds in Pt/Co/Al2O3 wires has been
attributed to the combination of Rashba field and larger negative non-adiabatic STT.
In addition, the Rashba field enhances the DW fidelity and consequently, relatively
high DW speeds of ~ 400 m/s in the direction of current flow have been achieved
[56]. The magnetic force microscopy images and DW schematics together with the
HFL direction are shown in Fig. 12.

Apart from large DW velocities, Miron et al., reported that the direction of DW
motion was against the electron flow direction i.e. opposite to that expected from
the STT model. Two possible scenarios were proposed to explain the experimental
observations: (1) Both the adiabatic and non-adiabatic torques are negative and (2)
the non-adiabatic torque is negative while the adiabatic torque is positive. The former
explanation could be possible in case of negative spin polarization. The negative non-
adiabatic torque could cause the DW motion along the current flow only below the
Walker breakdown.

In 2012, Thiaville et al., proposed a new mechanism combining the damping-
like torque from the SOT and an asymmetric exchange interaction originated from
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Fig. 12 a–c Magnetic contrast of a PMA wire measured using differential Kerr microscopy. d–
f Schematic showing the directions of the field like torque (TNA) due to Rashba field. g High
speed DW velocity in PMA wire with current density. The current-induced DW motion exhibits
creep and flow regimes similar to the field-driven DW motion. The solid line is the liner fit to the
DW flow regime. Inset shows the field-driven DW velocity to compare the field-like nature of the
current-induced Rashba field [56]

the spin–orbit coupling due to broken inversion asymmetry [64]. The asymmetric
exchange interaction is often called Dzyaloshinskii-Moriya interaction (DMI). The
proposed mechanism explains the direction and large velocities of the DWs without
any signature of Walker breakdown. The mechanism of DMI is explained in next
section.

3.2.2 Dzyaloshinskii-Moriya Interaction

TheDzyaloshinskii-Moriya interaction (DMI) is a three-site antisymmetric exchange
interaction and known to originate when magnetic thin films are interfaced with a
strong spin–orbit coupling materials [65–67]. It is an indirect interaction between
two atomic spins Si and Sj through an atom of high spin–orbit coupling, located in
the adjacent heavy metal layer. The energy associated with the DM interaction, the
DMI energy (EDM) is often given by-

EDM = Di j · (
Si × S j

)
, (7)

here, Dij is the DM interaction vector and its direction depends on the studied
system. For a ferromagnetic thin film that is grown on heavy metal of high spin–orbit
coupling, the DMI constant is given by-

Di j = d ui j × z, (8)

where, uij is the unit distance vector between the two spins Si and Sj, z is the unit
vector perpendicular to the thin film plane from heavy metal to ferromagnetic thin
film and d is a coefficient proportional to the spin–orbit coupling [68]. The DM
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interaction produces a field known as the DMI field (HDMI ), which is given by-

HDMI = −∂EDM

∂M
. (9)

The direction of the DMI field is collinear to the uij vector that introduces chiral
magnetic textures into the ferromagnetic structures [69, 70]. In ferromagnetic struc-
tures with perpendicular magnetic anisotropy, the DMI field favours the stabilization
of Néel DWs over Bloch with a set chirality [64]. The DMI field, HDMI can be
expressed in terms of D and the domain wall width, � [71, 72],

HDMI = D
μ0MS�

(10)

The above equation can be used to estimate the DMI coefficient. There exists a
minimum critical value of HDMI such that it is able to overcome the magnetostatic
energy and favour Néel DWs. Consider HD as the DW anisotropy field such that, HD

= 4KD/πμ0MS, with KD =Nxμ0MS
2/2 being the magnetostatic DW anisotropy and

Nx = tf ln(2)/π� is the demagnetization coefficient for magnetic film of thickness tf
[73]. Then Néel DWs are preferred if HDMI > HD else Bloch DWs are stabilized in the
thin films [71, 74]. A sketch representing theDMI vector Dij due to the antisymmetric
exchange interaction among spins Si, Sj and an atom of high spin–orbit coupling is
shown in Fig. 13 [75].

Fig. 13 A schematic
showing the
Dzyaloshinskii-Moriya
interaction at the interface
between a ferromagnetic
layer and a heavy metal layer
of high spin–orbit coupling
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Fig. 14 Schematic showing the generation of spin current in heavy metals [79]

3.2.3 Spin-Hall Effect

In 2012, another source to generate the SOT via spin Hall effect (SHE) phenomenon
was proposed by Liu et al. [76, 77]. They demonstrated that the ferromagnetic struc-
tures can be switched by applying the current to an adjacent heavy-metal layer of high
spin–orbit coupling. When charge current is injected into the heavy-metal along −x
direction, the electrons move along +x direction and the positive ions would move
in −x direction from moving frame of electron. The relativistic effect will generates
an Oersted field. Consequently, the Oersted field sets up scattering preference for
the conduction spins whose directions are parallel to the field direction as shown in
Fig. 14. The conduction electrons of a particular spin orientation are scattered in a
direction that is orthogonal to the current flow direction whereas the other spins are
scattered in the opposite direction[78, 79]. The mechanism of the spin dependent
scattering is shown by a schematic in Fig. 14.

The scattered electrons of the two different spin orientations accumulate at oppo-
site interfaces of the heavy metal: this is called spin current. The subsequent spin
current then diffuses into the adjacent ferromagnetic layer and excite the magnetic
precession by transferring it’s the angular momentum to the ferromagnetic layer. The
torque from the spin Hall effect (τSL ) is Slonczewski-like in nature and is given by
[31]

τSL = −γ0m × HSL , (11)

wherem is themagnetizationvector andHSL is theSlonczewski-like (SL) effective
field which is given by-

HSL = − �θSH ja
2μ0|e−|Mst

m × ûy, (12)
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where Ja is the applied current density in−x direction,Ms is the saturation magneti-
zation, t is the thickness of magnetic layer,m is the magnetization vector, ûy is a unit
vector in y-direction, |e−| is the absolute value of the electron charge and θSH is the
effective spin Hall angle. The spin Hall angle is the ratio of spin current (Is) to charge
current (Ie), i.e. θSH = Is

/
Ie. However, according to Eqs. (11) and (12), the torque

from SHE can not drive the Bloch DWs. The DW configuration must be stabilized in
Néel to drive it by the SHE torque. Haazen et al. have demonstrated the SHE induced
DWmotion by forcing the Bloch DW into Néel configuration using external in-plane
magnetic fields [80]. Whether the magnetization switching is due to Rashba effect
or spin Hall effect is still under debate. Liu et al. have shown that magnetization
switching in Pt/Co/AlOx stacks [76, 77] similar to that studied by Miron et al. [56],
is due to the strong spin Hall effect in Pt heavy metal layer. Following these works,
various experimental methods have been proposed to measure the Rashba field and
SL-field in such structures and the SL field is found to be dominated over the Rashba
field [81–84].

The combined LLG equation incorporating the effect of field, STT, SOT and DMI
can be written as follows:

∂m
∂t

= −|γ |m × He f f + αm × ∂m
∂t

− (u · ∇)m − βm

× [−(u · ∇)m] − |γ |m × [m × |HSL |(ẑ × J e

∧

)] (13)

where, Heff includes Zeeman, magnetostatic, exchange, anisotropy and DMI
fields, the third and fourth terms are torques due to STT and SOT, respectively.
Here, the Rashba effect and field like term is excluded since its contribution is small
[68].

3.3 Chiral Domain Walls Dynamics Under Spin–Orbit
Torques

In a PMA ferromagnetic wire, the DWs and their chirality can be fixed by making
use of DMI field as described in Sect. 3.2.2. The direction of DMI field is along
the wire long axis that helps in stabilizing Néel type of DWs over Bloch DWs
irrespective of the wire width[64]. In addition, the DMI also fixes the chirality of
the Néel DWs, therefore the DWs magnetization for up-down domains is opposite
to that for down-up domains as shown by a schematic in Fig. 15.

When current is applied to the wire, the magnetization of Néel DWs rotates into
the transverse direction of thewire due to the torque from the spinHall effect in heavy
metal layer. Since the DMI field is always along the wire long axis, this rotation of
the DW from the Néel configuration induces an angle between the DMI field and the
DW magnetization, consequently inducing an out-of-plane torque on the DW. Sign
of the DMI torque is opposite for up-down domains to that of the down-up domains
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Fig. 15 DMI field-induced chirality of the DWs. The direction of DMI field in FM layers that are
grown on Pt underlay, is along the x-axis that stabilize the DW magnetization into Néel config-
uration. In addition, the DMI field also introduce chirality to the Néel DW. The direction of DW
magnetization for right-handed and left-handed chiral DWs are shown

and therefore, DWs in both the configurations: up-down and down up, move in the
same direction irrespective of the DWmagnetization direction. The motion of a left-
handed chiral Néel DW under the SOT is shown in Fig. 16. The SOT-driven chiral
DWs motion is observed in PMA FM wires that are grown on heavy metals such
as Pt, Ta, Ir and significant variations in the DW velocities are observed due to the
differences in the DMI field and SOT strengths [30].

The first indirect evidence of the role of DMI on DW dynamics in multilayer
structures was measured by Ryu. et al. [30] and Emori et al. [31]. They measured
the current-induced DW dynamics in the presence of in-plane magnetic fields on
Pt/Co/Ni, Pt/CoFeB/MgO and Ta/CoFeB/MgO structures. The in-plane magnetic
field modifies the DW velocity as shown in Fig. 17. Depending on the direction
of Hx, whether it is parallel (or antiparallel) to the domain wall magnetization, the

Fig. 16 DMI field driven left-handed chiral Néel DW dynamics in up-down (upper) and down-up
(lower) configurations. The direction of DMI field is shown by a black arrow from down domain
to up domain. The SOT drives the Néel DWs magnetization transverse to the wire (y-axis) that
induces an angle between the DW magnetization and DMI field and simultaneously exerts DMI
torque (red arrow). The direction of the DMI torque is in such a way that the DWs in both up-down
and down-up configurations move in the same direction
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Fig. 17 Velocity of a down-up and b up-down DWs with external magnetic field, Hx for various
currents in Pt/Co/Ni multilayer structures. The down-up DW velocity becomes zero at around Hx
= −2kOe and the up-down DW at around +2kOe. At this field the Néel DW transforms into Bloch
DW [30]

velocity of up-down (down-up)DWincrease (decrease). This indicate that themagne-
tization of two consecutive DWs (up-down and down-up) is opposite. Moreover, the
DWs velocities becomes zero at a certain longitudinal magnetic fields. This field is
considered as the field required to overcome the DMI field and it reverses the DW
configuration from Néel to Bloch. Observation of DWmotion in opposite directions
in Pt/CoFeB/MgO and Ta/CoFeB/MgO structures suggests that the sign of DMI in
the two multipliers have same direction and sign of SHE is opposite in Pt and Ta
[31].

To summarize, depending on the signs of DMI and SOT, the DWs in multilayer
structures can be driven along either current flow or electron flow directions. The
DW velocities in such structures are observed to be higher than the STT driven DWs
and can be larger than 300–400 m/s, but the fringing field from the DWs limits the
density of the storage devices.

4 Domain Wall Dynamics in Synthetic Antiferromagnetic
Wires

Despite the higher efficiency and versatility of DW dynamics driven by a combined
torque: induced from spin Hall effect and DMI in PMA wires, the magnetic dipole
fringing field that each DW produces, limits the data storage density in the DW
memory devices. Purnama et al., have shown that the DW stray field can be mini-
mized in bilayer systems by making use of coupled Néel DWs of opposite magneti-
zation [85]. Yang et al., have explored current-induced DW dynamics in nanowires
formed from artificial antiferromagnetic systems or synthetic antiferromagnetic
structures (SAF) to minimize the dipolar coupling between the DWs [86]. These
structures are formed of a thin ferromagnetic layer coupled with another ferromag-
netic layer through an ultrathin nonmagnetic spacer layer e.g.Ru, Ta, Cu etc. The two
ferromagnetic magnetic layers are mirror image of each other as shown in Fig. 18.
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Fig. 18 Schematic representing domains and DWs in antiferromagnetically coupled bilayer struc-
tures. Minimization of dipolar coupling between the DWs via flux closure in SAF structures. (Red
arrows)

Fig. 19 Dependency of the
exchange coupling on Ru
thickness in Co/Ru/Co
trilayers structures [87]

The coupling between the two ferromagnetic layers originates from long-range
oscillatory interaction that is known as Ruderman-Kittel-Kasuya-Yosida (RKKY).
The RKKY interaction is an indirect exchange interaction that decreases in magni-
tude with thickness of the spacer layer. The sign of exchange coupling constant
(Jex) depends on the nonmagnetic spacer layer thickness thus exhibiting an oscilla-
tory coupling between ferromagnetic and antiferromagnetic as a function of spacer
thickness [87, 88]. The sign and strength of coupling constant as a function of Ru
thickness in Co/Ru/Co trilayers is shown in Fig. 19. The net magnetization of the
SAF structures can be tuned to zero by carefully calibrating the magnetization of the
two ferromagnetic layers.

4.1 Functionality of Exchange Torque in Synthetic
Antiferromagnetic Wires

First we explain how the interlayer exchange torque improves the DW dynamics in
SAF wires. Let us consider two DWs having magnetic moments ML and MU that are



Current-Driven Domain Wall Dynamics in Magnetic … 125

coupled to each other via exchange interaction Jex as shown in Fig. 18. We assume
that ML and MU are single spins. The energy of the system (Eex) can be written as:

Eex = −2Jex �ML . �MU = −2Jex MLMU cos θ, (14)

where ‘θ’ is the angle between the two DWs and ‘Jex’ is the interlayer exchange
coupling constant. If Jex > 0, the two DWs are aligned parallel to each other, i.e. θ =
0, whereas if Jex < 0, the two DWs are aligned antiparallel to each other, i.e. θ = π. In
both the cases, energy of the system is minimum according to Eq. (14), thus does not
experience any torque. However, when this equilibrium position is perturbed through
an external source such as current and its effect, the two collinear DWs are deviated
away from θ = 0 (Jex > 0) and θ = π (Jex < 0) equilibrium states, generating a torque.
From the exchange theory of two spins, the magnetic moment of upper DW spin can
be written as �MU = −gμU �SU (For lower layer �ML = −gμL �SL ). The magnetic field
experienced (HU

ex )) by the top DW can then be expressed as5:

�HU
ex = − ∂Eex

∂MU
= − 2J

gμU

�SL , (15)

Hence, the torque on the top DW due to the exchange field is given by:

τU
ex = − �MU × �HU

ex = −2J
(�SU × �SL

)
. (16)

In the similar way, the exchange torque for a DW in lower ferromagnetic layer
can be given by

τ L
ex = − �ML × �HL

ex = −2J
(�SL × �SU

)
. (17)

For antiferromagnetic coupling, ‘Jex’ is negative and constant, therefore, the direc-

tion of the torque depends on the projection of
(�SU × �SL

)
, which is always out-of-

plane in the case of antiferromagnetically coupled Néel DWs in the PMA SAF wires
[89]. From Eqs. (16) and (17), one can conclude that (1) the exchange torque is in
out-of-plane direction, (2) the magnitude of τU

ex is same to that of τ L
ex (3) τU

ex and τ L
ex

are opposite in direction and (4) they become maximum when the DWs in upper and
lower ferromagnetic layers are perpendicular to each other.

5Introduction to Solid State Physics. Edited by Charles Kittel. 2004, Wiley, ISBN: 978–0-471–41,
526-8.
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4.2 Current-Induced Domain Wall Motion in Synthetic
Antiferromagnetic Wires

As discussed in the previous section, the exchange coupling torque can improve the
DWs velocities significantly in SAF wires which is also observed in experiments. In
this section, we will discuss how the SHE induced perturbation in antiferromagnetic
alignment of the DWs enhances the DW velocity in SAF wires.

Krishnia et al., have demonstrated high speed current-induced
DW motion in Pt/SAF/Ta wires[89]. An out-of-plane hysteresis
loop of a SiO2/Ta(3)/Pt(3)/[Co(0.4)/Ni(0.7)/Co(0.4)]/Ru(0.8)/[Co(0.4)/
Ni(0.7)/Co(0.4)]/Ta(3) SAF thin film is shown in Fig. 20a. In the thin film
stack, lower (ML) and upper (MU) ferromagnetic layers are formed from Co/Ni/Co
trilayers and are coupled through ultrathin Ru spacer layer. Here, numbers in
parenthesis represent the layer thickness in ‘nm’. The magnetization loop of the
thin film exhibits double switching at 320 Oe and 6500 Oe. The hysteresis loop is
categorized into five regions. At zero magnetic field, the two ferromagnetic layers
are coupled in antiferromagnetic manner as marked by region I. Regions II and IV
show the flipping of a layer along the external magnetic field. In regions III and
V, the exchange coupling is broken and the two ferromagnetic layers are saturated
along the external magnetic fields. The magnetic field at which the exchange
coupling is broken and the two ferromagnetic layers are aligned in same direction, is
termed as exchange field (Hex). The spin configurations of the two layers in all five
regions are represented by the blue and purple arrows. The double switching in the
hysteresis confirm the presence of RKKY antiferromagnetic coupling between the

Fig. 20 a Out-of-plane VSM hysteresis loop measurement of the
Ta(3)/Pt(3)/[Co(0.4)/Ni(0.7)/Co(0.4)]/Ru(0.8)/[Co(0.4)/Ni(0.7)/Co(0.4)]/Ta(3) SAF stack. The
double switching behavior in the measurement indicates the antiferromagnetic coupling between
two magnetic trilayer Co(0.4)/Ni(0.7)/Co(0.4) structures. Each region drawn in the hysteresis loop
is illustrated with the relevant magnetic configurations of the SAF structure b In-plane (black) and
out-of-plane (red) hysteresis loops of the SAF stack[89]
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Fig. 21 Scanning electron microscope image with DW injection, driving and detection circuit
schematic. Inset shows the close-up of strip-line

two magnetic layers. The energy associated with the antiferromagnetic exchange
coupling is calculated as Eex = MstHex = 0.54 erg/cm2. Here, Ms is the saturation
magnetization, Hex is the interlayer exchange field, and t is the thickness of thin film
[90].

In-plane and out-of-plane hysteresis loops of the SAF thin film are shown in
Fig. 20b. The hard axis anisotropy (HK) of the SAF thin film was found to be HK ~
5.5 kOe. The magnetic properties of the SAF thin films highly depends on exchange
field as well as anisotropy field. Here, we note the exchange field is larger than
the anisotropy field i.e. Hex > HK, therefore, the spin-flop states are permitted and
step-wise hysteresis is not observed in regions II–III and IV–V.

Shown in Fig. 21, is an experimental set up to inject, drive and read the DWs in
SAF wires. The SAF thin film stack was patterned using electron-beam lithography
and Ar ion milling technique. Ta/Cu/Au electrodes were deposited using magnetron
sputtering after a reverse sputtering process to ensure good Ohmic contacts. The
length and width of fabricated nanowires were 30 and 1.5 μm, respectively. In the
SAF nanowires, two ferromagnetic (FM) layers are coupled antiferromagnetically
via RKKY coupling that makes the DW injection process problematic. Therefore, a
Ta/Cu/Au π-shaped strip-line is used to inject the DWs into SAF wires (contact A
→ B). The current generates Oersted field locally and nucleate a domain of reverse
magnetization underneath the strip line as described in the Sect. 2.1. The π-shaped
injection line concentrates the current distribution and therefore, generates strong
magnetic field locally at low current densities if compared to the conventional strip-
line.

The current distribution in conventional and π-shaped strip-lines are compared
in Fig. 22a. As can be seen in the Fig. 22a, a large local magnetic field initiates the
domain nucleation which then spread out to form stable domain of reversed magne-
tization. The threshold currents required to inject the DW at different temperatures
using conventional and shaped strip-lines are shown in Fig. 22b. The threshold injec-
tion current decreases with the temperature due to the Joule heating. For all the
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Fig. 22 a Comparison of simulated current density distribution of the strip-line and time-resolved
magnetization between the conventional (left) and the 
-shaped strip line (right). b Threshold
injection current density to inject a DW for both strip lines as a function of temperatures [19]

temperature, the threshold current required to inject the DWs are lower for π-shaped
strip-line, thus, allowing for energy efficient DWs injection [19].

The resistance of strip-line was 60 � and the width and thickness were width of
2.5μmand a 150 nm, respectively. Initially, thewire should be saturated along a fixed
direction by applying a large global magnetic field. Here, the wire is saturated along
+z-direction. Current pulses of several amplitudes and duration are applied to the
strip-line by using a picosecond pulse generator (Picosecond 10300B). The applied
current then generates local Oersted field which nucleates a domain of reversed
magnetization under the strip-line. After the DW has been injected, an out-of-plane
magneticfield in theopposite direction, i.e.−z direction, is applied and the anomalous
Hall effect (AHE) signal was detected at Hall bar-1, simultaneously. The drop in the
RH from 1 to 0 at a magnetic field strength of −320 Oe indicates the successful
injection of the DW and termed as the DW depinning field (Hdep), as shown in
Fig. 23a. The effect of current pulse amplitude and duration on DW nucleation
process is shown in Fig. 23b. The threshold current to inject the DW in the SAF wire
was found to be 0.23 Amps. The probability of the DW injection for all the currents
increase with the pulse duration. Also, the probability of DW injection shifts towards
lower pulse duration with increase in the current.

Prior to the DW driving measurements, the DWs were injected into the wire with
100% probability using a current pulse of 0.3 A and 60 ns and then driven by applied
electrical pulses of different amplitudes and duration. The injected DWs are then
driven by applying electrical pulses of different amplitudes and duration between
contacts A and C of the device as shown in Fig. 21. Two Hall bars are also patterned
on the wire to detect the DWs by using anomalous Hall effect (AHE). Keithley 2400
DC current source is used to supply a low amplitude current density (IREAD = 6 ×
109A/m2) between contacts ‘A’ and ‘C’ to measure the Hall voltage across the Hall
bar-1. The spacing between the strip-line and the Hall bar-1, which served as the
primary DW detector, is kept as 8 μm. A picosecond pulse generator: Picosecond
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Fig. 23 a Normalized Hall resistance of the wire with the negative perpendicular magnetic field
sweep, measured after a DW has been injected into the wire, saturated along positive z-direction.
The DW is shown to be depinned from its original position at ~ 320 Oe b the probability of the DW
injection as a function of current pulse duration for various current amplitudes [89]

10300B, is used to drive the DWs. A bias tee is used to separate the pulse generator
and the Keithley 2400 DC source. After successful injection of the DWs in SAF
wires, the DWs are driven by current pulses of several amplitudes. The position of
DWs can be probed using Kerr microscope and also by detecting Hall voltage. The
Kerr microscope images of a DW driving are shown in Fig. 24a.

The DW velocities for different current densities in the SAF wires are then
measured and plotted in Fig. 24b. The threshold current density for our stack is
found to be 6.58 × 1011 A/m2. The DW velocity at current density of 1.04 × 1012

A/m2 is found to be ~ 320 m/sec which is 1.5 times higher than the reported values
for the DWdynamics in nanowires with perpendicular anisotropy at such low current

Fig. 24 a Kerr images of SAF device captured after successive current pulses of amplitude 9.2
× 1011 A/m2. The pulse width is labeled for each DW position. Here, bright and dark contrast
correspond to down and up magnetizations, respectively. b The measured DW velocity at various
current densities in the SAF wires [89]
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densities [30]. The higher DW speed in the SAF wires is due to presence of inter-
layer antiferromagnetic exchange torque due to the SHE-induced perturbation in
DWs antiferromagnetic alignment [86, 89]. In the next section, lets us investigate
the role of exchange torque on current-driven DW dynamics in SAF wires using
micro-magnetic simulations.

In the SAF wire, the two ferromagnetic layers are interfaced with heavy metals
which are the sources of spin currents. Since the SAF structures are grownonPt heavy
metal, the DMI interaction is naturally involved. In addition to the DMI, the heavy
metals also act as a spin current generators. In the absence of current, the DWs in
lower ferromagnetic layers is Néel type. A Néel DW of similar chirality is stabilized
in the upper ferromagnetic layer due to antiferromagnetic exchange coupling. The
exchange torque is zero in the absence of current as both the DWs were perfectly
antiparallel to each other. A schematic illustrating domains and DWs in SAF wires
in the absence of current is presented in Fig. 25a. When the current is injected into
the SAF wires, spin currents are generated in bottom Pt and top Ta layers due to the
SHE. The spin currents are then diffuse into the two FM layers and exert torques on
local magnetization. The spin Hall torque rotates the DWs into transverse direction
of the wire. Direction and magnitude of the SOT on a DW is given according to
Eqs. (11) and (12). given by:

Now we describe effect of SOT on the two DWs. It is assumed that lower Néel
DW magnetization is pointed along + x direction and spin current from Pt layer
attenuates across the lower ferromagnetic layer. The spin Hall angle of Pt is positive
and an up-down DW is stabilized in the lower ferromagnetic layer. Therefore, the
effective field (HSL)L that acts on the lower DW due to SHE can be written as:

Fig. 25 Schematics of the SAF wire; showing the magnetic domains and DWs magnetization
directions in the a absence and b presence of the current. The direction of SHE induced magnetic
fields that act on the DWs, are also shown. The SOT and exchange torques are zero in the absence
of current
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( �HSL

)

L
= �θSH ja

2μ0|e−|Mst
( �mx) × �uy = �θSH ja

2μ0|e−|Mst

(
ẑ
)
. (18)

According to Eq. (18), the SOT field is along the positive out-of-plane direction
(+z), which helps to grow the “Up” domain and results in the DW propagating along
the positive x-direction. Because of the AFM coupling, magnetization of the DW in
the top FM layer is pointed along−x axis. The upper ferromagnetic layer is interfaced
with Ta heavy metal layer. Though Ta generates spin current of opposite sign to that
of Pt, but it is interfaced at the opposite side therefore, the spin Hall angle of Ta can
be considered as of same sign to that of Pt. The SOT field experienced by upper DW
(HSL)U is given by:

( �HSL

)

U
= �θSH ja

2μ0|e−|Mst
(− �mx ) × �uy = �θSH ja

2μ0|e−|Mst

(−ẑ
)
. (19)

The SOT field is in the negative out-of-plane direction, which favours the growth
of “Down” domain and results in the DW propagating along the positive x-direction.
In both ferromagnetic layers, the DWs propagate along positive x-direction due to the
SOTs. The direction of SOT fields and DWs rotations are illustrated by a schematic
in Fig. 25.

Now we explain how the interlayer exchange torque effects the DW dynamics in
SAF wires. As discussed earlier, the SOT rotates the DWs into transverse direction
of the wire. The SOT driven rotation of the DWs perturbs the antiferromagnetic
alignment and consequently the exchange torque. The exchange torque rotates the
DWsout-of-plane direction thereby drivingDWs in perpendicularlymagnetized SAF
wires. It is difficult to vary interlayer exchange constant without compromising with
other material parameters unchanged. Micromagnetic approach provides insightful
analysis to understand how the interlayer exchange coupling affects DW dynamics
in SAF wires [91]. A mesh size of 5 × 5 × 0.8 nm3 is used. The thicknesses of the
bottom and the top ferromagnetic layers are fixed at 1.6 nm and 2.4 nm, respectively.
The two ferromagnetic layers are coupled in antiferromagnetic manner through a
0.8 nm thick Ru spacer layer. The antiferromagnetic coupling strength is varied
correspond to three different exchange fields (Hex): 8440 Oe, 7000 Oe and 5550
Oe. The simulations are carried out for two DMI values (D) = −1.2 × 10–3 J/m2

& D = −0.5 × 10–3 J/m2. The exchange field term is included in the effective field
(Heff ) term of the LLG Eq. (13). Instead of the usual 6 nearest-neighbor small-angle
approximation for exchange interaction, the influence from the next nearest top and
bottom magnetic moment is also considered. The modified algorithm allows for
the calculation of the exchange coupling between two ferromagnetic materials even
when they sandwich a non-magnetic Ruthenium (Ru) spacer. The exchange field that
a moment ‘m’ experiences due to its neighbor ‘mi’ is given by [92]:

Hex = 2
Aex

Msat

∑

i

Ci
(mi − m)

�2
i

, (20)
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where Aex is the exchange stiffness,Msat is the saturation magnetization,�i is the
separation distance between the two moments, and Ci is an arbitrary scaling factor
which determines the strength of the exchange coupling interaction and is equals to
1 for nearest neighbors.

Micromagnetic simulation scheme of the DW dynamics in SAF wires, having
a coupled Néel DW at the center is shown in Fig. 26a. Spin polarized currents of
various amplitudes are then injected into the wire along the x-axis direction and the
DW velocities for various interlayer exchange couplings are shown in Fig. 27. The

Fig. 26 a Schematic diagram of the SAFwire at t= 0 s and Ja = 0, employed in our micromagnetic
model. Both the layers are coupled in antiferromagnetic manner. A DW is nucleated at the middle
of the wire. b The schematic diagram of the spin configurations in SAF wire at t = x sec and Ja �=
0. Scattering of spin currents (red and blue arrows) in top Ta and bottom Pt layers is also shown
[89]

Fig. 27 Plot of the DW
velocities as a function of
current density for various
RKKY exchange coupling
strengths [89]
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DWvelocities increasewith the current for all the interlayer exchange couplings. The
effect of exchange torque on the DWdynamics can then be seen from the increases of
the DWvelocity with higher exchange coupling strength. As shown in the Fig. 27, for
a fixed current density ~ 8 × 1012 A/m2, the DW velocity is increased by ~ 190 m/s
when Hex is increased from 5550 to 8440 Oe.

As discussed in Sect. 4.1, the τex greatly depends on the angle between the two
DWs. Hence, the perturbation in the antiferromagnetic coupling due to SHE plays
an important role to stimulate the exchange coupling torques. The τex is zero in the
absence of current as both the DWs were perfectly antiparallel to each other. When
current is applied, both the DWs are rotated in the same direction (+y direction)
due to SHE and that induces a perturbation in antiferromagnetic coupling. The DW
rotation into wire transverse direction increase with current. However, the antiferro-
magnetic coupling opposes the rotation of the two DWs in same direction, leading to
exert a torque according to Eqs. (16) and (17). The simulation results showed that the
perturbation increases with higher current densities, and the two DWs are perpen-
dicular to each other at higher current densities. The magnitude of τex is maximum
for a given magnitude of ML and MU and it functions in such a way that the two
DWs are driven in same direction in the case of SAF wire. The DWs configurations
and the directions of τex in the (a) absence and (b) presence of current are shown by
schematics in Fig. 28.

To explore the more details on the contribution of exchange torque on DW
dynamics in SAF wires, the y-component of the DWs magnetization with current
density is plotted in Fig. 29. It shows that the rotation of DWs magnetization got

Fig. 28 Schematics showing the exchange coupling torque directions on the DWs in the SAF wire
in the a absence and b presence of current. c The y-component of the DW magnetization as a
function of current densities. The side-view simulation snapshots at low current density (point ‘A’)
and high current density (point ‘B’) are also shown
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Fig. 29 The y-component of
the DW magnetization as a
function of current densities.
The side-view simulation
snapshots at low current
density (point ‘A’) and high
current density (point ‘B’)
are also shown

saturated at higher current density and the angle between the twoDWs is fixed, which
results in the saturation of the exchange torque. The saturation of exchange torque
results in the saturation of DWs velocities at higher current densities. Therefore, the
SAF structures should be tuned in such a way that the upper and lower ferromagnetic
layers experience SHE in same direction to achieve the highest DW velocities. If the
magnetization rotation of the two DWs is opposite in directions, the perturbation in
antiferromagnetic coupling will be smaller compared to the previous case and that
will result in smaller DWs velocities. The higher perturbation in antiferromagnetic
alignment has been achieved by Krishnia et al., by placing Ta and Pt at opposite
interfaces of the SAF wires [89]. Based on the calculations, effects of capping and
seed layers on the DW dynamics in SAF wires are summarized in a Table 1.

As discussed in Sect. 3.2.2, the DMI stabilize the DWs into Néel configuration.
Figure 30a shows the DW velocity as a function of current density for two different
DMI values −0.5 mJ/m2 (black) and −1.2 mJ/m2 (red). A significant increment in
the DW velocity ~ 310 m/s is observed at a current density of 9 × 1011 A/m2, when
the DMI is increased from −0.5 to −1.2 mJ/m2. Higher values of the DMI is shown
to increase the Mx components of the DW which gives higher DW speeds due to
the spin Hall effect. Figure 30b shows the normalized x and y components of the
DW magnetization for two DMI values: −0.5 mJ/m2 (solid lines) and −1.2 mJ/m2

(dash lines). The increase in x-component with the higher DMI value indicates the
stabilization of the Néel DW. The results show that wires with high DMI values will
be helpful for the realization of high speed magnetic memory devices.

We have discussed the effects of various torques on DW dynamics in SAF wires.
The exchange torque plays a vital role in driving the DWs in SAF wires. Now we
explore how the DW dynamics is affected near magnetization compensation in such
devices. The net magnetization of the SAF layers can be tuned by varying upper
layer thickness. The hysteresis loops and the DWs velocities are shown in Fig. 31
for a series of SAF thin films, each with identical lower ferromagnetic layer but
upper ferromagnetic layer is varied. The DW velocities are found to increase with
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1 Role of spin Hall effect from capping and seed layers to stimulate the exchange coupling torques

MU/ML ratio. It is remarkable to note that the DW velocities in more compensated
wires are observed up to 750 m/s. The DWs move much faster as the ratio ofMU/ML

approaches to 1. Moreover, the 1D model for the SAF structures predicts the DW
velocity more than 1000 m/s in fully compensated wires [86].

4.3 Determination of Data Retention in Synthetic
Antiferromagnetic Devices

In the DW based memory devices, the digital data ‘0 and ‘1’ are stored in the form of
magnetic domains within ferromagnetic wires. However, the magnetic domains have
a finite probability to overcome the energy barrier (EG) between the ‘0 and ‘1’ states
due to thermal excitations. The switching probability of the data bits between the
two states due to the thermal fluctuation can be calculated using Boltzmann factor
as below[93–95]:

P ∝ exp

(−EG

kBT

)
, (21)
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Fig. 30 a DWs velocity as a
function of current density
for two different DMI values
−0.5 mJ/m2 (black) and −
1.2 mJ/m2(red).
b Normalized x and y
components of the DW
magnetization at 0.3 ns for
DMI (D) = −0.5 mJ/m2

(solid lines) and −1.2 mJ/m2

(dash lines)

Fig. 31 a DWs velocity as a function of current density b Normal-
ized hysteresis loops of a series of SAF thin films formed from
TaN(2)/Pt(1.5)/Co(0.3)/Ni(0.7)/Co(0.15)/Ru(tRu)/Co(ta)/Ni(0.7)/Co(tb)/TaN(5), where tRu =
0.2, ta = 0.15, tb = 0.15 (green squares), tRu = 0.8, ta = 0.15, tb = 0.15 (red circles), tRu = 0.8, ta
= 0.3, tb = 0.15 (violet triangles), tRu = 0.8, ta = 0.3, tb = 0.3 (blur stars) [86]
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Fig. 32 Scanning electron microscope (SEM) image of the devices for the data retention experi-
ments. 240 wires were fabricated on each device to calculate the statistical distribution of the data
error. The zoom-in image of a row of wires is shown. The π-shaped strip-line is used to inject the
DWs in the wire using a pulse generator. Using this method, the DWs in all the wire of a row are
injected in a single pulse

where KB is the Boltzmann factor and T is the absolute temperature. The magnetic
devices are required to retain the data for at-least 10 years at operating temperature
ranging from 80 to 120 °C. In this section, we discuss the data retention and thermal
stability experiments in SAF based DW memory devices.

The SAF thin film stacks patterned into several wires using EBL and ion-milling
techniques are shown in Fig. 32. In each device, 240 wires are patterned to calculate
the statistical distribution of errors in the data. Cu/Au lines are also fabricated at the
edge of each wire to inject the DWs by applying electrical pulses. After successful
injection of DWs in the wires, the DWs are driven towards the center of wires using
pulsed magnetic field. The positions of the DWs can imaged using Kerr microscopy
as shown in Fig. 33. The devices are then baked at various temperatures over a range
of time spans. During the baking, the devices are mounted on glass slides which was
kept inside an oven. Positions of the DWs in the wires in the post-baked devices are
measured using the Kerr microscopy.

The temperature excites the magnetic moments and causes the DWs to displace
from their original positions. The displacements in the DWs position were measured
by using Kerr microscopy. Kerr images of a device before and after baking at 210 °C
for 23 h, are shown in Fig. 33a and b, respectively. A visible displacement of the
DW in a wire is marked in the yellow circle. The wires were divided into sub-cells
of 500 nm along the length for accurate measurements of the DWs displacement.
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Fig. 33 a Kerr microscope image of a devices to measure the DWs positions in each wire at room
temperature. b Kerr microscope images of the devices, baked at 210 °C for 23 h. Displacement of
the DW position due to thermal excitations in a wire is marked in the circle area

Each sub-cell was considered as a bit. If the DW displacement is more than 500 nm,
we consider that the bit has been flipped from 0 (1) to 1(0) and can be counted as an
error. In these experiments, temperature-induced DW movements were observed in
the devices those were baked at temperatures 190 °C and above.

The DWmemory devices are annealed at different temperatures: 190 °C, 210 °C,
220 °C, 230 °C and 250 °C over several time spans ranging from 30 min to few
days. The difference in the DWs position before and after baking is calculated using
an image processing method. The length of each wire was kept 20 μm, therefore,
each wire can be divided into 40 bits. Also, the DW injection process is stochastic
in nature, therefore the wire with unsuccessful DW injection were not considered
into the calculations. The error rate at a temperature can be counted using following
relation-

Error rate (%) = bit error

Total No. of bits
× 100, (22)

where total no of bits are: number of wire with successful DW injections × 40.
The error rate in the DWs positions with the baking time at an elevated temperature
190 °C is shown in Fig. 34a. Similarly, the error rates can be calculated using Eq. (22)
for all the baking temperatures.

The random DW displacement in several wires due to the thermal excitation
is regarded as data dissipation. The thermal stability factor of the devices can be
calculated using following relation:

P(t) ≈ f t exp(−�), (23)
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Fig. 34 a The bit error rate versus baking time measured at an elevated temperature 190 °C.
The error rate is found to be proportional to the device baking time for all elevated temperature.
b Thermal stability factor of the DW memory at high temperature

where P is the probability of switching of the magnetic bits between 0 and 1 states
(or error rate), f ~ 1 GHz is a characteristic frequency, t is the time, � = EB

/
kBT

is the thermal stability factor, kB is the Boltzmann constant and T is the temperature.
The thermal stability factor for various temperatures can be calculates using Eq. (23).

The thermal stability factors for various temperatures are derived from the exper-
iments and shown in Fig. 34b. Values of the thermal stability factors exhibit linear
dependency on the baking temperature. The SAF DW memory devices are found to
have � ~ 34 at an elevated temperature 190 °C.

5 Evaluation of Spin–Orbit Torques in Synthetic
Antiferromagnetic Structures

In the previous sections, we have discussed that the exchange torque provides a
novel driving mechanism to DWs in SAF wires. The exchange torque accounts for
high current-induced DW velocities compared to single ferromagnetic wire. The
amplitude of exchange torque greatly depends on perturbation in antiferromagnetic
coupling due to spin–orbit torques. In this section, we discuss the strength of spin–
orbit torques in SAF devices.

Experimental measurements of SOT probe the effect of the electric current on
the magnetization, e.g. by inducing oscillations, switching, or DW motion etc.
There are several techniques to characterize the SOT such as harmonic Hall voltage
measurement [83, 96], spin-torque ferromagnetic resonance [97], magneto-optical
Kerr effect (MOKE) [98] etc. Here, we will describe the characterization of SOT in
SAF structures using harmonic Hall voltage measurement technique.

In this technique, an alternating current is applied across the nanowire and
harmonic response of the magnetization is detected at a low frequency, typically
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up to few kHz. The harmonic Hall voltage response is recorded while sweeping an
external magnetic field either in the longitudinal or transverse direction to current
flow. Using analytical methods, the effective SL field and field-like (FL) fields are
estimated from the voltage response curves. The harmonic measurement setup with
coordinate axes, polar angle (θ ) and azimuthal angle (ϕ) of magnetization is shown
in Fig. 35.

Application of the current into the wire induces magnetic fields and thus modu-
lates the magnetization angle from equilibrium by an amount �θ and �ϕ. The Hall
resistance (RXY) of the wire can be expressed as [81, 83]:

RXY = 1

2
�RA cos θ + 1

2
�RP sin

2 θ sin 2ϕ, (24)

where, �RA and �RP represent changes into the Hall resistance due to anomalous
Hall effect (AHE) and planar Hall effect (PHE), respectively. The Hall voltage which
is the product of Hall resistance and current can be expressed as:

VXY = RXY I. (25)

When a sinusoidal current (I = I0 sinωt) is injected into the wire, the current-
induced effectivefields also oscillate in syncwith the sinusoidal current. Themagneti-
zation angles are also modulated as�θsinωt and�ϕsinωt. Substituting the modified
Eq. (24) into Eq. (25) yields the modulated Hall voltage which can also be expressed
in terms of the applied signal frequency as [83].

VXY = V0 + Vω sinωt + V2ω cos 2ωt ,
V0 = 1

2

(
Bθ + Bϕ

)
�I ,

Vω = A�I (26)

V2ω = −1

2

(
Bθ + Bϕ

)
�I (27)

where, A = 1
2�RA cos θ0 + 1

2�RPsin2θ0 sin 2ϕ0,

Fig. 35 Schematic of the
Pt/SAF/Ta Hall structure to
measure the SOT using
harmonic Hall voltage
measurements. Definition of
spherical coordinate system
is illustrated together with
direction of the
magnetization, M and field,
H
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Bθ = 1

2
(−�RA sin θ0 + �RP sin 2θ0 sin 2ϕ0)�θ

Bϕ = �RPsin
2θ0 cos 2ϕ0�ϕ

The angular term variations �θ and �ϕ depend on the current induced effective
fields, HSL along the longitudinal direction and HFL along the transverse direction.
The secondharmonicHall voltage,V2ω shows thedependencyon�θ and�ϕ and thus
contains information about the effective fields through �θ and �ϕ terms. Following
the derivation in Ref. [83], the respective curvature and slope of Vω and V2ω versus
the external field are calculated to obtain the ratios HSL and HFL, defined as HSL =
( ∂V2ω

∂HX
/ ∂

2Vω

∂H 2
X
) and HFL = ( ∂V2ω

∂HY
/ ∂

2Vω

∂H 2
Y
). As discussed earlier, the measured Hall voltage

also contains contributions from planar Hall effect (PHE) that leads to mixing of the
HSL and HFL. We define the field generated in longitudinal and transverse direction
as Corr_HSL and Corr_HFL, respectively. By defining ξ = �RP

�RA
, finally it can be

shown that.

Corr_HSL = −2
HSL ± 2ξHFL

1 − 4ξ 2
, (28)

Corr_HFL = −2
HFL ± 2ξHSL

1 − 4ξ 2
. (29)

The ± sign corresponds to M pointing along the ± z.
The harmonic measurements are performed on the same SAF structures discussed

in Sect. 4.2. The in-planemagnetic fieldwas swept in the longitudinal (HL) and trans-
verse (HT ) directions to the current of frequency133Hz, to quantifySlonczewski-like
(SL), and Field-like (FL) effective fields, respectively. Variation in Vω and V2ω with
HL for at a current density 1.04 × 1011 A/m2 is shown in Fig. 36. The red and
black curves are corresponding to net MZ > 0 (net ‘up’) and MZ < 0 (net ‘down’)
magnetizations, respectively. The first harmonic of the Hall voltage can be fitted to
an equation-

Vω = AHx + BH 2
x , (30)

where, A and B are the polynomial coefficients of the equation. Similarly, linear
fitting can be performed on the second harmonic Hall voltage to get an equation of
the form

V2ω = CHx + D, (31)

where, C and D are the slope and intercept of the linear curve, respectively. Now, the
longitudinal effective fields can be obtained using following equation -
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Fig. 36 a First and b second harmonics of the Hall voltage for net ‘up’ (red) and ‘down’
(black) magnetizations versus longitudinal field, measured for a current density 1.04 × 1011A/m2.
c First and d second harmonics of the Hall voltage for net ‘up’ (red) and ‘down’ (black)
magnetizations versus transverse field, measured for a current density 1.04 × 1011A/m2.
e SL fields for ‘up’ (red) and ‘down’ (black) net magnetizations with current densities.
f FL fields for ‘up’ (red) and ‘down’ (black) net magnetizations with different current densi-
ties. All the measurements were performed on the device fabricated on thin film stack
Ta(3)/Pt(3)/[Co(0.4)/Ni(0.7)/Co(0.4)]/Ru(0.8)/[Co(0.4)/Ni(0.7)/Co(0.4)]/Ta(3)

HSL(FL) = C

B
= −2

(
∂V2ω

∂HL(T )

)/(
∂2Vω

∂H 2
L(T )

)

. (32)

The longitudinal effective field increases linearly with applied current density for
both ‘up’ (red) and down (black) net magnetizations as shown in the Fig. 36. Also, it
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Fig. 37 The SL (blue
squares) and FL (red circles)
effective fields without
(solid) and with (open)
planar Hall effect (PHE)
corrections for sample S1 at
different current densities

is noted that the magnitude ofHSL is similar for ‘up’ and ‘down’ net magnetizations.
However, sign of theHSL is found to depend on the direction of the netmagnetization.

In the similar way, the Vω and V2ω can be measured while sweeping the magnetic
fields transverse to the applied current direction. The second harmonic voltage varies
monotonicallywithHT similar to that forHL. However, sign of the slopes are opposite
for ‘up’ and ‘down’ magnetization states when the magnetic field is swept along the
transverse direction. The HFL increases linearly with the applied current density for
both ‘up’ (red) and down (black) net magnetization states and irrespective of the
HSL, the sign of the HFL is independent of the magnetization state.

The contribution of PHE can be evaluated by measuring AHE at different field
angles and a ratio of AHE to PHE resistance: ξ = �RA/�RP ≈ 0.33 is calculated
for these SAF structures. The PHE corrected longitudinal (Corr_HSL) and transverse
(Corr_HFL) fields (using Eqs. 28 and 29) together with HSL and HFL are shown as
a function of current density in Fig. 37. The corrected effective fields plotted versus
the applied alternating current density and found to vary linearly. HSL and HFL are
evaluated as 320 Oe per 1011 A/m2 and 260 Oe per 1011 A/m2, respectively, from
the slopes of the plots.

6 Summary

In this chapter, we have presented an overview on newmechanisms of current-driven
domain wall motion in ferromagnetic and synthetic antiferromagnetic nanowires.
The fundamental characteristics and operating mechanism of domain wall based
spintronic devices are reviewed. The current-induced torques such as adiabatic and
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non-adiabatic spin-transfer torques, spin-Hall effect, Rashba effect, Dzyaloshinskii-
Moriya interaction drive the domain walls in ferromagnetic and synthetic antiferro-
magnetic wire. Distinct domain wall dynamics in synthetic antiferromagnetic mate-
rials interfaced with heavy metals have shown to be much more efficient. A novel
chiral torque: combination of DMI, SHE and exchange coupling torque, drives the
domain walls at very high speeds in synthetic antiferromagnetic wire. These remark-
able current-induced domains wall dynamics in ferromagnetic and synthetic antifer-
romagnetic wires are not only of great interest on fundamental physics point of view
but also have potential use to design domain wall based memory and logic devices.
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Electric-Field-Controlled MRAM:
Physics and Applications

James Lourembam and Jiancheng Huang

Abstract This chapter provides a comprehensive overview of the electric-field (or
voltage) control of magnetic anisotropy, an emerging concept for the next-generation
memory device. This approach has many technological appeals as it can enable ultra-
low-latency data transfer and ultra-low power electronics. The underlying mecha-
nisms governing magnetization switching from an applied electric-field are inter-
facial spin-charge coupling and Larmor precession. This allows for electric-field-
driven MRAM as opposed to current-driven in conventional spin-torque MRAM.
An exhaustive discussion in particular relevance to industry-friendly materials is
provided in this chapter. The challenges in implementation and possible solutions
including field-free approach are discussed. The chapter summarises the experi-
mental and theoretical progress in electric-field-controlled MRAM, discusses our
current understanding, and finally presents the prospects of utilising this approach.

1 Introduction

Magnetoresistive random-access memory (MRAM) utilises magnetic tunnel junc-
tions (MTJ), where data bits are written and stored by manipulating the relative
magnetization orientation of the ferromagnetic layers, which are separated by an
oxide barrier. Manipulating the storage layer in MTJ was initially achieved through
Oersted field generated from the current passing through the bit line [1]. However,
such a scheme though still in production now does not favor device scaling. The
next generation of MRAM was realized through spin-transfer-torque (STT) where
writing is achieved by sending a current through the MTJ along with transfer of
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spin momentum which enables magnetization switching [2–6]. STT effect was
first proposed in theory in 1996 independently by Slonczewski and Berger [2, 6].
Eventually, practical STT switching was demonstrated, first in MTJ with AlOx

devices in 2004 then on MgO-based MTJ in 2005 [7–9]. These were MTJs with
in-plane magnetization that supports scaling but required a large writing current.
In 2010, the successful demonstration of perpendicular MTJ based on CoFeB-MgO
heterostructures allowed reduction in current switching accelerating industry demand
for STT-MRAM [10–14].

STT-MRAM belongs to a unique group of emerging non-volatile memories
(NVMs), which can eliminate standby power, a major bottleneck against scaling in
existing semiconductor memory solutions. Compared to other non-magnetic NVMs,
STT-MRAM is superior in terms of lower power consumption and faster writing
speed. However, compared to existing semiconductor solutions writing energy is
large—still in the sub-pJ/bit level at best [15–18]. This dynamic power consumption
predominantly comes from ohmic dissipation and is dependent on the large current
required for switching [19]. For applications in cache-memory or memory-intensive
computing, frequent rewriting is required for which STT is still not the best solu-
tion. An alternative solution for ultra-low power writing within the MRAM family
is through electric-field (or voltage) controlled magnetic anisotropy [19–35]. In this
scheme, the ohmic loss is significantly reduced since the current flowing through the
MTJ is significantly smaller. This approach has gained much momentum in recent
years because of the demonstration of write energies at two orders of magnitude
lower than the traditional STT approach [19, 36].

The potential benefits for E-fieldMRAMcannot be understated. Firstly, compared
to STT-MRAM, which requires an electrical current, an ideal MRAM based on the
electric-field would only consume the amount of energy need to charge and discharge
theMgO insulator. MTJ scalability and thickerMgO can both be implemented in this
scheme. The resulting small capacitance implies sub fJ/bit level charging energies
[23], putting it on a level with conventional CMOS SRAM or DRAM (1–10 fJ/bit)
[37]. Secondly, existing current consumption for STT-MRAMis directly proportional
to the area of the MTJ. This implies that variation in the programming current is
a squared function of the linear variation in the critical-dimension (CD). E-field
MRAM would eliminate this issue and reduce process-induced variations back to
a single dimension (the thickness of the MgO). Thirdly, conventional STT-MRAM
scaling is limited by the selected transistor strength. Typically the transistor pitches
aremuch larger than theMTJ in order to supply the amount of current needed for STT-
MRAM to operate. E-fieldMRAM could allow for more aggressive scaling, opening
up more avenues for MRAM to be used in applications that require extremely low
power consumption. As shown in Fig. 1a Electric Field-MRAM (EF-MRAM) can
provide superior performance both in writing energy and writing time. It is also
particularly suitable for cache memory (L1, L2) applications where writing speeds
faster than 10 ns are required (Fig. 1b).

In the following sections, we will discuss in detail, electric-field writing mecha-
nism describing the physics, material dependence and their close relationship with
device operation.
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Fig. 1 a Comparison of various memory technologies in the plot of writing energy per bit versus
writing speed. bMemory-compute hierarchical architecture showing various levels of writing speed
requirements

2 Materials and Techniques

2.1 First-Principles Calculations

Well-motivated by the practicality of electric-field based writing mechanism, there
has been intensive studies in applying this approach on popular MRAM 3d ferro-
magnet/oxide heterostructures such as CoFeB/MgO [33, 38–40]. In these systems,
the perpendicular magnetic anisotropy (PMA) arises from strong hybridization
between the interfacial (Co)Fe–3d and the O–2p orbitals and also exhibits strong
spin–orbit coupling (SOC) [10, 41, 42]. The introduction of the electric-field in
these systems is argued to be purely an interfacial effect [43], which is why signif-
icant modulation of anisotropy by an electric field is observed in thin films even
though it is screened at the ferromagnet/oxide interface. This phenomenon is also
widely known as voltage-controlled magnetic anisotropy (VCMA), and its origin
is generally discussed as the manifestation of relative change in the occupancy of
the 3d orbitals associated with capacitive charging and discharging effect at the
ferromagnet/oxide interface.

Since orbital physics plays a vital role in the physical origin of this effect, first-
principles calculations can help to understand the electric- field effect aswell as accel-
erate materials discovery to achieve high electric-field efficiency. In particular, by
looking at the K-resolved magnetic anisotropy, determined from first-principles
calculations, one can see a very significant difference in the two-dimensional Bril-
louin zone with and without electric-field for Ta/CoFe/MgO [44]. There have been
several works on this topic using density functional theory, particularly in heavy
metal/ferromagnet/oxide heterostructure because it is more straightforward to imple-
ment this stack structure in MTJs. Studies include materials combined with various
ferromagnets, heavy metals, and even oxides other than MgO. Using different ferro-
magnets it was shown that the electric-field could tune Co/MgO, Fe/MgO and
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CoFe/MgO structures with a Co-rich interface having higher efficiency [45, 46].
First-principles calculations predicted that the electric-field efficiency in heterostruc-
tures Fe/Co/MgO and FeCo/MgO values were larger by a factor of 10.9 and 6.75,
respectively, as compared to that of Fe/MgO, which was reported to be +130 fJV−1

m−1. In this case, the direction of the electric-field points towards the MgO at the
interface. In this convention, the perpendicular magnetic anisotropy energy (MAE)
increases as the electron density decreases (by applying a positive voltage) at the
free layer/MgO interface. For the sake of simplicity, we will adopt this convention
for the rest of the chapter unless otherwise stated.

Interestingly, while the electric-field tuning of magnetic anisotropy is thought
to be limited to the ferromagnet/oxide interface, the underlayer or the cap layer
was also reported to influence the electric-field efficiency [47, 48]. Depending on the
heavymetal used as an underlayer, the sign of the efficiencymay change frompositive
to negative. Interestingly, Pt as the underlayer was found to show substantially more
efficiency compared to Ta or Au [47, 48]. An exhaustive first-principles investigation
of different heavy materials to achieve high VCMA is still lacking. The choices of
heavy metal could be expanded to Ir, Nb, Hf, Zr etc. Hf underlayer on CoFe/MgO
structures could see electric field efficiency as high as − 387 fJV−1 m−1 [44].

First-principles calculations can also guide us in the invention of new stack struc-
tures such as the insertion of an oxide or a metal layer between the ferromagnet and
the barrier oxide [49]. Insertion of an oxide monolayer can significantly affect the
redistribution of d-electrons near the Fermi level. By studying monolayer insertions
with oxides such as FeO, CoO, NiO, PdO and ZnO, Minggang et al. found that ZnO
insertion shows the highest efficiency amongst these systems reaching E-field effi-
ciency of + 166 fJV−1 m−1 [50]. VCMA effect under select monolayer insertions
are shown in Fig. 2, and Magnetocrystalline anisotropy (MCA) shows quasi-linear
dependence with electric-field. Here, the direction of the positive electric-field points
away from the MgO. Such oxide insertion schemes can be easily realised practi-
cally by introducing an oxidation step in the MTJ stack deposition process. In the
next section, experimental results and methods on electric-field efficiency will be
described in detail.

2.2 Experiments—Single Ferromagnet Structures

One of the popular methods of determining E-field efficiency is by isolating the
free-layer from the full MTJ stack and studying it independently, e.g. gated-Hall
bar structure. Even though VCMA can be determined directly fromMTJs, the fabri-
cation of these devices can be costly and time-consuming especially for the discovery
of newmaterials.At the same time, the electric-field can also induce secondary effects
which can complicate the understanding of materials dependent E-field efficiency.
Let us first discuss the gated-Hall bar approach, the schematic of which is given
Fig. 3a and the VCMA calculation method is described in the following paragraphs.
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Fig. 2 Electric-field tuning of magnetic anisotropy of Ta/CoFe/MO/MgO heterostructures where
MO is a monolayer oxide. b The direction of the electric-field used in the simulations is given on
the right. Reproduced from [50] © 2018, with the permission of AIP Publishing

Under an external applied magnetic field (H), Hall resistance (RH) measurements
on these ferromagnetic heterostructures will have an anomalous Hall effect (AHE)
contribution besides the ordinary Hall effect (OHE) which is given by:

RH = ROHE + RAHE = Aμ0H + BM⊥ (1)

where A and B are ordinary Hall and anomalous Hall coefficients respectively. M⊥
represents themagnetization component along the perpendicular direction. TheMAE
along the perpendicular direction can then be determined using the “area under the
curve” as follows:

MAE = − MS

RAHE (max)

RAHE (max)∫

0

HdR (2)

whereMS is the saturationmagnetization, andRAHE(max) is themaximumanoma-
lous Hall effect resistance contribution at saturation. This integral is similar to the
integral of the R-H curve in Fig. 7b, albeit with normalized units. Using the gated-
Hall measurements, one can determine different MAE at different gate voltages. The
electric-field efficiency ξ for a ferromagnetic thickness, tFM and applied electric-field
E, is given by:
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ξ = �MAE .tFM

E
. (3)

By probing the electric-field effect on the anomalous Hall signal, it was reported
that Ta/CoFeB/MgO showed an efficiency of + 33 fJV−1 m−1 for tFM = 1.33 nm
[51]. Further investigation by Lau et. al. showed that in this system, ξ has a strong
thickness dependence and the magnitude decreases by ~ 50% with decreasing
ferromagnetic thickness from ~0.5 nm to ~1nm [52]. On the other hand, for
W/CoFeB/MgO heterostructures, ξ varies by ~ 50% with thickness [52]. Utilising a
similar technique, it was also found that annealing decreases electric-field efficiency
in Mo/CoFeB/MgO, which showed ξ value of + 40 fJV−1 m−1 at an annealing
temperature of 430 °C [39].

Besides, the anomalous Hall approach, electric-field efficiency can also be exper-
imentally determined from magneto-optic Kerr (MOKE) measurements (Fig. 3b),
which also relies on the “area under the curve” approach to determined MAE at
different gate voltages. Using MOKE, a large value of ξ = + 602 fJV−1 m−1 was
found in FePd/MgO [53].

The last method in this section is the ferromagnetic resonance spec-
troscopy (FMR), where the ferromagnetic stack is processed into circular mesas, and
the device is then mounted into a TE011 microwave cavity [54]. Here, the effective
anisotropy can be extracted by fitting the FMR condition [54],

f = gμ0μB

2π�

√
H1H2 (4)

and

H1 = HR cos(θ − θM) + Hef f
K1 cos2 θM − HK2 cos

4 θM ,

H2 = HR cos(θ − θM) + Hef f
K1 cos 2θM − HK2

2
(cos 2θM + cos 4θM)

. (5)

Fig. 3 a Schematic structures for determining electric-field efficiency from anomalous hall
measurements in gated-hall bar structures and, b similar structure for gated polar-MOKE
measurements
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Fig. 4 a Resonant field with and its dependence with the applied field angle for Ta/CoFeB/MgO.
The response and the resulting fits for HK1

eff change as the applied field to the sample is changed.
b Dependence of areal effective magnetic anisotropy on electric-field for tFM = 1.4 nm as deduced
from the FMR approach. c Plot of thickness dependent VCMA where the y-scale is quantitatively
equal to ξ in the units of 10−9 μJ/V-m as determined from the FMR condition. Reproduced from
[54] © 2014, with the permission of AIP Publishing

Here g is the Landé factor, μB, the Bohr magneton, è the Dirac constant, Hk1
eff

and Hk2 are the first- and second-order anisotropy field constants respectively and
are extracted from fitting Eq. 5 into the experimental data. θ is the direction of the
applied field and θM is the direction of the magnetization determined by minimizing
the energy density [54]. An example is shown in Fig. 4a for Ta/CoFeB/MgO, which
shows how the resonant field HR (and hence the effective anisotropy) changes as a
voltage is applied across the sample. The calculated change in anisotropy per unit area
is given in Fig. 4b. Here, the positive electric-field direction is away from the MgO,
and hence a negative slope is obtained (similar to Fig. 2). Correspondingly, ξ is also
negative (Fig. 4c) because of this convention. It may be noted here that the strength
of ξ is slightly larger than that determined from anomalous Hall measurements. The
origin of this difference in strength may be due to sample preparation methods and
will be discussed in Sect. 2.4.

2.3 Experiments—Magnetic Tunnel Junctions

While the previous sections described devices with only a ferromagnetic layer and
an insulator, the electric-field efficiency, ξ , may also be measured in MTJs directly.
This approach is reviewed in this section. The section will then be followed by a
review of ξ in different materials when integrated with various materials.

An initial check on the strength of electric-field tuning of anisotropy in MTJs can
come from analyzing coercivity, HC versus applied voltage bias (V ). As shown in
Fig. 5b, taking the example of a Ta/CoFeB/MgO free layer MTJ, HC shows quasi-
linear dependence with V and the slope can indicate trends for ξ. In this case, the
direction of the positive electric-field is away fromMgO.While one can measure the
change in the HC of the MTJ by sweeping the applied bias, this measurement does
not give us a direct change in the anisotropy energy (ξ ) which needs to be determined
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Fig. 5 a A typical orthogonal stack adopted on a top-pinned MTJ used for the measurement of the
VCMA coefficient or efficiency, ξ. The field applied in the horizontal direction (hard axis) direction
of the free layer causes the free layer to cant. This canting can be measured by TMR to deduce the
strength of the anisotropy. b Coercivity tuning of an MTJ based on Ta/CoFeB/MgO free layer by
voltage application. Quasi-linear tuning is shown for various thicknesses. Reproduced from [24] ©
2018, with the permission of AIP Publishing

in terms of the change in the anisotropy field, HK. ξ follows from Eq. (3) as:

ξ = �HKMStFMtox
2�V

. (6)

Here V is the change in voltage, tox the thickness of the barrier oxide layer. Note
that Eq. 6 has been rewritten using the change in the electric-field,�E = �V /tox. The
most common method for measuring ξ is through the “area method”, which involves
using an orthogonal anisotropy stack with the easy axes of the free and the reference
layer orthogonal to each other. This allows the measurement of magnetoresistance
in the hard axis direction of the free layer. The easiest way to do this for a PMA free
layer is to use a thick in-plane reference layer [29, 55]. A typical orthogonal stack
is shown in Fig. 5a. By controlling its thickness, the free layer can either be made
in-plane (Fig. 5a) or perpendicular. In most studies, PMA stacks are often used since
the vast majority of target applications require perpendicular MTJs. For a PMA free
layer, the external field is applied along the device surface to measure its hard axis
magnetization. This is shown in Fig. 5a, where the field,H, is applied in the horizontal
direction, orthogonal to the free layer’s easy axis.

The resistance measurement appears similar to that shown in Fig. 6a for a typical
hard axismeasurement. To convert this into amagnetization curve, the Slonczewski’s
model [56] for TMR is adopted, whose simplified version [29] is:

Min−plane

MS
= RP

R

(R↓→ − R)

(R↓→ − RP)
(7)

where Min-plane is the in-plane magnetization component, RP is the MTJ resistance
when both the free and reference layer are in-plane, R is the measured resistance,
R↓→ is the resistance when no field is applied, and the reference and free layer are
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Fig. 6 a–e When a negative voltage is applied, the resistance sweep exhibits the typical hard axis
response shown by taking the example of an MTJ stack of V/Fe/MgO/Fe. f–j This can be converted
to the regularM-H curve using Eq. 7.When a positive voltage is applied, the hard axis now becomes
the easy axis as shown by the M-H curve. Reproduced from [29] © 2013, with the permission of
AIP Publishing

orthogonal. Taking V/Fe/MgO/Fe as an example, one can observe from Fig. 6a–e
that as the voltage is changed from negative to positive, the magnetization becomes
increasingly in-plane. Here, a positive voltage is applied to the bottom V/Fe soft
layer. Figure 6f–j shows the magnetization calculated using Eq. 7. To obtain the
change in the anisotropy, the normalized area along the magnetization is computed
(Fig. 7b) which is similar to the previous discussions on anomalous Hall tuning using
Eq. 2. An analogous expression can be used to calculate the anisotropy field, Hk .
The expression in Eq. 2 only uses positive magnetization but implicitly assumes that
the magnetization is symmetric. The area computed by integrating HdM is shown
by the shaded region in Fig. 7b. Alternatively, if the magnetization follows an ideal
hard axis straight line, one can also use the saturation field, Hsat , to replace HK and
directly [43] determine ξ using Eq. 6.
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Fig. 7 a Plot showing resistance with an applied field in the direction parallel to the device surface.
The stack is as follows: PtMn pinned layer/MgO/CoFeB 1.6 nm/Ta. b The resistance data in Fig. 7a
is converted to conductance and normalized to give the in-plane magnetization. To obtain the
anisotropy perpendicular anisotropy energy the triangular area is calculated using Eq. 3. c Another
way to estimate the change in energy is by using the switching field distribution. The figure shows
multiple sweeps of the hysteresis loop using a fixed sweep rate. d Using Eq. 8, one can then extract
the change in anisotropy from the data in Fig. c. Here the MTJ shows � ≈ 76 and Hk ≈ 852 Oe.
This is the average value from both AP → P and P → AP transitions

As an alternative, one can also fix the pinned layer in-plane by using an antiferro-
magnet such as PtMn. The R-H from such a stack is shown in Fig. 7a. The difference
in the resistance values and the TMR scale for −1.2 V and −0.05 V originates from
the voltage-dependent resistance of the MTJ. Similar to the case with the in-plane
pinned layer, the resistance shown in Fig. 7a has to be converted to conductance
(Fig. 7b) since conductance is proportional to the in-plane component of the free
layer [56]. The disadvantage of this method is the exchange bias is typically weaker
than the demagnetization field of a thick in-plane pinned layer. This causes the pinned
layer to tilt at a lower field, limiting the measurement range for both the voltage and
the magnetic field sweeps. Other than this difference in converting resistance to
magnetization, both MTJ and gated-Hall bars yield curves similar to that shown in
Figs. 6f–j and 7b.

The “area method” is suitable in cases when the pinned layer is assumed not to
affect the magnetic properties of the free layer. However, in cases where mechanical
effects and the related strain can cause changes to perpendicular anisotropy [57], it
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becomes necessary to estimate theVCMAeffectwithin the actual perpendicularMTJ
stack where both the reference and the free layer show PMA. This estimation can
be done by measuring the distribution of the switching fields in the MTJ using the
following equation,

P = 1 − exp

[−Hk f0
√

π

2R
√

Δ
erfc

(√
Δ

(
1 −

∣∣∣∣H − H0

Hk

∣∣∣∣
))]

(8)

where f 0 is the attempt frequency (assumed to be 1 GHz), R, the sweep rate.Ho is
the median offset field and, � is the thermal stability. The change in anisotropy can
then be extracted whenHk is determined at various applied voltages. The determina-
tion ofHk is illustrated in Fig. 7c,d taken for a single applied voltage. Figure 7c shows
the hysteresis that is obtained by sweeping an external fieldmultiple times. This gives
us a distribution of the switching fields (left and right P → AP and AP → P). As
shown by Fig. 7d, this distribution is then fitted into the cumulative distribution, P,
given by Eq. 8, which gives us values for Hk and � [58].

We have discussed in Sect. 2.2, the determination of ξ from the absorption spec-
trum using the field-sweep FMR in a resonant cavity. However, other forms of FMR
can also be used, such as the homodyne detectionmethodwhere the device employed
is not a single ferromagnetic stack but rather an MTJ [27, 59]. For this method, the
DC resistance of the MTJ is measured while the AC voltage is applied to the MTJ.
The FMR signal is then read out via the rectified DC voltage across the device.

2.4 Summary of Materials Dependence

Table 1 shows a list of heterostructure stacks (not exhaustive) and the corresponding
VCMA efficiencies.

The large efficiencies of certain materials, e.g. the V/Fe/MgO stack, have been
attributed to the electromigration of defects in the MgO barrier. For VCMA origi-
nating from electromigration, the mechanical motion of chemical migration limits
the switching speed and may be susceptible to reliability issues similar to resis-
tive random access memory (RRAM) [60]. Note that for the typical Ta/CoFeB/MgO
heterostructure, a range of values, 30–100 fJV−1 m−1, have been reported. It is gener-
ally believed that the typical value is around 30 fJV−1 m−1 and values at the high or
low end correspond to a difference in the level of oxidation of the Co/Fe oxide at the
CoFeB/MgO interface [61].

As indicated by Table 1 and eluded in Sect. 2.1, the underlayer plays an integral
part in the magnitude of VCMA. It has been reported by Barnes et al. [62] that
there is an efficiency inversion between 4d and 5d metals. However, apart from a
single study with Ru [63], most studies have not been able to replicate this success-
fully [59], indicating perhaps stringent preparation conditions. It is also noteworthy
that VCMA generally decreases with increasing annealing temperature [59]. On
the other hand, W and Mo underlayer structures do not show a strong dependence
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Table 1 A table of E-field efficiencies and the associated free layer/underlayer heterostructure.
The origin of the coefficient is also stated

Heterostructure E-field efficiency (fJV−1

m−1)
Origin Reference

Ta/CoFeB/MgO 33,85,100 Electronic [64, 23, 61]

Ir/CoFeB/MgO 100 Electronic [65]

Ru/CoFeB/MgO −18 Electronic [63]

W/CoFeB/MgO 20–50 Electronic [52, 59]

Mo/CoFeB/MgO 40 Electronic [39]

MgO/Fe80B20/MgO 108 (+ve bias), 24 (−ve
bias)

Electronic [66]

Ir-doped Fe/Cr 320 Electronic [67]

V/Fe/MgO 1150 Charge
trapping/electromigration

[29]

Ta/CoFeB/MgO/PZT 20 Electronic [68]

FePd/MgO 602 Electronic/charge trapping [53]

with annealing temperature and may be suitable for high-temperature applications
of EF-MRAM [39, 59].

From a practical standpoint, for any material system to gain traction, there is
an absolute minimum ξ required. This lower bound can be estimated based on a
few limits of MRAM and are as follows— (1) the thermal stability required for
10 years of operation, usually 60 kbT (kb is the Boltzmann constant and T is the
temperature, which ensures less than 1 ppm of bits flipping in that time frame), (2)
the MgO breakdown voltage, and (3) the maximum thermal stability possible with
the nucleation diameter constraints [69]. Thus, combining Eq. 6 with the formula for
thermal stability, � = MSHK V

2KBT
(where V is the volume, KB the Boltzmann constant

and T the temperature), and using a nucleation diameter of about 40 nm [69] and the
approximate breakdown voltage of 1 V/nm [70] give us an approximate ξ of at least
200 fJV−1 m−1. This is the lower limit and does not include any buffers necessary in
the design of actual memory to ensure a large enough sigma separation betweenwrite
and breakdown voltage in Mbit sized arrays. This implies that most materials fall
short of this requirement. One silver lining is that the time applied for programming
is typical of the order of ns and theMTJ is not expected to breakdown at high voltage
if the pulse is kept short. This implies that any material can still be expected to last
its full (10 years) lifetime usage as long as the total accumulated time-to-failure is
within limits. As an example, if the breakdown voltage at sub-ns pulses doubles, then
this will likely reduce the lower limit of ξ by half.

The last thing to note is that for certain materials, PMA modulation is not linear
with voltage [67] and the values quoted in Table 1 usually refer to the region where
the highest modulation was observed (i.e. the steepest slope, see [67]). As such, an
ideal figure of merit should be the effective slope over the breakdown voltage of
MgO. Since MgO typically breakdowns at ~ 0.8–1 V/nm for thick MgO [71, 70],
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this implies that the effective slope should be calculated over this entire voltage range
instead. One extreme example of non-linear modulation of PMA is from the double
MgO free layer [66]. Here, the change in anisotropy follows a V-shape centered
with the minimal around 0 V. For both negative and positive voltages, the anisotropy
increases, making the MTJ harder to write regardless of the voltage polarity.

In the next section, we will discuss how VCMA and its related effects have been
utilized in MRAM.

3 Device Operation

3.1 MTJ Switching

Since the change in perpendicular anisotropy can be translated into a change in
magnetization direction, Shiota and Kanai et al. have utilized this to control the spin
dynamics of the MTJ [22, 32] via voltage resulting in precessional switching. The
basic principles are illustrated in Fig. 8.

As seen in Fig. 8a, the VCMA effect is used to reduce the magnetization compo-
nent in the z-direction. An external magnetic field is then required in the x (or y)
direction to provide an axis aboutwhich themagnetization can precess. The dynamics
of this precessional effect is given by the Larmor frequency (or period τ) [23],

τ ≈ 2π/γμ0Hx (9)

where γ is the gyromagnetic constant,μ0 the permittivity of free space andHx the
field in the x-direction. Here, we have ignored the effect of the electric-field on the
reference layer but depending on the strength of the voltage this may be ignored [23].
We have also ignored the damping constant termα in Eq. 7 of Ref. [72] since this term
is small. Figure 9a and b show typical colormap plots of the switching probability
against both the field and the width of the electric-field pulse for magnetization
reversal from AP to P and from P to AP respectively. The ridges or regions where the
switching probability approaches 1, basically correspond to half a period τ defined
in Eq. 9. As shown in Fig. 8c, which is a typical cross-section of the plots in Fig. 9
at a certain Hx, pulses equivalent to even multiples of half a period result in the
magnetization returning to its starting point while pulses which are odd multiples of
half a period corresponding to 180° rotation resulting in the switching of the initial
magnetization. This can also be understood from Fig. 8b. Two features can generally
be noted in Fig. 9a and b. First, along the contour given by Eq. 9 (i.e. assuming a
fixed number of precessional cycles), it can be seen that the probability is low when
the pulse width is high or the amplitude of Hx is low. This can be understood as
follows. A high Hx will cause the magnetization to settle in the Hx direction. This
implies that the probability for both transitions tends to 0.5. This is shown by the
narrowing and gradually decreasing contour when Hx is high. As for long pulses
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Fig. 8 a, b In precessional switching, a voltage is applied to bring the magnetization in-plane. This
then causes the magnetization to precess about the applied magnetic field in the x-direction. Half a
Larmor period causes the mZ to flip while a full period causes mZ to return to its original direction.
c Switching probability of MRAM in precessional switching. Shown here is anti-parallel to parallel
switching. The switching probability decreases with the higher-order periods. Different MTJs also
show random changes to the starting position or offset.

Fig. 9 a The switching probability contour plot showing precessional switching from AP to P,
b The switching probability from P to AP. For a certain number of precessional cycles, the Larmor
period (τ) shortens on increasing the amplitude of Hx. This is shown by the ridges in the colormap
for both Fig. a and b. Reproduced from [24] © 2018, with the permission of AIP Publishing
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(long τ ), Kanai et al. have shown through simulations that longer pulse widths are
more susceptible to thermal effects. Thermally-induced random stray fields from
the pinned layer can cause phase shifts to the switching probability, again causing
transition probabilities to tend towards 0.5. This is shown by the contour that becomes
lower in intensities and more diffused with large pulse widths. This decoherence due
to thermal effects also affects the higher-order peaks (more precessional cycles) in
these contours more pronouncedly—the switching probability decreases with the
second, third peaks and so on in the contour. This behavior is also evident in Fig. 8b.
While precessional switching is fast (<1 ns), there are several drawbacks. Firstly, as
seen from Fig. 8b, the switching probability has a sinusoidal dependence with pulse
width which implies an accurate pulse width is required to switch with high accuracy.
Secondly, an external in-plane field is required. Thirdly, the probability distributions
may not have the same starting offset (Fig. 8b). Experimentally, it can be seen that
different devices may have different offsets. This contributes to a further increase in
errors for the fully precessional scheme. We will address some of these concerns and
EF-MRAM’s application in actual circuits in the next section.

3.2 Interplay of Electric-Field and Spin-Transfer Torque

Proposals that use only E-field is limited by the unidirectionality of theVCMAeffect,
i.e. typically only when a positive voltage is applied to the free layer does the surface
anisotropy decrease. There are 2 documented ways to get this to work with while
using a unidirectional current. The first scheme, proposed by Alzate et al. [73] relies
on the fact that the spin-torque effect can still be relevant when the current is large.

Alzate et al. reported that the introduction of a small STT leakage current can
act as a small effective magnetic field. The STT current, in this case, is not able
to induce switching on its own. Since this effect is opposite of what is expected of
the antidamping torque, this was attributed to some non-trivial effect of the field-
like torque in STT acting in conjunction with the EF. This scheme should be highly
dependent on the exact spin dynamics or the shape of the voltage pulse— there is no
reason why the P state does not revert to the AP state as the voltage is reduced after
writing to the P state. This may explain the high write error rates (WER). Lastly, the
slight shift in the bias field required also implies an imbalance in the stability of the
P and AP states. This might be a bottleneck of this scheme at elevated temperatures
where the coercivity of the MTJ and hence its thermal stability is expected to shrink
[74].

The second scheme was proposed by Kanai et al. [21] and is depicted in Fig. 10.
As shown in Fig. 10a, two pulses are applied to the MTJ, the first one, with higher
amplitude, reduces the anisotropy and causes precession while the second one with
lower amplitude stabilizes the finalmagnetizationwith STT. Since STT is directional,
the 2nd pulse is opposite in direction to first for AP → P switching as shown by
Fig. 10b. Lower WER was reported in this scheme compared to pure precessional
switching alone since the STT pulse flattens the oscillatory switching probability of
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Fig. 10 Pulse waveforms for a switching scheme using EF + STT. Following Ref. [21], Fig.
a shows scheme for P to AP switching while Fig. b shows scheme for AP to P switching with the
aid of an additional STT pulse

the EF pulse. Similar to the first scheme, this scheme should technically be dependent
on the exact spin dynamics and pulse timings. This is especially so for AP → P
switching where the polarity of the STT pulse is opposite to the EF pulse and should
cause sudden dampening of the precession due to the increase in PMA.

3.3 Secondary Electric-Field Effects

Performance of MRAM based on electric-field tuning of magnetic anisotropy can
be compromised from possible secondary effects of the application of an external
electric-field. Particularly in an MTJ structure, electric-field may also modulate the
anisotropy of the reference layer [33]. In this scenario, one has to design a suffi-
ciently strong reference layer whose magnetization will not switch during the device
operation.

Another effect that needs to be considered is the electric-field tuning of Gilbert
damping. It was reported that for Ta/CoFeB/MgO structure at CoFeB thickness of
1.4 nm, the damping could be modulated by ~ − 21% by an applied electric-field of
1 V/nm [54]. Damping has significant effects on the precessional dynamics.

Additionally, it has been found that in CoFeB/GdOx/CoFeB MTJs electric-field
can tune coupling between the two magnetic layers from FM to AFM paving the
way for an alternative approach to VCMA for magnetization switching [75].

3.4 Write-Error-Rate

As mentioned earlier, proposals that employ precessional switching or are depen-
dent on pulse timings/amplitude show a high write-error-rate (WER), with extensive
studies performed by Wang et al. [76]. To its benefit, the voltage pulses required
in EF-MRAM typically have lower sigmas compared to that for current pulses —
both the amplitude and rise and fall times of the voltage pulse are either similar
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or tighter than the current pulses used in STT-MRAM [76]. However, even with
moderate increases in temperature (room to 50 °C), the WER increases significantly
from 10−8 to 10−4 [76]. The authors attributed this to the reduction in magnetization,
which reduces the in-plane demagnetization field. This causes an increase in the
Larmor frequency when the same pulse amplitude is used. While this can be solved
with various circuit workarounds like pre-reads (writing only if the bit is in the wrong
state) and the multiple writes (correcting for bits that fail to write correctly on the
first pulse), this poses a challenge since consumer specs require a range of at least 0
to 70 °C [74].

Unlike conventional CMOS-based memory, MRAM is inherently probabilistic
due to the thermal energy barrier. For STT-MRAM, one can increase write pulse
widths such that one is always writing in the thermal activation regime. This brings
the BER down to levels that can be covered by ECC [77]. However, for E-field
MRAM schemes that use precessional switching primarily, the narrow pulse width
switching windows make designs difficult without additional circuit workarounds.
As shown by the switching probably in Fig. 8c, It can be seen that the switching
probability drops drastically, the further the pulse width is away from the peak. The
switching error rate of a single bit has been further experimentally studied by Shiota
et al. [72, 78]. As shown by the switching probability in Fig. 11a, due to the sinusoidal
write probabilities, the WER can increase from its minimum (~3 × 10–3) to 0.5 in
an interval of less than 0.5 ns [72]. It was shown that with a sufficiently high �, it
was possible to obtain a WER of 10–5 or lower. The upper bound was solely limited
by the breakdown voltage being lower than the critical voltage (voltage whereby Hk

or � goes to zero) as described in a previous section. Simulations also showed that
the WER could be further decreased with a lower damping constant, α, as shown in
Fig. 11b and a (iii). In Fokker–Planck simulations, the thermal agitation is almost
proportional to α [79] which explains the lower WER with lower α. It is to be noted
that these studies typically use a single MTJ and the WER for an array is expected
to be worse since each MTJ is expected to have its own optimal programming pulse
width.

Fig. 11 a Figures show the error rate as a function of pulse width for both (i) AP → P and (ii)
P → AP transitions. Simulation results are shown in (iii). b Also, from Ref. [72]. Write-error-rate
(WER) simulation of a bit written at critical voltage and a pulse width set at half a period. It can
be seen that a high � and a low damping constant, α contribute to a low WER. Here it is assumed
that ξ is sufficient to bring the device’s � to zero at a voltage not exceeding breakdown. Reprinted
with permission from [72] © 2016 The Japan Society of Applied Physics
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Fig. 12 AVoCSM (voltage-controlled spintronicmemory)memory stack. The top voltage terminal
is used to lower the anisotropy of the free layer. An effective field is then produced by the SOT
writing current, which causes deterministic switching

One of the proposed schemes for lowering WER is to combine both the advan-
tages of VCMAand spin–orbit-torquewriting schemes. This is known as the VoCSM
(voltage-controlled spintronic memory) and Fig. 12 illustrates this approach. Basi-
cally, voltage is applied across the MgO, functioning somewhat like a gate [similar
to Fig. 3a], lowering the PMA of the selected MTJ bit. A current is then applied
in the SOT channel, which follows the transverse path to switch the bit either via
spin Hall effect or Rashba [80]. This scheme retains the structure (and also the
added fabrication complexity) of the 3 terminal structure needed for SOT-based
MRAM. There are several features to this approach. Firstly, conventional materials
(e.g. Ta, W) compatible with CFB typically have small spin Hall angles (a measure
of charge-to-spin current conversion efficiency) and cannot easily be used, on their
own to switch the high thermal stability structures used in MRAM. Thus, EF and
SOT effects are complementary in this scheme. Secondly, this scheme is not inher-
ently dependent on the shape of the pulse-like those used for precessional or STT
+ VCMA MRAM discussed earlier [73, 21] and as such will be expected to have
larger operating margins and lower WER. Thirdly, VCMA effects can also be used
to strengthen the PMA during read (by the application of an appropriate voltage
polarity), safeguarding the MRAM from read disturb. One disadvantage is that due
to the complexity, 3 terminal structures are not expected to scale easily.

3.5 Schemes for Field-Free Switching

One of themajor challenges ofMTJ switching via the electric field is the requirement
of an in-plane magnetic field component to realize switching. Besides the previously
discussed EF + STT scheme for field-free switching, simulations have shown that
this can be done by either inserting an in-plane layer [81] (Fig. 13a) or by using a
conical free layer [82] (Fig. 13b). As its name suggest, with an in-plane magnetic
layer, a thick ferromagnetic layer is placed adjacent to theMTJ separated by ametallic
spacer. This supplies the required Hbias needed for precessional switching.
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Fig. 13 a Following Ref. [81], an in-plane layer is used to provide the bias field for precessional
switching. b Following Ref. [82], the free layer is already tilted due to the competition between the
first and second-order anisotropies. Both schemes shown in Fig. a and b require an elliptical MTJ
to fix the precessional axis

As for conical magnetization free layers, they have experimentally been found
in Co/Pt multilayers [83] as well as on Co with Pt and Pd substrates [84]. Conical
free layers are obtained when the 1st order anisotropy constant, Hk1, is negative and
the 2nd order anisotropy constant, Hk2, is positive. Stacks with conical free layer
have been shown in simulations to be beneficial to STT MRAM— lower switching
current and faster switching time. Both the in-plane and conical free layer use an
elliptical MTJ to fix the precession axis. One setback of both these proposals is the
reduced thermal stability due to canted free layer. For instance, with an external

field Hx, the effective thermal stability is modified as follows � = �0

(
1 − Hx

Hk

)2
,

where �0 is the zero-field thermal stability. It can be seen that in the presence of an
applied field, the effective � is smaller. Yet another setback is the slightly reduced
TMR since the free and pinned layers are not perfectly antiparallel/parallel to one
another. In addition, for the in-plane layer approach, since the field is local to the
MTJ, these conditions (e.g. shape variations) may vary from MTJ-to-MTJ within
an array, introducing a process-induced variation and degrading WER. Lastly, both
these proposals still switch via precession which means the pulse width constraints
discussed in Sect. 3.1 remain.

4 Applications and Integration with CMOS

Oneupside to theEFwriting approach is the ability to use a crossbar architecture [73].
This is the tightest architecture knownwhich allows a 4F2 cell size [85] instead of the
6F2 seen for 1T-1MTJ scheme [86]. This is made possible because the voltage can be
made unipolar. The simplicity of the crossbar compared to conventional architecture
is shown in Fig. 14. On the other hand, limitations to the crossbar scheme include
the leakage to the unselected cells. This limits the array size. Another downside is
that diodes are inherently slower than MOS selectors. On the positive side, diodes
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Fig. 14 aA crossbar architecture in anMTJ array. bA conventional 1T-1MTJ scheme. BL, SL,WL
refer to bitline, sourceline and wordline respectively. Here, the blue rectangular structures represent
MTJs

Table 2 A table of the various EF-MRAM schemes

Scheme Pros Cons Reference

Conventional
precessional

Switching within 2 ns
Unipolar voltage

Requires external field
Sensitive to write
voltage/pulse width

[32, 22]

STT + EF (unipolar) Unipolar voltage Higher WER
Requires external field

[73]

STT + EF (bipolar) Lower WER compared to
pure precessional switching

Bipolar voltage
required
Requires external field

[21]

VoCSM No external field required
Switching independent of
pulse timings

Complicated structure [80]

Conical free layer
(proposal)

No external field required
Faster switching times

Reduced thermal
stability and TMR
Sensitive to write
voltage/pulse width

[82]

In-plane layer
(proposal)

No external field required
Faster switching times

Reduced thermal
stability and TMR
Sensitive to write
voltage/pulse width

[81]

are capable of supplying larger current [87] with large on/off ratios, allowing more
aggressive cell size shrinkage compared to CMOS-based selectors.

We will end this section with a table of the EF-MRAM schemes highlighting their
pros and cons (Table 2).

5 Summary

E-field MRAM is one of the best solutions for next-generation ultra-fast and low-
power memory applications. However, there are two bottlenecks for this technology
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that need to be addressed immediately, viz (i) the high BER and (ii) the need for
an in-plane magnetic field. The various schemes introduced in this chapter show
how this two issues can be overcome in some scenarios but more work is needed to
show it can truly replace existing STT-MRAM. Materials development is going to
be an essential pursuit in this direction. Particularly, first principle calculations have
shown a wealth of materials dependence and can potentially discover even higher
EF efficiencies in unexplored material systems.
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Chiral Magnetic Domain Wall
and Skyrmion Memory Devices

Kyujoon Lee, Dong-Soo Han, and Mathias Kläui

Abstract In the chapter, we have reviewed the fundamental physics for designing
magnetic domain wall memories, especially domain wall racetrack memories. An
overview of how the racetrack has been functionally improved and the fundamental
physics behind the operating mechanism has developed is shown. Material wise, the
design of the racetrack has changed from using in-plane magnetic materials to out-
of-plane magnetic materials. The process of changing the material design resulted
in new physics such as the spin-orbit torques (SOTs) and the Dzyaloshinskii-Moriya
interaction (DMI) which resulted in domain wall motion with higher efficiency and
stability. The SOT is the main mechanism in moving the domain walls efficiently by
utilizing the spin Hall effect (SHE) and the inverse spin galvanic effect (ISGE) which
have shown to bemore efficient than the spin-transfer torque (STT) in current induced
domain wall motion. The exact physics behind the SOTs is still not well known, but
it was well demonstrated that the SOTs show higher efficiency for domain wall (DW)
motion. However, this SOT requires additionally a chiral symmetry breaking such
as due to DMI in order to act on the DWs. The DMI generates a certain chirality
for the domain walls, especially forcing a chiral Néel type DW. The Néel DW is
required for the SOT to act as a driving force of the DWs. The different sections of
the chapter have reviewed the different physics and evidence of the SOT and DMI
with the different experimental methods to quantify the SOT and DMI. Furthermore,
as an outlook for the racetrack memory, we have reviewed the new exciting skyrmion
racetrack memory which can be a future implementation of the racetrack memory.

1 Overview

The development of information technology is pushing the research efforts to find a
new technology that can go beyond the complementary metal-oxide semiconductor
(CMOS) for storage and computing. Spintronics is one of the most promising candi-
dates, due to its fundamental aspect of using the additional degree of freedom of the
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spin angular momentum. Particularly, memory storage technologies using magnetic
domain walls (DWs) have been under considerable interest for decades due to their
promising technological aspects, advantageous over the conventional memory tech-
nologies with high energy consumption, the volatility of static and dynamic random
access memory (RAM), and slow reading and writing operations. One example of
such an approach is a magnetic domain-wall racetrack memory which was first
proposed by IBM (see Fig. 1) [1]. In the magnetic domain-wall racetrack memory
device, the magnetization state of the magnetic domains is used as “0” and “1” bits.
At the writing element, the bits are written as illustrated in Fig. 1d. The written bits

Fig. 1 The magnetic domain-wall racetrack memory as proposed by IBM [1]. a A vertical-
configuration racetrack offers the highest storage density by storing the pattern in a U-shaped
nanowire normal to the plane of the substrate. The two cartoons show the magnetic patterns in the
racetrack before and after the DWs have moved down one branch of the U, past the read and write
elements, and then up the other branch. b A horizontal configuration uses a nanowire parallel to
the plane of the substrate. c Reading data from the stored pattern is done by measuring the tunnel
magnetoresistance of a magnetic tunnel junction element connected to the racetrack. dWriting data
is accomplished, for example, by the fringing fields of a DW moved in a second ferromagnetic
nanowire oriented at right angles to the storage nanowire. e Arrays of racetracks are built on a chip
to enable high-density storage. Adapted with permission from [1]
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can be pushed forward or backward by shifting all DWs in the same direction by
the use of an external magnetic field [2] or electric currents [1]. Thus moving these
domain walls result in moving the bits as desired. Then the encoded bits can be read
by the stationary reading element which is a magnetoresistive tunnel junction (MTJ)
on the track (see Fig. 1c). The racetrack memories have many advantages compared
to the conventional memory devices. Compared to the conventional hard disk drive
there are no mechanically moving parts, thus possibly the racetrack memory can be
faster beyond the mechanical limitations, and the problems due to mechanical failure
do not exist. Another possible advantage of this racetrackmemory is that it may allow
one to construct three-dimensional devices orienting the racetrack upwards and store
bits in a larger 3-dimensional space (see Fig. 1e), which may result in a high-storage
density while achieving high speed, robustness, and low power consumption similar
to the charge-based solid-state memory devices. To apply the racetrack memories,
first a full understanding of DW motion must be obtained

Given the promising technical aspects, great progress in the racetrack memory
has been made since its first proposal. A proof of concept for the racetrack memory
using fields was demonstrated in soft ferromagnets with an in-plane magnetization
at their remanent state [2, 3]. However, the DWmotion driven by magnetic fields has
severe obstacles, especially in the aspect of applications. First, there is a limitation
to localize magnetic fields in small confined areas. This becomes more challenging
to manipulate a DW in a device while keeping the neighboring DWs intact, as the
devices are scaled down. Furthermore, when the DWs are driven by an in-plane
magnetic field, the two adjacent DWs move in opposite directions. Therefore, the

Fig. 2 Illustration of current-induced spin transfer torques taken from [6]. A spin-polarized current
enters a ferromagnet. The interaction between the spin-polarized current and the magnetization
causes a change in the spin direction of the outgoing electron compared with the incident electron,
transferring its angular momentum to the localized magnetic moment in ferromagnets. Adapted
with permission from [6]
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racetrack memory, essentially requiring unidirectional motion of all DWs, is very
difficult to implement with a field-driven scheme.

To overcome these obstacles, spin-transfer torque (STT), originally proposed by
Berger and Slonczewski [4, 5], was suggested as an alternative means to drive DW
motion. A simple concept of STT is illustrated in Fig. 2. When conduction electrons
pass through a magnetic metal with a uniform magnetization, they become spin-
polarized in the direction of the magnetization of the ferromagnet. As these spin-
polarized electrons cross aDW, their spins are flipped as they track the locally varying
magnetization in the DW, resulting in a change in the spin angular momentum of
the electrons. Since the total angular momentum should be conserved in the system,
the change in the spin angular momentum of the conduction electrons results in a
change in the angular momentum of the magnetic moments.

In addition to the adiabatic STT, there exist an additional STT arising from a
deviation from the adiabatic process. When the electron spins are passing through
a DW, for example, with a relatively narrow DW width, the electrons’ spins cannot
adiabatically follow themagnetizationprofilewithin theDWanymore.Consequently,
it may lead to the spatial mistracking of spins between the conduction electrons and
the local magnetization. This mistracking of electrons’ spins then introduces another
torque namely the non-adiabatic STT,which has an effect similar to that of amagnetic
field.

The DWs driven by the STTs can be understood by using the Landau-Lifshitz-
Gilbert (LLG) equation incorporatedwith the STTs acting on the local magnetization
(m) within the DWs [7, 8]:

ṁ = −γ0m × H + αm × ṁ − (u · ∇)m + βm × [(u · ∇)m] (1)

Here,γ is the gyromagnetic ratio,α theGilbert damping parameter,H the effective
magnetic field, and u the spin drift velocity which is u = gμB PJe/2|e|MS , where
g is the g-factor, μB Bohr magnetron, P spin polarization, e the electron charge, Ms

the saturation magnetization, and Je the current density vector with its direction in
the electron flow. The first and second terms on the right side of the equation are the
general torques exerted by the effectivemagnetic field and damping, respectively. The
third and fourth terms represent the adiabatic and non-adiabatic STTs. For the case
of the DW motion driven by the adiabatic STT, it is known that this always requires
a threshold current density due to the intrinsic energy barrier originating from its
mechanism to drive the DW. Figure 3a. illustrates how the adiabatic STT can drive
the DW motion. For an in-plane magnetized thin film, when the electric current
is applied into +x direction, for example, the adiabatic STT is exerted on the local
magnetic moment oriented in the transverse direction of the wire axis pushing toward
the –x direction. The precession of m driven by the STT initiates a damping torque
perpendicular to the STT (+z), and this leads to the canting of the magnetization into
the out of plane direction. The canting creates magnetic surface charges at the film
surface, generating a demagnetizing field Hd against to the creation of the magnetic
surface charges. The demagnetization field provides an additional precession torque
(+x) and a damping torque (−z). In this case, these four torques all cancel out.
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Fig. 3 DW dynamics driven by adiabatic a non-adiabatic spin-transfer torque b in an in-plane
magnetized thin film. The colors on the strip represent the x component of the magnetization.
The orange—and green-colored arrows indicate the precession and damping torques, respectively,
induced by the STTs (left panel) and the demagnetization field (right panel). The cone-arrows on
the plane represent the local magnetization (m) within DWs

Therefore, adiabatic STT cannot drive a DW directly over long distances. Instead,
the adiabatic STTabove a critical threshold current density—Walker threshold—high
enough to overcome the energy barrier from the magnetostatic energy can propel the
DW through precession around the x-axis.

On the other hand, non-adiabatic STT can drive a DW via rigid translation even
at a very small current density. As displayed in Fig. 3b, the torques introduced by
the non-adiabatic STT and demagnetization field are not canceled out but has an
effective torque pointing to a certain direction, i.e., here −x axis when the current
is applied to the +x axis. Consequently, the DW can move in the direction of the
electron flow even at a very low current density [7].

Despite its great fundamental and practical interest, the STT-induced DWmotion
in the in-plane magnetized wires also faces practical issues. The STT-induced DW
motion requires a high threshold current in moving DWs resulting in stability issues
due to thermal effects, and also reliability issues of the domain wall motion existed.
The typical current density to initiate current-induced DW motion and obtain high
velocities of ~ 10–100 m/s is ~1012 A/m2. This high current causes large energy
dissipation, mostly accompanied by excessive Joule heating, which in turn hinders
the power-efficiency of devices as well as reliable retention of stored information.
Furthermore, the widths of DWs in in-plane magnetized thin filmwires are relatively
large, which is on the order of the width of the nanowires, i.e., typically hundreds
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of nm [9]. In these DWs, a large width of the DWs limits the maximum information
storage density.

To alleviate the listed issues, a different class ofmagneticmaterials that iswith out-
of-plane magnetization has been investigated. In contrast to the relatively large DW
width in the in-plane magnetized thin films, the DWwidth in an out-of-plane magne-
tized film is much narrower (~10 nm) [10]. Therefore, the out-of-plane magnetized
films are considered to be technically more promising than the in-plane magnetized
counterparts. In this respect, DWs motion in the out-of-plane magnetized thin films
have been extensively studied, for example, in ferromagnetic multilayers, i.e., Co/Ni,
Co/Pt, and Co/Pd, where a strong perpendicular magnetic anisotropy is present at
their interfaces through spin–orbit coupling [7, 11].

However, experimental results of the current-driven DW motion in the out-of-
plane magnetization have been controversial. In Co/Ni multilayers and TbFeCo
alloys with rather thick magnetic films (~> 1 nm), it has been commonly observed
that adiabatic STT plays an important role in DW motion [12], although the effect
of non-adiabatic STT remains controversial. For example, Koyama et al. [12] have
experimentally demonstrated that the current-induced DW velocity in Co/Ni multi-
layer is rather independent of DW pinning strength, indicating that the adiabatic STT
plays a more dominant role in driving DWmotion rather than the non-adiabatic STT.
On the contrary, in ultrathin ferromagnetic multilayers (<1 nm) like Co/Pt multi-
layers, largely scattered experimental observations were reported. Ravelosona et al.
[13] show a significant reduction in the required field to depin a DW in a Co/Pt multi-
layer with increasing current density which suggests that the DW is dominated by
non-adiabatic STT. Furthermore, Boulle et al. [11] have reported a similar behavior
with a high efficiency, presumed to be a consequence of strong non-adiabatic STT.
However, note that other torques can lead to similar behavior as discussed in the
next section. In contrast to these reports, a few experimental studies reported that
the efficiency of STTs are very small in Co/Pt [14], and, even in some cases, the
DW motion was measured with the DW direction opposite the direction of the elec-
tron flow, which is controversial to the expected results from the conventional STT
[16, 20, 25]. These broad experimental discrepancies in similar magnetic multilayers
imply that a radically new mechanism to explain the current-induced DW motion in
these multilayers is required.

In this chapter, we will discuss the recent progress of chiral domain wall devices
[19]. In the first Sect. 2, we will give an overview of the new mechanisms that have
been revealed for the newphenomena leading to current-inducedDWmotion.Abasic
theoretical introduction about themechanismand someexperimental verificationwill
be shown. In Sect. 3, we will discuss the chiral domain walls and the mechanism
behind the induced chirality in the DWs. A basic theoretical explanation and some
experimental results about the chiral DWs will be introduced. Furthermore, in the
last section, we will give a short outlook of memory devices beyond domain wall
memory devices based on skyrmions.
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2 Spin–Orbit Torques Driven Magnetic Domain Wall
Motion

In addition to the anomalous behaviors found in Co/Pt multilayers, remarkably effi-
cientDWmotion ofwhich velocity is about 100m/s andmoving direction is against to
the electrons flow was experimentally observed in ultrathin Co sandwiched between
a nonmagnetic heavy metal and insulator [20]. This anomalously efficient current-
inducedDWmotion suggested possible contribution from inverse spin galvanic effect
(ISGE) [21, 22] or so-called Rashba-Edelstein effect. The ISGE is an interfacial
spin–orbit coupling present at a surface or interface of materials which lacks inver-
sion symmetry. This inversion asymmetry then result in an electric potential—arising
from the discontinuity in electronic structure at the interface—along the surface or
interface axis. When electrons flow on the interface or surface of a ferromagnetic
layer, the electric field from the asymmetric potential transforms into an effective
magnetic field in the electron’s rest frame. The conduction electrons spins experi-
ence an effective magnetic field transverse to the electron flow direction, accordingly
leading to partial spin polarization along the direction of the effective magnetic field.
The conduction electrons spins interact with the magnetization in the ferromagnetic
layer through s-d exchange coupling, exerting torques on the magnetization acting as
an effective magnetic field (see Fig. 4b) [23]. This effect is generally believed to play
a similar role to a non-adiabatic torque in the conventional STTs (exert a so-called
field-like torque).

However, the mechanism based on the ISGE cannot fully account for the exper-
imentally observed current induced DW motion [24]. Furthermore, some semi-
classical transport theories predicted that the STTs in the ultrathin Co (<1 nm) is

Fig. 4 a shows schematically the mechanism of the SHE that converts a longitudinal electron
current, Jc, in the heavy metal (HM) into a transverse spin current by separating spin-left and
spin-right electrons. The generated spin current results then in a spin accumulation at the HM/FM
interface that diffuses across the interface into the FM and exerts torques (indicated by the effective
fields of the damping-like torque, BDL, and the field-like torque, BFL that rotate a spin M1 that can
furthermore be affected by an external field Bext

L for instance longitudinal to the current). b shows
the effective field generated by the inverse spin galvanic effect at the interface, which can lead to a
switching of the magnetization
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vanishingly small [26], because electrons flow mostly in the Pt than Co layer and the
conduction electrons spins largely depolarize from interfacial scattering in ultrathin
ferromagnets. Moreover, DWs in Pt/Co/oxide moving against the electron flow is
contrary to the action of the STT.

Instead, a series of experiments by Liu et al. [27], have proposed an alternative
mechanism based on the spin Hall effect (SHE) [28]. The SHE is a phenomenon
which appears in systems with spin–orbit coupling. When an electrical current is
applied, a spin current is generated in the transverse direction of the charge current.
This spin current results in an accumulation of spin on the edges of the material. The
SHE has been known to be realized in materials with strong spin–orbit coupling.
It was first proposed by Dyakonov and Perel in 1979 [29]. The actual term SHE
was first introduced by Hirsch [30]. By the semi-classical theory, the SHE could be
explained mainly by three different mechanisms: intrinsic [31, 32], skew scattering
[33, 34] and side-jumpmechanisms [35]. The intrinsic SHE is dependent only on the
band structure of the material. The skew scattering mechanism is proportional to the
transport lifetime τ . Since the skew scattering term is proportional to the transport
life time τ , the skew scattering spin Hall term is proportional to the longitudinal
electrical conductivity. The side jump mechanism appears as the contribution to
SHE other than the intrinsic and the skew scattering. The theoretical concept is when
a Gaussian wave packet scatters from spherical impurities, the incident wave vector
will undergo a transverse displacement. This is the cause of a SHE due to the side
jump.With all these mechanisms combined in a systemwith spin–orbit coupling, the
SHEcan result in the non-equilibriumspin accumulation on edges of the nonmagnetic
metal, consequently leading to the generation of a transverse spin current. As shown
in Fig. 4a, the SHE effect occurs in the heavy metal (HM) underlayer accumulating
spins at the interface of the heavy metal and ferromagnet (FM). The accumulated
spins flow into the ferromagnetic layer exerting a torque on the magnetization of the
ferromagnet. The SHE is known to be a bulk effect and is expected to be responsible
for the Slozenski-like torque (or so-called damping-like torque).

Figure 5 displays how the SOTs and STTs differently act on the DWmotion. The
DWmotion by the STTs in a perpendicularly magnetized thin film can be understood
as the same mechanism described in the previous section. The only difference here is
that the demagnetization field in the perpendicularly magnetized thin films is mainly
attributed to themagnetic volumecharge insteadof the surface charge.Byconsidering
all the torques acting on the local magnetization, one can notice that the DW can
move in the electron flow directionmostly attributed to the non-adiabatic torque—for
the adiabatic torque, the torques from the adiabatic torque and the demagnetization
field from the canting of the local magnetization (m) are all canceled out as like the
in-plane magnetized counterpart, but, for the case of the non-adiabatic torque, the
net torque is pointing downward, leading to the DWmotion in a direction expanding
the magnetic domains saturated downward (see Fig. 5a). In contrast, for the case
of SOTs, the Bloch DW cannot move by the SOTs, as the local magnetization is
always parallel to the spin polarization direction—the spin polarization direction is
transverse to the electron flow direction. Therefore, a Néel DW is needed in order to
explain the DW motion by SOT (the physical origin to stabilize the Néel DW will
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Fig. 5 DW dynamics driven by STTs (a), and SOTs (b) in an out-of-plane magnetized thin film.
The colors on the strip represent the z component of the magnetization. The top and bottom panels
of a represent the torques arising from the adiabatic and non-adiabatic STTs, respectively. The
top and bottom panels of b represent the torques arising from the field—and damping-like SOTs,
respectively. The Hd in a is attributed to the demagnetization field against to the increase of the
magnetic volume charge. The Heff in b is from the interfacial Dzyaloshinskii-Moriya interaction
that prefer the Néel wall than the Bloch wall. The orange—and green-colored arrows indicate the
precession and damping torques, respectively, induced by the STTs (or SOTs) and Hd (Heff). The
cone-arrows on the plane represent the local magnetization (m) within DWs

be discussed later). As seen in Fig. 5b, when the field-like torque is exerted on the
local magnetization, all torques are canceled out, therefore, this torque cannot solely
move the DWs as like the adiabatic STT. On the contrary, the damping-like torque
can drive the DWmotion even at a very small current density, and the DW can move
against to the electron flow—this depends on the sign of a spin Hall angle (or a ISGE
coefficient) of the heavy metal adjacent to the ferromagnet and the chirality of the
DW.

Although these twomechanisms cannot fully explain the experimental data, it has
been experimentally shown that these two spin–orbit torques (SOTs), field-like and
damping-like torques, are indeed present in ferromagnetic multilayers, particularly
consisting of heavy metals and ferromagnetic metals. These SOTs play an important
role in drivingDWsor switchingmagnetization in ferromagnetic thinfilms.Therefore
quantifying the SOT in different systems is critical to fully understand the DW
motion and magnetization switching. In the following sections, we will introduce
the experimental techniques to quantify these SOTs.
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2.1 Experiments for Measuring SOTs

2.1.1 Spin-Torque Ferromagnetic Resonance Measurement

One of the most widely used methods to quantify the SOTs in various systems is
to use the spin torque-ferromagnetic resonance (ST-FMR) technique. Convention-
ally, this method was used to measure the spin Hall angle in various systems. The
magnetization dynamics is probed in a microstrip [27, 36, 37] as shown in Fig. 6a.
An rf current generates a resonant precession of the magnetization in the bilayer, and
the anisotropic magnetoresistance voltage shows an FMR spectrum. A modulated rf
signal is used as an input and a lock-in amplifier is used to detect the voltage for the
FMR spectrum. The in-plane fields are swept at a fixed rf frequency with an angle of
45° with respect to the applied current axis. One can measure the FMR spectrum as
in Fig. 6b. The measured voltage of the FMR spectrum can be fitted to a Lorentzian
curve of the form.

Vmix = S
W 2

(μ0H − μ0HFMR)2 + W 2
+ A

W (μ0H − μ0HFMR)

(μ0H − μ0HFMR)2 + W 2
, (2)

Fig. 6 a An illustration of the measurement scheme of the spin torque ferromagnetic resonance.
b FMR spectrum of the ST-FMR measurement on Ta(3 nm)/Ni80Fe20(2.5 nm)/Pt(4 nm)and c the
FMR spetra when an additional dc current is applied [27]. Adapted with permission from [27]
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where W is the half width half maximum line width, HFMR is the resonance field,
S is the symmetric Lorentzian coefficient, and A is the antisymmetric Lorentzian
coefficient. The ratio of S to A can be used to evaluate the ratio of the damping-like
torque to the effective field from the Oersted field and the field-like torque. In order
to decouple these two the magnitude of the rf current in the bilayer has to be known.
For a more reliable quantification of the SOTs an additional dc-current modulation
and thickness dependence of magnetic thin films should bemeasured [36, 38, 39]. By
measuring the ST-FMR with an additional dc current, the damping-like torque can
be quantified with the dependence of the linewidth on the dc current. Additionally,
the change in the resonance field yields a direct measurement of the field-like torque.

2.1.2 Higher-Order Harmonics Measurements

Another widely used method in measuring SOTs is using the second harmonic
measurements of electrical transport. By probing the Hall measurements using an ac
current one can extract the effective SOT fields. As shown in Fig. 7a, in a Hall cross
an ac current is applied and the Hall voltage is measured using a lock-in amplifier.
When the Hall voltage is measured in a PMA system, because of the anomalous Hall
effect, one can measure the out of plane component of the magnetization (mz). The
change in the anomalous Hall voltage will be proportional to the change in the mz.
If one assumes that the change in magnetization due to the SOT will be linear to
the current applied, the change in the mz due to SOT (=�mz) will be proportion ac
current applied. Therefore, if an ac current (I= I0sin(ωt)) is applied, then the change
in magnetization by SOTwill be�mz ∝ I0sin(ωt). The Hall voltage can be described
as following,

VH = RAHE I0 sin(ωt)(mz + �mz) (3)

where RAHE is the anomalous Hall resistance. Here, by substituting�mz ∝ I0sin(ωt)
one can derive,

Fig. 7 a shows the SEM image of theHall cross structure.b the first and second harmonic resistance
measured while applying the magnetic field in-plane [45]. c the first and second harmonic resistance
while applying low in-plane magnetic fields. Adapted with permission from [45]
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VH ∝ RAHE I0 sin(ωt)(mz + I0 sin(ωt)) = RAHE
(
I0 sin(ωt)mz + (I0 sin(ωt))

2
)

= RAHE (I0 sin(ωt)mz + (I0 cos(2ωt))) (4)

Therefore, by measuring the first and second harmonics of the ac Hall voltage
one can measure the effective fields generated by the SOT. In order to measure the
damping-like and field-like effective fields one must measure the second harmonics
while sweeping themagnetic field in the x and y direction. There are different analysis
methods depending on which angle of magnetization tilt regime is needed to be
analyzed [36, 40–43]. Here, we will concentrate only on the regime where the out of
plane tilt of magnetization is very small. As shown in Fig. 7c, by applying a magnetic
field in either x or y direction of the Hall cross the First and Second harmonic Hall
voltage can be measured. The effective SOT fields can be described as follows,

Bx,y =
(

∂V2ω

∂Hx,y
/

∂2Vω

∂H 2
x,y

)

(5)

where Bx and By will be the effective fields in the x and y direction, respectively
and Hx and Hy is the applied magnetic field also in the x and y direction. When
considering the planar Hall effect, a correction in the effective fields need to be
calculated. The corrected effective fields would be,

HDL = −2 (BX±2εBY )

1−4ε2

j
, HFL = −2 (BY±2εBX )

1−4ε2

j
, (6)

where HDL and HFL is the damping-like effective field and the field-like effective
field, respectively and ξ = RPHE/RAHE. In order to apply the effective fields to the
domain walls there is a conversion factor that needs to be considered [44, 45].

2.1.3 Current-Field Equivalence Measurement and Domain Wall
Motion

Measuring the spin–orbit torques by the current-field equivalence method is also a
well-known method [46–48]. The current-field equivalence method is measuring the
effect of an applied current on the depinning measurements [47, 49]. As shown in
Fig. 8, the depinning measurements are done in the Hall cross. First, the Hall cross
is saturated in a certain magnetization and by passing a current through the Oersted
line (yellow strip in Fig. 8a) a domain wall is formed. By applying a magnetic field
(Hp in Fig. 8b), the DW is driven into the Hall cross so it gets pinned in the Hall cross.
Here, one has to measure two different fields, one is the depinning field without a
current, i.e. Hc

*, the second is the depinning field with a current applied (Hdep). The
difference between the twovalueswill give the field equivalent to the effective field by
the current. In systems where SOTs are present, the effective field due to the current
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Fig. 8 a A schematic illustration of the Hall cross when the domain wall is pinned in the Hall
cross. b graph of the anomalous Hall effect illustrating the different field values for the current-field
equivalence method. (1) Hsat: field in which the magnetization of the Hall cross was saturated. (2)
Hnuc: field value to nucleate a domain to create a domain wall. (3) Hp: field value to pin the domain
wall into the Hall cross. (4) Hc

*: field to depin the domain wall with no current applied. (5) Hdep:
depinning field value with a current applied [49]. Adapted with permission from [49]

will be the effective field generated by the SOTs. The current-field equivalence can
be also measured for the change of the switching in the magnetization [46]. By
measuring the difference in the switching with an applied current the effective fields
could be extracted. In addition, the SOTs could also be extracted through the current
induced domainwallmotionmeasurements [20, 50, 51].Whenmeasuring the current
induced domain wall velocity while applying an in-plane field, one could extract
the Dzyaloshinskii-Moriya interaction which will be explained in detail in the later
sections. Additionally, by applying a one dimensional model, the spin–orbit torque
could be extracted.

3 Chiral Magnetic Domain Walls Stabilized by Interfacial
Dzyaloshinskii-Moriya Interaction

While the SHE or the ISGE can provide fundamentals to understand the DWmotion
moving against the electron flow, it is not able to explain how the damping-like torque
(or field-like torque) can drive the DW with a Bloch wall spin structure, which is
expected to be present in most out-of-plane magnetized thin films. In contrast to
the STTs, the SOTs are effective only for the Néel wall. Accordingly, in order to
account for the DW motion driven by the SOTs, the Néel DW should be taken into
account instead of the Bloch DW. Indeed, it has been experimentally demonstrated
that DW motion driven by the SHE, in out-of-plane magnetized Pt/Co/Pt, with the
Néel DW initially configured by applying an in-plane bias field [50]. Such Néel DWs
in nanostripes were attributed to Dzyaloshinskii-Moriya interaction (DMI) which
prefers chiral Néel walls rather than Bloch walls. Recent observation of the built-
in DW chirality due to the DMI enables one to accomplish the current-driven DW
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motion without a magnetic field. Furthermore, two DWs with the opposite polarities
(up-down and down-up) have the same chirality and this leads to the behaviour that
two DWs move in the same direction when the current is applied.

3.1 Physical Origin of the Interfacial DMI

The DMI has been introduced to explain weak ferromagnetism in an antiferromagnet
arising from a misalignment of the sublattices with respect to the totally antiparallel
configuration. This anomalous behavior was at first introduced by Dzyaloshinskii
[52] who explained the phenomenon with the non-centrosymmetric property of the
system. After his phenomenological explanation, Moriya [53] connected his name to
this term as he analytically found that the mechanism behind this interaction partially
arises from spin–orbit coupling. This interaction was studied in a compound that
lacks inversion symmetry like B20 group [54, 55] in the beginning. However, it has
been recently recognized that the DMI may appear in ultrathin film systems where a
structural inversion symmetry from interfaces and a large spin–orbit coupling exist.

The DMI between two spins in a magnetic material is mediated via the spin–
orbit coupling of a heavy-metal atom with strong spin–orbit coupling, as shown

schematically in Fig. 9c. Taking into account a spin–orbit coupling
(
λ �L · �S

)
) and

expanding in powers of λ, Moriya [53] found that the effective Hamiltonian for the
interaction between two spins M1 and M2 contains a term �D12 · ( �M1 × �M2). As
shown schematically in Fig. 9c, in multilayer stacks, where the inversion symmetry
is broken by sandwiching a ferromagnetic layer (grey) in between two different non-
magnetic layers (bottom light blue layer is shown), this coupling is mediated by a
heavy atom (blue) in one of the non-magnetic layers. The resulting DMI vector,D12,

Fig. 9 a Schematic of a Bloch domain wall and b a Néel wall (from Ref. [57]). The DMI changes
the angle of themagnetization in the domainwall and thus generates chiral Néel walls even for struc-
tures where Bloch walls would prevail without DMI. c In multilayer stacks with broken inversion
symmetry, chiral coupling between two spins M1 andM2 is mediated by a heavy atom (blue) in one
of the non-magnetic layers. The sign and strength of the resulting DMI (D12) are interface/materials
properties that lead to one favored chirality of the spin structure. adapted from Ref. [58]
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Fig. 10 a High-resolution constant-current image of Mn monolayers as probed by spin-polarized
tunnelling. Comparison with a sine wave (red), expected for perfect AFM order, reveals a phase
shift of pi between adjacent antinodes. In addition, there is an offset modulation (blue line), which
we attribute to a varying electronic structure owing to spin–orbit coupling [59] b SPLEEM images
of 2.5 ML Fe/2 MLNi/Cu(001) mapping orthogonal magnetization components: Compound image
constructed from the SPLEEM images highlighting the DW. White arrows indicate the in-plane
spin orientations inside the DWs [60]. Adapted with permission from [59, 60]

points in the plane of the layers and the magnitude and sign are interface/materials
properties that lead to a favored chirality of a spin spiral state. For a sufficiently
strong DMI, a spin spiral state is favored with the spiral axis lying in the plane and
a spiral period of 4πA/D [56], where A is the strength of the Heisenberg exchange
interaction and D is the strength of the DMI (Fig. 10).

3.2 Experimental Measurement of the Interfacial DMI

3.2.1 Imaging of Chiral Magnetic Domain Walls

First experimental evidence of the existence of the interfacial DMI at ultrathin layers
was at first reported by Bode et al. [59], who observed magnetic order of a specific
chirality in a single atomic layer of manganese on a tungsten (110) substrate by
using spin-polarized scanning tunneling microscopy (STM). The results revealed
that adjacent spins antiferromagnetically coupled are not perfectly canceled each
other but slightly canted into a certain direction, leading to a spin spiral structure
with a period of ~ 10 nm.Chen et al. [60], also reported direct imaging of a chiral Néel
wall in ferromagnetic Fe/Ni bilayers epitaxially grown on Cu(100) by using spin-
polarized low energy electron microscopy (SPLEEM). They found that the chirality
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of the Néel wall is determined by the growth order of the Fe/Ni thin films, supporting
the inversion-symmetry breaking mechanism of the DMI at the Fe/Ni interface.

3.2.2 Asymmetric Domain Wall Dynamics

In addition to the imaging techniques, there have been a lot of experimental effort
to discover the interfacial DMI and quantify its strength through other measurement
techniques. The most common way to measure the effect up to now is using asym-
metric DW dynamics driven by a magnetic field or current. For example, Je et al.
[61], reported an asymmetric DW motion of two opposite polarities under an in-
plane bias field. (see Fig. 11a) Such asymmetrical DW velocities are attributed to
the interfacial DMI which prefers a certain chiral configuration and differs the DW
energy between DWs of two opposite polarities under the in-plane field [18, 61–63].

Fig. 11 a Circular DW expansion driven by an out-of-plane magnetic field Hz under an in-plane
magnetic field Hx. Each image represents four sequential images with a fixed time step, which are
captured using a magneto-optical Kerr effect microscope. The images were adapted from [61]. The
white arrow and the symbols indicate the directions of each magnetic field. b Asymmetric DWs
motion in nanowires under Hx [51]. c Asymmetric behavior of spin waves in the presence of the
interfacial DMI. d Schematic diagram for an asymmetric magnetic hysteresis loop under Hx in a
laterally asymmetric structure [78]. Adapted with permission from [51, 61, 78]
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Lo Conte et al. [51], have reported asymmetric current-induced DW’s velocity under
the in-plane bias field in Ta/CoFeB/MgO nanowires. In the measurement, the DMI
can be estimated by the field where DWs stopmovingwhen a complete Bloch config-
uration is introduced by the in-plane field [64, 65]. However, the methods using DW
dynamics have been pointed out that it may entail some drawbacks quantifying the
interfacial DMI, as analysis can be hampered by possible additional effects [66, 67]
from spin structure deformations and/or chiral damping [68], in addition to DMI.
(see Fig. 11b).

3.2.3 Asymmetric Spin Wave Dispersion Relation

More recently, the measurements of the strength of the interfacial DMI via non-
reciprocal spin waves’ behavior have also been performed by using Brillouin Light
Scattering (BLS) [69–72], time-resolved magneto-optical Kerr effect (TR-MOKE)
[73], spin-polarized electron energy loss spectroscopy (SPEELS) [74], etc [75]. For
the case of spin waves, the chirality of non-collinear spin configurations induced
by spin waves is determined by their propagation direction (or wave vectors). For
a Damon-Eshbach spin wave mode [76], where the wave vector is normal to the
surface of magnetic thin films as well as the magnetization direction (see Fig. 11c),
the total energy of two spin waves propagating into the opposite direction are differed
by the interfacial DMI—the cross products of two neighboring spins vector, S1 ×
S2, for both spin waves are all on the axis of the interfacial DMI vector, D, but
antiparallel to each other. The main advantage of this technique for measuring the
interfacial DMI is that it does not require an exchange stiffness for quantifying the
strength of the interfacial DMI that is difficult to experimentally address in ultrathin
ferromagnetic films. However, the accuracy of this approach is also contested, as
asymmetric anisotropies at the two interfaces of the ferromagnetic materials (FM)
can lead to similar asymmetries of the dispersion relation, making the interpretation
for the DMI determination rather complex.

3.2.4 Other Measurement Techniques

Together with the techniques using spin dynamics, the measurements based on the
statics of magnetic entities have been also developed. For example, Woo et al. [77],
estimated the magnitude of the interfacial DMI by measuring the domain width
of labyrinth stripe domain structures that is determined by the competition among
micromagnetic energies, i.e., the interfacial DMI, magnetic anisotropic energy,
exchange energy, dipolar energy, and Zeeman energy. Very recently, asymmetric
magnetic hysteresis loop in laterally asymmetric structures under the application of
an in-plane field is demonstrated by Han et al. (see Fig. 11d) [78].
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4 Beyond Domain Wall Memories: Skyrmion Race-Track
Memory Concepts

4.1 Skyrmions

Magnetic skyrmions are a particle-like chiral spin structure which is stabilized in
systems with DMI. Skyrmions have gathered significant interest most recently in the
spintronics community due to its exciting physics and possibility for applications
in memory and logic devices [77, 79–83]. The topologically protected skyrmions
are well known for the topological stability and predicted to have efficient current
induced motion. These properties predict that skyrmions are promising for future
applications. A skyrmion shows a unique spin structure where the center of the
skyrmion is up (down) and the edges are down (up) and depending on the continuous
spin structure the skyrmion is classified as aNéel type and aBloch type skyrmion (see
Fig. 12a, b). Skyrmions have been observed in out-of-plane magnetized materials,
whether the out of planemagnetizationwas achieved viamagnetic field or perpendic-
ular magnetic anisotropy or a combination. Skyrmions are stabilized as a result of a
trade-off between the exchange and the magnetostatic energy, and the bulk or interfa-
cial DMI. The Bloch skyrmions are predominantly found in bulk materials while the
Néel skyrmions are a characteristic of the interfacial DMI systems[20, 79, 84, 85].
The aforementioned bulk DMI is due to crystal inversion asymmetry and high spin–
orbit coupling in ferromagnetic alloys (see Fig. 12c), such as B20 materials [54, 55],
while the interfacial DMI has its origin in multilayers of a ferromagnet and a large
spin–orbit material, such as Pt or Ir. In the multilayer systems, a structural inversion
asymmetry exists, which is required for the DMI. In these skyrmion systems, there
have been many different proposals for device applications. Especially, skyrmion
racetrack memories which is analogous to the domain wall racetrack memory, the
idea is to use a single skyrmion as a bit (see Fig. 12d, e). Depending on the topolog-
ical number, when the topological winding numberQ = 1 the bit could be defined as
“1” and when Q = 0 the bit is “0”. For the skyrmion racetrack to function properly,
controlling the distance between the skyrmions is crucial, thus moving the skyrmions
synchronously is crucial. As an advanced version of the skyrnion racetrack memory,
multilane racetrack memory has been proposed [80] (See Fig. 12f). By micromag-
netic simulations, it was shown that the by electrical currents the skyrmions could
change lanes. Furthermore, a skyrmion racetrack memory was proposed in synthetic
antiferromagnets where more efficient motion of skyrmions is predicted (Fig. 12g).
In order to use these skyrmions as a racetrack memory device, similar to the domain
wall racetrack memory the means to write, read, and shift the skyrmions is essen-
tial. In the following sections we will briefly give an overview of the studies in
skyrmions. We will specially emphasize on the skyrmions in multilayer systems for
these systems are directly applicable to the skyrmion racetrack memories.
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Fig. 12 The images are taken from [81] for a and b, [79] for c, [86] for d, [87] for e, [88] for g. Spin
configuration in a skyrmion. a,b, Skyrmions in a 2D ferromagnet with uniaxial magnetic anisotropy
along the vertical axis. The magnetization is pointing up on the edges and pointing down in the
center. Moving along a diameter, the magnetization rotates by 2π around an axis perpendicular to
the diameter a and by 2π around the diameter b, which corresponds to different orientations of
the Dzyaloshinskii–Moriya vector. c schematic drawing of the Dzyaloshinskii-Moriya interaction
in a bulk DMI system. d, e schematic illustration of the skyrmion based racetrack memory. The
skyrmions are used as a bit, and the reading and writing are done by electrical means. f Multilane
racetrack. Schematic of a skyrmion that can “drive” in matrix devices where skyrmions can be
guided on complex trajectories with different lanes thus implementing non-volatile reconfigurable
and synaptic logic. gMicromagnetic simulation of a skyrmion in a synthetic antiferromagnet (both
layers are shown independently) moving on a complex trajectory due to spin torques Adapted with
permission from [79, 81, 86–88]

4.2 Skyrmion Writing

Several studies have been done on the nucleation of skyrmions facilitating different
means. Jiang et al. [89] demonstrated that a Néel skyrmion could be obtained through
the conversion of a DW driven by spin Hall effect through a geometrical constric-
tion (see Fig. 13a) in Ta/CoFeB/TaOx multilayers. This mechanism resembles the
formation of bubbles blown through a straw. Later, in Ir/Co/Pt [90] and Pt/Co/MgO
[77] multilayers nucleation of skyrmions were demonstrated by changing the out-
of-plane magnetic fields. Boulle et al. [91] showed that a single skyrmion could be
nucleated at zero magnetic fields. Finally, the nucleation of skyrmions was achieved



194 K. Lee et al.

Fig. 13 amagnetic bubble skyrmions nucleated by spatially inhomogeneous currents [89]. b nucle-
ation of single skyrmion in a confined geometry of Pt/Co/MgO [91]. c STXM images of skyrmion
nucleation with bipolar field pulse in Pt/Co/Ta multilayers [77]. Adapted with permission from [77,
89, 91]

in out-of-plane field pulses from labyrinth stripe domains. Over a critical field value
the stripe domains break down into a skyrmion lattice (see Fig. 13c). However, the
nucleation of single skyrmions at room temperature is still a challenge. There are
many predictions and calculations showing promising single skyrmion nucleation
by utilizing STT, spin polarized currents, and microwave field. However, none have
been demonstrated experimentally yet. For annihilating skyrmions, high out-of-plane
magnetic fields or dc out-of-plane spin polarized currents where the magnetic field
and spin polarization has to be opposite the core of the skyrmion.

4.3 Skyrmion Reading

The reading of skyrmions can be achieved by electrical detection via magnetic tunnel
junctions (MTJ). By attaching tunnel junction to the skyrmion racetrack, it is possible
to distinguish the existence of the skyrmion below the MTJ. In a MTJ, the resistance
of the MTJ relies on the relative magnetization direction of the top and bottom ferro-
magnet of the MTJ. When the magnetization configuration of the two ferromagnets
of the MTJ is parallel (or antiparallel) then the resistance will read low (or high). So
if we use the racetrack as the bottom ferromagnet at the point of reading, by reading
the resistance at the MTJ, the presence of a skyrmion could be read. Assuming the
racetrack’s magnetization is in the up state, if the top magnetization is in the up
direction of the MTJ, the resistance of the reading element will be low. However,
if you have a skyrmion which has a core in the down direction, when a skyrmion
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is shifted below the MTJ, the resistance reading at the MTJ will be high. Another
option is to measure the topological Hall effect at the reading element.

4.4 Skyrmion Shifting

For racetrack memory applications of skyrmions, the manipulation of skyrmions by
in-plane currents is crucial. Current induced motion of skyrmions has been intensely
studied both theoretically and experimentally. In 2012, the current-induced motion
of a Bloch skyrmion lattice was demonstrated using Lorentzmicroscopy [92]. Schulz
et al. [93] and Everschor et al. [94] analyzed the skyrmion motion using Berry phase
and Thiele’s equation. The first numerical calculation on the dynamics of the Bloch-
type skyrmion lattice driven by the STT has been demonstrated [95]. The results
reveals that the skyrmion can depin at a very low current density ( ~106A/m2) and
its motion for closely packed lattices is insensitive to defects. Later, the dynamics of
Néel-type skyrmions was calculated by Sampaio et al. [84], particularly, in a perpen-
dicular ultrathin ferromagnet strip. There were numerous studies of current induced
skyrmion motion theoretically [85, 96]. In skyrmions stabilized by the interfacial
DMI, the current-driven skyrmion motion can arise from two different effects. One
is the spin polarized current passing through the ferromagnet, providing the STT
effect and the second is the spin polarized current generated by the heavy metal layer
– that is the SOT – as explained in the prior sections. Consequently, the skyrmion
motion can be described by using Thiele’s equation incorporated with these two
effects. For example, by assuming a topological number Q = 1, the equation of
motion of a skyrmion is given by: [8, 85, 94, 96, 97]

−MR̈ + G × (
Ṙ − u

) − D̃
(
αṘ − βu

) + 4πB R̃(�)jHM + F = 0 (7)

where R is the position of the skyrmion at a given reference frame, the M is the
effectivemass of the skyrmion, D̃ = TMsγ

∫
dxdy(∂xm)2 is the dissipation constat,

α is the Gilbert damping, β is the non-adiabaticity parameter,G is the gyro-coupling
vector, B = γ 2

�θSH
2e I (with the reduced Planck constant�, the spinHall angle θSH , and

I = 1
4

∫ ∞
0 dr(sin θ cos θ+r dθ

dr ) is a coefficient that depends on the spin configuration),

R̃(�) =
(
cos� sin�

sin� cos�

)
is the rotation matrix corresponding to domain wall angle

ψ, jHM is the current density in the heavy metal, and F is a driving force acting on the
skyrmion.Mostly, the skyrmion dynamics satisfy this Thiele equation however, there
are details of skyrmion motion that are only apparent in micromagnetic simulations.
Due to the gyro-term of the Thiele equation, the x and y components of R are
canonically conjugate variables [96]. Therefore, when there is no confining potential
(F = 0), the steady state motion of a skyrmion should exhibit a linear trajectory
with a certain skyrmion Hall angle, an angle between the x and y components of R.
Considering a spin current applied into the x-axis [u = (u,0,0)], the velocities of the



196 K. Lee et al.

skyrmion along these two axes are given as:

Ṙx =
⎛

⎜
⎝

β

α
+ α − β

α3
(
D̃/G

)2 + α

⎞

⎟
⎠u (8)

Ṙy = (α − β)(D̃/G)

α2
(
D̃/G

)2 + 1
u (9)

For the case of α � 1 and D̃/G ≤ 1, the Eqs. 8 and 9 will be Ṙx ≈ u and
Ṙy ≈ (α−β)(D̃/G) [96]. In this case, the velocity of the skyrmion along the current
flow does not depend on the material parameters, α and β, but, only the skyrmion
Hall angle (tan(ξ) = Ṙx/Ṙy) depends on the material parameters. Furthermore, the
skyrmion Hall angle scales inversely with Q, as G is proportional to Q,

When the skyrmion motion is driven by the spin current jHM = (jHM ,0,0) arising
from the SOTs instead of the STTs, the skyrmion motion shows distinct behavior
depending on the chirality of the interfacial DMI. The skyrmion is dragged to a
direction where the spins of the domain walls are parallel to the injected spins [85].
For a skyrmion with Q = 1 the velocity will be,

Ṙx =
[

α ĎB

G2 + α2 D̃2
cos(�) + GB

G2 + α2 D̃2
sin(�)

]

jHM , (10)

Ṙy =
[

− α ĎB

G2 + α2 D̃2
sin(�) + GB

G2 + α2 D̃2
cos(�)

]

jHM , (11)

This implies that theNéel skyrmionwith a lowdampingwillmove transverse to the
spin current and the Bloch skyrmion moves in the direction of the spin current [96].
In the case of a confined potential, the motion of the skyrmion changes drastically.
The skyrmion moves into a diagonal direction with respect to the current direction
until it reaches the higher potential energy region at the edge before it starts to move
longitudinally in a steady state motion.

Very recently, the spin Hall induced motion of Néel skyrmions in synthetic anti-
ferromagnets (SAF) due to damping-like spin–orbit torque was numerically demon-
strated [98]. In the SAFs, since the two ferromagnetic layers are coupled by interlayer
exchange coupling, it is shown that the skyrmion velocity of an order of magni-
tude larger could be expected. Recently, the current induced displacement of Néel
skyrmions has been shown. It was demonstrated in Ta/CoFeB/TaOx [89] multilayer
systems and Pt/Co/Ta wires [77]. Even skyrmion Hall effects were observed by
Jiang et al. [98] in Ta/CoFeB/TaOx multilayer, and Litzius et al. [82] Nature elec-
tronics, 3, 30 (2020) measured the skyrmion Hall effect in Pt/CoFeB/MgO. The
skyrmion Hall effect is the phenomenon where the skyrmions move perpendicular to
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the current. Analogous to the Hall effect in electrons. To actually use the skyrmions
for applications there are still a number of open questions that need to be answered.

5 Conclusion

In the chapter, we have reviewed the fundamental physics for designing magnetic
domain wall memories, especially domain wall racetrack memories. An overview of
how the racetrack has been functionally improved and how the fundamental physics
behind the operating mechanism has developed is shown. Material wise, the design
of the racetrack has changed from using in-plane magnetic materials to out-of-plane
magnetic materials. In the process of changing the material design resulted in new
physics such as the SOTs and the DMI which resulted in domain wall motion with
higher efficiency, and stability. The SOTs are the main mechanism in moving the
domain walls efficiently by utilizing the SHE and the ISGE which have shown to
be more efficient than the STT in current induced domain wall motion. The exact
physics behind this SOT is still not well known, but it was well demonstrated that
the SOT shows higher efficiency for DW motion. However, this SOT requires the
DMI in order to act on the DWs. The DMI generates a certain chirality to the domain
walls, especially forcing a Néel type DW. The Néel DW is required for the SOT to
act as a driving force of the DWs. The different sections of the chapter have reviewed
different physics and evidence of the SOT and DMI with the different experimental
methods to quantify the SOT and DMI shown. Furthermore, as an outlook for the
racetrack memory, we have reviewed the new exciting skyrmion racetrack memory
which will be a possible future implementation of the racetrack memory.
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Circuit Design for Non-volatile Magnetic
Memory

Tony Tae-Hyoung Kim

Abstract High performance low power memory is a topmost requirement in
advanced computing systems.Magnetic memory has been considered as a promising
solution because of its performance and non-volatility. However, it has various design
challenges such as small tunneling magnetoresistance (TMR) ratios and large vari-
ability that need to be tackled for reliable operation. This chapter will discuss those
challenges and introduce state-of-the-art write and read techniques.

1 Introduction

The performance of most computing systems is generally limited by the character-
istics of memory. Over the last few decades, charge-storage-based memories such
as static random access memory (SRAM) and dynamic random access memory
(DRAM) have been the mainstream memory solutions. However, these memory
technologies are facing challenges in scaling, which also limits the implementable
memory density and the system performance. In addition, many emerging systems
with frequency idle states require to store data with extremely low power consump-
tion. No conventional memory technology can satisfy the above requirements. To
tackle these issues, various non-volatile memory devices such as magnetic memory
(MRAM), phase-change memory (PCRAM), and resistive memory (RRAM) have
been explored. Since these memory devices have two terminals, they demonstrate
high scalability (<10 nm). In addition, the non-volatile characteristics allows these
memory technologies applicable to many ultra-low power systems requiring almost-
zero power during idle or standby modes. However, the above non-volatile memory
candidates have various design issues to be overcome, which is the main focus of
this chapter.

This chapter introduces the overview of magnetic memory cells in circuit
designer’s point of view. After that, basic memory architecture for magnetic memory
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is explained followedbydesign challenges inmagneticmemory. Then, various circuit
techniques for write and sensing for magnetic memory are discussed in the following
section.

2 Overview of Magnetic Memory Cells

Magnetic memory cells are implemented with the magnetic tunnel junction (MTJ),
which provides two different resistance values depending upon magnetization states
of the top layer (i.e. free layer) and the bottom layer (i.e. pinned layer) as shown
in Fig. 1a. The magnetization orientation is controlled by the bias voltage between
the free layer and the pinned layer. When the layers have parallel magnetization, the
magnetic memory device can conduct more current (Low Resistance State). Less
current flows through the magnetic device when the magnetization orientations of
the layers are opposite. The ratio between two different resistance values is called
tunneling magnetoresistance (TMR) ratio. The resistance values can be controlled
by the bias voltage as described in Fig. 1b. Applying higher bias voltage produces

Free Layer

Pinned Layer

Free Layer

Pinned Layer

High Resistance Low Resistance

(a)                                                                        

Bias Voltage

TM
R

Material A

Material B

Bias Voltage

R
es

is
ta

nc
e

High Resistance

Low Resistance

(b) (c)

Fig. 1 a Schematic ofmagneticmemory cell structure,b effect of bias voltage onmagneticmemory
device resistance values, and c characteristics of TMR over bias voltage
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lower resistance in both low and high resistance states. But, the high resistance
state is affected more than the low resistance, which leads to a degradation in the
overall TMR ratio as depicted in Fig. 1c. Many materials have also been explored
for enhancing the TMR ratios (Fig. 1c). The TMR ratio is conceptually similar to
on-current to off-current ratios in SRAM or DRAM cells. For reliable sensing, it
is more desirable to have higher TMR ratios. However, in general, the TMR ratios
of magnetic memory are much smaller than the on-current to off-current ratios of
SRAMs or DRAMs. Therefore, reliable sensing in the magnetic memory is very
challenging compared to SRAMs and DRAMs.

3 Magnetic Memory Array Architecture

Two commonly employed magnetic memory array architectures are the 1T1R array
architecture shown in Fig. 2 and the crossbar array architecture in Fig. 3. In the 1T1R
architecture, each magnetic memory cell consists of a selection transistor and a MTJ
device connected in series. The selection transistor is employed to isolate a selected
MTJ device from unselectedMTJ devices duringwrite and read operation. The 1T1R
array architecture is similar to DRAM array architecture where one selection tran-
sistor and a capacitor connected in series form a cell and the selection transistor also
isolate the selected capacitor fromother unselected capacitors. Themagneticmemory

WL0

WL1

SL0 BL0

'1'

0

0 VSET 0 0

'1'

0

VRESET 0 0 0
'1'

0

0 0 0

SL1 BL1 SL0 BL0 SL1 BL1

SL0 BL0 SL1 BL1 SL0 BL0 SL1 BL1

VREAD

: Selection Transistor : MTJ

(a)

(c)

(b)

(d)

Fig. 2 a 1T1R array, b 1T1R in set operation, c 1T1R in reset operation, and c 1T1R in read
operation
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WLi

WLi+1

WLi+2

WLi+3

BLi BLi+1 BLi+2 BLi+3

: '1' (Anti-parallel)

: '0' (Parallel)

States of MRAM Cell

Fig. 3 Crossbar MRAM array architecture

cell size can be as small as the DRAM cell size since both require one transistor and
a MTJ device and a capacitor are implemented above or below the transistor layer.
However, the size of the selection transistor in the magnetic memory cell needs to
be carefully chosen after considering the required write current. Therefore, the cell
size is mostly determined by the area occupied by the selection transistor.

The operation of the 1T1R array architecture is as follows. The 1T1R array archi-
tecture employs three important signals. They are word lines (WLi), source lines
(SLi), and bit lines (BLi). A word line selects a row to access. A source line and a
bit line activate a column. The source lines are connected to the selection transistors
while the bit lines are connected to theMTJs as described in Fig. 2a. SET (Writing ‘1’)
and RESET (Writing ‘0’) operations are explained in Fig. 2b, c. For SET (Fig. 2b),
a word line is selected by supplying high voltage, and SET voltage (VSET) is applied
to the bit line of a selected column. All the other signals are grounded. In the selected
magneticmemory cell, current flows fromBL0 to SL0 (Fig. 2b). Similarly, in RESET
(Fig. 2c), RESET voltage (VRESET) is applied to the source line of a selected column.
Therefore, current flows from SL0 to BL0. This two different current directions and
their values determine MTJ resistance values. Finally, for read operation (READ),
read voltage (VREAD) is applied to the bit line of a selected column, which forms
current flowing from BL0 to SL0. Smaller current will flow if the selected MTJ
device is in the anti-parallel state. If the selected MTJ device is in the parallel state,
relatively larger current will flow through the MTJ device. A sensing circuit tells
the difference in the cell current for the anti-parallel state and the parallel state. The
read operation is executed through a single bit line. Therefore, reference current or
voltage is necessary for comparison in the sensing circuit. Another critical parameter
to be considered is the level of VREAD. The resistance of the selected MTJ should
not change during read operation. This requires VREAD to be low. However, if VREAD

is too low, the difference in the cell current deteriorates as well as the read speed.
Unlike DRAMs, no interference occurs in unselected cells by biasing source lines
and bit lines to ground.

Even though the 1T1R array architecture can provide the magnetic memory cell
size as small as the DRAM cell size theoretically, the typical magnetic memory cell
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size (12 F2) for the 1T1R array architecture is larger than the DRAM cell size (6
F2) due to two significant requirements. First, the 1T1R array architecture has two
vertical lines (SLi and BLi) while the DRAM architecture has only one vertical line.
In addition, the amount of required write current also limits the cell size minimiza-
tion. In general, the amount of write current generated by a minimum size selec-
tion transistor is not large enough for reliable write operation (SET and RESET).
Therefore, the transistor size should be increased, which also increase the magnetic
memory cell size, accordingly. To tackle this issue, the crossbar array architecture
has been introduced where no selection transistor is used as depicted in Fig. 3. In this
architecture, word lines (WLi) and bit lines (BLi) are connected perpendicularly and
magnetic memory cells are inserted between the word lines and the bit lines. The
crossbar array architecture has been reported to have the cell area of 4 F2 because of
removing the selection transistor. Thus, the density of the magnetic memory in the
crossbar array architecture is higher than that of the magnetic memory in the 1T1R
array architecture and that of DRAMs. When compared to the 1T1R array archi-
tecture, the crossbar array architecture has no source lines. This prevents a selected
magnetic memory cell from being isolated from other unselected cells. To address
this issue, the crossbar array architecture typically employs magnetic memory cells
consisting of one selector and one MTJ (1S1R).

Figure 4 compares the magnetic memory cell structures for the 1T1R array archi-
tecture and the crossbar array architecture. Unlike the 1T1R magnetic memory
cell, a word line (WL) is connected to MTJ and a bit line (BL) is connected to
the selector. The selector and the MTJ device are physically stacked without addi-
tional area overhead, achieving a higher integration density. However, the character-
istics of the selector in 1S1R is worse than that of the selection transistor in 1T1R,
which deteriorates the degree of isolation and produces relatively smaller margins
for sensing.

Figure 5 illustrates read operation in the crossbar array architecture. During read
operation, the word line of the selected row is grounded while all the other signals
are biased at VR. All the cells in the selected row will have bias voltage of VR. This
leads to current flow from the bit lines to the selected word line. The current in
each selected cell will have two different values depending upon the magnetization
state of the cell. This current is sensed by a current sensing circuit. An alternative
sensing method is to use voltage-mode sensing. Here, constant current is supplied
to each bit line and the bit line voltage is generated after multiplying the current and

Fig. 4 Magnetic memory
cell structures: a 1T1R and
b 1S1R BL

(a) (b)

SL
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MTJ MTJ

Selector

WL

BL
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Fig. 5 Read operation in the
crossbar array architecture VR
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the resistance value of the cell. Two different cell resistance values will form two
different voltage levels to be sensed by a voltage sense amplifier. Like SRAMs and
DRAMs, all the cells in a selected row can be read out in parallel. This requires a
sensing circuit in each bit line. Typically, the number of cells in a row is much larger
than the required data width. Therefore, only a part of the read data is transferred to
the output through multiplexers. All the other cells have no bias since both bit lines
and word lines are biased at VR. Therefore, no current flows through them.

In the typical crossbar array architecture, it is not possible to select one cell for
write operation using the simple bias conditions from the 1T1R array architecture.
Figure 6(a) is an example showing that multiple cells are selected for write operation
when using only VW and ground. Note that all the cells in the selected column are
under the same bias condition. To address this issue, unselected word lines need to be
biased at a different level. Sneak current is another significant concern in the crossbar
array architecture. Various biasing schemes have been investigated to mitigate the
aforementioned issues. Figure 6b introduces a write scheme utilizing 1/2VW as the
bias voltage for unselected signals. In this example, the selected word line is biased
at VW, the selected bit line is grounded, and all the other signals are bias at 1/2VW.
The opposite current direction can be achieved by applying ground to the selected
word line and VW to the selected bit line. Regardless of the current direction, only the
selected cell sees the voltage difference of VW. The half-selected cells in the selected
row see the voltage difference of 1/2VW (=VW − 1/2VW), which is small enough to
prevent unwanted write operation. Similarly, the half-selected cells in the selected
row also see the voltage difference of 1/2VW (=1/2VW − 0). Note that this scheme is
based upon the assumption that the magnetic memory cell resistance is not disturbed
by 1/2VW. However, in the reliability point of view, it is more desirable to further
lower the voltage difference seen by half-selected cells. Even though the unwanted
write operation is eliminated, this scheme still suffers from sneak current caused by
the half-selected cells. For reliable write operation, the required write current should
be provided to the selected cell, which indicates that the actual amount of current
provided by the word line driver (VW) should be as large as the summation of the
required write current and the sneak current. In addition, the amount of sneak current
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Fig. 6 Write operations in
the crossbar array
architecture: a conventional
scheme, b 1/2VW scheme,
and c 1/3VW scheme
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is affected by the distribution of the anti-parallel state and the parallel state in the half-
selected cells. In general, we need to design the word line driver in consideration of
theworst case, which increases circuit area and power overheads. Figure 6c is another
write scheme using different bias voltage levels in unselected word lines and bit lines,
depending upon the write data. It uses the same bias condition as the one in Fig. 6b
for the selected cell. The main difference comes from the bias voltage levels used in
the un-selected rows and columns. In Fig. 6c, VW, 1/3VW, ground, and 2/3VW are
used in the selected row, the unselected rows, the selected column, and the unselected
columns, respectively. Here, write current flows from the selected word line to the
selected bit line. The opposite current direction can be implemented by applying
ground, 2/3VW, 1/3VW, VW, and 1/3VW to the selected row, the unselected rows, the
selected column, and the unselected columns, respectively. It can be observed that all
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the cells in the unselected columns and the unselected rows see the voltage difference
of 1/3VW. Therefore, it can be expected that the magnetic memory cells will have
less disturbance in their resistance. However, all the cells except the selected cell
see 1/3VW, generating more sneak current. Overall, this scheme is preferred when
device reliability is a more serious concern than power consumption.

4 Design Challenges of Magnetic Memory

This section briefly summarizes general design challenges in magnetic memory. The
issues include low TMR ratios, small sensing margins, large write current, IR drop in
the interconnection, MTJ reliability, sneak current, etc. Many of the above issues are
not independent but interrelated. One of the most critical issue in designing magnetic
memory is the low TMR ratio. This is a similar to the on-current to off-current ratio
of a transistor, conceptually. In general, the TMR ratio is <200% even though higher
TMR ratios have been achieved in some recent research works. Other emerging
memory devices such as PCRAM and RRAM usually show much higher on-to-off
resistance ratios, which provides relatively large sensing margins. The low TMR
ratio imposes more challenges in sensing circuit design. Write current is another
significant issue that needs to be addressed in the magnetic memory design. As
shown in Table 1, the write energy of magnetic memory is already much larger than
that of SRAMs and DRAMs. The actual energy for write operation will become
even higher when considering the sneak current in the crossbar architecture. IR drop
in the interconnection also leads to addition power consumption since we have to
supply higher voltage for biasing. In addition, the amount of IR drop is affected
by the current, which is determined by the distribution of the anti-parallel state and
the parallel state along the interconnection. MTJ reliability has been investigated
and improved by properly setting the bias conditions. This is particularly critical

Table 1 Device characteristics of mainstream and emerging memory technologies [1]

Mainstream memories Emerging memories

SRAM DRAM NOR NAND MRAM PCRAM RRAM

Cell area >100F2 6F2 10F2 <4F2 (3D) 6–50F2 4–30F2 4–12F2

Multi Bit 1 1 2 3 1 2 2

Voltage <1 V <1 V >10 V >10 V <1.5 V 3 V 3 V

Read time ~1 ns ~10 ns ~50 ns ~10 µs <10 ns <10 ns <10 ns

Write time ~1 ns ~10 ns 10µs–1 ms 100µs–1 ms <10 ns ~50 ns <10 ns

Retention NA ~64 ms >10 y >10 y >10 y >10 y >10 y

Endurance >1E16 >1E16 >1E5 >1E4 >1E15 >1E9 >1E6–1E12

Write energy
(/bit)

~fJ ~100 fJ ~100 pJ ~10 fJ ~0.1 pJ ~10 pJ ~0.1 pJ
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in the crossbar array architecture where multiple cells undergo certain bias voltage.
The bias voltage is maintained below the threshold level so that no disturbance
on the cell resistance occurs. However, the long term reliability of those magnetic
memory cells need to be further investigated. Finally, sneak current is inevitable in
the available magnetic memory array architectures. It affects, write current, IR drop,
MTJ reliability, and overall power consumption. Two popular bias schemes are based
upon the trade-off in the MTJ reliability and the power consumption.

5 Write Techniques for Magnetic Memory

Magnetic memory has been considered as a promising candidate for replacing
SRAMs and DRAMs. However, one of the most critical issues is the large write
current. In addition, variations in the characteristics of fabricated MTJ devices
increase the write current even more to provide enough margins for write opera-
tion. It is important to control write current carefully for successful write operation
without significant disturbance and power consumption. While simply increasing
the size of the selection transistor is the easiest method for reducing write failures,
it limits the scalability of the memory. In addition, the write pulse width also needs
to be carefully selected to reduce power consumption without dramatic increase in
write error probability. Figure 7 briefly shows the effects of write current and write
pulse width on write error probability. At a given write current, the error probability
decreases as the write pulse width increases. In addition, higher write current reduces
the required write pulse width for the same error probability, which is desirable for
high performance.

Other techniques formitigatingwrite failures areword line voltage boosting, write
voltage boosting, body biasing, and additional external magnetic field. As explained
in the comprehensive study in [2], the word line voltage boosting generally achieves
the most reduction in the write power and the selection transistor size at iso-failure
probability. However, many actual operating scenarios are not considered in [2].
Various design techniques have been reported to address these write-related issues in
magnetic memory. This section introduces several state-of-the-art write techniques.

Fig. 7 Effects of write
current and write pulse width
on error probability
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One of the most commonly used write technique is to control the strength of
write drivers through current mirroring. A locally mirrored write driver is reported
in [3]. Figure 8 depicts the simplified schematic of this write driver. When a bit line
is selected for write operation through a multiplexer, it is connected to a shared write
driver whose strength is controlled by a current source through current mirroring.
The write timing and the write duration are controlled by “Pulse”. When “Pulse”
and “/Pre” are high, pull-down write current will be applied to the selected bit line
for writing. The output node of the write driver is pre-charged to “VDD-Vtn” to
prevent the potential current spike occurring at the beginning of the write operation.
It is because the common node at the multiplexer output can have a voltage drop of
“Vtn” due to the NMOS transistors in the multiplexer. By pre-charging it to “VDD-
Vtn”, current spikes can be avoided. In addition, it also improves write speed since
the write current can flow in the selected bit line without delay. In this scheme, only
unidirectional write current is implemented because of the cell structure. The pull-up
write current can also be easily generated by mirroring the current source to a PMOS
transistor in a similar way depicted in Fig. 8.

As discussed in the previous section, IR drop is a challenging issue in write
operation due to the almost minimum interconnection width and high write current.
This requires to supply even higher write current to compensate for the IR drop,
which increases write driver devices and occupies significant chip area. One way
to provide higher write current without increasing the device sizes and occupying
large area is to use bootstrapped voltage. Figure 9 shows one example reported in
[4]. Here, one thick oxide device is inserted between the access transistor and the
column decoder. During pre-charge state, the decoder output (“Dec”), “Gate”, and
“Source” are grounded while “PreCh” is pre-charged to VDD. Once “Dec” becomes
VDD, “Gate” rises through the thick oxide device. However, “Gate” cannot be VDD
due to the voltage drop caused by the thick oxide NMOS device. After some delay,

MRAM 
Array

VDD VDD

VDD IREF

VDD-Vtn

/Pre

/En

Pulse

MUX

GND

Fig. 8 Locally mirrored write driver scheme [3]
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Fig. 9 Write driver using bootstrapped voltage: a schematic and b timing diagram [5]

“PreCh” is pulsed with ~2×VDD to raise “Gate” up to VDD. Finally, The “Source”
node is raised, which raise “Gate” above VDD. The effective resistance of the write
access transistor is reduced without creating any reliability issues. This technique is
applied to a 16-Mb MRAM chip realizing the write current of 80 mA in 0.18 µm
CMOS technology.

Programming magnetic memory is a stochastic process because of the random
thermal fluctuations [5]. Therefore, it is challenging to remove write failures using
a conventional fixed write current scheme without inducing significant power and
area overheads. Probabilistic design techniques have been introduced to reduce write
performance andwrite failures [5–7]. They includewrite-verify-rewritewith adaptive
period (WRAP) in [5], verify-one-while-writing (VOW) in [5], variable energy write
(VEW) in [6], and self-timed write operation in [7].

In theWRAP scheme, each write operation is followed by a read operation. Then,
the read data is compared with the write data to decide whether to execute a rewrite
operation. This iteration is repeated until the write operation is successful. Here, the
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write pulse width can be adaptively changed to enhance the overall system perfor-
mance. In [5], the optimal pulse width is based on Hamming weight. The optimal
pulse width values for various Hamming weights at different temperatures are stored
in a look-up table. The WRAP scheme demonstrated the write latency improvement
of 40% and the energy saving of 26%when compared to the conventional fixed pulse
write scheme. Figure 10 illustrates the system diagram of the WRAP scheme.

The VOW scheme is conceptually similar to theWRAP scheme. The main differ-
ence is that the VOW scheme executes write and verification operations in parallel.
This technique is utilizing the write speed difference between “0” and “1”. Since
writing “0” is faster than writing “1”, the VOW scheme verifies only writing “1”.
This is from the observation that the error probability of writing “0” is much lower
than that of writing “1” with the same write pulse width. Figure 11 illustrates the
VOW scheme. When writing “1” (WriteBit 〈X〉 = “1”), the corresponding done 〈X〉
becomes “1”. If all the write data are successfully written, the completion flag signal

Hamming 
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CircuitLocal FSM & ComparatorDone

Write
Data

Fig. 10 System diagram of the WRAP scheme [5]
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Fig. 11 Circuit diagram of the VOW scheme [5]
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becomes high (i.e. DONE = “1”) and the write operation ends. In [5], the VOW
scheme achieved the write latency improvement of 52% and the energy saving of
29% compared to the conventional fixed pulse write scheme.

The VEW scheme is another probabilistic design technique for addressing the
stochastic switching features of the STT MRAMs [6]. In this scheme, the write
pulse ends when a successful write operation is achieved by monitoring the status
of an STT MRAM cell during write operation. This scheme significantly reduces
the write energy because of the reduced average write time. Figure 12 shows the
circuit diagram of the VEW scheme [6]. During write operation, the BL and SL
nodes are biased so that write current flows through the selected MTJ device. The
voltage at BL_M can initially have two different levels depending on the state of the
selected MTJ. Once the write current is large enough to change the resistance of the
selected MTJ, the voltage at BL_M changes at a certain moment. The VEW circuit
monitors this change and turns off the switch to remove the unnecessary current
consumption. The VIEW circuit consists of two detection circuits, one for writing
“1” and the other for writing “0” as shown in Fig. 12. When writing “1” (BL =
“1” and SL = “0”), the voltage at BL_M changes abruptly, which is detected by
a comparator (Comp.1) The flip-flops (FF) operate as delay elements for removing
any possible feedback. The detected change makes SW “0” and cuts the current
path from BL to BL_M. For writing “0” (BL = “0” and “SL = “1”), the voltage at
BL_M changes in the opposite direction. This is detected by the second comparator
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Fig. 12 Circuit diagram of the VEW scheme [6]
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Fig. 13 Comparison of
a typical STT and
b field-assisted STT
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(Comp.0), subsequently resetting SW to cut the current path. The VEW circuit needs
to be implemented in each bit line, which is different from the VOW scheme. The
VEW scheme is more efficient in saving write power at the cost of area overhead. In
general, the VEW scheme provides more energy saving when the magnetic memory
requires longer write time. If the write pulse is short, the energy saving can be easily
nullified by the energy overhead from the VEW circuit itself. The self-time write
operation in [7] is conceptually similar to the VOW and VEW schemes since it also
detects write completion on the fly and immediately turns off current paths for energy
saving.

Another write technique for magnetic memory is field assisted writing where
additional magnetic field is applied to MTJ devices for easier switching with a larger
spin-transfer torque [8]. Figure 13 depicts the switching concepts of the typical spin-
torque transfer (STT) and the field-assisted STT. The additionalmagnetic field torque
destabilizes the MTJ polarity toward the short axis, which reduces the switching
latency [8]. Figure 14 shows the structure of the field-assisted STT MRAM cell.
Similar works are also reported in [9–11]. In [9], an assistingmagnetic field is utilized
to set theMTJ devices to an initial reset state beforewriting operation.However, since
each write operation requires to switch to a reset state, the write latency is doubled.
In [10, 11], several structures and topologies of the field-assisted STT MRAM cells
are described.

Write power reduction techniques are highly demanded since magnetic memory
consumes much more power than other storage-based memories like SRAMs and
DRAMs. One method of reducing power consumption is to selectively write data
after reading and comparing [12]. If the read data is identical to the write data, no
write operation is necessary. However, this scheme requires multiple cycles for write
operation, which is not suitable for high performance.
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Fig. 14 Field-assisted STT
MRAM cell structure
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The production yield of magnetic memory is highly affected by large variations in
the memory cells. One of the most critical yield limiting parameter is write current.
For yield improvement, it is critical to characterize the memory cells and find proper
write current, which is time consuming. In [13], an enhanced spiral search method is
proposed to rapidly find required operating conditions. The enhanced spiral search
method reduces the search time by 88–93% compared to the conventional scheme.
This allows each chip to be configured with proper write current with the area
overhead of 0.0254% in a 16-Mb MRAM test chip.

6 Sensing Techniques for Magnetic Memory

Small TMR ratios in magnetic memory impose a significant challenge in sensing
data reliably. Various advanced sensing techniques have been developed. This section
discusses various advanced sensing techniques.

Figure 15 illustrates the conventional sensing scheme in magnetic memory. A
fixed amount of current is supplied to a selected memory cell through a switch
controlled by a decoder. This will generate a voltage level at the bit line (BL), which
is compared with a reference level by a sense amplifier. Since magnetic memory
senses data through single bit lines, it is important to accurately generate reference
in the middle of the anti-parallel state and the parallel state as illustrated in Fig. 16.

In [14], a midpoint reference generator is proposed by utilizing multiple MTJ
devices that are connected in a series-parallel combination to generate a resistance
value that is ½ (Rhigh + Rlow). As depicted in Fig. 17, each V ref generation unit
consists of four MTJs and two selection transistors. The series connected MTJs
gives Rhigh + Rlow while the parallel connection sets the overall resistance ½ (Rhigh

+ Rlow). Each V ref generation unit is only shared by two rows, whose activation is
controlled byword lines. In [14], thememory array has 1024 rows,which requires 512
V ref generation units. A1-Mb MRAM in 0.6-µm CMOS technology demonstrated
successful sensing operation at 3 V with a magnetoresistance ratio (MR) of ~45%.
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Jeong et al. proposed a sensing scheme that can generate reference using storage
cells [15]. Since a storage cell itself generate its own reference voltage, it can remove
sensing failures caused by variations in the tunneling oxide thickness. Figure 18
explains the operation of this self-reference generation scheme. In the first stage,
current is applied to a selected MTJ device and converts the resistance to a voltage
value. This voltage is stored in a capacitor. Depending upon the MTJ resistance, the
stored voltage will have two different values. In the second stage, the selectedMTJ is
written to have the parallel state. After this, the MTJ resistance is again converted to
voltage by applying current. Here, the current is slightly higher than the current used
in the first stage. The converted voltage is also stored in a capacitor. Note that the
stored voltage in the second stage is higher than that in the first stage if the original
data is “0”. Similarly, the stored voltage in the second stage is lower than that in
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the first stage if the original data is “1”. Here, the voltage generated by the second
stage is used as a reference. A sensing circuit will amplify the voltages stored in
two capacitors. The voltage difference between the reference and the original data
can be controlled by adjusting the amount of current used in the first stage and the
second stage. The current in the second stage needs to be chosen carefully to have
balanced sensing margins for both data “1” and “0”. In this scheme, the original data
is deleted for generating reference voltage, which requires a restoring operation. The
output of the sensing circuit should be used as write data for restoring the selected
MTJ resistance. A similar self-referencing technique is also reported in [16]. Here, a
noise shaping sense amplifier is proposed, reading data by a counter. Like themethod
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in [15], the selected cell is read first followed by write “1”, read “1”, write “0”, and
read “0”. Comparing the counter values can tell the read data. After this, the selected
cell is written with the original read data for restoring.

Then main limitation of the above self-reference sensing technique is requiring
two write operations. Since write operations degrades the MTJ endurance signifi-
cantly, an advanced sensing technique without destructing cell data is necessary. In
[17], a nondestructive self-reference scheme is introduced. Figure 19 illustrates the
schematic diagram of this nondestructive self-reference scheme. It looks similar to
the above self-reference sensing technique [2] except that the negative node of the
sense amplifier is connected to BL2 through a voltage divider using two resistors.
The detailed operation of this scheme is as follows. During the first reading, a read
current IR1 is applied to the selected memory cell to generate BL voltage. The BL
voltage is stored in C1 through the NMOS transistor controlled by Sel1. Another
read operation is executed using IR2, which is larger than IR1. This current will also
generate BL voltage. The BL voltage is applied to the negative input of the sense
amplifier through a voltage divider. The voltage at BL1 and the voltage generated
by the voltage divider are compared by the sense amplifier and generate read data.
If the voltage at BL1 is larger, the read data is “0” or vice versa. Here, the sensing
margin for “1” and “0” are given as follows [17].

�VBL ,H = IR1 · (RH1 − RH2) > 0 (1)

�VBL ,L = IR1 · (RL1 − RL2) ≈ 0 (2)

Here, RH1 and RH2 are the MTJ resistance values at high resistance state with IR1
and IR2, respectively. Similarly, RL1 and RL2 are the MTJ resistance values at low
resistance state with IR1 and IR2, respectively. Here, IR1 and IR2 need to be carefully
selected for reliable sensing. The detailed mathematical derivation can be found in

Fig. 19 Nondestructive
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[17]. Since this scheme has no write operation, the overall read latency and power
consumption can be significantly improved compared to the previous self-reference
scheme.

A balanced sensing architecture is preferred to achieve high-speed read. In [18],
a symmetrical magnetic memory sensing architecture is introduced. In this scheme,
two input nodes of the differential amplifiers have same amount of loading so that
the read operation is not affected by the mismatches in the loading. Figure 20 shows
the simplified architecture of this scheme. Reference voltage is generated by two
reference bit lines, one programmed with “high” resistance and the other with “low”
resistance. In the column selector block, two reference bit lines aremerged to generate
reference voltage and connected to two sense amplifiers. In this architecture two bit
lines are accessed for read operation at the same time for balancing loading at the
input of the sense amplifiers. One input of the sense amplifiers is connected to the
selected bit lines while the other input of the sense amplifiers is connected to the
merged reference bit lines. Since two reference bit lines are shared by two sense
amplifiers, the effective loading is equal to one bit line.

Another sensing technique realizing balanced input capacitance to sense ampli-
fiers is proposed in [3]. Here, the input capacitance of the sense amplifier is balanced
through multiplexing and no balanced sensing architecture is necessary. Figure 21
illustrates the column multiplexing and the preamplifier of the technique in [3]. Like
[18], two replica bit lines are employed to generate reference current. The two refer-
ence current components (IH and IL) are added and shared by two PMOS transistors
(P2 and P3). Therefore, the current flowing in each P2 and P3 will be the average of
IH and IL. The bias voltage generated by P2 is copied to P1, which also allows (IH +
IL)/2 to flow through P1. The voltage at “OUTB” is used as reference voltage in the
sense amplifier while the voltage at “OUT” is compared with “OUTB” by the second
stage of the sense amplifier. Note that the voltage at “OUT” is formed by comparing
(IH + IL)/2 with IB. If IB is higher than (IH + IL)/2, “OUT” will be lower than

Sense Amplifier #0

RWL

GND

Sense Amplifier #1

Column Selectors

RL RH

Reference BLs

INP0 INN0 INP1 INN1

Fig. 20 Symmetrical sensing architecture [18]
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Fig. 21 3-input sensing for balanced capacitance [3]

“OUTB” and vice versa. In this sensing scheme, the capacitance values at “OUT”
and “OUTB” are identical. Since “OUT” and “OUTB” are connected the second
stage of the sense amplifier, it is obvious that the sense amplifier has no mismatch in
the input capacitance. This scheme is also employed in the sensing scheme reported
in [19, 20] with minor modifications such as adding degeneration PMOS devices
and self-body-biasing. Another type of preamplifier is explained in [21]. Since the
TMR ratio is not high in general, it is important to realize high sensitivity in the
preamplifier. In [21], the cross-coupled NMOS load improves the sensitivity of the
preamplifier to the small TMR ratio (e.g. 25%).

Offset voltage is another challenging issue in sensing. A dual-reference-voltage
sensing scheme (DVSS) is introduced in [22] where an optimal reference level out
of two reference levels is selected after reading data using them. Two reference
voltage levels should be carefully selected so that at least one reference level can
sense all data successfully. Figure 22 illustrates the concept of the DVSS. Ideally, any
reference voltage (Ref+ orRef−) can sense the read data.With positive offset voltage,
only Ref+ can sense. Similarly, Ref− can sense data with negative offset voltage.
However, this scheme requires accurate sense amplifiers since the reference levels

Fig. 22 Concept of
dual-reference sensing
scheme [22] Ideal "1"

Ideal "0"

Ref+

Ref-

Offset+ Offset-
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are relatively biased close to ideal “1” and “0” levels, which generates unbalanced
sensing margins.

7 Summary

This chapter presents a brief overview of circuits design for magnetic memory. First,
popular magnetic memory array architectures are explained. Two popular archi-
tectures are the 1T1R and crossbar architectures. While the crossbar architecture
provides higher density, the 1T1R architecture is more prevalent in the magnetic
memory. The relatively small TMR ratios of magnetic memory prohibit the prolifer-
ation of the crossbar architecture in magnetic memory. Magnetic memory has been
considered as a promising next generation memory solution. However, compared to
CMOSmemories such asSRAMsandDRAMs,magneticmemories still need to over-
come various challenges in circuits design. This chapter also briefly summarizes the
general challenges in magnetic memory circuits design. After this, various state-of-
the-art write techniques techniques are introduced. They include write driver design
using a current source, bootstrapped word line voltage, field-assisted STT MRAM,
and several probabilistic design techniques. In the probabilistic design techniques,
this chapter explains the write-verify-rewrite with adaptive period (WRAP), verify-
one-while-writing (VOW), and variable energy write (VEW) schemes. This chapter
also discusses several sensing techniques such as midpoint reference generation,
self-reference sensing, nondestructive self-reference scheme, symmetrical sensing
architecture, dual-reference-voltage sensing scheme (DVSS), etc.

References

1. S. Yu, P.-Y. Chen, Emergingmemory technologies. IEEE Solid-State CircuitsMag. 8(2), 43–56
(2016)

2. X. Fong, Y.Kim, S.H. Choday, K. Roy, Failuremitigation techniques for 1T-1MTJ spin-transfer
torque MRAM Bit-cells. IEEE Trans. VLSI Syst. 22(2), 384–395 (2012) (Write techs. study)

3. T.W. Andre, J.J. Nahas, C.K. Subramanian, B.J. Garni, H.S. Lin, A. Omair, W.L. Martino, A
4-Mb 0.18-µm 1T1MTJ Toggle MRAMwith balanced three input sensing scheme and locally
mirrored unidirectional write drivers. IEEE J. Solid-State Circuits 40(1), 301–309, (2005)
(3-input sensing and unidirectional write drivers)

4. D. Gogl, C. Arndt, J.C. Barwin, A. Bette, J. DeBrosse, E. Gow, H. Hoenigschmid, S. Lammers,
M.Lamorey,Y. Lu, T.Maffitt, K.Maloney,W.Obermaier, A. Sturm,H.Viehmann,D.Willmott,
M. Wood, W.J. Gallagher, G. Mueller, A.R. Sitaram, A 16-MbMRAM featuring bootstrapped.
IEEE J. Solid-State Circuits 40(4), 902–908 (2005) (Boostrapped write driver)

5. X. Bi, Z. Sun, H. Li,W.Wu, Probabilistic designmethodology to improve run-time stability and
performance of STT-RAM caches, in Proceedings of IEEE/ACM ICCAD, pp. 88–94 (2012)
(VOW)

6. J. Park, T. Zheng, M. Erez, M. Orshansky, Variation-tolerant write completion circuit for
variable-energy write STT-RAM architecture. IEEE Trans. VLSI Syst. 24(4), 1351–1360
(2016) (write completion, VEW)



224 T. T.-H. Kim

7. R. Bishnoi, F. Oboril, M. Ebrahimi, M.B. Tahoori, Self-timed read and write operations in
STT-MRAM. IEEE Trans. VLSI Syst. 24(5), 1783–1793 (2016) (Self-timed write)

8. R. Patel, X. Guo, Q. Guo, E. Ipek, E.G. Friedman, Reducing switching latency and energy
in STT-MRAM caches with field-assisted writing. IEEE Trans. VLSI Syst. 24(1), 129–138
(2016) (Field-assisted writing)

9. T. Andre, S. Tehrani, J. Slaughter, N. Rizzo, Structures andmethods for a field-reset spin-torque
MRAM, U.S. Patent 8 228 715, Jul. 24, 2012

10. Y. Ding, Method and system for using a pulsed field to assist spin transfer induced switching
of magnetic memory elements, U.S. Patent 7 502 249, Mar. 10, 2009

11. X. Wang et al., Magnetic field assisted STRAM cells, U.S. Patent 8 400 825, Mar. 19, 2013
12. J.J. Nahas, T.W. Andre, B. Garni, C. Subramanian, H. Lin, S.M. Alam, K. Papworth, W.L.

Martino, A 180 Kbit Embeddable MRAM Memory Module. IEEE J. Solid-State Circuits
43(8), 1826–1834 (2007) (selective write)

13. C.-Y. Chen, S.-H. Wang, C.-W. Wu, Write current self-configuration scheme for MRAM yield
improvement. IEEE Trans. VLSI Syst. 21(1), 1260–1270 (2012) (Write current self-config.)

14. M. Durlam, P.J. Naji, A. Omair, M. De Herrera, J. Calder, J.M. Slaughter, B.N. Engel, N.D.
Rizzo, G. Grynkewich, B. Butcher, C. Tracy, K. Smith, K.W. Kyler, J. Jack Ren, J.A. Molla,
W.A. Feil, R.G. Williams, S. Tehrani, A 1-Mbit MRAM based on 1T1MTJ Bit cell integrated
with copper interconnects. IEEE J. Solid-State Circuits 38(5), 769–773 (2003) (Midpoint ref
gen)

15. G. Jeong,W. Cho, S. Ahn, H. Jeong, G. Koh, Y. Hwang, K. Kim, A 0.24-µm2.0-V 1T1MTJ 16-
kbnonvolatilemagnetoresistanceRAMwith self-reference sensing scheme. IEEEJ. Solid-State
Circuits 38(11), 1906–1910 (2003) (Self-reference)

16. M.B. Leslie, R.J. Baker, Noise-shaping sense amplifier for MRAM cross-point arrays. IEEE
J. Solid-State Circuits 41(3), 699–704 (2006) (noise shaping and self-referencing)

17. Y. Chen, H. Li, X. Wang, W. Zhu, W. Xu, T. Zhang, A 130 nm 1.2 V/3.3 V 16 Kb spin-transfer
torque random access memory with nondestructive self-reference sensing scheme. IEEE J.
Solid-State Circuits 47(2), 560–573 (2012) (Self-reference)

18. J. De Brosse, D. Gogl, A. Bette, H. Hoenigschmid, R. Robertazzi, C. Arndt, D. Braun, D.
Casarotto, R. Havreluk, S. Lammers,W.Obermaier,W.R. Reohr, H. Viehmann,W.J. Gallagher,
G. Müller, A high-speed 128-kb MRAM core for future universal memory applications. IEEE
J. Solid-State Circuits 39(4), 678–683 (2004) (Symmetrical archi)

19. J. Kim, K. Ryu, S.H. Kang, S.-O. Jung, A novel sensing circuit for deep submicron spin transfer
torque MRAM (STT-MRAM). IEEE Trans. VLSI Syst. 20(1), 181–186 (2012) (Iref-sensing)

20. J. Kim, K. Ryu, J.P. Kim, S.H. Kang, S.-O. Jung, STT-MRAM sensing circuit with self-body
biasing in deep submicron technologies. IEEE Trans. VLSI Syst. 22(7), 1630–1634 (2014).
(sensing with body bias)

21. T. Sugibayashi, N. Sakimura, T. Honda, K. Nagahara, K. Tsuji, H. Numata, S. Miura, K.
Shimura, Y. Kato, S. Saito, Y. Fukumoto, H. Honjo, T. Suzuki, K. Suemitsu, T. Mukai, K.
Mori, R. Nebashi, S. Fukami, N. Ohshima, H. Hada, N. Ishiwata, N. Kasai, S. Tahara, A 16-
Mb Toggle MRAM with burst modes. IEEE J. Solid-State Circuits 42(11), 2378–2385 (2007)
(preamp)

22. T. Na, J. Kim, B. Song, J.P. Kim, S.H. Kang, S.-O. Jung, An offset-tolerant dual-reference-
voltage sensing scheme for deep submicrometer STT-RAM. IEEE Trans. VLSI Syst. 24(4),
1361–1370 (2016) (Dual ref volt sensing)



Domain Wall Programmable Magnetic
Logic

Sarjoosing Goolaup, Chandrasekhar Murapaka, and Wen Siang Lew

Abstract Traditional micro-electronics work by controlling the flow of electron
charge through transistor switches. Spintronics, which exploits the spin degree of
freedom of electron, can lead to devices that outstrip the performance of traditional
semiconductor technology. The spin moment in magnetic nanostructures by virtue
of their inherent non-volatility can potentially offer the opportunity of ultra-low
power and high speed devices. This chapter describes proof-of-concept devices that
utilize magnetic domain walls in nanowire network to perform logical operations.
A magnetic reconfigurable logic device is discussed, whose operation is mediated
via domain wall motion. The logical operation can be programmed at run-time and
the whole booelan logic family, from simple NOT to complex operations such as
NAND can be obtained. The second part of the chapter explores the feasibility of
encoding logical bit within the internal state of domain wall, leading to mobile data
bits. Simple single to double bits logical operations are demonstrated.

1 Introduction

Spintronics, which combines the spin degree of freedom with the charge trans-
port characteristics of electrons, has the potential to change the basic principles of
logic operations in microelectronics devices [1, 2]. By exploiting the binary state of
electron spin in nanomagnets for logic operation, an all-magnetic logic computing
architecture is possible. This approach has the advantages of non-volatility, zero
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quiescent power, high scalability and high speed. The manipulation of the magne-
tization direction of nanomagnets, via magnetic field [3–8] or spin transfer torque
effect [9], has spawned numerous techniques for magnetic logic [3–12]. In these
logic schemes, different physical designs are needed for full logic functionalities.
However, a logic which can be reconfigurable at run-time shall simplify the device
architecture by eliminating interconnects and can potentially increase the computing
speed. The reconfigurability makes the device attractive as a single device can then
be programmed for many applications [13]. Though conceptual proposals [14, 15] of
programmable spin logic exist, experimental demonstration of an all-magnetic recon-
figurable logic is still lacking. Semiconductor based reconfigurable logic schemes
have been demonstrated combining the magnetism and semiconductor technologies
[16]. The logic operations in the device are performed by controlling the motion of
charge carriers in p-n junction diodes by the application of a magnetic field. Simple
circuit combinations of diode structures are used to perform various logic operations.

The propagation of magnetic domain wall (DW) in magnetic nanowires has been
proposed towards making high-density magnetic memories [17], spin logic devices
[3, 7] and shift registers [18, 19]. The approach to domain wall magnetic logic has
been to drive DW to switch the binary state of nanostructures. The success of these
technologieswill rely inevitably on the perfect control and understanding ofmagnetic
DWs in nanowires. This has proven to be a challenging task, and much research has
been devoted to understanding the DW dynamics in magnetic nanowires [20–25].
Changes in the DW structure are significant in device applications where DWmotion
is controlled via interaction with artificial defects, as the detailed spin distribution in
the wall affects the nature and strength of the pinning potential [25–27].

The topological defects of Transverse DWs (TDW) are of paramount impor-
tance as regards to the deterministic pinning and movement of DW within complex
networks of conduits. The fidelity of the data transmission may also depend on
preserving the DW structure. Although much progress has been made, to date there
has been a limited number of DW-based devices for industrial applications. In situ
control of the DW topological defects in nanowire conduits may pave the way for
novel DW logic applications [28].

2 Domain Wall Reconfigurable Logic

ADW based reconfigurable logic is proposed and demonstrated where-in controlled
motion of a domain wall in a magnetic network structure results in binary logical
operations [29]. The device is capable of performing all basic logic functionalities
on a single structure. The selection of a particular logic functionality is achieved
by using an in situ local Oersted field via a magnetic gate. The details of selective
motion of domain wall in network structures and the concept of magnetic charge
associated with DW are further elaborated in the chapter.
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2.1 Domain Wall Selective Switching

In thin film narrow magnetic nanowires, the TDW is the stable configuration. TDWs
are characterized by a magnetostatic charge; positive for head-to head (HH) DWs
where the magnetizations are pointing towards each other and negative for tail to tail
(TT) DWs when magnetizations are pointing away. In wider and thicker nanostruc-
tures, vortexDWs (VDW) are stable configurations and are characterized by the spins
curling around a vortex core. In narrow and thin nanostructures, TDWs are stabi-
lized, with spins converging or diverging along a transverse orientation orthogonal
to the nanowire magnetization. Both VDW and TDW intrinsically possess a chirality
which determine the orientation of the spins as the magnetization changes from one
domain to another. The directionality (chirality) of the spin rotation can be either
clockwise (CW) or anti-clockwise (ACW). The transverse component of the TDW
gives the sense of rotation of the spins within the wall, leading the TDW chirality.
The chirality of the wall can be defined as either “UP” or “DOWN”, reflecting the
orientation of the transverse component of thewall. The spins within the TDW (along
y-direction) with 90° and 270° rotation with respect to the nanowire magnetization
(along +x), are referred to as “UP” (U) and “DOWN” (D) chirality, respectively.
Another approach to describing TDW is to view it as a composite object of elemen-
tary topological defects [30]. The edge defects have half-integer winding numbers,
either +½ or −½, representing the spin configuration of the DW at the edges of the
nanowire, as illustrated in Fig. 1.

Fig. 1 Schematics to
represent the winding
numbers for the edge defects
of transverse
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2.2 Chirality Dependent Transverse Domain Wall Selective
Switching

Transverse DW trajectory in a bifurcated nanowire based on its chirality is key to
the development of the proposed magnetic network logic device. The field driven
magnetization reversal process in a network structure was first investigated using
OOMMFmicromagnetic simulations [31]. The width and thickness of the bifurcated
nanowire are chosen to be 100 and 10 nm, respectively to ensure TDWs are the only
stable configurations. The branches of the bifurcated nanowire deviate at an angle
φ = 70° from the nanowire long axis (x-axis). Material parameters for Permalloy,
Ni81Fe19, were considered for the simulation.

Figure 2 depicts the schematic of the magnetization configuration of the network
structure as a TT TDW with an “UP” chirality (TT-U TDW) propagates along the
nanowire conduit. A magnetic field is applied to drive the DW through the network
structure and that selectively switches themagnetization of the lower branch as shown
in Fig. 2. For reliable performance of the logic structure, a complete understanding of
the DW dynamic behavior at the bifurcation is necessary. The spin state evolution of
theDWat thebifurcation is extracted to better understand theDWselectivemovement
along the lower branch structure. The corresponding spin states, as obtained from

Fig. 2 Schematic of a dual branch structure with a tail to tail DWwith up chirality before and after
the application ofmagnetic field to drive theDW.Bottom insets show snapshots of themagnetization
evolution at the bifurcation of dual branch
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micromagnetic simulation, are shown in Fig. 2. The DWmotion from the bifurcation
to the lower branch is completed via a complex DW transformation.

Besides chirality, the DW can also be represented as the composite of topolog-
ical edge defects [30]. For instance, a vortex wall is a combination of two −½ edge
defects (vertices) and a+1 bulk defect (core). A transverse DW is a composite of two
half integer edge defects with their positions dependent on its chirality. The magneti-
zation switching in the bifurcated nanowire is governed by the conservation of these
topological edge defects. Schematic representations of the elementary defects with
+½ and −½ winding numbers are shown in Fig. 1. A defect in which all the spins
are diverging is assigned a+½winding number. Defect with two spins diverging and
one spin converging is assigned with−½ winding number. A TT-U TDW has a,−½
~+½, winding number at the top and bottom edge of the DW respectively as seen in
Fig. 1. At the bifurcation, there is vertex, which is characterized by a −1/2 winding
number. When the DW reaches the bifurcation, it gets pinned before interacting with
the vertex state. The TTU TDW has a CW spin orientation. When the DW reaches
the bifurcation, the spins adopt a CW orientation which in turn pushes the vertex
core towards the upper branch. The DW has higher energy at the +½ edge defect
as compared to the −½ edge defect due to the transverse variation of the DW width
[32]. With the increase of magnetic field strength, the bottom part of the DW depins
and collides with the vertex at the bifurcation. The collision between the TDW and
the edge defect at the vertex leads to the formation of a VDW with a CW orien-
tation. Conservation of topological charge dictates that the total winding numbers
of edge defects should be conserved during DW interaction or transformation [30].
The VDW is characterized by a +1 bulk defect at the core and two −½ defects at
the edges. In this system, the transformation of the +½ defect from the TT-U TDW
to a +1 defect leads to formation of the vortex configuration. To conserve the total
winding number of the system, a −½ defect is nucleated along the same edge of the
transformed +½ defect, as shown in the bottom inset of Fig. 2. Further increasing
the magnetic field strength causes the core of the VDW to move towards point A,
where the core eventually annihilates. To maintain the total topological charge at the
bifurcation, the annihilation of the vortex core (+1 defect) leaves behind −½ edge
defect from the TT-U TDW at the bifurcation and a new TDW is nucleated within the
lower branch as shown in Fig. 2. The motion of the TDW through the lower branch
changes the magnetization orientation of the branch. The DW motion through the
network structure displaces the position of the edge defect from position A to B. It
shows that the total topological winding number is always −½ before and after DW
motion through the dual branch structure.

To investigate the effect of the DW chirality on the reversal process, a TT TDW
with “DOWN” chirality (TT-D TDW) is relaxed in the nanowire as shown in Fig. 3.
The magnetization switching of the TT-D TDW follows the same process as the
TT-U TDW. However, when the DW is driven through the Y-shaped structure, the
TT-D selectively travels through the upper branch and switches its magnetization,
as shown in Fig. 3. A TT-D is composed of a +½ defect at the top edge and a −½
defect at the bottom edge, as shown in Fig. 2. Similar TDWpinning at the bifurcation
occurs when a magnetic field is applied. The spins in the TT-D TDW always rotates
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Fig. 3 Schematic of a dual branch structurewith a tail to tailDWwith downchirality before and after
application of magnetic field to drive the DW. Bottom insets show snapshots of the magnetization
evolution at the bifurcation of dual branch

in anti-clockwise (ACW) orientation. The spin relaxation at the bifurcation causes
the edge defect at the vertex to be displaced towards the lower branch. The TDW
depinning leads to the formation of an ACW VDW. The DW transformation occurs
via the annihilation of the +½ defect and generation of a −½ defect in the upper
branch. An increase in the magnetic field strength leads to the annihilation of the
VDW, leaving behind the −½ defect at the vertex position C and nucleation of the
TDW in the upper branch as shown in in the bottom inset of Fig. 3. The motion
of this TDW towards the end of the upper branch switches the magnetization. The
switching process displaces the position of the edge defect from A to C. Thus, the
arrangement of edge defects in the TDWs affects the reversal process of the branch
structure. The DW always moves towards the branch at which +½ defect (of the
TDW) is facing. This implies that depending on the chirality of the injected DW, the
magnetization in the branch structure can be selectively switched.

To validate the simulation results, we have experimentally investigated the DW
dynamic at the bifurcation in a Y-shaped magnetic network structure. A scanning
electron microscopy image of the fabricated network structure is shown in Fig. 4.
The structure is a thin film stack of Ta(5 nm)/Ni81Fe19(10 nm)/Ta(5 nm). For DW
injection and chirality selection mechanism, a diamond-shaped NiFe nucleation pad
of area 2 μm × 2 μm, together with a transverse nanowire was attached to the left
end of the nanowire.
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Fig. 4 Scanning electron
microscopy image of the
patterned dual branch
structure

The transverse nanowire, which is 4 μm long and 100 nm wide, acts as a chirality
selector which is positioned between the nucleation pad and the nanowire. In the
presence of a transverse nanowire, the DW has been shown to preserve its spin
structure beyond the walker breakdown field. The DW fidelity length, the region
within which the DW retains its internal spin configuration, in an external field of 50
Oe, has been shown to be close to 500 nm [33]. As such, the length of the longitudinal
nanowire in our structure is chosen to be 400 nm. The chirality of the injected DW
can be set by fixing the magnetization orientation of the transverse nanowire [34].

Direct observation of the selective switching was achieved via magnetic force
microscopy (MFM) imaging. The chirality selector is first magnetized with a 1
kOe field along the y direction, to set the magnetization direction of the selector.
An injected DW can acquire an “UP” or “DOWN” chirality, via the magnetization
orientation (+y or−y) of the selector. To inject a TT TDW into the nanowire conduit
a magnetic field is applied along the −x-direction. Under increasing fields, a DW is
nucleated in the pad and subsequently moves into the nanowire conduit after passing
the chirality selector. The magnetization direction of the chirality selector remains
unchanged during the field application along the x-direction due to the strong shape
induced anisotropy along the y direction.

Figure 5a shows the MFM image of the network structure when the selector and
the nanowire are saturated with the 1 kOe field along the +y and +x-directions,
respectively. The dark magnetic contrast at the top end point of the selector, as well
as at each end point of the two output branches, indicate that the magnetizations
are aligned along the +y and +x directions, respectively. When a 50 Oe field is
applied along the −x direction, a TT TDW with “UP” chirality (TT-U TDW) is
injected from the pad into the nanowire conduit after passing through the selector.
The TT-U TDW propagates to the bifurcation of the network structure. The DW
stops at the bifurcation due to pinning. When the field strength is increased to 100
Oe, the DW overcomes the pinning and moves into one of the two branches. MFM
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Fig. 5 a MFM image of the
initial configuration of the
dual branch structure when
the nanowire and the
chirality selector are
saturated in +x and +
y-directions, respectively.
bMFM image of the final
configuration when the TT
DW with up chirality is
driven through it

image in Fig. 5b shows the final magnetic configuration. The magnetic contrast at
the end point of the lower branch changes to bright contrast whereas that at the end
point of the upper branch remains as dark contrast. This result implies that only the
magnetization of the lower branch has changed direction. Next, to verify the effect
of the magnetization direction of the selector on the branch switching, the selector
magnetization was reversed to the −y direction.

Figure 6a shows the initial magnetization configuration of the network structure
after the similar+x saturation field application. The MFM image reveals that the top
end point of the chirality selector shows a bright contrast, confirming the magnetiza-
tion direction switch; while each end point of the two branches show dark contrast.
Similarly, a DW injection field of 100 Oe was applied along the −x-direction to
nucleate and drive the TDW, in this case a TT-D was driven along the nanowire
conduit before pinning at the bifurcation. The final magnetic configuration is shown
in the MFM image in Figure 6b. As opposed to the previous scenario, the magnetic
contrast at the lower branch remains the same whereas that of the upper branch

Fig. 6 a MFM image of the
initial configuration of the
dual branch structure when
the the chirality selector is
saturated along−y-direction.
bMFM image of the final
configuration when the TT
DW with down chirality is
driven through it
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changed from dark to bright contrast, indicating a switch of the magnetization direc-
tion. This result clearly demonstrates that selective switching at either branch of the
network structure can be obtained by controlling the chirality of the transverse DW.

2.3 Chirality Dependant Vortex Domain Wall Selective
Switching

Similar investigations have been performed earlier by Pushp et al. [35] on VDW
motion at a bifurcation to understand the effect of chirality on the trajectory of the
DW. VDWs of opposite chirality moves along different branches giving rise to the
sorting effect similar to TDWs. Here, we discuss briefly the chirality dependant
VDW motion in magnetic branch structure. To ensure VDWs are stabilized, the
wire width was chosen to be 300 nm while the Ni81Fe19 film thickness was 20 nm.
An alternative method of DW injection was used. By generating a local Oersted
field around a metallic strip placed orthogonal to the nanowire conduit, DW can
be nucleated on demand. To generate the DW with a particular chirality, a notch
was patterned beneath the strip line at the bottom edge of the nanowire. The notch
presets the magnetization rotation either in CW or ACW orientation depending on
the initial magnetization direction of the nanowire. For instance, when the nanowire
is saturated along −x-direction, the magnetic moments curl around the notch in
ACW fashion. When a voltage pulse is applied across the strip line, magnetization
reversal occurs in the region beneath the injection line. In this particular case, two
VDWs, HH and TT VDWs with ACW orientation are formed due to the influence
of the initial magnetization around the notch. However, when the strength of the
injection pulse is increased, it causes the oscillatory buckling of the magnetization
along the nanowire, alternating between the top and bottom edges with a periodicity
of 2 times the nanowire width. As the chirality of the VDW created at the bottom
edge is always ACW, the VDW created at the top edge is of CW orientation. Thus
by carefully controlling the strength of injection pulse one can generate a CWVDW
that is created at the top edge of the nanowire. In short, the strength of the injection
pulse can determine the chirality of the injected VDWs.

To demonstrate the chirality dependant VDW motion in branch structure, Y-
shapednanostructurewith eachbranchdeviating 30° from the nanowire are patterned,
as shown in Fig. 7. When the HHVDWwith an ACW chirality is injected and driven
with amagnetic field of 75Oe, theVDWselectivelymoves towards the lower branch,
switching its magnetization, while the magnetization orientation of upper branch
remains unaffected as shown in Fig. 8a. In contrast, when a HH VDW with CW
chirality is injected (Fig. 8b), the DW selectively moves towards the upper branch. In
addition to the chirality, VDW is also characterized by its polarity of the core which
can be pointing in one of the two directions perpendicular plane of the nanowire
magnetization. The polarity of the vortex core does also affect the VDW motion at
the bifurcation. Certain combination of the vortex chirality and polarity needs less
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Fig. 7 Scanning electron
micrograph of the dual
branch structure along with
contact pads to inject and
drive the vortex DWs

Fig. 8 Magnetization configurations acquired from micromagnetic simulations. a when a vortex
DW with ACW chirality is injected and driven through branch structure, b when a vortex DW with
CW chirality is injected and driven through branch structure

driving field to move beyond the bifurcation and the magnetization reversal is faster.
However, when the combination of vortex chirality and core polarity is not suited,
the polarity has to switch first before the DWmoves further into one of the branches
determined by its chirality making the switching process slow and requiring higher
field. To summarize, the VDW follows selective switching depending on its chirality
irrespective of the polarity of the vortex core.

The chirality dependant selective switching in in-plane nanowires forms the basis
for logic functionality. Phung et al., demonstrated simple two-bit biplexer or demul-
tiplexer that sorts the VDWs into one of the two branches of the Y-shaped branch
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structure depending on its initial chirality [36]. This method is found to be robust
that sorting mechanism is insensitive to the angle between the two branches to the
strong topological protection coming from the topological edge defects constituted
within the VDW. However, this structure sorts the VDWs based on their chirality at
the bifurcation only.

If the VDW chirality is not stable and switches during its motion towards the
bifurcation, theVDWsortermaydirect theVDWtowards awrongbranch irrespective
of its initial chirality. The switching of the chirality during the DW driving can
happen due to the continuous precession of the DW structure when the driving field
is sufficiently higher due to Walker breakdown phenomenon.

To test the repeatability of the selective switching phenomenon,wehave fabricated
16 branch structures close to each other. Figure 9a shows schematic of a branch
structure, together with the corresponding SEM image, chosen to verify the chirality
dependent DW trajectory. For a head-to-head (HH) DW, in which the spins point
towards each other, a CW chirality VDW is expected to propagate along the upper
branch whereas an ACW chirality VDW moves along the lower branch. The branch
structure comprises of a circular pad of diameter 2 μm, a longitudinal nanowire of
width 300 nm, and a ‘U’ shaped branch of width 300 nm. The circular pad is used
for nucleating and injecting a DW into the longitudinal nanowire. A 6-μm-long and
100-nm-wide chirality selector is positioned to assign chirality to the injected DW
at a distance of 1 μm from the output branch [37].

Fig. 9 Magnetization configurations acquired from micromagnetic simulations. a when a vortex
DW with ACW chirality is injected and driven through branch structure, b when a vortex DW with
CW chirality is injected and driven through branch structure
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When the magnetization of the transverse nanowire is aligned along the+y direc-
tion, the injected VDW attains an ACW chirality. Conversely, a CW chirality VDW
is injected if the magnetization is aligned along the−y direction. MFM imaging was
carried out on an array of structures to determine the trajectory of field-driven VDW
into the branch. Figure 9b, c shows MFM images of the initial and final magnetiza-
tion states of the structures. In the initial state, the magnetization orientation of the
transverse nanowire and the branch structure were set along the −y and −x direc-
tions, respectively. As the external magnetic field is gradually increased along the+
x direction, a HH VDW with a CW chirality is injected and driven in the longitu-
dinal nanowire. According to the chirality dependent motion, the VDW is expected
to move along the upper branch and switch its magnetization which is reflected by
the change in magnetic contrast from bright to dark. However, MFM image of the
final state of the structures shows that the VDW trajectory into the output branch was
random. In some of the structures the DW propagated along the lower branch (shown
by ‘X’ marks). This observation points to the possibility that the VDW chirality is
not always preserved during VDW motion along the nanowire. We performed 30
MFM scans to estimate the number of successful and failed trials. We observed that
in 70% of the trials the DW followed a deterministic trajectory governed by its initial
chirality.

Figure 10 shows the relative distribution of successful and failed trials when a
VDW propagates in the symmetric structure. The success is achieved in a trial when
theVDW follows a selective trajectory governed by its initial chirality.We performed
t-test to ascertain the 95% confidence level. The range of successful trials was found
to be 65–75%. Thus the trajectory is not completely random however the success rate
of selective trajectory based on initial chirality is not very high. To investigate the
effect of Walker breakdown on the DW trajectory in a branch structure, micromag-
netic simulations were carried out. Figure 11 depicts the simulated magnetization
configurations of the DW as a function of the simulation time when driven by applied

Fig. 10 Relative distribution
of the success and failures of
the chirality dependant
vortex domain wall motion
in dual branch structure
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Fig. 11 Snapshot images of the magnetization configuration of the DW in a nanowire at various
instances to represent theWalker breakdownwhere theDW internal structure transforms to different
configurations when driven with a magnetic field of 65 Oe

field strength of 65 Oe. The initial chirality of the VDW is ACW. As the VDW prop-
agates, it breaks and transforms into an anti-vortex configuration which eventually
transforms to a TDW before entering the bifurcation. The TDW propagates along
the upper branch contrary to what is expected. These results indicate that Walker
breakdown [23, 38] leads to the VDW propagating into an arbitrary branch.

The above results show that the selective switching based on chirality seems
promising but may not be reliable for logic operation when the nanowire is relatively
longer as the output of a logic functionality needs to be deterministic rather than
probabilistic. To overcome the issue of stochastic nature involved in the DWmotion
in Y-branch structure, an asymmetric branch structure is proposed, where the two
branches are deviated at two different angles at the bifurcation. This is achieved by
displacing the output branch at the bifurcation along y direction. Figure 12 shows
schematic of the structure where the output branch has been displaced in the −y
direction, this configuration is labelled as ‘pull-down’ (PD). Doffset represents the
distance by which the branch has been displaced from the center of the longitudinal
nanowire. The simulation results for Doffset = 200 nm when CW&ACWVDWs are
driven in this structure are shown in Fig. 12b(i–iv). Figure 12b-i depicts the initial
magnetization state of the structure with an ACWVDWbefore driving. Figure 12b-ii
represents the final magnetization state of the structure, showing that the magnetiza-
tion of the upper branch switched from−x to+x direction. This implies that theACW
VDW propagates along the upper branch. Figure 12b-iii depicts the initial magne-
tization state of the structure with a CW VDW before driving. The CW VDW also
moves in the upper branch as shown in Fig. 12b-iv. The results reveal that irrespective
of the initial chirality, the DW propagates along the upper branch. Alternatively, the
branch can be displaced in the+y direction, this structure is labeled as ‘pull up’ (PU)
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Fig. 12 a Schematic of the asymmetric branch with an offset at the bifurcation. b(i & ii) snap
shot images of the initial and final magnetization configurations when a DWwith ACW chirality is
injected and driven. b(iii & iv) snapshot images of the initial and final magnetization configurations
when a DW with CW chirality is injected and driven

structure. With the displacement along the +y direction, the VDW moves along the
lower branch irrespective of its chirality.

Experimental study was carried out on DW motion in the asymmetric branch
structures using MFM imaging technique to validate the simulations. Figure 13(a)
shows the SEM image of a PD structure with similar dimensions as the previous test
structure. In this PD structure, the Doffset is 200 nm. Figure 13(b-i) shows the MFM
image of the initial magnetization state when the transverse nanowire and the branch
structure are magnetized in the +y and −x directions, respectively. As the magnetic
field was increased along the+x direction, HH-ACWVDWwas injected and driven
to the upper branch at a field strength of 65 Oe as shown in Fig. 13(b-ii).

This results in the change of the contrast of the upper branch from bright to dark.
The final magnetization state for an array of PD structures as obtained from MFM
imaging is shown in Fig. 13b-iii. Out of 16 structures in the array, 15 structures
showed change in the magnetic contrast of the upper branch. Only one structure
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Fig. 13 a SEM image of the dual branch structure with a displacement along −y direction at the
bifurcation (pull down). b (i & ii) MFM images of the initial and final magnetization configuration
of the structure when an anti-clockwise vortex DW is injected and driven. c (i & ii) MFM images
of the initial and final magnetization configuration of the structure when a clockwise vortex DW is
injected and driven through the structure

resulted in opposite trend. However, repeated measurements on the devices showed
that the same device does not fail every time. The variation in the observed output
may be due to thermal instability. Figure 13c-i shows the MFM image of the initial
state when the transverse nanowire and the branch structure are saturated in the
−y and −x directions, respectively. As the magnetic field increased along the +x
direction, HH-CW VDW was injected and driven to the upper branch, as shown in
Fig. 13c-ii. Similar observation was obtained for an array of such structures where
barring one structure, the rest followed the same trend (Fig. 13c-iii). The aboveMFM
measurements were repeated on a single structure 20 times for both HH-ACW and
HH-CW configurations and it was found that the VDW always propagates along
the upper branch in PD structure. The above experiments were carried out for the



240 S. Goolaup et al.

PU structure as well. The results indicate that the DW moves to the lower branch
independent of its assigned chirality. Thus, by introducing an asymmetry in the device
geometry, the VDW can be deterministically propagated in a specific trajectory.

From these results we can understand that the VDW can be selectively driven
towards one of the two branches in a branch structure irrespective of initial chirality
using asymmetric branch structure. One cannot perform the logic operations if the
VDW is always moving towards one branch. It brings in the necessity of additional
degree of control to selectively drive the VDW trajectory in to the branch structure.

2.4 Exploring the Domain Wall Charge Distribution

We have explored the transverse magnetic charge distribution of a TDW to impose
the additional control. We have calculated the magnetic volume pole along the TDW
which is analogous to the magnetic charge. As shown in Fig. 14, HH TDWpossesses
a positive magnetic charge while TT TDW possesses a negative magnetic charge,
respectively. The charge distribution of TDW depends on the orientation of the
magnetic moment at the wall. The HH TDW is characterized by a positive magnetic
charge due to convergence of the magnetization (inset) whereas the TT TDW is char-
acterized by negative magnetic charge due to the divergence of the magnetization at

Fig. 14 Magnetic volume pole analogous to magnetic charge calculated by taking the divergence
of the magnetization across the DW width for head-to-head and tail-to-tail configurations



Domain Wall Programmable Magnetic Logic 241

Fig. 15 Schematic image of
the dual branch structure
with metallic strip at the
bifurcation to generate
Oersted magnetic field

the wall (inset). Moreover, the TDW assumes a characteristic triangular shape which
gives rise to a transversely varying magnetic charge concentration. The base of the
triangular spin structure always has higher charge component as compared to the
apex of the TDW.

To explore the charge distribution of the TDW for selective motion into the branch
structure, we have patterned a metallic strip at the upper edge of the nanowire to
generate Oersted field as shown in the schematic Fig. 15.When the current is applied
through the metallic strip,

Oersted field is generated that can be used to repel or attract the TDW at the
bifurcation.TheTDWmotion into theU-shapedhalf ring canbe controlleddepending
on the polarity of the current and the charge distribution of TDW. The Oersted field
distribution around the magnetic gate is estimated by COMSOL simulation.

Shown in Fig. 16(a) is simulated model in which the magnetic gate is overlapped
only 25% of the nanowire width. The transverse magnetic field distribution in the
NiFe nanowire due to the current is shown in Fig. 16c. It shows that the top edge
of the NiFe which is directly beneath the Au pad experiences a higher magnetic
field compared to the bottom edge of the NiFe which is away from the Au pad. The
strength of magnetic field generated by current is plotted as a function of position
along the NiFe, Fig. 16c. The field strength is estimated to be ~110 Gauss beneath
the Au pad while it is ~10 Gauss at the bottom edge when the current density is 1×
1011 A/m2. The local Oersted field interacts with the magnetic charge of the TDW
and influences the motion of TDW having higher charge concentration along the
upper edge. This dual control of selective motion of the TDW allows the device to
perform programmable logic operation within a single structure. By simply changing
the direction of the local Oersted field, two universal logic gate operations can be
obtained.
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Fig. 16 a Schematic image of the magnetic nanowire overlapped with metallic strip to generate
the Oersted field. Current is flowing perpendicular to plane, b Simulated Oersted magnetic field
distribution along cross-section of the NiFe due to the current flowing along the Gate, c Magnetic
field strength as a function of position along the NiFe nanowire

2.5 Reconfigurable Logic

By combining the abovementioned two effects: deterministic VDWmotion in asym-
metric branch and the magnetic gate influence on the TDW charge distribution we
have demonstrated a reconfigurable logic on a single magnetic structure in which one
can carry out all the basic logic functionalities. Figure 17 shows the SEM image of the
device structure. Thevertical nanowire (width of 120nmand length of 6μm) is placed
100 nm away from the bifurcation to transform the DW from vortex to transverse
configuration with a specific chirality as mentioned in the earlier section. The half
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Fig. 17 Scanning electron
microscopy (SEM) image of
the fabricated device with
schematic of the circuit for
current injection

ring is displaced along +y direction with an offset of 300 nm to introduce an asym-
metry at the bifurcation. The metallic strip (magnetic gate) of Cr(3 nm)/Au(30 nm)
is patterned so as to overlap the upper edge of the horizontal nanowire.

2.5.1 NAND and AND Boolean Logic Operations

Here we discuss in detail the experimental verification of the NAND and AND logic
gate operations. A current of 6 mA is passed from B to A through the metallic
strip as shown in the schematic of Fig. 18. The Oersted field generated curls around
the metallic strip attracts negative magnetic charges and repels positive magnetic
charges.

Inputs “0” and “0”: The initial configuration with both input bits in logical “0” state
is captured by using MFM as shown in Fig. 18-i. The magnetisation orientations
of Input 1 and Input 2 are both pointing along the negative direction (−y and −x,
respectively). Both states of the UHR and LHR are in logical bit “0”. Following the
application of a linear magnetic field of 100 Oe along +x direction, a HH TDW is
injected into the nanowire. The transverse component of theHHTDWpoints in the−
y direction (“DOWN” chirality) as dictated by Input 1 (vertical nanowire). After the
application of a linear magnetic field, the MFM image shows a change in magnetic
contrast of the LHR from bright to dark. The effect of the Oersted field from the
magnetic gate on the HH-D TDW is negligible as the higher charge concentration
of the TDW is at the lower edge of the nanowire. Hence the TDW is influenced by
the asymmetry resulting in the switching of the LHR magnetisation from −x to +
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Fig. 18 Logical NAND,
AND, NOT and COPY
operations, a Schematic to
show the device with the
direction of current flowing
from B to A through the
metallic gate. The red arrow
represents the current
direction and the blue lines
represent the direction of
current induced Oersted
field. b MFM images of the
initial and final
configurations of the
structure for four different
combinations of the
magnetisation directions of
chirality selector (y) and the
nanowire (x)
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x direction. Hence the output state at the LHR is logical bit “1”, while that for the
UHR is logical bit “0”.

Inputs “0” and “1”: In this particular logic combination, the magnetisation orien-
tation of the horizontal nanowire (Input 2) is aligned along the +x direction. This
configuration for Input 2 presets the outputs of the device (UHR and LHR) to logical
“1”. Following the application of a linear magnetic field of 100 Oe along the −x
direction, a TT TDW propagates through the horizontal nanowire (Input 2). MFM
imaging after the field application reveals a change in the magnetic contrast at the
UHR from dark to bright, as seen in Fig. 18-ii. The transverse component of the
injected TT-DW points to the −y direction (“DOWN” chirality) as dictated by the
vertical nanowire (Input 1) magnetic configuration. For a TT-D TDW, the higher
charge concentration is at the upper edge of the horizontal nanowire. In this case,
the attraction from the Oersted field overcomes the potential barrier created by the
asymmetry at the bifurcation.

The Oersted field from the magnetic gate attracts and guides the TT-D TDW
into the UHR. Consequently, the UHR magnetisation orientation is switched, repre-
senting a change from logical bit “1” to “0”. The magnetisation of the LHR remains
unchanged, i.e. at logical bit “1”. Without the Oersted field from the magnetic gate,
the TT-D TDWwould move into the LHR as dictated by the asymmetry of the struc-
ture. For our design, the minimum current density required to generate the Oersted
field to overcome the potential barrier created along the UHR was ~5 × 1011 A/m2.

Inputs “1” and “0”: In this configuration, the magnetisation orientation of Input 1
is aligned along +y direction (“1”) and the magnetisation orientation of Input 2 is
aligned along the −x direction (“0”). The MFM image of the final state, following
the application of 100 Oe driving magnetic field along +x direction. The magnetic
contrast change at the LHR indicates the switching of magnetisation orientation of
the LHR.AHH-UTDW is injected at the bifurcation as themagnetisation orientation
in Input 1 is aligned along+y direction. Similar to the case of “0” and “0”, the HH-U
TDW is influenced by both the local Oersted field and asymmetry. As such, theHH-U
TDW moves into the LHR resulting in the reversal of the magnetisation orientation
to +x direction, which corresponds to an output bit of “1”. The logical state of the
UHR remains unchanged as logical bit “0”.

Inputs “1” and “1”: When the magnetisation orientations of the vertical and hori-
zontal nanowires are aligned along the +y and +x directions, respectively, both
logical input bits (Input 1 and Input 2) are “1”. Under the external magnetic field,
a TT-U TDW is injected into the structure. For this TDW configuration, the higher
charge concentration is along the lower edge of the nanowire. MFM image of the
structure after 100 Oe field application along−x direction shows that the magnetisa-
tion orientation of LHR has switched as seen in Fig. 18-IV. The effect of the Oersted
field from the magnetic gate on the TT-U TDW is negligible as the higher charge
concentration of the DW is at the lower edge of the nanowire. The effect of asym-
metry overpowers the attraction from local Oersted field at the bifurcation. This leads
to the TT-U TDWmotion into the LHRwhich switches the magnetisation orientation
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Table 1 NAND and AND Truth table formed based on the logic operations of the device showing
NAND and AND functionalities

corresponding to an output bit of “0” while that for the UHR remains unchanged as
a logic bit of “1”.

The logical output at the UHR and LHR for all the different input combinations
are summarized in the truth table in Table 1. For all the logic operations, the resulting
magnetic configuration of theUHRandLHR are complementary. For current flowing
from B to A through the metallic strip, the outputs at the LHR reveal a NAND logic
gate operation, while an AND logic gate operation is obtained at the UHR. The
striking feature of this device is that in a single clock cycle, two complementary
logic operations can be performed simultaneously.

2.5.2 NOT and COPY Boolean Logic Operations

Single Boolean logic bit operation was achieved by fixing Input 1 (vertical nanowire)
to logical bit “1” (magnetisation orientation along+y direction) and flowing current
from B to A through the metallic strip. When the structure was saturated along the−
x direction, which corresponds to the bit “0” in input 2, the DW propagation leads to
the switching of LHR, resulting in a logical “1” output as shown in Fig. 18. For logical
input bit “1”, the output at LHR reveals a logical bit “0” as presented in Fig. 18. The
output bit at the UHR always follows the input bit. The truth table formed in Table 2
shows the structure operates as logical NOT gate when the output is read at the LHR
while a COPY operation is obtained at the UHR in this configuration.

2.5.3 NOR and oR Boolean Logic Operations

By reversing the direction of the current flow through the metallic strip i.e. from A
to B, the polarity of the local Oersted field can be switched, as shown in Fig. 19. The
local Oersted field now attracts the DW with a positive charge but repels TDW with
a negative charge. From the NAND operation discussion, the magnetic gate has no
effect on the DW when the two input bits are the same, i.e. input 1 and input 2 are
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Table 2 NOT and COPY Truth table describing the NOT and COPY functionalities for single bit
logic operation by keeping the chirality selector fixed along +y direction

“0”(“1”) and “0”(“1”), respectively as the charge is concentrated at the lower edge
of the nanowire. Therefore, the output remains the same for these configurations
irrespective of the polarity of the Oersted field as seen in Fig. 19. Here we only
discuss the other two input combinations. As shown in Fig. 19, when Input 1 is
logic bit “0” and Input 2 is logic bit “1”, TT-D TDW is injected at the bifurcation
with the application of magnetic field. As the resulting TDW has a higher charge
concentration (negative) along the upper edge of the nanowire, it is repelled by the
field from the magnetic gate. The TDW is pushed into the LHR and switches the
magnetisation orientation of the LHR leading to a logical output bit “0”. This is
clearly observed by the magnetic contrast change from dark to bright at the LHR, as
shown in Fig. 19.

When Input 1 is logical bit “1” and Input 2 is logical bit “0”, respectively, a HH-U
TDW is formed at the bifurcation. This TDW is characterized by a higher (positive)
charge concentration along the upper edge of the nanowire. The HH-U TDW is
attracted by the Oersted field from the magnetic gate, and is guided into the UHR.

The magnetic contrast at the UHR switches from bright to dark after the logic
operation, as seen from the MFM image in Fig. 19. The results for the logical oper-
ation, where the magnetic gate programmed with current flowing from A to B, are
summarised in the truth table, Table 3. The logical output at the LHR shows a NOR
gate operation. As the UHR is complimentary to the LHR, a logical OR gate oper-
ation is obtained at the UHR. The experimental results clearly show that the device
can be programmed to perform both universal logic operations (NAND and NOR)
by changing the direction of current flow through the metallic strip.

3 Transverse Domain Wall Profile for Logic

For logic operations, information can be encoded and processed within the internal
states of magnetic domain wall, by leveraging on the degree of freedom associated
with the chirality of TDW. This concept paves the way for mobile data bit within the
system enabling more complicated logical operations. The bit representation for the
proposed logic scheme is depicted in Fig. 20. The bits “0” and “1” correspond to
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Fig. 19 Logical NOR & OR
operations, a Schematic to
show the device with the
direction of current flowing
from A to B through the
metallic gate. bMFM
images of the initial and final
configurations of the
structure for four different
combinations of the
magnetisation directions of
chirality selector (y) and the
nanowire (x)
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Table 3 NOR and OR Truth table formed based on the logic operations of the device showing
NOR and OR functionalities

Fig. 20 Logical bit
representation via transverse
spin profile of domain wall,
logical bit “1” (“0”) is
represented by transverse
spin pointing along the +y
(−y) orientation

the transverse profile pointing in the −y (“DOWN” profile) and +y (“UP” profile)
orientations, respectively. In this scheme, irrespective of the type (HH or TT) of
TDW, the device structure allows for repeatable logical operation via control of the
TDW transverse profile. As discussed earlier, another approach to describing.

TDW is to view it as composite object of elementary topological defects [33]. The
edge defects have half-integer winding numbers, either+½ or−½, representing the
spin configuration of the DW at the edge of the nanowire, as illustrated in Fig. 20.

3.1 Topological Rectification of TDW

Figure 21 depicts the schematic representation of the topological manipulation of
TDWvia two devices; Rectifier and Inverter. Both the Rectifier and Inverter comprise
of an angled rectanglemaking a+α° orientationwith respect to the nanowire conduit.
The main difference between the Rectifier and Inverter is the range of angle α°.
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Fig. 21 Schematic representation of the operation of theRectifier and Inverter, with all the possible
input configurations and corresponding output

In the rectifier, irrespective of the type of TDW input, the resulting output TDW
always has a−½ ~+½ edge defects. For instance, independent of the type of TTDW
flowing through rectifier, the output is always a TTDW with transverse component
in the +y direction, which has a −½ ~ +½ edge defects. Conversely, for inverter,
the output TDW will result in opposite edge defects as the input.

The spin state evolution obtained via micromagnetic simulation, as a TTDW is
passes through the Rectifier is shown in Fig. 22. Rectification of the TDW occurs
when α is in the range of 10 to 15. A TT TDW with transverse component along +
y direction (TTU), has composite edge defects of −½ ~ +½, whereas for a TTDW
with transverse component along −y direction (TTD) the composite defects are +
½ ~ −½. As seen in Fig. 22a, a TTU DW undergoes a transformation from TTU
TDW to VDW and subsequently to TTD TDW as the DW propagates through the
structure. At the entrance of rectifier, the spins along the left-hand edge of the angled
rectangle are opposite to the incoming transverse component of the TTD DW. For
TDW pinning is most effective when the higher energy component of the TDW
encounters a potential barrier [39–41]. Given that the +½ edge defect has a higher
energy component [39, 41], the TTD DW is pinned at the entrance of the Rectifier.
Depinning result in the nucleation of a vortex core at the entrance of the Rectifier.
The chirality of the vortex core is set by the transverse component of the TTD DW.

The transverse spins within TTD DW point along the −y-direction, resulting in
the left-hand side of the vortex adopting this spin structure. As such, a vortex with
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Fig. 22 Spin state evolution of Tail-to-Tail transverse domain wall flowing through the Rectifier
structure. Irrespective of the chirality of the input domain wall, a Down-chirality, b Up-chirality,
the output domain wall has an Up-chirality

ACW configuration is nucleated within the rectifier structure. The transformation of
the TDW into a vortex wall, enables it to overcome the pinning potential and move
along the angled rectangle. As the VDW propagates through the Rectifier, the vortex
core moves transverse to the applied field direction to the lower edge of the structure
and is subsequently annihilated. Since the VDW has ACW configuration, the spins
on the right-hand side points along the +y direction, “UP”. The DW exiting the
rectifier into the conduit is then a TTU TDWwith the transverse component pointing
along +y, with a topological edge defect of −½ ~ +½. The external in-plane field
along the+x direction required for this particular operation is ~320 Oe. To mitigate
the risk of Walker breakdown, the field can be reset to zero once the DW exits the
rectifier, to ensure controllable DW motion and preserve the TDW fidelity.

For a TTU TDW flowing through the structure, as seen in Fig. 22b, the transverse
component of the DW and the moments at the left-hand edge of the rectifier point in
the same direction. In this case, the higher energy component of the TDW (+½ edge
defect) is along the lower edge of the nanowire and hence, does not encounter any
potential barrier while moving into the angled rectangle. The lower half (+½ edge
defect) of the TDW thus propagates through the structure, following the contour
of the lower edge of the structure. The top half of the TDW (−½ edge defect) is
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pinned at the upper edge of the structure. This results in the spins within the structure
to adopt a transverse alignment along the +y direction. When the +½ edge defect
reaches the end of the angled rectangle, a DW with same input spin configuration
exits into the conduit. Hence, the rectifier, performs a topological rectification with
the output always being −½ ~ +½. As topological edge defects are consistent for
Head-to-Head and Tail-to-Tail DW, irrespective of the transverse component of the
wall, the structure allows for the topological rectification of the TDW. By mirroring
the angled rectangle along the nanowire length, such that the spins within the angled
rectangle influences the lower edge of the nanowire, the structure can perform a
topological rectification with the output always being +½ ~ −½.

Experimental Verification of Rectifier

Experimental verification of the rectifier is conducted by exploiting the chirality
dependent selective movement of TDW in a branch structure. For a+½ ~−½ TDW
flowing through a branch structure, the conservation of the topological defect results
in the TDW moving along the upper edge of a Y shape structure. Conversely, for a
−½ ~ +½ winding number, the TDW will move to the lower branch of the Y shape
structure.

We have experimentally verified this principle using the same nanowire conduit
dimensions as the rectifier structure. The topological detector is shown in the scanning
electron microscope image. A nucleation pad with a transverse nanowire, acting as
a selector is used, so as to ensure proper control on the type of TDW being injected
in the conduit. The selector sets the transverse component of the DW exiting the
nucleation pad. The Y-shape detector comprises of two wire angled at ~ 70° from
the horizontal. To ensure that the TDW is the stable configuration, the width of the
nanowire conduit, DW detector and selector are kept at 120 nm.

To test the rectifier structure, the angled rectangle is patterned along the nanowire
conduit, as seen in Fig. 23a. The rectifier has a width of ~240 nm (~2× w) and length
~480 nm (~4× w), angled with respect to the horizontal axis, at ~+11°, for rectifier
(Fig. 23a). The selector is initially set along the+y direction, characterized by bright
and dark contrasts, and the spins along the conduit are aligned the +x direction as
seen in Fig 23(b)I. By increasing the external field to 150 Oe, along the−x direction,
a TTU DW (−½ ~ +½ winding numbers) is injected into the conduit, as seen in
the MFM image, Fig. 23b-II. The lower branch of the detector changes direction, as
evident from the MFM image of Fig. 23b-II. This implies that the DW exiting the
rectifier has as −½ ~ +½ winding numbers, implying that the TTU DW does not
undergo any topological change as it moves through the rectifier.

The MFM configuration when the selector and conduit are magnetized along the
−y and +x direction respectively, is shown in Fig. 23c-I. As expected, the selector
has a bright and dark contrast on the upper and lower edges. Following the application
of a field of 150 Oe along the −x direction, the contrast of the lower branch of the
detector changes to bright, as can be seen in Fig. 23c-II. This indicates that a DW
with winding numbers of −½ ~ +½, reached the detector. As the nucleated DW
has a topological edge defect of +½ ~ −½, this implies that structure A effectively,
rectifies the output of any incoming DW to a −½ ~ +½ configuration.
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Fig. 23 a Scanning electron microscope image of a topological rectifier comprising of a nucleation
pad and Y-shape structure. Magnetic force microscope image of the initial and final magnetic
configuration of the topological rectifier for b Tail-to-Tail Up Domain wall and c Tail-to-Tail Down
Domain wall

3.2 Topological Inverter of TDW

By tuning the value of α, the angled rectangle structure can be made to carry out
topological inversion of the edge defects, as seen in Fig. 24. Simulations reveal that
for inversion, α needs to be in the range of 3–8. The TTDDW (+½ ~−½), undergoes
a similar spin transformation as previously described for the rectifier structure. The
output DW from the angled structure is a TTU DW with an edge defect of −½ ~ +
½. For a TTU DW flowing through the structure, a TTD DW exits into the nanowire
conduit. As the higher energy component of the TTU DW (+½ winding number) is
at the lower edge of the nanowire, the lower half of the DWmoves into the structure.
As the spins along the upper right edge follow the contour of the angle structure, the
−½ edge defect which depins from the left edge cannot follow the +½ edge defect.
Unlike the rectifier, the +½ edge defect transforming into a vortex core at the lower
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Fig. 24 Spin state evolution as a TDW goes through the rectifier for a TT TDW with DOWN
chirality undergoes a chirality flip and a TDW with UP chirality exits the rectifier, b A TT TDW
with UP undergoes reversal and is output as a TT TDW with DOWN chirality

right hand-edge of the angled rectangle. The vortex core adopts a CW configuration
as the transverse spin’s component was pointing along the +y direction. The vortex
core moves towards the upper right edge of the structure, injecting a TDW into the
nanowire conduit in the process. The TDW exiting the structure has the transverse
component along the −y direction, i.e. a TTD DW with +½ ~ −½ edge defects. As
such, this structure performs topological inversion of TDW. Similarly, for a HH DW,
if the input is HHU (HHD) DW then the output will always be HHD (HHU) DW.

Experimental Verification of Inverter

The SEM image in Fig. 25a, shows the angled rectangle structure with ~+4° orien-
tation with respect to the vertical axis. The initial configuration of the inverter with
the selector set in the−y direction and the spins in the conduit aligned along the+x
direction is shown in Fig. 25b-I. Increasing the magnetic field along the−x direction
results in the injection of a TTDDW into the conduit. The resultingMFM image after
application of a field of 150 Oe along the −x direction is shown in Fig. 25b-I. This
results in the upper branch of the detector switching direction, as seen from theMFM
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Fig. 25 (a) Scanning electronmicroscopy image of inverter patterned along the nanowire.Magnetic
force microscopy images of the topological inverter with initial and final configuration for; (b)-I
TTU DW, (b)-II TTD DW and (c)-I HHU DW and (c)-II HHD DW

image of final configuration Fig. 25b-I. This implies that the DW has undergone a
topological inversion and the output is a TTU DW.

The MFM configuration when the selector and conduit are magnetized along the
+y and+x direction respectively, is shown in Fig. 25b-II. Following the application
of a field of 150 Oe along the −x direction, the contrast of the lower branch of the
detector changes to bright, as can be seen from the final configuration in Fig. 25b-II.
As expected, the output DW into the conduit is a TTD DW.

In Fig. 25c, the inverter operation for HH TDWs is presented. The initial config-
uration of the inverter with the selector set in the +y direction and the spins in
the conduit aligned along the −x direction is shown in Fig. 25c-I. Increasing the
field in the +x direction injects a HHU TDW, with +½ ~ −½ edge defects into the
conduit. The final MFM configuration, in Fig. 25c-I, shows that the lower branch of
the detector has switched. As discussed previously, a TDW with +½ ~ −½ would
propagate in the upper branch of the Y-shape detector. Thus, for the lower branch to
switch, a TDW with −½ ~ +½ edge defect should have moved to the bifurcation.
This confirms that the inverter flips the edge defects of the input TDW to output an
HHD TDW. Similarly, when a HHD TWD is injected into the conduit, the output
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from the inverter switched the upper branch of the detector. This implies that the
HHD (−½ ~ +½) TWD has been transformed into an HHU (+½ ~ −½) TWD.

The above results show that it is possible to control the winding numbers of TDW
in magnetic nanowires by exploiting the relaxation process of a DW passing through
an angled rectangle. This work paves the way for technique employing DW profile
(winding numbers) for performing logical operation. The TDW can be considered as
a mobile data bit and the information is encoded as the transverse profile of the DW.
This concept can be exported to chiral DW in materials with perpendicular magnetic
anisotropy.

Even though the fabricated structures have slight variations, as seen from the SEM
image of Figs. 23 and 25, the topological rectification/inversion is still possible as
evidence from the MFM measurements. The variation in the shape of the structure
does not affect the rectification/inversion process, as the device exploits the inherent
internal DW profile for pinning/depinning at the modulation. This shows that this
technique is robust and can be applied experimentally for various technological
applications.

The field needed for the rectification/inversion operation is lower in experiment
as compared to micromagnetic simulation is attributed to thermally activated depin-
ning [42]. A field of 150 Oe, for device operation, may inevitably lead to Walker
breakdown, which will affect the integrity of the DW. The fidelity length of a TDW
decreases asymptotically to around 350 nm at high fields [33]. Additionally, it has
been reported that edge defects along the nanowire conduit may also lead to shift
Walker breakdown to higher field [43]. For all our samples, the nanowire conduit
length between the nucleation pad to the rectifier/inverter and subsequently the
detector, is kept to 200 nm. This is well below the reported fidelity length of TDWand
ensures that the integrity of our input and output DW are not compromised. However,
for practical applications, the nanowire conduitmay be structurallymodulated hereby
stabilising DW and preserving its chirality over large distances [44].

4 Summary

In this chapter, we have demonstrated the concept of manipulating information
by engineering the internal structure of transverse domain wall. By exploiting the
dynamics on domain wall within defined structures, different types of logical oper-
ations can be carried out. We show that by leveraging on the charge intrinsic to the
transverse domain wall profile, a gate programmable reconfigurable logic structure
can be designed. The structure is capable of carrying out all the logical operations and
more importantly produce complementary output. Finally, we show that by modu-
lation the propagation of the domain wall through modulated nanowires, the profile
of the transverse domain wall can be deterministically controlled, enabling a novel
paradigm inmagnetic logic. The domainwall profile for logic operation can be further
extended to domain walls in materials with perpendicular magnetic anisotropy.
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3D Nanomagnetic Logic

Markus Becherer

Abstract Digital computation by magnetic ordering? That sounds useless or crazy
having powerful CMOS technologies available everywhere at low cost. However,
if it comes to massively parallel and pipelined digital operations with stringent
power constraints, 3D Nanomagnetic Logic might pay off. This chapter gives an
insight on an experimentally demonstrated complete set of logic devices, where the
entities are not electrically connected but fully powered and operated by magnetic
clocking fields. The computing elements are comprised of ferromagnetic islands of
sub-micrometer size, whereas the binary “0” and “1” is encoded in magnetic north-
and south-pole. This is accomplished by ferromagnetic thin-film materials that show
magnetic anisotropy perpendicular to the plane of the chip. The anisotropy is locally
reduced by focused Ga+ ion radiation in order to program computation function-
ality into close-by magnetic islands. Digital signals are propagated by field-driven
domain-walls in lateral direction and via field coupling in vertical direction, enabling
monolithic 3D integration. Based on majority votes that can be re-programmed to
the universal NAND or NOR function, a hybrid co-processor integrated in the back-
end-of-line CMOS technology is envisioned. Still far from being ready for mass
fabrication, but containing all basic elements for 3D integrated computation with
nonvolatile magnetic states.

1 Introduction to the Concept of pNML

In order to pursue the ongoing scaling of CMOS circuits, beyond CMOS devices
are heavily researched [1]. At the same time, it is a well known fact, that planar
technology having been a story of great success for Integrated Circuits (ICs) over
the last 50 years, will face a limit, latest when approaching atomistic length-scales.
However, in order to pursue the path of the ITRS roadmap—namely increasing device
density by an exponential law—there is a strong trend towards 3D integration [2].
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The current key enabling technology for 3D integration are thinned wafers, stacked
and connected with through-silicon vias [3, 4].

To give an example for 3D integration, NAND Flash technology for nonvolatile
memory has already been economically successful [5, 6]. This is mainly due to
the fact that fault tolerances for memory are less critical and memories are highly
regular structures easier to integrate in a 3D manner by stacking dies [2]. However,
true monolithic 3D integration is still in its beginnings especially for logic ICs and
reasons for that are i.e. the very low acceptable error rates, non-regular layouts and
GHz clocking frequencies. Easily speaking, logic ICs are far more demanding and
for monolithic device integration, process technologies with reduced thermal budget
and at the same time high quality conducting, semiconducting and insulating films
are needed. Furthermore, interconnects of different length scales are a must: from
very small, to medium and to very long distances and at the same time, they have to be
provided in a strictly hierarchical manner. To be precise, through silicon vias are not
an option for monolithic integration, as they connect dies only on a long range manner.
It is worthwhile to mention that planar fabrication technology is not contradictory to
3D integration and by overcoming the wiring problem, namely electrical connection
to every single switching element, it would tremendously reduce complexity of the
fabrication technology.

There is a broad spectrum of assessment going on for logic devices that are dis-
cussed as beyond CMOS candidates. Following the Taxonomy of ITRS as reviewed
and summarized in [7] there are

• Conventional CMOS FETS,
• Alternate Channel Materials and Structures,
• Charge-Based Devices Beyond Conventional FETs and
• Devices Using Information Carriers other than Electronic Charge,

whereas the latter class of devices with—Information Carriers other than Electronic
Charge, are

• All-spin logic,
• Bilayer Pseudospin FET,
• Excitonic FET,
• Nanomagnetic Logic,
• Spin torque majority gate and
• Spine Wave devices.

The concept of perpendicular Nanomagnetic Logic (pNML) for digital computation—
mainly developed at Technische Universität München and Notre Dame University—
is a subclass of Nanomagnetic Logic, where multilayer stacks are utilized, showing a
ferromagnetic magnetization perpendicular to the film plane. The pNML technology
avoids electronic switches for computation by using ferromagnetic bistable entities,
coupled by magnetic fields. We claim that it is highly beneficial to use such non-
volatile computational states and combine logic functionality with inherent memory
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ability. This has already been pursued by ferromagnetic logic device implementa-
tions of different flavors. In order to distinguish our approach from other magnetic
device implementations, we restrict ourselves to the following preconditions:

• Boolean algebra with non-volatile binary states (digital information processing)
from ferromagnetic entities. The binary states encode logic ‘0’ and ‘1’.

• Planar fabrication with standard microelectronic equipment (top-down approach),
compatible with CMOS, beneficially as a back-end of line (BEOL) process with
low temperature budget.

• No electrical current flow except for in-/output interfaces, latching/synchronization
of signals (sequential logic) and clocking circuitry for power supply.

The main implementations fulfilling these conditions are:

1. Magnetic domain-wall (DW)-logic, e.g. [8].
2. In-plane Nanomagnetic Logic (iNML) [9–13].
3. Perpendicular Nanomagnetic Logic (pNML) [14–18].

For (1) DW-logic the reader is referred to detailed descriptions in e.g. [8], for
(2) In-plane Nanomagnetic Logic e.g. [11, 13]. This book chapter will exclusively
focus on (3) pNML devices and circuits composed of magnetic multilayers with
perpendicular-to-plane magnetic anisotropy. The principle layout of such a pNML
computing system is depicted in Fig. 1. It consists of thin planar ferromagnetic islands
that are lithographically defined on a plane surface. The digital values ‘1’ or ‘0’ are
assigned to the polarization of the magnetic islands, i.e. corresponding to the mag-
netization pointing ‘up’ or ‘down’ with respect to the film plane. This simplification
of binary assignment holds, as long as the ferromagnets are in the so-called single-
domain state. Magnetic spins are acting as an ensemble, stabilizing each other and
forming a magnetic macrospin. It is worthwhile to mention that these ferromagnetic
states are non-volatile, however, for logic implementation they will be switched on
nanosecond scale. Digital computation is implemented by magnetic field-coupling
between ferromagnetic islands, reaching a local low-energy state with anti-parallel
alignment of the magnetization state. For signal routing the z-dimension is exploited
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by stacking the highly planar 2D structures. With that, 3D monolithic computing
structures, interconnected by domain wall conduits in lateral direction (wire-shaped
ferromagnetic islands) and magnetic vias (established by coupling fields) in vertical
direction are achieved. As computation is taking place in a well defined volume—so-
called nucleation centers of the islands—field-coupled vias and signal crossings are
achievable without electrical (metallic) interconnects. In other words, computation is
taking place in one part of a ferromagnetic island, whereas signal propagation takes
place in another part, where domain-walls propagate under an external magnetic field.
Electrical input is envisioned by e.g. current carrying (metallic) wires generating a
magnetic field to switch a close-by magnet or by running electrical current through
more complex magnetic arrangements like magnetic-tunnel-junctions (MTJs). Elec-
trical output is implemented by Hall-elements, giant-magneto-resistance (GMR)- or
(MTJ)-structures. The clocking apparatus, a spatially homogeneous alternating mag-
netic field generated by a ferromagnetic on-chip inductor, corresponds to the ‘power
supply’ in CMOS circuits.

The book chapter is organized as follows: in Sect. 2, the concept of computing
in pNML devices is explained and 2D-pNML devices are reviewed. Section 3 is
highlighting the need for experimentally calibrated models to bridge the gap between
the micromagnetic domain and circuit level simulations. Section 4 addresses the
monolithic 3D integration of the presented 2D devices in order to keep up with
integration density and to provide field-coupled interconnects for signal distribution.
In Sect. 5, a co-processing unit as a potential BEOL CMOS process together with
an on-chip inductor for clock-field generation is described.

2 The Planar Technology of pNML—Fabrication of Devices

In this section, the pNML fabrication technology is summarized and the basic oper-
ating principles in 2D pNML are discussed. Furthermore, state-of-the-art 2D pNML
devices are introduced before the five tenets of digital computation are reviewed.

2.1 pNML Fabrication Technology

The basic materials for pNML are most commonly (but not limited to) sputter
deposited Co/Pt or Co/Ni multilayer stacks. With the single Co layer chosen not
thicker than in the order of 1.5 nm, the magnetization will align perpendicular to
the film surface. There is a complex interplay between shape anisotropy (a 2D
extended flat magnetic film) and crystalline/interfacial anisotropy [20, 21]. Mul-
tiple repetitions of non-magnet/ferromagnet (NM/FM) or ferromagnet/ferromagnet
(FM/FM) bilayers, enhance the anisotropy in perpendicular direction. In order to
identify prospective films for NML devices both high areal magnetization [mA] and
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sufficient magnetic uniaxial anisotropy [J m−3] are searched for. 1 When demagne-
tized, the sputter deposited films show natural strip domains as depicted in Fig. 2a.
With increasing number of bilayers, the magnetic moment is increased, the hysteresis
loops become sheared and the natural domain width is significantly reduced [22].
A typical material composition optimized over the years that turned out to be the
workhorse for pNML research in our group reads Ta 3.0 nm/Pt 3.0 nm/ N × [Co 0.8 nm +
Pt 1.0 nm]/Pt 4.0 nm, where N is the number of bilayer repetitions.

In Fig. 2b, the second fabrication step is visualized. Co/Pt islands are defined by
e-beam (EB) or focused ion beam (FIB) lithography, hard mask patterning and con-

1High amplitudes of areal magnetization are providing sufficient stray-fields for the computing
operation whereas magnetic uniaxial anisotropy is keeping magnetization in perpendicular-to-film
direction, a prerequisite for this type of computing devices.
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secutive Ar ion etching. For the definition of the artificial nucleation center (ANC),
two methods are applied, either in a one step process during FIB lithography with
increased areal dose at the ANC spots, or in a second alignment step after island etch-
ing. The ANC itself is most commonly not visible in scanning electron microscopy
imaging and hence, highlighted by red circles in the SEM image of Fig. 2b. ANC
creation and its importance for field-coupling is summarized in Fig. 2c. Basically,
the switching field (the magnetic field that has to be applied for magnetization rever-
sal) is controlled by the dose, species and energy of ion irradiation. But also spatial
extension and the position of the FIB ANC is vital for NML operation. It is indeed
a complex process and still a matter of current research. Overall, fabrication of 2D
pNML devices can be subdivided in three major steps:

1. Film deposition and characterization for viable film composition,
2. High resolution lithography and island definition,
3. ANC creation during lithography or in a consecutive, aligned FIB irradiation step.

2.2 pNML Operation Principles

The basic elements for both computation and signal propagation are lithographically
patterned –in at least one dimension– sub-micron sized, ferromagnetic islands. As
explained in the previous section, two magnetization directions are preferred, both
perpendicular to the film plane. The binary logic states ‘0’ and ‘1’ are represented by
the down- or up-magnetization direction of the islands, pointing either ‘in’ or ‘out’ of
the surface as depicted in Fig. 3a. The magnetic anisotropy, which defines the direc-
tion of lowest energy for the magnetization vector, is governed by an interplay of
crystalline and interfacial anisotropy. Hence, for thin film media with perpendicular
magnetization, various shapes of magnetic islands are possible, ranging from squares
or circles to elongated wires and stripes, the latter also referred to as domain-wall
(DW) conductors. As a matter of fact, shape anisotropy is in a first order approxi-
mation constant over the 2D plane and hence, negligible, providing many degrees of
freedom in the design of logic gates. However, it is worthwhile to mention, that the
position of the ANC is vitally important for logic operation.

In order to reach a lowest energy state, magnetic coupling fields are acting strongly
between next neighbor magnets and can be used for logic operations as shown in
the energy diagram of Fig. 3a. For two neighboring magnets, there are 4 possible
stable states, from which the 2 anti-parallel states are of lower energy. The principle
mechanism behind nanomagnetic computation is to switch the magnets with exter-
nally applied field pulses. At the same time they relax to the lowest energy state
by summing the external clocking field with the stray fields of the next neighbor
magnets right within the ANC.

Coupling fields of magnetic islands decay with Hc ∝ 1/rn and 1 ≤ n ≤ 3, where
Hc is the coupling field, r the spatial distance and n a rational number depending
on the spatial geometry of the arrangement. Coupling is intrinsically symmetric, i.e.
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Fig. 3 The basic principle of pNML: Magnetic anisotropy is locally reduced by focused ion beam
radiation, forming artificial nucleation centers (ANCs)—small soft-magnetic volumes—where cou-
pling fields are acting strongly. Field-coupling between magnetic islands can be exploited for com-
putation with stable ferromagnetic states as the lowest energy state is favored. b Ferromagnetic
islands show distinct hysteretic behavior with full remanence during switching. Due to local ion
irradiation on the left edge of a magnet, ANCs are formed and non-reciprocal signal flow (anti-
parallel direction of perpendicular magnetization) in an alternating magnetic clock-field can be
achieved. Reprinted with permission from [19]

two neighboring magnets of equal shape are experiencing the same magnetic fields
leading to an unwanted reciprocity. However, this can be overcome by (1) engineering
the geometry or (2) controlling the local sensitivity of the magnets to the generated
stray-fields. Method (2) was successfully employed by use of localized ion irradiation
with Ga+ ions [23]. The perpendicular magnetic anisotropy can be changed locally
on length scales far below 100 nm. The focused ion radiation is intermixing the Co/Pt
or Co/Ni interfaces such, that this magnetized volume is very likely to be reversed
(switched) in an external magnetic field. It becomes soft-magnetic and by irradiating
especially in close vicinity to neighboring islands where coupling (stray) fields are
strong, control of directed signal propagation in complex pNML configurations is
achieved. By incorporating method (1), i.e. maximizing the magnetic volume of
close-by neighboring magnets, the coupling strength can be further enhanced. The
invention of this method in 2011 [23] was the key for upcoming pNML device
research at TUM.

The reversal mechanism of a ferromagnet, locally irradiated at one edge to form a
so-called artificial nucleation center (ANC), is depicted in Fig. 3b. Three snapshots
in time are given for the switching of a coupled pair of magnets from the parallel
(high energy) state, to the anti-parallel (low energy) state. At the irradiated spot
(ANC indicated by triangle), the magnetic anisotropy is reduced in a controlled way
by focused ion beam (FIB) radiation. First, a negative field pulse in z-direction (not
shown) saturated both magnets in ‘down’ direction for initialization. By applying
a positive field pulse Hz , a domain is nucleated in the ANC and propagates until it
is stuck at the edge of the irradiation spot as shown in Fig. 3b (1), where the DW
experiences a step in magnetic anisotropy [24, 25]. In the irradiated (nucleation)
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volume, all magnetic fields i.e. the stray field from the neighboring dot and the
externally applied Zeeman clocking field Hz superpose.

Now, two scenarios are possible: (2) The stray field of the left magnet is adding
to the Zeeman field, it supports to overcome the pinning barrier and the DW is
immediately propagating through the magnet, fully reversing it. By contrast, the
second scenario is shown in (3). The stray field of the left magnet is opposing the
Zeeman field. Hence, the DW is not propagating as the energy barrier is not overcome.
Consequently, the magnet is not switched back to the parallel state. In Fig. 3b, the
effect of magnetic coupling is additionally visualized by means of a hysteresis loop of
the switched magnet. By choosing a perpendicular field amplitude Hs which equals
the switching field of a single magnet, a symmetric clocking window opens, where
computation (=anti-parallel ordering) takes place. Additionally, a switching field
distribution is sketched in the graph, which is due to thermally activated broadening
of the switching field when overcoming the energy barrier (see e.g. [26, 27]). Please
note, as long as field-coupling from the neighboring magnet is strong enough, reliable
switching (from the parallel to the anti-parallel state) or suppression of switching
(in case the states are already anti-parallel) is achieved. The unique behavior of
unidirectional signal flow in an external Zeeman-field, is achieved by side-irradiation
of magnetic islands with a focused ion beam. There have been related experiments,
where a ‘ratchet-like’ behavior was achieved in an irradiated domain-wall conduit
by Franken et al. [28].

In order to sum up the basic principle of NML operation, the ANC can be described
as summing point for all generated stray fields in close vicinity and the externally
applied Zeeman field. Depending on the leftmost neighbor, the magnet will switch
into the anti-parrallel configuration, due to the ANC close to the edge of the island.
Assuming that the ANC is infinitesimally small, magnetic islands can be described
by lumped elements. Stray fields are calculated by the shape and the areal magnetic
moment of the islands and those fields will act on the ANC, where the logic decision
is made. The nonlinear switching behavior (highly non-linear hysteresis loop) will
result in a sudden reversal of the magnetic domain, starting with a DW from the ANC
and spreading over the whole magnetic island.

2.3 Major Building Blocks of Planar 2D pNML

By the introduced technique of localized ion irradiation for ANC creation and
superposition of stray fields in the ANC, a 2D pNML family of logic devices has
been demonstrated. The major building blocks are depicted as schematic layout
and summarized in Fig. 4. The devices are briefly discussed in the following. The
simplest structure is the binary state, an island with magnetization pointing paral-
lel/antiparallel to the film normal. The logic values ‘0’ and ‘1’ are assigned to it.
A chain of magnetic islands with unidirectional data flow in a spatially homoge-
neous clocking field (Zeeman field)—often referred to as inverter chain— has been
demonstrated in Breitkreutz et al. in [23], Eichwald et al. in [29] and Kiermaier et
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al. in [30]. Fan-out capability was experimentally demonstrated in Breitkreutz et
al. in 2012 [25]. Inverter chain, fan-out and elongated magnetic islands—so called
domain-wall conductors—are the basic elements for signal routing. It is worthwhile
to mention, that for signal transmission in a pNML circuit, inverter chains are only
used, when a signal delay has to be introduced, in other cases domain-wall conductors
are preferable.

The natural gate of pNML is the majority decision with three input magnets and
one output magnet, experimentally demonstrated in [16]. The output is aligned to
the opposite of the majority of the inputs, therefore the name Majority gate. It is
a universal gate which can be programmed to NAND or NOR functionality when
clamping one input to a fixed state. The latter could be achieved by simply using
hard-magnetic material (a non-irradiated island) or by programming one input with a
current-wire or spin-valve structure. A full-adder employing a 5-input majority gate
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(more generally a universal threshold gate) was theoretically predicted by Papp et al.
in [31] and experimentally demonstrated by Breitkreutz et al. in [17]. It demonstrates
the very efficient implementation of complex boolean functions in pNML, as in terms
of magnet counts it is the most compact design: only 5 magnets for 3 inputs and 2
outputs are deployed.

In order to control the signal flow in DW conductors, two gate magnets close to a
constriction are applied in the DW gate of Breitkreutz et al. in [32] and Breitkreutz
et al. in [33]. By applying two DW gates in series, the structure is extended to
a device similar to latches in conventional CMOS, which is an essential building
block for data processing and synchronization. This is a very important finding, as
it highlights that the nonvolatile computing state of a ferromagnet not automatically
results in integrated memory devices.

2.4 Foundations for Digital Computation

The preceding section introduced the concept of digital computation in pNML
together with experimental demonstration of the basic pNML building blocks. At
this point it is adequate to raise the question, if the demonstrated pNML devices
fulfill all prerequisites for digital computation. For that, the well known 5 tenets for
digital computation systems [34] are adapted for pNML as follows:

1. Nonlinear device characteristics. Nonlinear hysteresis of the nanomagnetic
switching, i.e. nucleation event, overcoming an energy barrier, rapid DW motion.
The switching is first blocked by an energy barrier due to a step in magnetic
anisotropy at the edges of the ANC. Suddenly, when overcoming the barrier, the
magnetization of an island is reversed by a domain wall spreading out.

2. Enable functionally complete Boolean logic set. The majority gate [16] or thresh-
old majority gate [17] fulfill this. With this device, NAND/NOR and hence invert-
ers as well as all other functions can be implemented. However, we argue, that
also latching behavior (integrated memory of non-volatile type) together with
complex functions like the demonstrated full-adder shall be exploited for area,
time and power efficient circuits and architectures.

3. Power amplification (gain). An external magnetic field together with nonlin-
ear switching provides the energy. Ferromagnetism itself is an ensemble effect,
refreshing the computing state due to exchange energy (magnetic spins tend to
align in the same direction) [30]. Compared to electronic switches, magnetic states
stabilize each other, and for switching, only tens of kBT are needed. By contrast,
each electron in an electronic switch dissipates thousands of kBT .

4. Output of one device must drive another, fan-out. This is realized by fork like
branching of DW conductors (elongated magnets, stripes) [25]. Proper design of
the fork-like structures are necessary in order not to pin a domain wall at the
slits/notches, especially when switching at low fields and on short time-scales.
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5. Dataflow directionality. The ANC is breaking field coupling symmetry, [23]. By
this, properties of magnetic islands are locally changed in order to achieve signal
directionality. As the ANC can be in the 10 nm-range when ultimately scaled, this
method is prospective for high-density integration.

To the best of our knowledge, all fundamental properties for digital computation
are fulfilled. But following the achievements in logic devices of the last decades
it is obvious, that many more requirements are necessary to be listed as potential
beyond CMOS candidate. Even worse, a single shortcoming might be sufficient
not to be selected. To be more specific, due to [35] further technological require-
ments are: (1) room temperature or higher temperature operation, (2) low sensitiv-
ity to parameters (e.g. fabrication variations), (3) operational reliability, (4) CMOS
architectural compatibility, (5) CMOS process compatibility and (6) comprehending
intrinsic/extrinsic parasitic and their interface to interconnect.

For those requirements more detailed benchmarking in future is needed, in order
to decide on pNML applicability in products. Our recent experimental investigations
project, that all the requirements (1–6, see above) claimed in [35] can be fulfilled,
but it is also clear, that they are hardly tackled by pure university research. A lot
of engineering is needed, to achieve a mature computing systems for adding further
functionality to CMOS circuits. At the bottom line, it becomes obvious that fur-
ther physical needs, namely size (scalability), switching time (speed) and switching
energy decide on whether pNML is competitive or not [35].

3 Device and Circuit Modeling on Different Levels
of Abstraction

So far, the concept of 2D pNML was introduced and the experimental demonstration
of the fundamental logic devices was summarized. In order to benchmark device
performance and to extrapolate for larger circuits and systems, simulations on dif-
ferent levels of abstraction are needed. For that, a three step approach was found
to be well suited. First, micro-magnetic finite difference simulations provide insight
in the physics of magnetization reversal dynamics and domain-wall propagation of
single pNML islands and devices. Second, together with magneto-optically charac-
terized test-structures, switching distributions of magnets are extracted and simplified
behavioral models are formulated. Third, the parameterized compact-models form
the basis of Verilog-A simulations, utilizing the well-known strength of abstraction
in system level simulation.
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3.1 Micromagnetics with OOMMF Finite Difference LLG
Solver

Commonly, small arrangements of nanomagnets are simulated in the micromag-
netic domain, analyzing the dynamic behavior of macro-spins in applied fields by
solving the Landau-Lifshitz-Gilbert equation (LLG). From such simulations—e.g.
performed with the open-source LLG-solver OOMMF [36]—detailed knowledge
on DW motion, reversal mechanism and stray field generation can be obtained. In
the early work of Co/Pt research for NML application, it was found that a spatially
varying anisotropy can be linked to focused ion radiation [22, 37, 38]. For that, exper-
iments with Extraordinary-Hall effect sensors of Co/Pt bilayer stacks were compared
with micromagnetic simulations in OOMMF [36]. Basically, the OOMMF simula-
tion framework solves the ‘Landau-Lifshitz-Gilbert’ ordinary differential equation
by means of finite difference methods. For NML films, the multilayer is treated as a
2-D effective media where the saturation magnetization Ms , anisotropy constant Ku ,
and exchange stiffness Aexch are kept constant in the direction perpendicular to the
film plane. It was found, that in order to model FIB irradiation, the anisotropy con-
stant is varied for the lateral dimensions and experimental data are taken to validate
the model. The methodology is summarized in Fig. 5. A 5 bilayer Co/Pt film is inves-
tigated and compares (a) the polynomial fit of the measured coercivity, plotted over
irradiation dose and (b) the linear fit of coercivity versus the anisotropy constant Ku

as it was extracted from micromagnetic simulations. Both functions are monotonous
and reversible, which allows to mathematically equate the coercivity from both fitted
functions. This leads for a given technology exemplarily to a analytical mapping of

Ku

[J/m3]
= 1.957 × 10−22 · x2

d

[1/cm4]
− 4.858 × 10−9 · xd

[1/cm2]
+ 3.388 × 105, (1)

with anisotropy constant Ku as a function of the experimentally measured areal
irradiation dose xd . Equation 1 is plotted in Fig. 5. It is valid in the boundaries
(parameter space), where in this example both simulation and experiments where
conducted. This equation can be adapted for different multilayer films and irradiation
parameters as proposed in [39]. Therefore it is useful for mapping the ion dose to
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the anisotropy constant for device and circuit simulation. However, this method has
several shortcomings:

• In easy-axis hysteresis loops, defects in a film act as strong nucleation centers and
the ‘true’ switching field cannot be attributed to the LLG-simulated values using
Ku as ‘fitting’ parameter.

• The area of measurement is several 100µm2 whereas simulation area is a fewµm2

maximum.
• The time-scale of the experiment (several seconds in Hall-measurements) is not

related to the ‘virtual time-scales’ in the simulation, where the LLG is solved by
minimizing the energy term.

• The experiment is taken at room temperature, the simulations are at zero Kelvin,
hence thermally distributed switching fields are not covered.

Soon after, it became clear in NML research that only a focused spot of ion radiation
would solve both the non-reciprocity and effective field-coupling for a logic gate [23].
Further experiments showed, that different ion dose in a concentrated spot—called
Artificial Nucleation Center (ANC) from now on—were significantly changing the
switching field [25] . Franken et al. at the same time modeled and measured the
behavior of a step-like anisotropy change generated by FIB patterning of Co/Pt
strips [24] further confirming the findings of [25]. At this point it became obvious,
that detailed ANC modeling would be necessary to map the distributions found in
the experiment, and get reasonably low switching fields without using Ku as simple
fitting parameter in the micromagnetic models.

3.2 ANC Modeling and Switching Field Distributions

Arrhenius-Type Models
In principle, the mean switching field of a nanomagnet can be described by the
so-called Sharrock-formalism [40]. It basically says, that the mean switching field
follows an Arrhenius law with increasing field amplitude for switching at short time-
scales. The probability Psw that the magnetization of a magnet is reversed in an
external field is given by [26] to

Psw(tp, B) = 1 − exp
(−tp/τ(B)

)
(2)

τ(B) = f −1
0 exp

(
E0 · (1 − B

Bs0
)2

kBT

)

(3)

with τ(B): inverse of the switching rate, B = μ0H : magnetic induction, tp: pulse
time, f0 = 2 × 109 Hz: reversal attempt frequency, E0: energy barrier at zero field,
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Fig. 6 Switching field distributions and Sharrock plot for a switching experiment measured by
MOKE. Assumed inaccuracies of the setup marked in green color. Graph adapted from [27]

μ0: magnetic vacuum permeability, Bs0: magnetic switching field2 at zero tempera-
ture, kB : Boltzmann constant and T = 293 K: ambient temperature.

Setting the switching probability in Eq. 2 to 0.5, Eqs. 2 and 3 can be reformulated
to a switching field Bsw for various pulse times tp as expressed by the Sharrock
equation [41]

Bsw = Bs0

[

1 −
(
kBT

E0
ln

(
f0tp
ln(2)

))1/2
]

(4)

with the parameters as given in Eqs. (2) and (3). The Sharrock equation is derived
from the ideal case of a so-called Stoner-Wohlfarth particle. However, here the model
is applied to a switching process, where a nucleation event triggers the reversal by
domain wall motion. It describes the increase in mean switching field on shorter
time-scales, ideally over several orders of magnitude.

Figure 6 summarizes measurements for pulsed switching probabilities on micron-
sized nanomagnets with partial ion radiation as described in [27] and extended in
[42]. In the experiment, off-chip generated field pulses with tp = 50 ms and on-chip
generated pulse times ranging from 25 ns ≤ tp ≤ 10 µs are applied. 100 switching
experiments per field-pulse amplitude are carried out from which the probability for
switching is extracted. The measured values are fitted by Eq. (2) with Bs0 and E0 as
free parameters and the quantiles are plotted in red. Additionally, Fig. 6 reproduces

2For brevity, the magnetic flux density B is denoted by a ’field’ as it is easily converted to a magnetic
field H with the equation H = B/μ0.
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the Sharrock plot (black line) for the averaged Bs0 and E0 value. The blue quantiles
show the numerical evaluation of the Arrhenius law of Eq. 3.

It is obvious, that for pulse times in the deep sub-micron range below tp ≤ 200 ns
the Sharrock law does not fit the experimental findings. A rather steep increase
of the mean switching field was found, highlighted by the green line as guide for
the eye and not being in good agreement with a fixed parameter set of the Sharrock
equation. However, at that time of the experiment it was attributed to the measurement
setup which showed inaccuracies in the pulse width for short timescale and the
Arrhenius model was in good agreement for medium pulse times, reproducing also
the switching field distributions to a reasonable extent. Nevertheless, the results
were not satisfying and after thorough refinement of the setup, the experiment was
repeated by Ziemys et al. [43]. Figure 7 shows the investigated nanomagnets with
FIB created ANC and field-pulses provided by on-chip inductors. The experimental
time-scales were extended from 20 ns ≤ tp ≤ 200 µs with improved on-chip coils
(scaled footprint, better alignment of the structures) and from 30 ms ≤ tp ≤ 1 s with
an off-chip inductor. With that, eight orders of magnitude in pulse time for magnet
switching were experimentally covered. For pulse times t > 100 ns the standard
Arrhenius model (blue line in Fig. 8) with the following parameters was found to
best fit the experimental data; E0 = 33.5 · kbT, B0 = 30mT and f0 = 2 GHz.

But, the experiment manifested the previous finding that at time-scales t < 100 ns,
the standard Arrhenius model with thermally excited switching does not apply. For
that time-scales, the theoretical predictions in [45] are able to explain the sudden steep
increase in switching field and are modeled with a dynamic temperature independent
time constant τ .

Even though the artificial nucleation center is far from matching the theoretical
idealized model of small ferromagnetic ellipsoidal grains that were used to derive the
dynamic time constant in [45], the analytical model is in good agreement with the
experimental data of [44]. This might be due to the fact, that the weakest grain in the
ANC acts as a nucleation volume from which a domain wall is starting to propagate
and fully reversing the magnetic island.

Fig. 7 a SEM image of on-chip coils for pulsed experiments. b Zoom-in with the position of
the investigated magnetic islands and c high-resolution image of one magnetic island with ANC
position, overlayed by black circle. The graphs are adapted from AIP [44]
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But another important aspect became obvious: the measured time-scales, where
dynamic switching is starting to dominate, is still somewhat surprising. One would
expect dynamic effects for ANC reversal to take place far below 10 ns and one can
speculate, that either damping in the investigated Co/Pt stacks is very high and/or
domain-wall-speed in the device-under-test (DUT) is ‘hiding’ the dynamics of ANC
reversal. Recapitulating, that the MOKE laser beam is integrating over the whole
magnet area, DW-speed indeed becomes important when the magnet is pulsed at
short-time scales. Special care was taken to apply a magnetic propagation field
slightly lower than the effective switching field of the DUT in order to fully propagate
the DW throughout the magnet after the short field pulse.

However, this method turned out to be insufficient, most likely due to unexpect-
edly large domain-wall pinning. Hence, the results for dynamic reversal depicted in
Fig. 8 were revisited in consecutive measurements and are discussed in the follow-
ing. Assuming, that 50% of magnet reversal was detected as switching event in the
measurement, the DW would have to travel more than 1 µm as estimated from Fig. 7.
For the pulse width of 100 ns, at which the steep increase of switching field starts, a
DW-speed of vDW = 10 m s−1—which is a typical speed for the Co/Pt films—must
be assumed. As a consequence, the dynamic-switching model at this time-scale was
an artifact from measurements, not stemming from the ANC reversal but rather from
limited DW propagation-speed and it could not be detected in Laser-MOKE mea-

Fig. 8 Increase of switching field at small timescales as measured in pulsing experiments of a
magnetic island with ANC. Fit-curve of two applied models for longer (blue) and shorter (orange)
timescales. Reprinted with permission from [44]
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Fig. 9 Switching field measured with wide-field MOKE at small timescales (violet). Fit-curve of
the Arrhenius model (blue fit) over 8 order of magnitude. The dynamic extension as suspected in
earlier experiments turned out to be not applicable (orange fit). Reprinted with permission from
[46]

surements. Instead, wide-field MOKE measurements with higher spatial resolution
were performed and the results replotted in violet color (∗) in Fig. 9. The switching
amplitude for shorter time-scales between 20 ns ≤ tp ≤ 50 ns still follow strictly the
Arrhenius-type reversal, hence the ANC reversal is Arrhenius-like, whereas DW-
motion becomes the bottleneck for the switching speed of a Co/Pt island of this
size. From this discussion, it is clear that on such short time-scales special care has
to be taken to explain the switching of ANC modified Co/Pt devices as recently
reported in [46]. As optical methods are limited in terms of spatial resolution, mag-
netic force microscopy techniques could complement switching experiments, even
though optical techniques are indispensable for switching field statistics, due to their
measurement speed.

To conclude, we do not expect dynamic reversal beyond the Arrhenius-type mod-
els to come into play when aiming higher clocking frequencies up to ≈100 MHz
which might play a role when exploring materials with faster domain-wall speed
like e.g. in CoNi and CoFeB. For very high frequencies above ≈1 GHz, the modified
Arrhenius (with dynamic contribution) should be reconsidered and can provide a
simple behavioral model when extracting the experimental data for a given ANC, or
more general, an investigated fabrication technology.

Thermal Micromagnetic Simulations

The presented results of pulsing experiments and their analytical modeling showed
good agreement for the mean switching field on nanosecond timescales. However,
the measurements are using the non-volatility of the magnets rather than resolving
the dynamics of magnetization reversal. For that, far more sensitive sensing methods
would be necessary. But both, spatial and time resolution are not easily available,
especially when talking about statistically relevant distributions in deep-submicron
ANCs—those experiments are simply to costly.
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In order to look at the underlying time evolution of magnetization during the
pulsing experiments, micromagnetic simulations are the method of choice. By using
the thermal module of [36] implemented by the Wiesendanger group [47], which
adds a stochastic differential equation of the Langevin type, extensive simulations
were performed, mapping the pulsing experiment in reasonable good agreement.
For that, both the time-scale of up to hundreds of nano-seconds and the area of the
ANC under investigation, are to be modeled. In order to extract statistically relevant
data, at least 100 repeated simulations per pulsing amplitude are performed. The
computing cost for one simulation run are several hours on a single computing core,
hence the parallel-script [48] was beneficially used to distribute the large amount of
stochastical simulations on far more than 100 cores in parallel.

In the following, a typical procedure for combined in-plane and out-of-plane
pulses for thermal ANC switching simulations is reviewed [49]. Figure 10a shows
the ANC-model that consists of a spatially varying perpendicular anisotropy Ku .
Combined out-of-plane (Bz)- and in-plane (Bx )-pulses are ‘applied’ as depicted in
Fig. 10c whereas the in-plane (Bx -field) is kept at 30% of the out-of-plane Bz-field
amplitude. A time-constant of τ = 2 ns is chosen to reproduce the rise time of the
pulsing current in the experiment. The z-pulse is effective over 100 ns, whereas the
in-plane pulse is starting after 60 ns with a pulse-width of 20 ns.

Fig. 10 a Spatially varying Ku for ANC modeling. b Time-evolution of the normalized magne-
tization in z-direction for distinct Bz amplitudes applied in the simulation. c Timing of the Bx -
Bz-pulses in the simulation. d Switching counts over time for the interval 40 mT ≤ Bz ≤ 59 mT
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Typical results of OOMMF thermal micromagnetic simulations are depicted in
Fig. 10b. The magnetization is recorded for each simulation result and each magnet
reversal is evaluated in terms of switching time. For high Bz pulses (55 mT), the
switching immediately occurs during the rising z-field pulse. Medium Bz pulses
(47 mT) have a broadly distributed switching time from the beginning of the z-pulse
up until the x-field is applied. For low Bz pulses (41 mT), the in-plane field pulse is
most effective and the switching time can be as narrow as the in-plane pulse in x-
direction. This means, that in-plane pulses can very effectively reduce the distribution
and can be used for synchronous switching of the ANC. Figure 10d is summarizing
the results for increasing Bz-pulse amplitude (40 mT ≤ Bz ≤ 59 mT) with narrowest
switching field distribution for 42 mT ≤ Bz ≤ 45 mT. This is of great importance for
ANC operation: For memory applications, one could of course use pulses with highest
Bz amplitude, as only highest switching probability is needed. However, for logic
applications in field-coupled devices, the range of medium or low Bz amplitudes are
of great importance, as in those ranges field coupling can be applied most effectively.
Please note, the absolute values discussed do not present a general physical rule
but rather a specific technology that was calibrated with a certain type of Co/Pt
bilayer stack. It demonstrated the effectiveness of in-plane pulses for ANC reversal
with spatially varying perpendicular anisotropy as experimentally demonstrated in
[50]. The vector nature of the applied field-pulses are of vital importance for device
optimization, as neither the local coupling-fields nor the externally applied Zeeman-
fields can be reduced to simple out-of-plane fields. Instead the switching amplitudes
can be influenced by in-plane fields and there is research on-the-way which refines
the ANC switching models by a combination of in-plane and out-of-plane pulses with
good control over pulse-timing. To summarize the state-of-the-art in ANC modeling,
the following procedure turned out to be practicable:

1. Measure film anisotropy with common methods like the Extraordinary Hall-effect
and rotating magnetic field [51]. This gives an upper limit for the anisotropy of a
scaled NML device.

2. Fabricate small islands and create an ANC, measure the switching field on small
time-scales for field-pulses, possibly in in-plane and and out-of-plane-direction.

3. Match the switching field by adopting Aexch and Ku-profile in the ANC and
simulate at the same time-scales. ANC dimensions are estimated from the software
collection Stopping and Range of Ions in Matter (SRIM) simulations or SEM-
images.

4. Thermal OOMMF-simulations [36] with a Langevin term provide distributions
and comparison to the experiment on the nanosecond time-scale.

5. Compare both experiment and micromagnetic simulation.
6. Parameterize possible analytical descriptions of the nucleation and reversal

process.
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3.3 Verilog-A Models

With micromagnetic solvers, one is able to understand switching behavior in quite
good detail. However, such solvers are not capable for simulations of large pNML
systems due to the time-intensive evaluation of the LLG-equation. For that reason,
we developed physical-based compact models (as these are commonly used in circuit
design) in order to mimic the behavior of larger pNML arrangements [52, 53].

By micromagnetic modeling and accurate parameter extraction from sample struc-
tures in the experiment, e.g. magnetic layer composition, island geometries, local ion
irradiation, etc. (see e.g. [54] for measurement and modeling of the nucleation proba-
bility), the full design space for pNML can be explored and a basis for benchmarking
against other emerging computing devices is feasible. In [55] we proposed a com-
pact model for pNML devices as depicted in Fig. 11. The pNML inverter and M-gate
are split into four parts, the field-sum is evaluated by adding the external clocking
field Hext with the input coupling fields Hin . These fields are acting in the ANC,
which is modeled by the Arrhenius-law including the switching field distributions as
explained in the preceding paragraphs. After nucleation, the signal is propagated via
a domain-wall, excited by the external clocking field Hext , whereas the domain-wall
speed is modeled for the regimes Creep—Depinning—Flow—Saturation as a piece-
wise defined function of field-amplitude [56]. As a last component, an output field is
generated by the so-called field-generator, which mainly depends on the geometry of
ferromagnetic material surrounding the consecutive ANC. In order to simplify stray-
field generation, a simple 2D torus segment is chosen for field-calculation, giving a
reasonably good approximation [55].

Field−SUM ANC SFDs Signal Propagation Field−Gen.
Inverter

M−Gate

Fig. 11 Behavioral model for pNML Inverter and Majority-gate. The device is split into four
separate parts: field-sum, ANC switching field distributions (ANC SFDs), signal propagation and
coupling field generator
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Fig. 12 Cadence Virtuose compact modeling a–c and experimental data d–f of a 5:1 pNML clock
divider. The time signal of the magnetic clocking field (orange) and the binary state of one magnet
in the loop (blue) are compared. Reprinted with permission from [44]

By using the compact models presented in this chapter, pNML devices and circuits
can be simulated as shown in [57] for a 3D programmable ALU. Even more, they are
suitable for benchmarking purposes against other emerging research devices [58]. A
comparison of an experimentally demonstrated 1:5 pNML clock-divider circuit [30]
and the compact modeling as performed in [44, 55] is shown in Fig. 12. A magnetic
field-clock (orange) is applied to a loop of 5 in series connected pNML inverters.
At one inverter, the magnetic binary state is recorded (blue). Both, the Verilog-
A simulation in Fig. 12a, b and the experimental data in Fig. 12d, f show correct
operation by dividing the clocking frequency by a factor of 5. However, there are also
switching errors Fig. 12c, e which are occurring both in simulation and experiment.

There is further need for compact modeling of pNML devices, as they are the
foundation for system and architectural level simulation. We claim, that it is manda-
tory to investigate appropriate architectures for pNML. For example, it is known, that
systolic architectures are very attractive coming along with much less wiring and at
the same time profiting from non-volatile computing states [57, 59–62]. Furthermore,
stochastic computing circuits in NML are investigated for NML [63] and architec-
tural explorations are employed [64]. This has to be kept in mind when working on
emerging technologies: from the physical device up to the circuit, architecture and
application level, a tailored environment for efficient operation has to be provided.

4 A Monolithically Integrated 3D Computing Circuit
in pNML

In this section, pNML as back-end-of-line (BEOL) 3D technology is proposed and
a summary on demonstrated 3D devices in pNML is given. Implementations and
challenges of electrical I/O and signal routing in 3D structures are addressed. In
order to operate a pNML circuit, the need of a magnetic field-clock as power supply
is discussed.
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4.1 Complicated Signal Routing in 2D Arrangements

One of the most important aspect in 3D integration is signal routing. In principle,
electrical interconnects are superfluous in pNML as computation is executed by
field-coupling. The concept of field-coupling for computation is very much related to
cellular automata where onlynext neighbors are interacting for computing operations.
However, as DW conductors are used for signal routing, a 2D pNML layout is very
much complicating signal distribution, as line crossings are not possible. By contrast,
in CMOS, numerous metal layers allow for high flexibility and there are interconnects
on short-, medium- and long-range scale, organized in a strict hierarchical manner.
This is simply not feasible in 2D nanomagnetic logic circuits. But in principal,
as magnetic coupling fields are acting in all 3 dimensions of space, it is straight
forward to extend the 2D pNML system to logic gates and signals propagating in 3D
arrangements.

The basic idea to boost pNML technology is true monolithic 3D integration. It
means that 3D arrangements of pNML devices are interacting in a dense configu-
ration but at the same time keeping the benefits of a top down planar technology.
The question arises, if coupling fields could be used in both directions, namely x-y
(in-plane) and in z (out-of-plane.) Fig. 13b shows the basic idea for 3D integration
of pNML devices by exploiting the vertical field coupling of magnetic islands. By
sketching the cross-section of three magnetic islands, assumed to be separated by a
dielectric material, ANCs can be placed in such a way, that the stray field of magnet
#1 is acting on the ANC of magnet #2 such, that magnetization will align in parallel
with magnet #1. Of course, there is a time delay, as first magnet #1 will reverse
the nucleation volume of the ANC, followed by a domain-wall propagation through
magnet #1. Afterwards—but in the same field-clocking pulse—the ANC of magnet
#2 is reversed followed by domain-wall motion through magnet #2. Next, ANC vol-
ume magnetization of magnet #3 reverses followed by domain-wall motion through
magnet #3. Overall, by a single external field-pulse of sufficient amplitude, the mag-
netization of all three magnets is aligned in the same direction meaning magnetic

Fig. 13 The idea of vertical field-coupling in pNML layers separated by a planarizing spin-on
dielectric. a Calculated induction field values at the section of graph b), 40 nm above the surface of
nanomagnet #1. b Cross-section of the arrangement of NML devices leading to field-coupled vias
and vertical signal transmission from magnet #1 via magnet #2 to magnet #3. Magnet #1’ has no
ANC and is not influenced by the neighboring islands
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information is propagating in z-direction without having vertically conductive chan-
nels nor magnetic material deposited for the via. Simply speaking, the field coupling
is generating a so called (virtual) magnetic via, transferring information from layer
1 to layer 2 and to layer 3.

It is important to mention, that magnet #1’ is not affected, as long as there is no
ANC fabricated. Please note the difference of magnets in the same layer to magnets
coupled with a magnetic via in vertical direction. The magnetization of magnets in
the same layer couples in anti-parallel manner and alignment happens in the follow-
ing field-pulse (opposite direction), whereas the magnetization of vertically stacked
magnets are reversed within the same clocking pulse. Hence, for signal propagation
in vertical direction, a single clock-pulse is sufficient, but for logic operation with
neighboring magnets, a consecutive (opposite) field pulse is mandatory.

In order to estimate the field amplitudes of vertical coupling, Fig. 13a exemplarily
shows the calculated magnetic induction fields 40 nm above the crossection of a
magnetic island. At the position of the ANC (highlighted in light green), there are
coupling fields of strong amplitude acting in both z- and x-direction. They are oriented
in a way, that an ANC above the magnet can be easily reversed as described above.
There is another important aspect visible in this simple calculations, namely that
a precise (and optimized) position of the ANC is vital for correct operation, as
combined Bx and Bz fraction of amplitude massively influence the reversal field of
magnetization. At this point it becomes obvious, that the demands for fabrication
technology are high and a wisely chosen ANC position in the direction closer to the
origin, where the z-field is more constant turns out to be more robust.

4.2 Details on 3D NML Fabrication

A closer look at an employed fabrication technique for 3D stacked NML devices is
presented in Fig. 14. In principle, fabrication technology seems not to strongly differ
from the standard 2D layout of magnetic islands, however there are some details to
be considered:

• The seed layer is very important for magnetic thin-film growth, hence both
magnetic layer stacks should be grown on identical dielectric layers. Hydrogen
silsesquioxane (HSQ, [65]) has been found to be a promising material, as it can
be spun at low temperatures and at the same time planarizes the surface after
consecutive processing steps.

• Standard ANC fabrication is done at 50 kV acceleration voltage, depth control
of the straggling ions has to be considered in order to only pattern the top-most
magnetic layer.

• Alignment of four consecutive processing steps—(1) Co/Pt island patterning layer
1, (2) ANC formation layer 1, (3) Co/Pt island patterning layer 2, (4) ANC for-
mation layer 2—is vital for device operation. It is hence beneficial to perform all
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Fig. 14 Manufacturing process of 3D NML devices: a First pNML functional layer, followed by
b HSQ planarization and c second NML functional layer fabrication. Especially the risk of deep
scattering ions and insufficient planarization are to be considered

four alignment steps for FIB lithography/direct patterning in the same fabrication
tool with integrated imaging capability.

In Fig. 14a, first a HSQ dielectric layer is spun on an oxidized silicon substrate for
the formation of Co/Pt islands by FIB lithography followed by a mild Ar-ion physical
etching process. In a second step, the FIB ANCs are patterned with standard focused
ion radiation. After the first NML device layer, the magnetic islands are planarized
with HSQ as shown in Fig. 14b. The HSQ is baked at a hotplate at T = 225 ◦C or
alternatively exposed to an O2 plasma for hardening. As the trenches between the
magnetic islands are in the range of 10 nm–15 nm, an optional chemical-mechanical
polishing (CMP) step is avoided still giving sufficient planarity for the fabrication of
the second NML device layer. Figure 14c is showing two risks that might deteriorate
device operation. First, deep scattering ions that are not sufficiently stopped in vertical
direction and second, improper planarization of HSQ leading to rough surfaces or
wedge-like surfaces above edges at the buried islands.

Whereas the planarization was not found to be critical, the first risk of straggling
ions was intensely studied for 3D pNML research. The well-established simulation
tool Stopping and Range of Ions in Matter (SRIM) [66, 67] was used to identify
film configurations, that could serve both needs, namely a thin planarization layer
for strong vertical magnetic field-coupling and sufficient stopping of ions to secure
buried magnetic layers from being irradiated. Figure 15a sketches the cross-section
of 2 Co/Pt NML layers separated by a HSQ dielectric. For simulation, the thickness
of the Titanium hard-mask is varied between (b) tT i =3 nm and (c) tT i =8 nm. By
comparing the results for 50 ions of Ga+ at 50 kV (typical values for FIB ANC
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Fig. 15 a Cross-section of 3D Co/Pt layer stacks as simulated in SRIM. By changing the thickness
of the Ti-hard mask from b tT i =3 nm to c tT i =8 nm, the amount of deep scattering ions can be
significantly reduced. Adapted from [68]
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Fig. 16 Layout of a pNML system arranged in 3D. Ferromagnetic islands and stripes, incorporated
into planar, dielectric films of ≈ 60 nm distance. Magnetic vias, signal crossing and 3D majority
gates can be implemented. The typical layer separation in vertical direction is in the 60 nm range

creation in those stacks), there are few ions penetrating the lower Co/Pt stack and
possibly changing the magnetic properties (Fig. 15b). By contrast, for the 8 nm Ti-
layer, the ions are fully stopped in the thicker hard-mask of both layers (Fig. 15b),
preventing deep scattering ions in the lower magnetic film stack as analyzed in detail
[68]. From such simulations it becomes clear, that ion irradiation has to be adapted
whenever changing the magnetic layer composition, even more in 3D arrangements.
The simple change of hard-mask thickness already leads to significant changes of
the magnetic patterning parameters in pNML device fabrication.

In order to give an idea of 3D integrated pNML devices, Fig. 16 sketches three
stacked NML layers incorporating magnetic islands for signal routing, stacked field-
coupled vias, signal crossing elements and a 3D majority gate. Please note, that the
structure is highly planar but at the same time allows for monolithic 3D integration.
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4.3 Major Building Blocks of 3D pNML

In the following, the state-of-the-art in 3D pNML devices is briefly reviewed.
Figure 17 gives an overview on the recently demonstrated 3D devices. All demon-
strated 3D devices have in common that two planar stacked layers of pNML are sep-
arated by a thin dielectric planarizing layer with thicknesses in the tens of nanometer
range. As explained before, the fabrication is subdivided in 3 major steps, (1) the
first layer of pNML is fabricated, (2) the planarizing dielectric is deposited, (3) the
second layer of pNML is deposited and aligned with respect to the first layer.

A magnetic via consists of two stacked and laterally shifted magnets. Depending
on the position of coupling ANC either in the top or bottom magnet, the signal
propagates in vertical up- or down-direction. Both magnets couple by magnetic
fields in a way that the magnets are switched in consecutive manner, but within the
same clocking pulse [69]. This is very important for signal distribution on chip, as
only the delay of nucleation and domain-wall motion is summing up, but switching
occurs in the same clocking pulse. There is no additional clock-delay introduced,
as e.g. in 2D inverter structures. With this method, signals can in principle travel
over several layers up or down 3D NML circuits. Incorporating two magnetic vias

Majority gate optimized for 3D
robust operation

Side−irradiated dotDescription
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Signal direction Py−magnet

Magnetic Via

Crossing
magnetic crossing
Two vias + briding wire form a 

Controlling a Co/Pt input state by
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in−plane magnetized Permalloy bars
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b

Fig. 17 Experimentally demonstrated elements of a 3D pNML logic family with typical sketch of
the layout and cross-section
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of opposite directionality (down-up, up-down) together with a stripe shaped magnet,
a magnetic signal crossing is achieved [70]. With crossing devices in 3D, the layout
of circuits can be very much simplified compared to 2D layouts. In summary, binary
states can be propagated within one clocking pulse (due to ferromagnetic coupling
in perpendicular direction) over several layers of pNML in positive or negative z-
direction within one clocking pulse. A similar functionality as provided by electrical
interconnects in CMOS devices providing high flexibility in circuit design.

Another viable device is the so-called soft-magnetic input, where a Permalloy
magnet of ellipsoidal shape is setting (programming) a Co/Pt input magnet [71]. It
is able to transform and at the same time focus or concentrate globally applied in-
plane fields to out-of-plane fields, acting in a local manner and reprogramming Co/Pt
devices i.e. to switch a M-Gate from NAND to NOR behavior and vice versa during
runtime. Further use of the Permalloy structures is envisioned as field-concentrator
for electrical input wires or as cladding material of those.

The 2D majority gate is transformed to a real 3D gate by positioning one input into
a second pNML plane [72]. The most robust M-gate would use 3 active layers with
maximum coupling-field area, with the drawback of a more demanding fabrication
of three active layers. In principle, the demonstrated 2D 5-input majority gate could
be further optimized for multiple active layers in 3D. With that, robust operation
and a more compact design is achieved. As an example the reader is referred to
a 3D pNML Arithmetic-Logic-Unit (ALU) optimized for compact design in a 3D
implementation [57].

5 A Co-processing Unit as Back-End of Line Technology
for pNML

In this section, the vision of a 3D pNML co-processing unit is discussed including
electrical I/O and the integrated magnetic power clock as power supply for pNML
circuits.

5.1 pNML as a Technology for the BEOL

For a monolithically integrated 3D NML system, the 2D pNML planar circuits are
stacked in the BEOL of a standard CMOS process as sketched in Fig. 18. For pNML,
there is no semiconducting crystalline substrate needed, only a highly planarized and
defect free underlayer for seed layer and magnetic thin film growth is mandatory.
This can be easily implemented in a process that already incorporates magnetic RAM
(MRAM) for non-volatile on-chip memory heavily researched in these days. A co-
processor design is targeted, where the main processor is a general purpose CMOS IC
with electrical to magnetic interfaces (e.g. giant-magneto-resistance (GMR) devices,
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Fig. 18 The co-processor design of a 3D pNML computing system. On top of a CMOS main
processor chip (front-end-of-line (FEOL)), pNML is fabricated in 3 dimensions in the BEOL. As
the pNML co-processor is power-supplied by a magnetic clocking field, electrical interconnects
are needed for I/O and field-clock generation circuitry (ferromagnetic ‘yoke’ of on-chip-inductor)
only. The co-processing unit in pNML can be tailored for specialized tasks, e.g. pattern-matching,
parallel and massively pipelined data processing. Reprinted with permission from [19]

magnetic-tunnel-junction (MTJ) devices as known from magnetic RAM technology).
Electrical wiring is reduced to a minimum as computation takes place via field-
coupling and magnetic signals are moved along extended DW conductors.

Further, a clock-field generation circuit for logic operation in the pNML circuits
has to be implemented. The magnetic fields are generated by harmonically driven on-
chip inductors. A ferromagnetic yoke (on-chip inductor with soft-magnetic cladding)
is exciting and power-supplying the 3D pNML system in the BEOL with an alter-
nating field amplitude. The 3D stacking of functional computing layers (up to 10
or more layers are expected to be a reasonable stacking height) with non-volatile
computing states provides signal crossings and vertical signal flow in an easy way
without need of metallic wiring.

5.2 Electrical I/O

For interfacing the pNML chip with CMOS circuitry, different electrical I/O concepts
have already been investigated.

For electrical input we proposed and demonstrated a current carrying wire close
to the ANC of the input magnet [73]. As the distance of the wire can be chosen to
the tens of nanometer range, small field pulses are sufficient to support switching
of the input (or suppression of switching). Please note, this is different to toggle-
MRAM, where every storage cell has to be addressed in a cross-bar structure. For
high data-throughput of pNML devices, repetitive pulses on the tens of nanosecond
time-scale have to be generated and synchronized with the applied field-clock for
electrical input. As in pNML not more than several hundreds of electrical inputs are
envisioned, circuit complexity for addressing is not a critical issue. It is worth to
mention that other switching mechanisms for electrical input (e.g. the STT-effect,
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Spin-Hall-effect or switching with multiferroic materials) could also be suited for
electrical input, but have not yet been in the scope of our work.

Regarding the electrical output, the Extraordinary-Hall effect (EHE) has been
investigated with a special sensing geometry [74–76]. In the so-called split-current
arrangement, three current contacts are needed to directly contact the output magnet
of a pNML circuit. The side of the magnetic strip is free for incorporating an ANC for
field-coupling to its next neighbor. An advantage is, that small volume magnets can
be sensed and the output signal is proportional to the magnetization, but the EHE-
effect is very likely too small for industrial applications with high data-throughput.
Instead, MTJ or GMR sensors (see e.g. [77, 78]), either as remote stray-field sensors,
or integrated with the free layer as pNML output magnet, could be applied. The latter
concept, a path towards a GMR stack for pNML output sensing was envisioned in
[79] and experimentally demonstrated in [68, 80].

5.3 A New Sensing Concept: Split-Stack Magneto-Resistance
(MR) Device

As described above, there are highly optimized and industry-ripe sensors for MRAM
and hard-drive technology. In principle, one could apply those sensors for pNML
technology. However, there are operating conditions, that have to be addressed and
tailored for pNML integration. One could make e.g. use of the stray field emanating
from the pNML output magnet to flip the free-magnet (FM) of a GMR stack for
sensing but fabrication is complicated by putting complex GMR stacks as new devices
above the pNML output magnets. In our point of view, it is most efficient to tailor
a perpendicular GMR sensor where the free-layer of the magneto-resistance (MR)
device is at the same time the pNML output device and the permanent magnet is
stacked or buried below. Hence, summarizing the results of [68, 80], a sensor was
developed, which has a split structure as depicted in the cross-sectional views of
Fig. 19a–c.

First, a pNML stack is deposited—ending with an inert Pt-layer—followed by
hard-mask patterning for later Co/Pt island etching through a lift-off process. After
that, the device is coated with a Co/Cu/Co GMR interface (Fig. 19b), followed by a
Co/Pt stack forming the latter permanent magnet (PM). In a further step the second
hard-mask is deposited, overlapping with the buried first hardmask. As a last step
(Fig. 19c), the split-stack MR sensor is physically etched by Ar ion etching. The
ANC creation can take place in step (a) or after (c). The fabrication steps result in a
split-structure forming a standard pNML output device with ANC and domain-wall
conduit (left) and an MR-stack with Co/Cu/Co GMR interface. The pNML stack
serves as free-magnet (FM) and will be switched by a domain wall moving from the
ANC throughout the lower stack. In Fig. 19d an SEM image shows the fabricated
structure, where the hard-mask overlap and the ANC formation are clearly visible.
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Fig. 19 a–c Fabrication steps for a pNML output sensor with a split MR-stack, employing buried
hard-masks for etching. d SEM image of the fabricated current-perpendicular-to-plane (cpp) MR
sensor. e MOKE hysteresis loop of the PM/FM stack. Images are adapted from [68]

Magneto-optical Kerr-effect (MOKE) measurements as shown in Fig. 19e reveal
a decoupled switching of the free and pinned magnet with distinct square hysteresis.
However, the device is not fully functional, as the designed pinned magnet has
lower switching field than the pNML layer. It would be possible to use the sensor
in a dynamic mode, where the pinned magnet is following the external clocking
amplitude and the NML output magnet either switches or not, depending on the
logic operation of the pNML circuit. But conceptually, one would prefer a real pinned
layer, that could be achieved by an artificial antiferromagnet (AAF) which exchange
couples the pinned magnet (PM) and compensates the magnetic moment of the
PM. Even though the fabricated sensor showed the expected behavior in terms of
decoupled switching (prohibited exchange coupling through the Copper layer), the
measured change in resistance is very small. By cycling through the major hysteresis
loops, the typical changes in resistance for the MR structure are detected via a
matched Wheatstone-bridge. For bias currents of Ibias = 5 µA differential voltages
of Ud ≈ 200 nV are detected corresponding to a an MR-ratio of 0.34‰ which is
far too small for device application and further optimization of the layer stacks are
needed. To summarize the results for the integrated read-out sensor, the following
improvements are proposed: First, the PM should be pinned by an artificial anti-
ferromagnet to achieve higher switching fields than the ANC as common in GMR
device fabrication. Second, a higher MR-ratio has to be targeted, in order to readout
the sensor at high clocking frequencies. However, the measurements demonstrated,
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that a split-stack MR structure can be fabricated in an easy way for direct integration
into pNML. For that, the pNML output magnet serves as the free-layer of the sensor
and we found the concept prospective for future pNML research.

5.4 A Field-Clock as Power Supply

In order to operate the 3D pNML devices, a bipolar magnetic field-clock with con-
stant amplitude over the pNML device-space has to be provided. Clocking amplitudes
are equal to the switching field of the ANC, and range from ≈ 10 mT to 100 mT for
typical Co/Pt films. There might be applications, where an external magnetic field is
conceivable but for pNML computing, the field clock has to be generated on-chip. As
already depicted in Fig. 18, magnetic fields are most efficiently generated by induc-
tors with a ferromagnetic core incorporating a thin slit. By contrast, simple air-coils
can hardly provide the needed clocking amplitude even though lower switching fields
are feasible by using low PMA magnetic stacks [68]. Our concept of pNML clocking
is based on a planar design of a current carrying copper wire, sandwiched between
two ferromagnetic films. The idea is depicted in Fig. 20a–c. A bulk ferromagnetic
inductor with N windings carries a current I and generates a magnetic induction field
B in the slit width w of

B = μ0H = μ0N I

w + l/μr
, and for w � l/μr : B = μ0N

I

w
(5)

with the free-space permeability μ0, the relative medium permeability μr and the
effective length l of the magnetic core (Fig. 20b).

In order to squeeze the inductor to chip-size, N is set to 1 and the current wire is
placed on the chip-plane in a meander-like manner. This leads to clocking zones of
opposite field-clock polarity in which the pNML devices can be placed (Fig. 20c).
The ferromagnetic core is designed as an underlayer/overlayer film, possibly made
of highly permeable soft-magnetic material with low electrical conductivity (to avoid
eddy-currents) and minimal hysteresis (to eliminate hysteresis losses). The material
should be proven up to the clocking frequency of pNML in the 100 MHz regime as
e.g. reviewed in [81]. A rule-of-thumb calculation, adapted to the dimensions of our

Fig. 20 Evolution of the pNML inductor design. a The 3D pNML layers are stacked in the slit of a
ferromagnetic inductor core. b The slit-distance is reduced to a minimum, as pNML layers are very
thin. c On-chip version, where the N wire turns are reduced to a single copper wire, sandwiched
between the ferromagnetic core
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Fig. 21 On-chip inductor for clocking: Copper wires in a meander-like layout are sandwiched
between soft-magnetic films. Magnetic fields perpendicular to the NML layer stack are generated.
The pNML system is embedded in a dielectric matrix. Typical clocking zones are 40 µm wide and
1 mm long. Graph adapted and reprinted with permission from [19]

envisioned pNML on-chip inductor will be given in the following. For the inductor
estimated by w = 1 µm, l = 80 µm (40 µm-wide clocking zone) and μr = 1000,
the simplification in Eqn. 5 holds, as 1 µm � 80 µm/1000 = 80 nm. With that, the
magnetic induction field can be calculated with I = 30 mA ( j = 3 × 109A m−2

for a wire with cross-section area of 10µm2) to B ≈ μ0 I/2w = 19mT, which is a
reasonable high value for pNML on-chip clocking circuits.

This on-chip inductor design was proposed in [82] and studied by finite-element
simulations in greater detail in [27, 42]. The main results are briefly summarized
in the following: The investigated on-chip inductor with soft magnetic cladding is
depicted in Fig. 21.

The ferromagnetic inductor is highly planar with Cu wires in a meander geometry,
whereas the pNML system is positioned in the ‘slit’ of the ferromagnetic yoke. The
vertical distance between pNML computing layers is in the 60 nm-range. Hence,
several layers (we estimated 10 layers for the given geometry) of pNML can be
stacked while still be penetrated by a spatially homogeneous magnetic field ampli-
tude over large rectangular clocking zones of ≈ 40 µm × 1 mm. First calculations
for this inductor geometry are based on materials that are discussed in [83] and
predict, that pNML can be clocked with an on-chip inductor of L = 10 nH in the
50 MHz frequency range dissipating only ≈ 3W cm−2 [27, 42]. But there is plenty
of room for engineering the inductor material and geometry for NML power-clock
operation.
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However, with the given device, it can be calculated, that only a few aJ per NAND
operation are dissipated when operating the inductor at 50 MHz [42]. A first bench-
marking against CMOS [84] gives a 35 times power saving potential at comparable
binary throughput for 10 vertically stacked functional layers of NAND (or majority
gate) based circuits in pNML.

6 Conclusion and Outlook

Using the local ion irradiation technique for pNML combined with the 3D geo-
metrical arrangements, directed signal flow and logic operation in monolithically
integrated three dimensional computing systems is experimentally demonstrated. A
complete logic family was developed and is now ready for optimization in terms of
integration density, operational speed and robustness against variations. In contrast
to CMOS microelectronics, pNML does not require signal and supply wiring to each
gate, and it has no leakage currents. Furthermore, pNML is non-volatile, and provides
an easy way for global clocking, preventing the complex wiring needed in CMOS
monolithic integration. Even though, computation in the ferromagnetic domain is
mainly unidentified in the domain of IC design, the presented results may provide a
promising technology for future 3D integrated circuits and systems especially when
implemented in a Co-processor or Systolic architecture. But there are limitations and
shortcomings that have to be addressed in future NML research:

Materials: The investigated Co/Pt bilayer stacks are possibly not the best choice
when it comes to bigger circuits, as switching fields are rather high and domain-
wall-speed is low. Softer material stacks like Co/Ni or CoFeB are potentially
better suited. Recent work in our group also considers asymmetric films stacks
with DMI for enhanced domain wall speeds [85].

ANC: Even though focused ion beam processing is well suited for lab experiments,
IC fabrication would need a parallel process step as e.g. provided through ion-
implanter technologies combined with high resolution hard-mask fabrication on
chip. As ANC is a defect-based method to form nucleation sites, one should also
consider local doping or alloying as gentle alternative for ANC creation.

Distributions: Thermally induced switching field distributions can be overcome
by strong field coupling. But distributions stemming from fabrication and ANC
creation are much more difficult to tackle. It is beneficial, that a global and continu-
ous field clock is fixing the time-scale on which switching occurs (Arrhenius-type
variations of switching fields are the same for all magnets) however, due to grains
and pinning in the so-far used perpendicular media, most complex circuits were
limited to a full adder and few ANCs.

On-chip clock: Experimental demonstration of an on-chip field clock as given in
Fig. 20 is still lacking. But we see no fundamental obstacles, that one could
efficiently generate fast and low-loss clocking fields on chip. Field generated by
currents should be more straight-forward than using e.g. multi-ferroic materials
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or even current induced switching techniques like Spin-transfer torque (STT) or
Spin-orbit torque (SOT) by electrically accessing each element on device level.

Switching speed: We think, that switching speed (clocking speed) in the MHz-
regime is not a show-stopper for NML technology, as due to nonvolatility and
high integration density data throughput is competitive with CMOS. However,
CMOS is a circuit implementation, optimized over decades and an emerging
technology has to promise (and at some point has to deliver) improvements of
orders in magnitude to be accepted in an industrial environment.

The given list is far from being comprehensive, and many aspects of NML pros
and cons are not taken into account. But micro-, nanomagnetism and spintronics
are flourishing fields and new effects and novel material are around the corner. The
given pNML platform is ripe to be improved by scientists and engineers: in any case,
pNML 2.0 (if the presented work could be summarized as pNML 1.0) will have to be
faster, lower-energy, more robust and fault-tolerant, thus closer to a real disruptive
pNML BEOL technology for logic circuits. Potentially—by overcoming the given
challenges—it could be well suited for digital but non-charge based beyond CMOS
co-processor architectures.
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Spintronics for Neuromorphic
Engineering

Gerard Joseph Lim, Calvin Ching Ian Ang, and Wen Siang Lew

Abstract Today’s machine learning and artificial neural networks rely heavily on
conventional electronic circuits. Progress inmachine learningmodels and algorithms
will eventually be limited by issues such as high power dissipation and scaling
challenges posed by CMOS, and it is necessary to resolve these through a bottom-up
approach. Here, we discuss how spintronic devices can overcome energy efficiency
and scalability, and serve as artificial synaptic and neuronal devices using materials
with large spin-orbit coupling, as well as magnetic textures such as chiral domain
walls and skyrmions. We also explore the how these spintronic devices can mimic
the biological brain-inspired neuronal and synaptic behaviours, to develop beyond-
CMOS neuromorphic hardware for more efficient computation.

1 Introduction

Computers have come a long way since the invention of the first mechanical calcu-
lators. Today’s computers use solid state electronic transistors and are designed to
perform complex arithmetic and logical operationswith performance that far exceeds
human capability. However, the human brain still outperforms digital computers
when it comes to classification tasks such as recognizing complex patterns, while
utilizing only a fraction of energy that computers require for performing similar tasks.
This is largely due to a completely different architecture between the human brain
and conventional computers. Modern computers are typically built around the von
Neumann architecture that has its advantages in flexibility, simplicity, and economy.
A key limiting factor of this architecture, however, is that a shared communications
bus prevents instruction fetch and data operations from being executed simultane-
ously, as depicted in Fig. 1a. Therefore, the processor tends to idle while memory
is being accessed, resulting in a limitation known as the von Neumann bottleneck,
which is detrimental to performance and efficiency.
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Fig. 1 a In the vonNeumann architecture, memory and logic are physically separate. They commu-
nicate through a shared communications bus, and as a result, prohibits simultaneous bidirectional
data transfer, resulting in the von Neumann bottleneck. b The biological brain and nervous system
of most animals consist of specialised cells called neurons communicating with each other via elec-
trical impulses. The arrows indicate the flow of electrical impulses along pre-synaptic neurons to the
a post-synaptic neuron. cA neural network built upon certain characteristics of the biological brain,
where neurons (grey circles) are connected to each other through synapses with varying weights
(red and blue lines). The arrow indicates the general flow of information in this example of a neural
network

As computers take on more complex tasks, efforts to mitigate the impact as a
result of the bottleneck include increasing the memory bandwidth in and out from
the processor, multithreading, and improving the overall performance of the memory
and processor by increasing transistor density. Over the years, memory density has
steadily increased at a rate described by Moore’s law. Moore’s law is an observation
of the doubling of transistor count approximately every eighteen months. However,
this is accompanied by a plateauing of processor clock rates. The trend of shrinking
transistor size cannot go on indefinitely, due to the approaching physical limits which
will restrict further progress in scaling, and aggravated by issues such as current
leakage and limitations to material choices for ultra-thin gates and channels [1, 2].
Innovations to sustain Moore’s law include building 3D transistors such as FinFETs,
as well as 3D integrated circuit (IC) stacking to increase device density, making
use of the ‘vertical real estate’ [3]. The continued reliance on CMOS transistors
also means that achieving lower power consumption continues to pose a challenge.
Brute processing power through von Neumann computers will not be able to keep
up with ever increasing complexity inherent in computational problems such as
image recognition,machine vision, andother classification tasks.Consequently, there
is increasing demand for more efficient computing by taking inspiration from the
biological brain.

The human brain is an extremely complex structure that exhibits self-awareness,
expresses consciousness and creativity, and is the only organ attempting to understand
itself. The brain employs massively parallel processing [4, 5], is fault tolerant [6],
adaptive (plastic) and capable of self-learning. It manages and coordinates between
sensory inputs, cognition, andmotor control via electrical impulses along specialised
cells called neurons as illustrated in Fig. 1b. While the brain consumes a substantial
portion of the body’s total energy, it is remarkably energy efficient when compared
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with modern day computational algorithms and hardware [7]. As a result, brain-
inspired computing using artificial neural networks such as depicted in Fig. 1c have
become the de facto approach for classification tasks such as computer vision and
speech recognition.

For instance, DeepMind’s AlphaZero is an artificial intelligence (AI) designed to
master the games of chess, shogi, and go [8]. Rather than performing computation
using consumer desktop processors,AlphaZero relies on optimized and purpose-built
application-specific integrated circuits (ASIC). Over 5000 units of Google’s propri-
etary tensor processing units (TPU) are used in AlphaZero, with each TPU estimated
to consume around 200 W [9]. Each TPU alone far exceeds the power utilization of
the biological brain of 20W. Neuromorphic chips have been developed to function as
artificial synapses and neurons using conventional CMOS transistors. For instance,
IBM’s TrueNorth utilizes 5.4 billion transistors across 1 million programmable
neurons and 256 million configurable synapses, and operates at comparatively lower
power than general purpose microprocessors [10, 11]. These brain-inspired neuro-
morphic engineering and computing models are still implemented using conven-
tional transistor circuits. Having a deeper understanding of the biological brain
and emulating brain processes and attributes allow for the development of highly
efficient brain-inspired computing technologies. The prospects of beyond CMOS
technologies are also promising.

Emergingmemory technologies such as spintronics offer a promising prospect for
fulfilling such needs and applications. In utilizing spintronic device physics, one can
engineer neuromorphic primitives that mimic the functionality of biological neurons,
synapses, and processes in a top-down approach. Spintronic devices are inherently
non-volatile, high-speed, radiation-hard, have zero static power requirements, practi-
cally infinite endurance, and can thus overcome the drawbacks inherent in transistor-
based devices. Spintronic devices have also rapidly gained technological maturity in
the formofmagnetic randomaccessmemory (MRAM) that usemagnetic tunnel junc-
tions (MTJ) for data storage applications. In these MRAM devices, MTJs are deter-
ministically switched to store binary information. In research, spintronic devices that
rely on themotion of domainwalls (DW) to achievemulti-state capabilities as well as
in devices that operate in the stochastic regime have been demonstrated. These char-
acteristics have opened opportunities and possibilities in developing brain-inspired
functional primitives such as artificial neurons and synapses.

2 Fundamentals of Spintronic Device and Physical
Phenomena

In addition to the fundamental charge property of electrons, spintronic devices also
make use of the intrinsic electron spin and its associated magnetic moment. In the
absence of external influence such as applied magnetic fields and spin currents, a
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magneticmoment tends to orient itself along the direction of lowest energy. This pref-
erence in magnetic alignment is known as magnetic anisotropy and is determined
by several factors such as the crystal structure and shape of the magnetic material.
In the general case of thin film magnets, the magnetization can be in-plane (IP) or
out-of-plane (OOP) of the film surface, as a result of in-plane magnetic anisotropy
(IMA) or perpendicular magnetic anisotropy (PMA), respectively. Figure 1a shows
arrows of oppositemagnetizations corresponding to blue and red regions for IMAand
PMAmaterials.Materials with IMA commonly form in bulkmagnetic thin films. For
PMA materials, the dominant magnetocrystalline anisotropy forces the magnetiza-
tion direction to be along the normal of the film plane [12, 13]. The axis of anisotropy
is also known as the easy axis and can be identified through magnetic hysteresis
measurements. PMA materials are favoured for high-density memory applications
due to much smaller demagnetization field as compared to IMA materials. Aside
from memory density, the stability of the memory is also an important factor. The
stability of a magnet is determined by the tendency of switching between magneti-
zation states due to thermal noise. It is largely dependent on the magnetic material
volume and magnetic anisotropy, and its retention time is given by:

τ = τ0 exp

(
Ku V

kB T

)

where τ 0 is the characteristic attempt time of 1 ns, Ku is the anisotropy per unit
volume, V is the volume of the magnetic material, k-B is the Boltzmann constant,
andT is the temperature. For amagnetic element suited for long termmemory storage
stability with τ = 10 years, the energy barrier EB = KuV should be > 40kBT. Such
magnetic elements can maintain a stable up or down state due to the large EB, but
can be deterministically flipped between states by overcoming EB with additional
spin torques as shown in Fig. 2b. On the other hand, magnetic elements with low EB

are susceptible to environmental perturbation such as thermal noise that introduce
stochastic and randommagnetization switching, and remain relevant in probabilistic
computing and solving neural network problems [14, 15].

Fig. 2 a IMA and PMA materials form magnetic domains with magnetization in-plane and out-
of-plane of the material b long term memory storage dictates that a large enough EB is necessary.
Energy is required to overcome EB in order to switch magnetization states, and can be achieved
through current-induced spin torques. Materials with low EB are susceptible to random switching
due to thermal noise, but remain relevant for applications in probabilistic computing and solving
neural network problems
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Fig. 3 a The dynamics of amagneticmoment subjected to damping, precessional, and spin torques,
due to an effective magnetic field and spin current Is. b A vertical spin valve in which the spacer
layer is a non-magnetic conductive material. If the spacer layer is replaced with a dielectric, the
device is known as a magnetic tunnel junction

Magnetization dynamics as illustrated in Fig. 3a can be described by the Landau-
Lifshitz-Gilbert (LLG) equation:

dm̂
dt

= −γ
(
m̂×He f f

) + α

(
m̂× dm̂

dt

)

where m̂ is the unit vector of the magnetization, γ is the electron gyromagnetic
ratio, α is the Gilbert damping constant, He f f is the effective magnetic field. The
first term describes the precessional motion of the magnetization in the presence of
an effective field which includes the external magnetic field, the uniaxial anisotropy
field, and other field contributions. The phenomenological damping torque, which is
an intrinsic property of the material and described in the second term, tends to align
the magnetization along the direction of the effective field.

Experimentally, the devicemagnetization orientation can bemeasured electrically
using spin valve (SV) structures as depicted in Fig. 3b. By sandwiching a normal
metal (NM) spacer such as Cu between ferromagnetic (FM) layers, the relative states
between magnetic layers can be measured based on the magnetoresistance across
both layers. The two magnetic layers differ such that the ‘free layer’ (FL) has a
lower anisotropy than the ‘pinned layer’ (PL). Such a device can store a single bit
of information in the form of high or low resistance states, measured electrically
by sending a small non-perturbing current through the device. When the FL and PL
magnetization are in the parallel (P) configuration, the resistance RP is low, while in
anti-parallel (AP) configuration, the resistance RAP is high.

If the conductive spacer layer is substituted with a thin dielectric layer such as
MgO, it behaves as a tunnel barrier between the FM layers, and the device is then
identified as an MTJ. In MTJs, a spin-dependent tunnelling process occurs across
the tunnel barrier, and the tunnelling magnetoresistance (TMR) far larger than GMR
can be achieved [16]. A typical MTJ TMR curve plotted across a sweeping external
magnetic field is shown in Fig. 4a. By switching both PL and FL across the external
magnetic field range, the resistances at AP and P configurations can be measured.
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Fig. 4 a The magnetization configuration of an MTJ can be switched between parallel and anti-
parallel, resulting in resistance states RP and RAP , respectively. b A vertical spin valve in which the
spacer layer is a non-magnetic conductive material. If the spacer layer is replaced with a dielectric,
the device is known as a magnetic tunnel junction

The TMR ratio which describes the change in magnetoresistance between AP and P
states is given by:

TMR = RAP − RP

RP
× 100%

MTJs aremature technologies that have been commercialised in the formof toggle
and spin-transfer torque (STT) MRAM. In a toggle MRAM, a magnetic field is used
to switch the FL. To further simplify the circuitry and increase device density, two-
terminal MTJs utilise STT to switch the FL. In the STT technique, polarized spin
current from the PL exerts a torque on the FL magnetization. With a large enough
injected spin current, the FL can be switched to align in the same orientation as the
PL, resulting in an MTJ in P state. Switching the MTJ to AP state can be achieved by
sending current in the opposite direction. Due to spin filtering, spins not aligned to
the PL get reflected back to the FL, causing the FL to switch orientation, resulting in
an MTJ in AP state. The STT can be described by a Slonczewski-like torque acting
in the plane of the damping torque as depicted in Fig. 4b [17]. To account for the
effects of STT, the LLG equation can be modified to include an additional STT term:

dm̂
dt

= −γ
(
m̂×He f f

) + α

(
m̂× dm̂

dt

)
+ μB

(
m̂× Is × m̂

)
q Ms V

whereμB is the Bohr magneton, Is is the input spin current, q is the electronic charge,
Ms is the saturation magnetization, and V is the FL volume.

2.1 Domain Walls

In a magnetic material, individual moments can align to form various magnetic
textures. In general, magnetic domains form when regions of magnetic moments are
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oriented along the same direction. A single domain can exist in a sufficiently small
region of magnetic material with strongly coupled magnetic moments, effectively
forming monodomain magnets. The magnetization orientation transitions across the
boundaries of domains to form aDW.DWs can form inmagnetic materials with IMA
and PMA. The types of DW formation differs between IMA and PMA nanowires. In
IMA nanowires, themagnetization can form transverse DWs in narrow nanowires, or
vortex DWs in wider nanowires as shown in Fig. 5a, b. In PMA nanowires, Néel and
Bloch DWs form in narrow and wide nanowires, respectively, as shown in Fig. 5c,
d. While monodomain magnets can function as binary bits, certain applications
require multi-state or analog-like behaviour which can be achieved with multiple
magnetic domains.DWs in these devices canbe translated along thenanowire through
the application of external fields or current-induced spin-torque. The translating or
shifting of these DWs corresponds to the expansion of one domain, and the contrac-
tion of another. The DW position therefore determines the total magnetization of the
magnetic material. More importantly, the DWs can be translated along a magnetic
material through excitations such as external magnetic fields or current-induced spin
torques, and is the basis of various device applications. One notable example is in
DW racetrack memory in which data is stored at DWs in a magnetic nanowire. The
position of DWs are electrically translated to the desired position for write and read
operations.

Fig. 5 a Tranverse and b vortex DW in narrow and wide IMA nanowires, respectively. c Neel
and d Bloch DW in narrow and wide PMA nanowires, respectively. Red and blue regions indicate
oppositely magnetized magnetic moments along their anisotropy axis. The transition along the
white region is the DW, where the magnetic moment is twisted away from the anisotropy axis
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Fig. 6 a A Néel DW with right-handed chirality due to the DMI. b Dzyaloshinskii-Moriya
interaction at the interface of a HM with large SOC and a FM layer

2.2 Dzyalonshinskii-Moriya Interaction

Dzyalonshinskii-Moriya interaction (DMI) manifests in materials with inversion
asymmetry, such as at the interfaces formed by HM and FM layers [18]. This
interaction stabilizes certain DW chirality as shown in Fig. 6a, which in turn gives
rise to unique magnetic textures such as skyrmions [19–22], as well as for efficient
magnetization switching and DW propagation [23–25].

First proposed by Dzyaloshinskii in 1958, he attributed the weak ferromagnetism
found in antiferromagnetic crystals such as Fe2O3 and MnCO3 to antisymmetric
spin-coupling, showed that the weak ferromagnetism was caused by the relativistic
spin-lattice and themagnetic dipole interactions, and derived the energy term [26]. In
the following year, Anderson developed the quantum formalism for superexchange
interaction, explaining the magnetic property of oxide and fluoride antiferromagnets,
which subsequently provided Moriya with the formalism for describing a localised
magnetic system in a microscopic model [27]. Subsequently, Moriya derived the
energy term by including the spin-orbit interaction to Anderson’s formalism [28].

DMI arises from spin-orbit coupling as well as the lack of inversion symmetry.
While DMI in bulk materials is typically weak, it can manifest at the interface of
dissimilar materials such as that formed between a magnetic material and a material
with large SOC as shown in Fig. 6b. Interfacial DMI is a result of a 3-site indirect
exchange mechanism between two atomic spins S1 and S2, and the atom with large
SOC.TheDMI interaction HDM I = D12(S1 × S2) favours canted alignment between
neighbouring spins S1 and S2, where D12 is the DMI vector [27].

2.3 Magnetic Skyrmions

A skyrmion refers to a topological vector field configuration first proposed by Tony
Hilton Royle Skyrme in 1961 in the field of particle physics [29]. The skyrmion
configuration experiences topological protection and stability that arises from its
topological charge; The difference in topological charge of a skyrmion from a
saturated and uniform configuration prevents the continuous deformation from one
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Fig. 7 Magnetization configuration of a a Bloch and b Néel magnetic skyrmion

state to the other. The actualization of this skyrmion state in a magnetic material
was successfully observed in 2009 [30] and immense interest on this topological
and magnetic particles was spurred thereafter for its novel physics and possible
applications in spintronic devices.

Magnetic skyrmions can be visualized as a point of reversed magnetization in
a ferromagnetic state with a finite radius for gradual reversal of magnetization as
shown in Fig. 7a, b. They exist in 2 general forms, namely Bloch skyrmions and
Néel skyrmions, where the 2 configurations differ in the direction the rotation of the
magnetization vector from its centre to the outer uniform state. A Bloch skyrmion
also known as the ‘vortex’ configuration has its magnetization rotate perpendicular
to the plane between the opposite magnetizations. For a Néel skyrmion also referred
to as the ‘hedgehog’ configuration, its magnetization rotates parallel to the plane
between the opposite magnetizations [31].

Many desirable properties are found in magnetic skyrmions for its development
in memory applications. The packing density of a magnetic skyrmion storage at the
size of nanometres is highly competitive and comparable to that of the latest hard disk
storage densities at the order of Tb/in2. The non-volatility ofmagnetic skyrmions is in
sharp contrast to dynamic random-accessmemory (DRAM)which requires continual
refreshing of its capacitor state due to charge leakage. Skyrmion are particle-like and
can be driven by electrical current, with reports of 110 nm skyrmions travelling
up to velocities of 100 ms−1 [32]. This corresponds to read speeds in the order of
nanoseconds. Hence, skyrmionic memory systems are promising in filling the niche
between random access memories (RAM) and magnetic hard disk drives (HDDs),
where it can provide reliable and non-volatile memory at high speeds of RAM but
at the low cost of HDDs.

Skyrmions have been shown to be a superior alternative magnetic texture to DWs,
and have been investigated for memory applications. Both magnetic skyrmions and
DWs experience pinning which refers to the reluctance of the magnetic structure
to propagate below a threshold driving current. Skyrmions have significantly lower
pinning current at 106 Am−2 in comparisonwithDWs that is approximately 105 times
larger at 1011 Am−2. This supports skyrmions as an even lower power consuming
memory device. The magnetic skyrmions’ ability to deform without annihilation
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allows it to traverse past minor defects, in contrast to DWs that are sensitive to
defects which causes pinning.

Beyond storage and memory devices, skyrmions have been explored for appli-
cations in other fields such as microwave detector and harvester [33], probabilistic
computing [34, 35], and artificial neuromorphic devices [36, 37]. With the abun-
dant proposed uses of magnetic skyrmion illustrated in micromagnetic simulation,
the experimental study of magnetic skyrmions on magnetic thin films becomes
increasingly important and desired.

2.4 Spin Orbit Torque

STT-MTJ devices rely on high spin polarization factor offered by the PL. The high
voltage and drive current required to effectively switch the FL magnetization can
gradually damage the tunnel barrier, limiting the reliability and lifespan of MTJs. In
order to reduce the required drive current, tunnel barriers under 1 nm are necessary
to achieve a low resistance-area (RA) product. Furthermore, read-disturb can affect
MTJ device reliability due to the shared read and write current paths, causing the
device magnetization to unintentionally switch [38, 39]. An alternative technique to
switch a FM layer magnetization is via spin-orbit torque (SOT) switching, allowing
for separate read and write current paths, and improving the reliability and longevity
of the MTJ. While the SOT has two possible origins—the spin Hall effect (SHE) and
the Rashba effect – we will focus mainly on the SHE as the dominant contribution to
the SOT in subsequent discussions. In SOT switching, an in-planewrite current along
a heavymetal (HM) such as Ta, Pt, andW, causes polarized spins to accumulate along
the interfaces. The spin polarization is orthogonal to the charge current flow and spin
current directions, and comes about due to the spin-orbit interaction and scattering of
electrons in the HM as shown in Fig. 8a. Spins accumulating at the HM-FM interface

Fig. 8 a Spin-orbit torque acts on a nanomagnet due to charge current flow through aHMwith large
SOC, resulting in spin polarized electrons on the lateral surfaces of the HM. A spin torque acts on
the FL magnetization due to spin accumulation at the HM-FL interface. b Chiral Néel DW motion
in the direction of vDW due to je. Opposite chirality or handedness results in opposite directions of
vDW for the same je
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then acts on the magnetization of the FM, thereby switching it [40]. In materials with
PMA, an externally applied field along the direction of the input charge current is
necessary in order to break the switching symmetry [40, 41]. The SOT switching
efficiency is dependent on the degree of spin polarization and spin current density Js,
described by the spin Hall angle θSH and input charge current density Je [42]. SOT
has also enabled high speed movement of chiral DWs along nanowires as illustrated
in Fig. 8b [23]. The direction of DW propagation vDW relative to injected current je

is dependent on the chirality of the DW.

3 Biological Neurons and Synapses

Unlike conventional von Neumann computers, the biological brain consumes much
less power, operates through massively parallel processing, is plastic and reconfig-
urable, and co-locates processing with memory. Brain-inspired models attempt to
closely describe the various mechanisms to the likeness of the biological brain. The
degree of likeness of the model to the biological brain is termed bio-fidelity. The
nervous system of the biological brain is primarily composed of neurons, specialised
cells that manage the transmission of nerve impulses as depicted in Fig. 9. Commu-
nication between neurons is achieved by sending neurotransmitters across a 20 nm
gap known as the synaptic cleft [43]. Information is sent between different types
of neurons that oversee the conveyance of information pertaining to sensory input,
cognition, and motor control. A typical neuron comprises of several parts: (i) The
cell body (or soma) which is the metabolic centre of the neuron. (ii) Dendrites
which extend from the cell body and receive information impulses from pre-synaptic
neurons. (iii) The axon which conducts electrical impulses away from the soma. (iv)
The axon terminal which contains synaptic vesicles that hold neurotransmitters.
Neurotransmitters are released across the synapse to post-synaptic neurons.

Fig. 9 A biological neuron
comprises of a cell body
containing the nucleus, an
axon, and the axon terminal.
An action potential sends an
electrical impulse along the
axon toward the axon
terminal when the
cumulative inputs from the
dendrites exceed the
threshold potential
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Input received at the dendrites come from many other neurons, and can either be
excitatory or inhibitory. The inputs contribute to an analog voltage signal called the
membrane potential. The axon hillock operates on an all-or-none law that sums all the
input signals and triggers an action potential when a threshold potential is breached.
When sufficient excitatory input exceeds the potential threshold, an action potential
will propagate along the axon to the axon terminals. Aside from the analog and
digital mechanisms found within the brain, there are also dynamic, time-dependent
features. For example, in the spike-timing-dependent plasticity (STDP) process, the
synaptic strength between neurons are adjusted based on the relative timing between
pre- and post-synaptic activity. Neuron behaviour vary vastly depending on their type
and function [44]. In designing an artificial neuron/synapse, we trade-off between
device complexity, computational power efficiency, and bio-fidelity.

4 Spintronics for Neuromorphic Engineering

Most of the ongoing research work in artificial neural networks andmachine learning
is through a top-down approach of developing algorithms to mimic biological neural
processes while still relying on hardware based on mature CMOS technologies.
Several takes on artificial neurons, synapses, and neural network hardware using
conventional trasistors include the IBM TrueNorth and Intel Loihi chips. Such chips
attempt to emulate biological neuronal and synaptic behaviour using transistors,
but not necessarily capture the same bio-fidelity of actual biological neurons and
synapses. However, properties and characteristics unique to emerging technologies
such as spintronics enable a bottom-up approach in the development of brain-inspired
computational hardware with greater bio-fidelity. In this section, we look at various
spintronic devices and discuss how they can be used to mimic behaviours, mecha-
nisms, and features of the biological brain, as well as in building functional features,
efficient computational primitives, and circuits for real world applications.

4.1 Spintronic Synapses

The biological neuron receives excitatory and inhibitory post-synaptic potentials
along dendrites as shown in Fig. 10a. The summation of the input potentials can
ultimately lead towards generating an action potential. In an artificial neural network,
synapses with synaptic weights wm,n determine the connection strengths between the
pre- and post-synaptic neurons. The post-synaptic neuronNn receives inputs Im from
pre-synaptic neurons as shown in Fig. 10b, such that Nn = ∑

Im ·wm,n . An equivalent
circuit in the form of a synaptic crossbar array is shown in Fig. 10c. In the crossbar
array, a programmable device with memristive or analog-like behaviour is used to
encode the synaptic weight at each crosspoint. The output at each neuron is then the
sum of dot products between voltage inputs and synaptic conductance.
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Fig. 10 a A biological neuron receives pre-synaptic input of excitatory and inhibitory nature. The
signals are integrated at the axon hillock. Upon exceeding a threshold potential, an action potential
is triggered. Electrical impulses travel down the axon and toward the axon terminal to other neurons.
b A artificial neuron Nn mimics the biological counterpart by summing the product of inputs from
multiple pre-synaptic inputs Im and artificial synapses wm,n. c A synaptic crossbar array where
programmable resistive devices represent artificial synapses at each crosspoint

Synapses have plasticity, meaning that the strength between neurons can be
adjusted to reflect the correlation between pre- and post-synaptic neurons. Several
approaches using spintronic devices to function as artificial synapses are possible,
generally revolving around the manipulation of relative sizes of magnetic domains
in the device, while differing mainly in the sensing technique of the magnetization
state.

MTJs have been available commercially in the form ofMRAM, where a single bit
is deterministically switched to store binary data. The reliability of such a memory
element is only possible using precise fabrication processes. However, it has also
been shown that “misbehaving”MTJs that do not switch deterministically, but rather,
stochasticallymay also find purpose in neuromorphic engineering.AnMTJ operating
in the stochastic regimemay switch up or down 50%of the time. Using this switching
distribution, multiple MTJs with this quality can jointly function as a single synapse
and demonstrate analog-like behaviour [45].

In a DW MTJ, the TMR corresponds with DW position, and the DW position
can be manipulated by current-induced spin torques [46, 47]. Alternatively, synaptic
weights can be represented by anomalous Hall voltage states in a Hall cross device
withmemristive or analog-like behaviour due to themagnetization polarization of the
material as well as spin-orbit coupling [48, 49]. These spintronic synapses contain
the weights in the form of non-volatile magnetization states, and can be adjusted
through an iterative learning process by updating the device magnetization states.

4.2 Spintronic Neurons

Spintronic neurons can function and exist in several forms, ranging in behavioural
complexity. The output of spintronic neurons can be described by their likeness to
their biological counterpart, or bio-fidelity. In its simplest form, step-wise neurons
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with binary output can be achieved with commercially available MTJs. However,
one may require non-step transfer functions in order to handle non-binary inputs
and outputs. For both step and non-step neurons, the magnetization dynamics and
time-domain are not considered. We know that the biological brain does indeed have
time-dependence behaviour, therefore, spintronic neurons with features such as in
leaky-integrate-and-fire (LIF), or simply IF if no leaky feature is present, as well as
stochasticity would emulate biological neurons more closely. The various spintronic
neuronal behaviours are discussed in increasing bio-fidelity.

4.2.1 Stepwise Neurons

The simplest neuronal response is that of a perceptron with a step transfer function
as shown in Fig. 11a. The most common spintronic device with such a response is
the MTJ as shown in Fig. 11b, c, which switches between high and low resistance
states via STT or SOT when the input I > Ic. The resistance states can be deter-
ministically switched when the critical switching current Ic is exceeded, aligning
the magnetization in the free and reference layers between parallel and anti-parallel
orientations. For STT-MTJs, this requires a voltage bias through the tunnel junction.
Such a switchingmechanism has several drawbacks: (1) As the read andwrite current
paths are shared, there is a tendency for unintentional switching due to read disturb.
(2) The high voltage bias required affects the device endurance and is not energy
efficient as compared to other switchingmechanisms.As such, SOT is amore energy-
efficient means of magnetization switching, at the expense of an additional terminal
that results in separate read and write current paths. For such spintronic step-transfer
function neurons, the MTJ can be extremely small such that only a mono-domain
magnetization in the FL exists. Themagnetization dynamics are neglected for a more
simplistic binary output behaviour for such an artificial neuron.

Fig. 11 a A step transfer function (perceptron) triggers at some threshold input Ic. b and c The
step transfer function behaviour can be mimicked with STT or SOT MTJs. When I > Ic, the MTJ
switches deterministically
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Fig. 12 a A non-step transfer function. b The resistance state of the DW neuron MTJ scales with
DW position

4.2.2 Non-step Neurons

The transfer function that models a neuronal output is typically non-stepwise such
as in Fig. 12a. In artificial neural networks, common transfer or activation functions
include the sigmoid, hyperbolic tangent, or more popularly, the rectified linear unit
(ReLU). To achieve beyond binary states in spintronic neuron devices, one would
require multi-domain formation in the free layer. Rather than existing as either one of
twopossiblemagnetization states, amulti-domain free layermay form twooppositely
magnetized domains separated by a DW. The relative proportions between domains
can be adjusted by manipulating the DW position allowing for multiple resistance
states to be exhibited in a DW neuron MTJ [47, 50, 51]. The DW position can be
manipulated by current-induced SOT, and the resistance state of the device can be
read out using an MTJ [52]. The divider circuit in Fig. 12b operates such that an
increase in parallel orientation of the FL domain leads to lower resistance of the DW
neuron MTJ. This drives the output transistor to approximately match Iout and I in

linearly.

4.2.3 (Leaky-)Integrate-and-Fire Neurons

The biological neuron receives multiple inputs from multiple unsynchronised pre-
synaptic neurons. The excitatory and inhibitory inputs may not be received all at the
same time, but across a span of time. These multiple inputs trigger the neuron when
a threshold is reached and describes the IF functionality. Consider a similar structure
to the non-step neuron discussed earlier, with multiple short injected current pulses
to move the DW across the device, as depicted in Fig. 12a. At a certain point, the DW
would have crossed a threshold position such that the resistance state of the neuron
MTJ would cause the output inverter to be triggered as shown in Fig. 12b. The IF
functionality therefore describes the biological brain’s ability to summate all inputs
over time and trigger the neuron when the threshold potential is reached. However, it
does not address the potential decay as observed in biological systems, which further
adds time-dependence to the input stimulus.



312 G. J. Lim et al.

Fig. 13 a DW position and displacement due to input spikes. Green lines indicate input signal
spikes that incrementally drive the DW, while the red line indicates the position of the DW. b The
resistance state of the DW neuron MTJ switches only when the domain under the PL changes
between up and down states

In the LIF functionality, consecutive inputs are not only summed over time, but the
relative interval between inputs is also considered. Sparsely timed excitatory inputs
may fail to trigger the neuron as the individually-triggered potential spikes decay
over time, while closely timed excitatory inputs allow for successive integrations
to exceed the threshold. Figure 13a shows input spikes (green lines) spaced close
enough in time such that the DW is successfully displaced towards the threshold. If
the input spikes were timed more sparsely, the DW may require more input spikes
or even fail to cross the threshold. The leaky feature can be achieved by the simple
implementation of a clocked current pulse in the opposite direction that drives theDW
backwards. Alternatively, the DW can be allowed to naturally drift to leak without
external stimuli by patterning a trapezoidal length of magnetic material, in which
the DW would tend towards the narrower edge with lower DW energy [53]. In a
similar energy-driven approach, the magnetic thin film can be grown such that the
anisotropy is graded along the length within which the DW propagates as shown
in Fig. 13b [54]. The DW will drift towards the region of lower anisotropy in the
absence of external stimuli. Similarly, skyrmions have been proposed to deliver LIF
neuron functionality [55] (Fig. 14).

4.2.4 Stochastic Neurons

In the previous discussions, achieving multi-state spintronic devices require the
formation of multiple domains. The resolution of the multi-states is reduced as
devices scale down, resulting in fewer domains and reducing the number of useable
states. Therefore, an approach to encode the necessary information would be to
use the time domain of a stochastic binary MTJ. When the energy barrier height
EB between magnetization states is reduced, such that thermal noise is able to
randomly flip the free layer magnetization in an MTJ between parallel and anti-
parallel states, its behaviour becomes stochastic [56]. Recently, voltage-controlled
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Fig. 14 a DW position and displacement due to input spikes. The DW moves in the opposite
direction away from the threshold as part of the leaky feature. Green lines indicate input signal
spikes that incrementally drive the DW, while the red line indicates the position of the DW. b An
anisotropy gradient causes theDWtodrift away from theMTJ towards the region of lower anisotropy
when no input current spikes are injected

stochastic MTJs were demonstrated to output a sigmoidal probability activation
function for handwritten digit recognition [57].

5 Summary and Outlook

Spintronic devices have been demonstrated to possess bio-plausible behaviours and
characteristics, and can be used to develop a complete set of neuromorphic hardware
primitives. Spintronic devices begin to take on a bigger role in overcoming challenges
posed as transistor-based devices continue to shrink. Several proposals and proof-
of-concepts for neuromorphic engineering and computing using spintronic devices
show that it is progressively evolving, and continues to open new possibilities to
developing brain-inspired neuromorphic hardware for more efficient computation.
Presently, many of these devices serve niche roles, and more research works are
necessary to broaden their functionalities. Spintronic neuromorphic devices are an
encouraging approach to advancing brain-inspired computing, whether it is to mimic
brain functionality for better understanding of the inner workings of the biological
brain, or to develop better neuromorphic technologies for practical applications.
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Resistive Random Access Memory Device
Physics and Array Architectures

Victor Yiqian Zhuo, Zhixian Chen, and King Jien Chui

Abstract Resistive random-access memories (RRAM) has garnered much interest
in recent decades as a strong candidate to replace conventional memories like NAND
flash, SRAM and DRAM. In contrast to the electrical charge changes in flash memo-
ries to define memory states, RRAM devices rely on non-volatile, reversible resis-
tance changeswithin the device, hence its name.Apart from its superior performance:
low power, high speed, high endurance, its simple two-terminal metal-insulator-
metal (MIM) structure allows for a more scalable design and simpler fabrication
processes. However, the RRAM is not without its problems and challenges. The
resistive switching property of RRAM is inherently stochastic, resulting in varia-
tions between memory states, which could result in bit errors if unaccounted for.
Also, the two-terminal RRAM requires a select device to prevent wrong selection
of devices in an array. This chapter focuses on the redox-RRAM, where resistance
changes take place through redox reactions within the insulator layer of the MIM,
and will describe the basic operating principles of RRAM as well as various RRAM
architectures.

1 Broad Perspective on Nonvolatile Memory

Nonvolatile memory has become an indispensable part of our everyday lives,
powering a wide gamut of applications, from massive data storage such as memory
cards and solid state drives, to consumer electronics like mobile phones, digital
cameras, andmusic players. Since its invention byFujioMasuoka [1] and its commer-
cialization by Intel Corporation in 1988 [2], flash memory is the most prominent
nonvolatile memory technology that drives the proliferation of consumer electronics
of increasing functionality and storage density. In less than three decades, flash
memory has grown into a US$20 Billion per year giant in the semiconductor industry
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[3].Despite its dominance, the long-term scalability of flashmemory is very uncertain
due to inherent physical limits and device reliability [4].

Consequently, there is a need for a new nonvolatile memory that can keep up with
the scalability and performance presented by future technology nodes. Many alterna-
tive memory technologies have emerged and are extensively studied and developed.
Amongst them, the resistive random-access memory (RRAM), which retains infor-
mation in the form of distinct resistance states [5], is widely regarded as the most
promising for massive data storage.

Historically, the resistive switching phenomenon dates back more than two
centuries and was first demonstrated on the electric arc by Sir Humphry Davy in
1802 [6]. In the 1960s, advances in thin film technology enabled very high electric
fields in tri-layered structures which led to observable resistive switching behaviour
in ultrathin metal/oxide/metal films [7, 8]. However, research efforts in these devices
diminished after a decade of intensive study [8] due to the development of silicon
integrated circuits. In 1971, Leon Chua hypothesized the existence of memristors,
the fourth basic circuit element [9]. The recent intense surge of RRAM research
activities was renewed in the late 1990s by Asamitsu et al. [10], Beck et al. [11],
and Kozicki et al. [12] due to the declining progress of silicon technology. Then in
2008, Hewlett Packard Labs realized and termed analog switching RRAM devices
as memristors [13], thereby validating the fourth basic circuit element hypothesized
by Leon Chua.

In 2013, Panasonic produced the first commercialized embedded RRAM chip
[14]. Subsequently, Toshiba and Sandisk announced a 32 Gb high-density RRAM
chip [15]. In 2017, Taiwan Semiconductor Manufacturing Company (TSMC)
announced the production of embedded RRAM chips in 2019 with their 22 nm
technology process [16]. In addition, to achieve ultrahigh storage density, the two-
terminal RRAM devices are implemented in a crosspoint array structure. In 2007,
Samsungdemonstrated thefirst three-dimensional (3D)RRAMcrosspoint array [17].
Notably, a 3DXPoint memory technology was released in 2015 by Intel Corporation
and Micron Technology Inc. Likewise, Crossbar Inc. also released 3D RRAM prod-
uctswith high scalability beyond the 10 nmnode, aswell as better read latency, energy
efficiency and write performance than the current NAND flash memory products.

Other than data storage, RRAM technology can also be used in the development
of human brain-like computing systems with very high energy efficiency, computing
capability and density scalability. For instance, matrix-vector multiplication or dot
product can be realized with RRAM crosspoint architecture [18, 19]. Functional
neuromorphic chips using binary or analog RRAM devices has been successfully
demonstrated [20–23] for online training.

Despite the advancements in RRAM technology, there is still insufficient break-
through in the complete understanding of the RRAM physical switching mechanism
[24–26]. The main area of contention on RRAM mechanisms revolves around its
conductive filament (CF), especially on its composition and on how it connects and
ruptures.

In this chapter, wewill first review the proposed RRAMmechanisms, followed by
the resistive switchingmaterials. Thereafter, the RRAMcrosspoint array architecture
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will be discussed with respect to the selector device and the self-rectifying RRAM
implementations. It will then end with a conclusion and future outlook.

2 RRAM Device and Operation

A typical RRAM device has a simple metal-insulator-metal (MIM) structure,
whereby the sandwiched insulator is the active layer that stores the data. In general,
a RRAM device is able to show two distinct resistance levels, namely the high resis-
tance state (HRS) and the low resistance state (LRS), which represent the logic ‘0’
and logic ‘1’, respectively. More than two resistance levels can also be obtained via
careful tuning of the programming voltage pulse width and amplitude, which leads
to high data storage density.

The two basic RRAM operations are programming and erasing. The transition
from HRS to LRS is known as the SET or programming operation. Conversely,
the RESET or erasing operation denotes the transition from LRS to HRS. Usually,
a pristine RRAM device will have an initial high resistance which requires an
applied voltage that is higher than the SET voltage to activate the resistive switching
capability. This event is called the electroforming or forming process.

The RRAM switching mode can either be unipolar or bipolar as illustrated in
Fig. 1. For unipolar operation, the resistive switching is independent of the voltage
polarity and only depends on the magnitude of the voltage and its duration. Nonpolar
switching is used to describe a unipolar switching that occurs in both voltage polar-
ities. Conversely, for bipolar operation, the voltage polarity is important as the SET
and RESET operations occur in opposite voltage polarities. The switching mode
usually depends on the device structure, especially in the asymmetry obtained via
fabrication or electrical methods.

There are many ways to classify RRAM devices based on their active material,
switchingmechanism or the switching phenomena. Here, wewill focus on the redox-
RRAMand its two subcategories, anion and cation devices, to simplify the discussion
on their mechanisms.

Fig. 1 Schematic of RRAM I-V curves showing two modes of operation a unipolar, and b bipolar
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2.1 RRAM Conduction Mechanisms

In 2006, Szot et al. observed theCF inside insulating oxide using electronmicroscopy
and proposed that the resistive switching was due to the reversible formation and
rupture of theCF [27]. Ever since, theCFmechanismhas beenwidely acknowledged.
On the other hand, the non-filamentary switching phenomenon, also known as the
interfacial switching mode, triggered by Schottky barrier changes at the dielectric-
electrode interface, was also reported [5, 28, 29]. However, Schottky barrier changes
are not exclusive to interfacial oxides and are also reported for filamentary switching
oxides [5, 30–32]. Themain difference between filamentary and interfacial switching
modes is the dependence of the resistance to the device size, whereby for the former,
the resistance is independent.

The CF within the dielectric is the localized conduction channel that is usually
tens or hundreds of nanometers in diameter [33].When the CF is formed between the
electrodes, the RRAM device exhibits LRS. Conversely when the CF is ruptured, the
device exhibits HRS. For cation RRAM devices, the resistive mechanisms are clear
due to the ease at which the metal cations can be observed using microscopy tech-
niques and thus verify the kinetic processes of the CF [34, 35]. As for anion RRAM,
conduction depends on conductive channels created by oxygen vacancies, which is
difficult to detect and to accurately fit with conventional current models. Though
many attempts have been made to explain the conduction mechanism with Schottky
emission, Poole-Frenkel emission, trap-assisted tunneling and other models, there is
no single model that can accurately describe the conduction mechanism [31, 36].

In fact, there are many potential conduction mechanisms in RRAM as illustrated
in Fig. 2. These conduction mechanisms can be grouped into two categories: (1)
electrode-limited processes which consists of Schottky emission, Fowler-Nordheim
tunneling, and direct tunneling as well as (2) bulk-limited processes, such as Poole-
Frenkel emission, ohmic conduction, space-charge-limited conduction, hopping and
trap assisted tunneling. For electrode-limited conduction mechanisms, the key factor

Fig. 2 Band diagram
illustration of the possible
conduction mechanisms in
RRAM: electrode-limited
processes which consists of
a Schottky emission,
b Fowler-Nordheim
tunneling, and c direct
tunneling, as well as
bulk-limited processes, such
as d Poole-Frenkel emission,
and e trap–to–trap hopping
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is the barrier height at the electrode-oxide interface whereas for bulk-limited conduc-
tion mechanisms, the electrical properties of the oxide play a critical role. Typically,
RRAM devices exhibit ohmic or hopping conduction at the LRS [31]. However,
during HRS, the dominant conductionmechanisms vary even for similarMIM stacks
[37, 38] or could depend on the applied voltage regime [31].

2.2 Anion Devices

Switching Mechanisms

The active switching materials of anion RRAM devices include oxide dielectrics
such as transition metal oxides, complex metal oxides, large bandgap dielectrics, as
well as non-oxide dielectrics like chalcogenides and nitrides. In most metal oxides,
the mobile species are widely believed to be the oxygen anions which is equivalent
to the positively-charged oxygen vacancies. Hence, these RRAM devices are known
as oxygen vacancy based RRAM (OxRRAM). Additionally, the anion migration
leads to valence changes of the metal cations which leads to resistance change of
the metal oxide and thus these devices are also termed as valence change memories
(VCM) [5]. Since the resistance switching is caused by defects that modify electronic
transport that is not limited to a specific electronic structure, almost all insulating
oxides should show resistance switching behavior. In theory, the resistive switching
phenomenon should also be observable in other insulating compounds like halides,
borides, carbides and phosphides.

Since the earliest report of resistance switching in oxides by Hickmott in 1962
[7], oxides have been widely studied as anion-based switching materials, ranging
from simple binary transition metal oxides, e.g. TiOx [13, 32, 39], TaOx [30, 40, 41],
HfOx [42–45], ZrOx [46, 47], to rare-earth metal oxides, e.g. CeOx [48], EuOx [49],
to perovskite-type complex oxides such as SrTiO3 and others [50–52]. In the even
larger set of non-oxide switching materials, the resistive switching phenomenon has
been shown in nitrides, e.g. AlN [53], selenides, e.g. ZnSe [54], tellurides, e.g. ZnTe
[55], and polymers [56, 57].

Insulating oxides canbe regarded as semiconductorswith native dopants. They can
be either n-type or p-type semiconductors if they are oxygen deficient or excessive,
respectively. Under applied high electric field and/or Joule heating, the electrically
and/or thermally driven motion of these native dopants leads to chemical changes
which results in resistance change. As the mobility and concentration of oxygen
vacancies or cation interstitials are adequately high in transition metal oxides [5, 58],
they are widely acknowledged as the mobile species responsible for the resistance
switching and this is supported by experimental evidence [27, 33, 59–61]. However,
more direct evidence is needed to confirm the actual mobile species even though
it is very difficult to detect and track the migration of oxygen vacancies in RRAM
devices [62–68].
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The CF in OxRRAM is usually created by an electroforming process where the
pristine device is subjected to a higher than normal voltage or current to activate
the resistive switching capability [69–71]. Once activated, OxRRAM typically show
either unipolar or bipolar resistive switching and have different switching dynamics
and dominant driving forces.

In order to clarify the switching dynamics on their unipolar Pt/ZnO/Pt RRAM
device, Chen et al. traced the CF evolution using in situ transmission electron
microscopy (TEM) [72]. As depicted in Fig. 3a–c, during the electroforming process
via applied voltage sweep, a darker contrast near the top electrode (TE) indicated the
growth of the CF which eventually formed into a complete CF with the thinnest area
in the middle. During the RESET process shown in Fig. 3d–f, the CF ruptured in the
middle due to Joule heating, which ended in the dissolution of the CF towards the
bottom electrode (BE). This in situ observation of CF formation confirms the impor-
tant role of thermal effects in the CF rupture process, which suggests that the resistive
switching in unipolar OxRRAM systems is mainly dominated by thermochemical
effects.

Other plausible mechanisms in unipolar OxRRAM systems such as ther-
mophoresis and diffusion were also explored by Strukov et al. [73], where they
proposed a resistive switching model based on radial Soret-Fick diffusion equa-
tions. This model was experimentally verified with pulse length dependent tests to
observe the response of switching dynamics in OxRRAM systems to the temperature
gradient induced by Joule heating. As illustrated in Fig. 4a, in the case of neutral
oxygen vacancies, a symmetrical CF is formed similar to that in Fig. 3b. However,
for positively charged oxygen vacancies, an asymmetric CF is formed due to drift

Fig. 3 In situ TEM of a–c electroforming process and d–f RESET process taken from video in
Pt/ZnO/Pt system. Reprinted (adapted) with permission from [72]. Copyright (2013) American
Chemical Society
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Fig. 4 Side view schematics of unipolar SET switching in RRAM device with a neutral oxygen
vacancies and b positively charged oxygen vacancies. Reprinted by permission from Springer
Nature, Applied Physics A: Materials Science & Processing [73], Copyright (2012)

(Fig. 4b) and this is observed in TiO2 OxRRAM by Kwon et al. [59] using in situ
TEM. The electroforming process creates a radial temperature gradient due to Joule
heating within the CF. The Soret force then attracts the vacancies towards the CF and
since the vacancies are positively charged, they are attracted towards the negative
electrode.

By considering both thermophoresis and the Fick diffusion of oxygen ions under
the influence of Joule heating, the ion dynamics in OxRRAM can be described by
the following Soret-Fick continuity Eq. (1) [73, 74]:

∂ηv

∂t
= ∇ JFick + ∇ JSoret (1)

where ηv is the vacancy density, JFick and JSoret are the fluxes induced by Fick
diffusion and thermophoresis, respectively.

Unlike unipolar OxRRAM systems, it is the electric field effects that dominate
in bipolar OxRRAM systems. One of more widely researched bipolar OxRRAM
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materials is TiO2. Kwon et al. reported in situ studies on TiO2 RRAM devices where
the CFwas made of a conductive Ti-O phase, termedMagnéli phase, with a TinO2n−1

stoichiometry [59]. Similar oxygen-deficient CF with Magnéli phase was reported
in WO3 based RRAM systems by Tan et al. [75]. However, these observations rarely
yielded any valid switching dynamics in bipolar OxRRAM systems that do not have
stable intermediate phases such as HfO2 and Ta2O5. This could be due to sample
surface contaminants and the reliance of TEM observations on just the ion mass
attribute. To circumvent this, a new technique was developed by Yang et al. in 2017
to characterize the ion transport and CF growth dynamics in bipolar TaOx and HfOx

basedOxRRAMusing electrostatic forcemicroscopy (EFM) [76]. Specifically, EFM
is sensitive to the ion charge accumulation, has sub-10 nm spatial resolution with no
strict requirements on sample thickness nor vacuum level [77, 78]. By merging EFM
with systematic atomic force (AFM) and conductive atomic force microscopy (C-
AFM) characterizations [79], this approach is able to provide a clearer representation
of the dynamic oxygen ion transport during the resistive switching of OxRRAM. As
depicted in Fig. 5, this approach is able to detect the migration and accumulation of
oxygen ions to the interface and the following redox reactions as well as oxygen gas
formation, which led to oxygen-deficient CF and structural distortions in thememory
film. The formation of these CF in HfO2 was directly identified using spherical-
aberration (Cs)-corrected TEM and reversible ion migration was proposed to be
responsible for the bipolar switching in HfO2 [76].

Although bipolar switching in OxRRAM tends to be due to ionic motion and
electrochemical reactions caused by electric field effects, thermal effects still play a
crucial role during the RESET process [80, 81]. Panda et al. combined two models,
an analytical temperature model [82] and a filament dissolution model [83, 84] and
found that the temperature varies in a parabolic path within the CF, and is highest at
the middle of the CF and lowest at the electrodes [85], which is in agreement with
hypothesis that Joule heating assists the RESET mechanism in OxRRAM devices.

Material Selection Considerations

Since Joule heating is inevitable in the OxRRAM, it has a major influence on the
material selection. In order for the OxRRAM to have stable and reliable resistive
switching, both insulating and conductive phases are necessary. These two phases
should not chemically react with each other to form a new phase, even at elevated
temperatures caused by Joule heating. It should be a simple system with only two
thermodynamically stable solid-state phases, one insulating phase and one relatively
conductive phase for the conduction channel. Ideally, the conduction channel should
have a high oxygen solubility to serve as a reliable oxygen reservoir to conserve the
oxygen ions during repeated switching cycles [26]. TaOx and HfOx are the prime
candidates that fulfil these requirements, exhibiting switching endurance over 1012

[86] and 1010 cycles [87], respectively.
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Fig. 5 Schematics of the a conductive atomic force microscopy (C-AFM) and b electrostatic
force microscopy (EFM) measurements performed on HfO2/TiN samples. c Topographic image
showing locations where voltage sweeps with different amplitudes were performed. Electrical d,
topographical e, 1ω (f), and 2ω g measurements on the region stimulated by voltage sweep up to
5 V during preceding C-AFM measurements. h–k, l–o, and p–s are the corresponding electrical
and EFM results on the region stimulated by voltage sweep up to 6 V, 8 V, and 10 V during C-
AFM measurements. Reprinted from [76] under a Creative Commons Attribution 4.0 International
License. Full license terms at http://creativecommons.org/licenses/by/4.0/

2.3 Cation Devices

Switching Mechanisms

Cation-based RRAM devices are also known as metal ion based RRAM, elec-
trochemical metallization memory, atomic switch or conductive bridge RRAM
(CBRAM). First reported in the 1970s byHirose et al. [88], and developed byKozicki
et al., in the late 1990s for data storage [89], the mobile species in CBRAM devices
are metallic cations. Typically, the CBRAMMIM stack consists of a solid electrolyte

http://creativecommons.org/licenses/by/4.0/
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(SE) sandwiched between an electrochemically active electrode (AE) and an elec-
trochemically inert electrode (CE). Candidates for the AE are limited to some metals
that are mobile in the SE, and are usually Cu [90], Ag [91] or an alloy such as CuTe
[35]. CE materials are less limited and include Pt, Ru, Ir, Au, W, Mo, Co, Cr, TiW,
TaN or poly-Si [34]. Conventionally, the SE materials have been amorphous Si, C,
doped organic semiconductors, iodides, methylsilesquioxane, selenides, sulphides,
tellurides, ternary chalcogenides, or even non-solid electrolytes like water and even
vacuum gaps [92–95]. Recently, more and more metal oxides and nitrides have been
used, including Al2O3, CuOx, HfO2, GdO2, MoOx, SiO2, Ta2O5, TiO2, WO3, ZnO,
ZrO2, and AlN [96–98]. The transition from traditional electrolytes to the comple-
mentary metal-oxide-semiconductor (CMOS) compatible and inexpensive oxides
have enhanced the retention and operation voltages of CBRAM, making them more
suitable for certain applications such as switches in large-scale integrated circuits
[96]. More details on the material systems available for CBRAM can be obtained
from the comprehensive review by Valov et al. [34].

Switching mechanisms in CBRAM are similar to that in OxRRAM. Electro-
forming in CBRAMalso causes structural alterations to the SE and creates nanoscale
CFs to accommodate the electrochemically activemetal ions for the subsequent resis-
tive switching [35]. Most CBRAM devices exhibit bipolar switching where by the
electric field is the dominant driving force. However, there are also reports of unipolar
CBRAM, which suggests the possibility of Joule heating effects [99, 100]. Unlike
OxRRAM, the switching mechanisms are better understood since the metal ions are
more easily observed using microscopy techniques, thus the kinetic processes of
the CF can be more easily verified [101]. Since ion migration and associated redox
processes during resistive switching occur at the nanoscale, the TEM, specifically the
in situ TEM, is currently one of the best techniques used to understand the dynamic
processes of resistive switching as it can yield details on the chemical state, compo-
sition, morphology, size and trace the evolution of the CF growth/dissolution down
to individual metal nanoclusters. As summarized by Yang et al. [102], there are
mainly four different electrochemical metallization processes in CBRAM devices
depending on the cation mobility and the redox reaction rate as shown in Fig. 6. The
cation mobility influences the nucleation site of the CF and the direction of the CF
growth whereas the redox reaction rate determines the ion supply which decides the
CF morphology [102].

As schematically shown in Fig. 6a, when cation mobility and redox reaction rate
are high in the SE, it leads to inverted cone-shaped CFs that initiate from the inert CF.
This has been directly verified using in situ TEM for Ag/H2O/Pt (see Fig. 6e) [101],
Cu/Al2O3/Pt [103] and Cu/Cu-GeTe/Pt–Ir [104] devices. On the other hand, when
both cation mobility and redox reaction rate are low, the cations traverse a short
distance from the AE to attain critical nucleation conditions within the dielectric
which leads to metal cluster formation. These metal clusters then form a CF that
grows from the AE to the CE as shown schematically in Fig. 6b and has been
reported in Ag/SiO2/W (see Fig. 6f) [105], Ag/ZrO2/Pt [106], Ag/a-Si/Pt [107], and
TiN/Al2O3/Cu [108].
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Fig. 6 a–d Schematic diagrams of filament growth and e–h TEM images of corresponding exem-
plary filament for when a, e both cation mobility and redox reaction rate are high b, f both cation
mobility and redox rate are low c, g low cation mobility and high redox reaction rate, and d, h high
cation mobility and low redox reaction rate. Adapted by permission from Springer Nature Journal
of Electroceramics [102], Copyright (2017)

If the SE layer facilitates low cation mobility and high redox reaction rate as
shown in Fig. 6c, nucleation of the CFs occurs inside the SE analogous to the case
when both cation mobility and redox reaction rate are low. The exception lies in the
high reaction rate which causes persistent reduction of the metal cations at the sites
of nucleation, resulting in the backward CF growth from the nucleation site to the
AE. This has been observed using in situ TEM by Yang et al. for Ni CF growth in
evaporated SiO2 thin films, as depicted in Fig. 6g [109]. For the last case shown in
Fig. 6dwhere the cationmobility is high and redox reaction rate is low, CF nucleation
occurs from the CE. The low redox reaction rate limits the ion supply such that ion
reduction occurs at the edges of existing CFs, resulting in the formation of dendrite-
like CFs towards the AE. This can be clearly observed in lateral Ag/SiO2/Pt (see
Fig. 6h) [107] and Ag/Ag-PEO/Pt devices [110].

In general, the formation and dissolution of nanoscale CFs has been widely
accepted as the resistive switching mechanism for CBRAM devices. However, other
mechanisms such as phase transitions has also been reported for specific material
systems. One such example is the Ag/Ag2S/W device that was reported by Xu et al.
using in situ TEMwhere the resistive switching was induced by a phase transition in
the Ag2S between the conductive argentite phase and the insulating acanthite phase
[111]. Unlike conventional CBRAM devices, these Ag/Ag2S/W devices have an
abundance of Ag cations which allows intrinsic resistive switching in the SE without
the need of cation injection from the electrodes.

Although there has been much progress in the understanding of the resistive
switchingmechanisms in both CBRAM andOxRRAM,more research is still needed
to confirm the microscopic details, especially for the OxRRAM devices. Linking
the structural changes in the memory layer to the device variation, degradation
and performance would be significant and will pave the way to increased RRAM
commercialization.
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3 RRAM Crosspoint Array

RRAM’s simpleMIM structure allows the implementation of the highly dense cross-
point memory array. As illustrated in Fig. 7, a crosspoint array has parallel metal
lines, known as word and bit lines, at the top and bottom planes, perpendicular to
one another. At each crosspoint or intersection of these metal lines, a two terminal
memory device is integrated. The word and bit lines are used to select a memory
cell and write/read data, respectively [29]. Assuming that the width of both metal
lines and spaces is equal to F, where F is the minimum technology feature size, the
effective cell area will be 4F2, which is the smallest single layer or two-dimensional
(2D) footprint [112].

However, it is not easy to directly use this passive resistive network since accessing
a designated cell induces sneak path currents from adjacent memory cells. As
depicted in Fig. 8, the sneak path problem occurs when the selected memory cell is at
HRS (red) and all its adjacent cells are in LRS (green). During the read operation, the
current flow through the selected memory cell should be low (Ielement). However, as
the adjacent cells are all inLRS, significant sneak currents (Isneak)will flow through all
the cells, thus contaminating the actual information of the target cell. Moreover, the
leakage currents will also increase the power consumption. These problems worsen

Fig. 7 Schematic diagram of a crosspoint memory array showing the word and bit lines. Reprinted
from [29], Copyright (2008), with permission from Elsevier

Fig. 8 Illustration of the sneak path issue in a crosspoint memory array. Reprinted by permission
from Springer Nature Materials [112], Copyright (2010)
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with increasing array size due tomore current leakage paths, causingmemory perfor-
mance degradation. To suppress this sneak path problem, a prevalent solution at the
device level is to incorporate a selection device with each RRAM device such as a
transistor or a nonlinear selector, to get a 1T1R or 1S1R configuration, respectively.

Another key requirement for crosspoint memory arrays is high scalability such
that the storage capacity can meet the specifications driven by the growth of internet
data, data centers and mobile computers. A seemingly straightforward solution is
to decrease the individual cell size such as reducing the RRAM device diameter.
However, this raises concerns regarding increased spatial and temporal variability
in the RRAM devices contained in the crosspoint array. Also, the interconnect and
peripheral circuit area should decrease with downscaling which will increase series
resistance due to geometry scaling and increased surface scattering [113], resulting in
operational problems at high operating currents. Several methods have been reported
to reduce interconnect resistance such as using graphene and carbon nanotubes as
interconnect materials [114].

In order to circumvent the problems in downscaling, unique three-dimensional
(3D) array architectures have been proposed such as the horizontal stacked 3D and
vertical 3D structures. By stacking multiple 2D layers of memory crosspoint (Fig. 7)
into a 3D structure, theminimal feature size is further reduced to 4F2/n, where n is the
number of stacked layers. Between these two 3D structures, the vertical configuration
has higher processing yield and cost effectiveness since only one critical lithography
etch step is needed after the sequential deposition of multiple stacks. As depicted
in Fig. 9, the memory cells in a vertical 3D crosspoint architecture, are formed at
the sidewalls between the horizontal electrode and the vertical pillar electrode [115].

Fig. 9 Vertical 3DRRAMcrosspoint architecture.Reprinted from [115] under aCreativeCommons
Attribution 4.0 International License. Full license terms at http://creativecommons.org/licenses/by/
4.0/

http://creativecommons.org/licenses/by/4.0/
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Instead of reducing the cell size, high density in a 3D array is achieved by increasing
the number of stacked layers.

3.1 RRAM Design Without Selector Device

The key advantages of a crosspoint array with no selector devices are the simple
fabrication process and high array density. However, it will require the RRAMdevice
to be self-rectifying in order to overcome the sneak path current problem.

One of the several self-rectifying concepts is the complementary resistive
switching (CRS) devices first reported by Linn et al. in [112]. As shown in Fig. 10e,
the CRS device is made up of two bipolar Cu/SE/Pt devices connected back to back
with a shared Cu electrode in the middle. LRS occurs when a Cu filament is created
across the SE by a positive voltage applied to the Cu electrode whereas a negative
voltage will induce HRS via dissolution of the Cu filament. This CRS device is able
to derive a unique I-V characteristic and four CRS states as shown in Fig. 10e–g. At
both logic states (0 and 1), the leakage current is suppressed since one of the two
Cu/SE/Pt cells within the CRS device is in HRS. A key disadvantage of this concept
is that the read ‘1’ operation is destructive; thus a write back process is required to
revert the LRS (top cell)/LRS (bottom cell) to the original LRS/HRS state via an
applied negative pulse. This increases the complexity of the peripheral circuitry and
the power consumption [116]. Hitherto, the CRS phenomenon has been reported for
several CBRAM devices [112, 117] as well as OxRRAM devices [86, 118, 119],
using the anti-serial, back to back configuration. However, several challenges still

Fig. 10 a Bipolar memristive element A with a Pt/solid electrolyte/Cu stack. b I-V behavior of
memristive element A shows that transition between HRS and LRS can be performed by exceeding
Vth,RESET and Vth,SET. c Bipolar memristive element A with a Cu/solid electrolyte/Pt stack. d I-V
behavior of memristive element B. e Combining memristive elements A and B creates a CRS. f I-V
behavior of a CRS. g All possible states of a CRS. Adapted by permission from Springer Nature
Nature Materials [1124], Copyright (2010)
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remain for practical CRS implementation such as the shared innermetal electrode and
the inherent variability of each CBRAM in a CRS cell. It is also difficult to reduce the
operation current in the CRS since the variability increases with the current reduction
[120–122].

Another self-rectifying concept is to have a hybrid RRAM-selector cell such as
the 3D double layer vertical structure demonstrated by Hou et al. [123–125]. By
utilizing a Ta/TaOx/TiOx/Ti MIIM stack, stable bipolar resistive switching with over
103 self-rectifying ratio aswell as superior enduranceover 1010 cycles for both top and
bottomMIIM cells. Homogeneous interfacial switching mechanismwas proposed to
elucidate the bipolar resistive switching mode and self-rectification [124]. The key
merit of this structure is the absence of the additional inner middle electrode that
separates the RRAM from the selector which makes it very attractive for the high
density vertical 3D crosspoint architecture.

In 2017, Luo et al. demonstrated a bit cost scalable, 8-layer vertical 3D RRAM
using a hybrid RRAM-selector cell [126]. With a TiN/HfO2/TaOx/Ti MIIM stack,
the devices exhibited >100 non-linearity and high endurance (>107). In addition,
scalability down to 5 nm device size and 4 nm vertical pitch in a 3D RRAM array
was also demonstrated [126]. Despite its high performance and scalability, the high
LRS and HRS resistances in the G� range might require innovative circuit design.

3.2 RRAM Design with Selection Device

Since most RRAM devices operate in the bipolar switching mode, we will focus
on two-terminal selection devices compatible with bipolar RRAM. Based on I-V
characteristics, Yu et al. broadly categorized these selection devices into two groups:
Type I (Exponential I-V selectors) and Type II (Threshold I-V selectors) [127].
Figure 11 shows the typical I-V characteristics of a bipolar RRAM device with
Type I and Type II selectors. The two key selector performance metrics are (1) non-
linearity, which is the current ratio between Vw and Vw/2, and (2) drive current
density, which ideally has to be higher than 10 MA/cm2 if the device scales below
the 10 nm technology node. The selector non-linearity ensures limited sneak current
from unselected memory devices during write and read operations. Other selector
performance metrics such as speed, cycling endurance, variability should ideally be
as good as or better than thememory cell that it is pairedwith. In addition, the selector
material and fabrication process should also be CMOS compatible.

As seen in Fig. 11a, Type I selectors employ an exponential I-V curve to switch
on the selector with a current increase of several orders of magnitude, resulting
in high non-linearity. Reported Type I selectors usually involve engineering the
oxide/electrode interface to form a Schottky barrier [128–130] or MIM structures
with a tunnelling oxide barrier [131–134].

Ideally, Type II selectors are more preferred due to their sudden turn-on property
with steep slope. Type II selectors usually show a hysteresis in their I-V characteris-
tics as depicted in Fig. 11b, where they turn on above a threshold voltage and turns off
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Fig. 11 Typical I-V characteristics of a bipolar RRAM with a Type I Exponential I-V selector
and b Type II Threshold I-V selector, respectively. Reprinted by permission from Springer Nature
Journal of Computational Electronics [127], Copyright (2017)

below a hold voltage. Such threshold switching is exhibited in metal-insulator transi-
tion (MIT) Mott oxide materials such as VO2 [135–138] and NbO2 [139–141]. MIT
is an electrically or thermoelectrically-triggered, rapid, reversible transition between
a high resistive insulating oxide state and a low resistive metallic state. Son et al. have
demonstrated fast switching speed (<20 ns), large drive current density (>1MA/cm2)
and a relatively small non-linearity (~50) in their VO2-based MIT selector devices
[135]. Interestingly, only the nano-scale devices exhibited MIT I-V characteristics
while the micro-scale devices showed ohmic behaviour, as shown in the inset of
Fig. 14. In addition to its small non-linearity, the transition temperature of VO2 is
low at about 67 °C, which limits its practical applications since standard operating
temperature is at 85 °C. Such limitations have led to new material considerations
such as NbO2, where higher non-linearity (~104) and higher drive current density
(>30MA/cm2) has been demonstrated [139, 140]. This could be due to NbO2 having
a larger insulating bandgap and higher transition temperature as compared to VO2

[142]. In addition, Park et al. developed a multi-layered NiOy/NbOx/NiOy structure
capable of suppressing the leakage current such that relatively higher non-linearity
(>5400), fast speed (<2 ns) and drift-free performance is achieved [143].

Other than Mott materials, Type II threshold selectors based on chalcogenide
materials have shown excellent selector performance. Several of these selectors are
based on the ovonic threshold switching (OTS) phenomenon,whichwas first reported
by Ovshinsky in 1968 [144]. OTS is an electronic transition between high and low
resistance states via a region of negative differential resistance. Such OTS selection
devices are different from chalcogenide-basedmemory devices, where the lattermust
be actively switched between states [144]. Most OTS selectors reported high non-
linearity (>104), which provides the full cell selectivity at read and write operations,
and high on-state current (>30 MA/cm2), which promotes scalability [145–147].
Several research groups have successfully demonstrated 1S1R integration usingOTS
selectors. In 2017, a joint project between IBM andMacronix demonstrated a 128Gb
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PCRAM crosspoint array using OTS selector that exhibited very low write (<300 ns)
and read (<100 ns) latencies, goodwrite high endurance (>107) and excellent thermal
retention (>104 h at 85 °C) [148]. In terms of integration between OTS selector and
RRAM, Lee et al. from Samsung reported in 2012, a 1S1R memory cell using a
TaOx-based RRAMand aAsGeTeSiN-basedOTS select device [149]. The nanoscale
selector showed high selectivity (103), endurance (108) and on-state current density
(>10MA/cm2).

Similarly, in 2017, Alayan et al. reported a 1S1R memory where HfOx-based
RRAM was stacked with a GeSe OTS selector [150]. A stable and novel reading
strategy was proposed and up to 106 read cycles have been achieved in their 1S1R
memory cell.

In 2014, Jo et al. from Crossbar Inc. reported a Field Assisted Superlinear
Threshold (FAST) Selector based on a superlinear threshold layer (SLT) whereby a
conduction channel is created at the threshold electric field [151]. By themselves,
these Type II threshold selectors exhibited excellent selector performance such as
very high non-linearity (>1010), large drive current density (>5 MA/cm2), high
endurance (>108) and fast operation speeds (<50 ns). When the FAST selectors are
integrated with low-current, forming-free RRAM cells in a 4 Mb 1S1R crosspoint
array, the integrated 1S1R device demonstrated >102 memory on/off ratio and >106

non-linearity over 105 cycles [151].
Despite intense development of selector research in recent years, there is still

no consensus on the best selector candidate as it must match the characteristics of
the non-volatile memory device. Thus, the selector device still remains as a crucial
challenge in the implementation of ultra-high density crosspoint memory architec-
tures. Ultimately, a self-rectifying RRAM device would be ideal as it eliminates the
requirement of an additional selector element.

4 Conclusions and Future Outlook

In the past decade, RRAMhas seenmuch progress from single device up to 3D cross-
point array demonstrations.Nevertheless, challenges still persist such as detailed clar-
ification of the resistive switching dynamics, the perfect matching of RRAM with
selector or a reliable self-rectifying RRAM for true 3D vertical crosspoint imple-
mentation. Furthermore, new computing architectures are emerging, facilitated by
the unique physical properties of RRAM and the perfect pairing between RRAM
crosspoint arrays and the matrix-vector computation.

In the near future, RRAM technology is expected to have great potential in both
data storage and computing. For instance, RRAM can be leveraged as a storage-class
memory, which fills the gap between main memory and storage memory. In addition,
the high-density, low-power andmulti-level capabilities of RRAMhas alsomotivated
research into neuromorphic computing systems as a synaptic device, which would
induce a paradigm shift in computing technology and a revolution in future electronic
devices.
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RRAM Device Characterizations
and Modelling

Peng Huang, Bin Gao, and Jinfeng Kang

Abstract Resistive random access memory (RRAM) is one of the most promising
candidate for future nanoscale nonvolatile memory. Extensive research efforts have
been carried out to facilitate practical use of RRAM as data storage system.
However, further improvements, such as reducing the operation voltage and current,
suppressing the device variability, etc., are still needed for the commercialization of
RRAM. To further optimize the device performance, physical mechanism of resis-
tive switching behavior must be understood and physical model should be developed.
This chapter summarizes the current physical mechanisms, which provides an atom
view of the resistive switching behavior. Then we will discuss the materials char-
acterization used to identify the origins of switching behaviors, including the high-
resolution X-ray photoelectron spectroscopy (XPS), electron energy loss spectrum
(EELS), in situ transmission electronmicroscopy (TEM) and so on. After that,Monte
Carlo simulation of the dynamic resistive switching processes is presented, allowing
for correlating the observed switching characteristics with the microcosmic physical
processes. Besides, compact model for spice simulation of RRAM based circuit is
discussed. Finally, we will introduce the electrical characterization of RRAM, such
as retention, endurance, RTN and so on.

1 Introduction

Resistance switching phenomenon that the insulator can be switched between
different states has been found for over 40 years. The first reports of this phenomenon
can be traced back to 1960s [1, 2]. In the late 1990s and the early 2000s, the discovery
of hysteresis I-V characteristic in perovskite is reported [3, 4]. Since Samsung

P. Huang (B) · J. Kang
Institute of Microelectronics, Peking University, No. 5 Yiheyuan Road, Beijing 100871,
P. R. China
e-mail: phwang@pku.edu.cn

B. Gao
Institute of Microelectronics, Beijing Innovation Center for Future Chips (ICFC), Tsinghua
University, Beijing 100084, P. R. China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
W. S. Lew et al. (eds.), Emerging Non-volatile Memory Technologies,
https://doi.org/10.1007/978-981-15-6912-8_11

345

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6912-8_11&domain=pdf
mailto:phwang@pku.edu.cn
https://doi.org/10.1007/978-981-15-6912-8_11


346 P. Huang et al.

Fig. 1 a Schematic ofMIM structure for Ox-RRAM, I-V characteristics of b unipolar and c bipolar
I-V characteristics

demonstrated NiO resistance random access memory (RRAM) array in the 2004
[5], research activities on the binary oxides have been blooming. Up to now, more
than 30 types of materials, such as TiOx [6], ZrOx [7], ZnOx [8], Ce Ox [9], HfOx

[10], TaOx [11], AlOx [12], etc., can exhibit resistive switching phenomenon. There
are two types of RRAM devices according to the resistive switching material and
mechanism. The first type is the oxide based RRAM (Ox-RRAM), which is based
on the redistribution of oxygen vacancies (VO) in the resistive switching layer [13,
14]. Another type is the conducive-bridge RAM (CBRAM), which relies on the fast-
diffusing Ag or Cu ions into the oxide or chalcogenide [15, 16]. In this chapter, we
focus on the Ox-RRAM.

First, some basic concepts and terminologies about Ox-RRAM are introduced.
Ox-RRAM is a sandwich structure (MIM) as shown in Fig. 1a. The switching
behavior not only depends on the resistive switching layer, which is composed of
oxide based insulator, but also on the electrodes and their interfaces. Generally, the
oxide used as the resistive layer is nonstoichiometric. Ox-RRAM can be switched
between two states, low resistance state (LRS) and high resistance state (HRS), or
multi-level states [10, 17]. The process of device switching from LRS to HRS is
called SET and the converse switching process is called RESET. The voltages trig-
gering the SET and RESET process are called SET voltage and RESET voltage,
respectively. For a fresh device, an “electroform” or Forming process is needed to
trigger the resistive switching behavior for the subsequent cycles. The voltage used
for the Forming process is usually lager than the SET and RESET voltage. There
are two switching modes of RRAM, unipolar and bipolar. Figure 1b, c schematically
shows the I-V characteristics for the two switching modes. For unipolar switching,
the transition direction depends on the amplitude of the applied voltage and current
state but not on the polarity of the applied voltage. If the device can symmetrically
switch for positive and negative voltages, it is also referred as a nonpolar switching
mode. For bipolar device, SET only occurs at one polarity and only the voltage with
reverse polarity can trigger the RESET process. A current compliance is often used
to avoid the permanent breakdown during the SET and Forming process. To detect
the state of device, a small read voltage is applied without disturbance on its state.
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2 Physical Mechanism of RRAM

2.1 Resistive Switching Mechanism

Bipolar

The resistive switching of bipolar Ox-RRAM is based on the formation and rupture
of conductive filament (CF) consisting of VO as shown in Fig. 2 [14, 18–20]. The
switching characteristic has strong correlation with the distribution ofVO, which will
generate and recombinewith oxygen ion (O2−) during the resistive switching process.
During SET process, the O2− at lattice sites will be randomly thermal activated
into the dissociated O2− under a high electrical field. Meanwhile, a VO leaves at
the lattice sites. The dissociated O2− will hop to the top electrode (anode) and be
absorbed by the top electrode. The generated VO can assist the electron hopping
from the cathode to anode. So the current will increase and the local electrical field
will be enhanced. Meanwhile, the temperature close to the generated VO sites will
increase. It means the generated VO will accelerate the new generation of VO at the
neighboring sites. Therefore, there is a positive feedback between the VO generation

Fig. 2 Schematic physical process of resistive switching in Ox-RRAM
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and electrical filed/temperature. Hence the SET process is usually abrupt [21]. As
more VO generated in the insulator layer, a conductive filament consisting of VO will
connect the two electrodes, which results in the cell switching from HRS to LRS.
The generation probability (Pg) of VO under electric field during dt is governed by
the following equation [22]:

Pg(E, T, dt) = f dt exp

(
− Ea − αa ZeE

kBT

)
(1)

where E is the electric field, T is the local temperature, f is the vibration frequency
of oxygen atom, Ea is the average active energy of VO, αa is the enhancement factor
of the electric field for the lowering of Ea, Z = 2 is the charge number of oxygen ion,
e is the unit charge and kB is the Boltzmann constant. The hopping probability (Ph)
of the dissociated O2− under the electric field during dt can be described as [23]:

Ph(E, T, dt) = f dt exp

(
− Eh − αh ZeE

kBT

)
(2)

Eh is the hopping barrier of O2− and αh is the enhancement factor of the electric field
for the lowering of Eh.

During RESET process, the O2− stored in top electrode will be released and then
hop in the oxide layer. The release probability (Pm) of an O2− is governed by the
equation [24]:

Pm(V, T, dt) = f dt exp

(
− Ei − γ ZeV

kBT

)
(3)

V is the external voltage, Ei is the energy barrier between the electrode and oxide,
γ is the enhancement factor of the external voltage during the O2− release process.
The dissociated O2− can recombine with VO, which can be modeled as an energy
relaxation process and governed by the following equation [22]:

Pr (T, dt) = f dt exp

(
−�Er

kBT

)
(4)

Pr (T, dt) is the probability of the recombination between VO and O2− during dt,
ΔEr is the relaxation energy during the recombination process. The recombination
between the O2− and VO will lead to the rupture of conductive filament and a gap
region forms between the CF and top electrode. So the current decreases and the
device switches from LRS to HRS. As VO recombined with O2−, the electrical
filed in the gap region and temperature will decrease and the hopping of O2− and
recombination will become slow. It means that there is a negative feedback between
the rupture of conductive filament and the decrease of electrical field and temperature.
Therefore, the RESET process is usually gradual and more than hundreds of states
can be achieved under proper voltage pulses during the RESET process [21, 25].
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The physical mechanism of Forming process is similar to SET process. The
intrinsic defect in the fresh samples is usually few. While in the beginning of SET
process, there are still someVO in the resistive switching layer and a remaining defect-
rich region near the bottom electrode after RESET process. Hence, the Forming
voltage is larger than SET voltage and the conductance after RESET is generally
larger than the conductance of fresh state. Often, the remaining defect-rich region is
referred to as the virtual electrode [26].

Unipolar

The resistive switching mechanism of unipolar Ox-RRAM is similar to the bipolar
type as shown in Fig. 3. The difference is the material storing the dissociated O2−.
In the unipolar Ox-RRAM, the dissociated O2− will be absorbed and released from
the easily-reduced oxide clusters which are closely neighbored with the conductive
filament consisting of VO. In more details, there are more than one phase of oxide
co-exists in the resistive layer [27]. One type of oxide phase is oxygen-rich phase.
The oxygen-rich clusters can release O2− due to the thermal decomposition when
the local temperature reaches a threshold temperature [27]. The released O2− will
recombine with the VO and rupture the CF. So the device can switches from the
LRS to HRS. During SET process, the generation of VO is the same with bipolar
Ox-RRAM. But the dissociated O2− will be absorbed by the around oxygen-rich
phase rather than drifting to the top electrode.

Fig. 3 Comparison between resistive switchingmechanism of the unipolar and bipolar Ox-RRAM.
For bipolar RESET, the O2− is released by the O2− reservoir assisting by electrical field together
with heat. For unipolar RESET, the O2− is released by Joule heating induced thermal decomposition
of O2− from the easily-reduced oxide clusters or grains in the capture section region. Reprinted
from [14]
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Fig. 4 Possible conduction
mechanism in Ox-RRAM.
(1) Direct tunnel, (2) FN
tunnel, (3) Schottky
emission, (4) F-N-like
tunneling from trap to
conduction band, (5)
emission from trap to
conduction band, (6)
hopping between dispersive
traps, (7) semiconductive or
metallic-like transport and
(8) hopping between the
electrode and trap

2.2 Conduction Mechanism

Generally, the resistive switching material is amorphous or polycrystalline. The
conduction is correlated with the feature of defects in the resistive switching mate-
rial. Many different conduction mechanisms, such as semiconductor [28], metallic
conduction [22], Poole–Frenkel emission [29], Schottky emission [7], and the space
charge limited current (SCLC) [30], have been used to fit the I-V characteristics of
current conduction of Ox-RRAM. Figure 4 shows the possible paths for the electron
transport from cathode to anode. The resistive switching layer is usually very thin
(~10 nm). The electron can transport from cathode to anode by (1) direct tunneling
and (2) FN tunneling. The electron in the cathode can be thermally activated over
the barrier and injected into the conduction band of resistive switching layer, namely
(3) Schottky emission. The electron can also emit from the trap to conduction band
(4), which likes the FN tunneling. Besides, the electron in the trap can be thermally
activated to the conduction band (5), which is the essential step of Poole–Frenkel
emission. The electron transport in resistive switching layer is mainly through the
VO. If the distance between two oxygen vacancies is small, they will be extended
states and the conduction mechanism is metallic-like or semiconductive (7). The
metallic-like or semiconductive conductivity decreases or increase with temperature
(T ), according to the Arrhenius law [31]:

σ = σ0 exp(EAC/kBT ) (5)

where EAC is the activation energy for conduction and σ 0 is the Arrhenius pre-
exponential factor for conductivity. The electron transport among the dispersive VO

is hopping (6) and the hopping rate between two vacancies can be calculated by the
Mott model [32]:
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Wm→n = f ph exp(−2αRmn − Emn/kBT ) (6)

where the f ph is the vibration frequency of electron, Rmn is the distance between two
VO, α is the attenuation length of the electron wave function, Emn is the change of
barrier height induced by the applied external field. Moreover, the electron can hop
between the electrode and traps (8).

Although there are many current paths from the cathode to anode, only one or
two current mechanism is dominant in a specific Ox-RRAM device. The dominant
mechanism is different depending on the properties of resistive switching layer and
the interface. Therefore, we can tune the conductance of Ox-RRAM via modulating
the properties of resistive switching layer, such as the amount and distribution of
VO. If the concentration of the VO is high, the contact of electrode and resistive
switching layer is Ohmic and there is no barrier. Therefore, symmetrical I-V cure
can be observed in LRS. If the concentration of the VO is low, there is a barrier
between the resistive switching layer and the electrode. The height of the barrier for
electrode transport between the electrode and traps depends on the energy difference
between them. If the energy difference is low, such as TiN/HfOx/Pt-RRAM, the I-V
cure is still symmetrical [33]. The energy difference between the electrode and traps
in Ta/TaOx/TiN RRAM is relatively high, so the electrical characteristics will be
asymmetrical [34]. The asymmetrical is beneficial to mitigate the leakage current
and increase the read margin of RRAM array.

3 Materials Characterization

Due to the complexity ofworking principle ofOx-RRAMdevice, somephysical char-
acterization methods are needed to visually display the resistive process. Compared
with electrical characterization technology, physical characterization technology is
more conducive to analyzematerial composition and guide the optimization of device
structure. Common physical property characterization methods are summarized in
Fig. 5.

A. Spectral Analysis

Since each atom has its own characteristic line, it could be used to identify the
substance and chemical composition based on the spectrum. The common method
includes X-ray photoelectron spectroscopy (XPS) and Raman spectroscopy.

Raman spectroscopy is based on Raman effect, and it involves phonon absorp-
tion (Stokes process) and phonon emission (anti-Stokes process) [35]. Raman spec-
troscopy is widely used in structure determination and in situ reaction monitoring in
many studies (Fig. 6).

He Tian et al. employed Raman spectroscopy to probe the changes inside the
RRAM during the cycling and monitor the oxygen movement at the electrode/oxide
interface by inserting single-layer graphene (SLG) [36].
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Fig. 5 Summary of the common physical characterization methods

The XPS spectrum could be obtained by measuring the kinetic energy and the
amount of electrons escaping from the surface of the material irradiated with the
X-ray beam [35]. And the XPS spectrum is used in elemental composition character-
ization and the electronic state identification of the elements on the surface. Joshua
Yang et al. revealed that the Ag was metallic by XPS, which was further confirmed
by HRTEMmicrographs showing Ag nanocrystals in SiOxNy:Ag [37]. P. Calka et al.
found that the HfO2/TiN interface is free from TiOxNy oxide-nitride states by XPS
[38].

B. Electron Microscopy Analysis

Electron microscopy analysis is the most commonly used method for studying the
particle size, chemical composition, relative content and surface morphology of
nanomaterials, and the electron microscopy generally includes scanning electron
microscopy (SEM), transmission electron microscopy (TEM), and high-resolution
transmission electron microscopy (HRTEM) etc.

TEM is primarily employed to visualize the particle size, shape, and posi-
tion to provide the information to address the performance. For example, Joshua
Yang et al. observed that Ag atoms could separate under electrical bias and
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Fig. 6 Single-point Raman measurements of SLG during consecutive electrical programming
repeated for nine cycles. a Single-point Raman data measured after SET and RESET cycles at
the same location, which is 1 µm from the cross-point. The dash lines mark the D, G, and 2D peak,
which will be analyzed in (b−d). b Statistical analysis of D peak drop as a function of switching
cycle. It is observed that the D peak gradually decreases. c The position of G peak as a function of
switching cycle. TheG-peak position of the SET is always higher than the RESET in each cycle, and
reversible shifts ofG peak position with RRAM programming actions are observed. d The intensity
of 2D peak as a function of switching cycle. The 2D-peak intensity of the SET is always lower than
the RESET in each cycle, and reversible changes of 2D peak intensity with RRAM programming
events are observed. Reprinted from [36]

regroup spontaneously under zero bias because of interfacial energy minimiza-
tion in Au/SiOxNy:Ag/Au device [37]. The dynamic process of Ag dispersing and
agglomerating is shown in Fig. 7 by in situ TEM.

C. Scanning Probe Analysis

Comparing with the electron microscopy, the novelty of the probe technology is a
mechanical change of the piezoelectric device to precisely control the positioning of
the probe on individual atoms and scan the atoms one by one, so that it provides the
atomic resolved surface analysis based on the principle of van der Waals force [38].
Due to its convenience and reliability, atomic force microscopy (AFM) is regarded as
the leading approach in scanning probe analysis method for thickness measurement
and the layer number counting. Figure 8a shows the typical CAFM experimental
equipment at standard air ambient condition, and the CAFM tip contacts with the
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Fig. 7 In situ TEM observation of the threshold switching process of Ag atoms with and without
electrical bias. When the external electric field is exerted at the point of time zero, Ag migration is
observed at time 0.1 s when two nanocrystals started to form. A clear arc-shaped filament is visible
at 2.5 s. When the external biasing is removed at 5.0 s, the filament starts to deform, shrinking to a
round spherical nanocluster implying an interfacial energy driven diffusion mechanism. Reprinted
from [37]

Fig. 8 a Schematic of the standard CAFM experimental setup for HfO2 (~4 nm)/W (200 nm) /n-Si
stack and the electrical connections for the measurement. b Schematic showing the three different
microstructural regions that the CAFM tip might be probing with very different defect density and
spatial vacancy distribution patterns. Reprinted from [39]
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sample surface in physical contact. A. Ranjan et al. investigate the RTN performance
on ultra-thinHfO2 dielectric films using conductiveAFM (CAFM) at a spatial resolu-
tion of 10–20 nm. Figure 8b illustrates the spatial inhomogeneity of the defect density
distribution, and it may need different measurement patterns of CAFM. Based on
the precision detection of CAFM, the metastable VO defect state and the clustering
model at nanoscale level are verified by the experiment [39].

4 Monte Carlo Dynamic Simulation of Resistive Switching
Behavior

The Monte Carlo technique is an ideal tool to study the atomic-scale evolution of
a system. For RRAM, the Monte Carlo simulation method can be used to self-
consistently simulate the microscopic process of the generation and recombination
of vacancies and the transport of interstitial oxygen ions under the external electric
field and influenced by the local temperature [40]. This benefits to deeply understand
the underlying physics of resistive switching behaviors and processes. The simulation
algorithmflow is shown in Fig. 9. Take 2D simulation as an example, the simulation is
performed on an atomicmatrixwith a size ofm*n,wherem and n depend on the fabri-
cated device structure and size. Usually as the inputs of the simulation, the intrinsic
defects are introduced and randomly generated when initializing simulation. After
that, the potential and current distributions in the resistive switching layer are solved
by the Poisson’s equations or resistor network, and then the local temperature distri-
bution is calculated. Following these, the probabilities of the physical effects during
resistive switching are calculated respectively. By precisely assigning different acti-
vation energies (Ea) to particles according to their local structure, the probabilities
of the physical processes can be calculated by Eqs. 1–4. The values of these acti-
vation energies can be obtained through ab-initio calculations [41] and can also be
determined as experimental parameters [42]. After obtaining the probabilities, which
physical process occurs can be decided by using Monte Carlo method by comparing
the probabilities with the random numbers uniformly distributed between [0 1]. The
time and particle distributions have to be updated in every time step. The field and
temperature distributions are updated regularly, and are in turn used to update the
vacancy/ion configurations. For each time step, all the main physical processes are
reevaluated to decide the next move. The above calculations will be repeated as the
sweeping voltage changes.

5 Simulation Method

There are two popular methods to calculate the electric field, solving the Poisson’s
equation and using the resistor network. By applying the boundary condition, the
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Fig. 9 A typical Monte Carlo simulation algorithm flow for Ox-RRAM

potential can be calculated by solving Poisson’s equation as:

∇2φ= − ρ

ε
(7)

where φ is the potential, ρ is charge density within the oxide material.
The resistor network is based on the percolation theory [32, 43]. An example of

a resistor network to calculate the conductance of RRAM is shown in Fig. 10 [44].
The resistive switching layer is divided into the resistor network with cross nodes.
Different particles with different resistivity are located in the network following the
Monte Carlo processes.

The resistance of the node representing the insulating or semiconductive oxide is
nonlinear and can be described as [20]:
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Fig. 10 Example of a
resistor network in the
TaOX-RRAM simulator.
Reprinted from [44]

Ta2O5 VO TaO2

I = sinh(αU )/RO (8)

where α is a fitting coefficient and RO represents the resistance of the oxide in the
network. The I-V characteristics of VO are linear and can be described as:

I = U/RV (9)

where RV represents the resistance value of VO. Using the resistor network, the
potential and current of each node can be calculated by the Kirchhoff law.

The local heat generation is determined by the dot product of the field and current
density vectors J·E, assuming Joule heating is the dominant mechanism for dissi-
pation. Temperature rise due to self-heating is calculated by the resolution of the
time-dependent heat diffusion equation [45]:

∇[κ(r, T )∇T (r, t)] + g(r, t) = ρC
∂T (r, t)

∂t
(10)

where T (r, T ) and g(r, t) = J · E are the temperature and heat generation, respec-
tively, at a given position r and time t, κ(r, T ) is the temperature-dependent thermal
conductivity, ρ is the material density and C is the specific heat capacity.

Simulation of Particle Dynamics and Filament Growth

In thermal equilibrium, vacancies generation is modeled as a random process with
the probabilities as Eq. 1, where the lattice oxygen ion barrier Ea is modulated
by the local electric field under an external bias. Only when O2− is located at the
neighbor of VO, the recombination process occurs. Ion transportation is governed by
the following equation [45]:
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RESET SET

Fig. 11 Simulated CF geometry evolution behaviors during a RESET and b SET processes in
HfOX-based RRAM. Reprinted from [40]

∂n(r, t)
∂t

= ∇[D∇n(r, t) − Vionn(r, t)] + G (11)

where n is the O2− concentration, D is the diffusivity, V ion is the ion velocity, and G
is the net ion generation, which is equal to generation of VO. and

Vion = a f exp

(
− Em

kBT

)
sinh

(
eaE

2kBT

)
(12)

Accurate field and temperature distributions are also crucial for evaluating the
hopping rates. For the sake of simplicity, only the movement to the nearest neighbor
positions is considered.

Simulated Results

The simulated CF geometry evolution during RESET and SET processes in HfOX-
based RRAM is shown in Fig. 11. Corresponding to the same resistance level, the
evolutions of filament geometry during SET are quite different from RESET. For
RESET, the whole filament firstly disconnects at the top electrode and then extends
to the interior as the sweeping voltage increases. For SET, a fine filament forms
firstly in the rupture region and then gradually extends along the radius direction as
current increases [36]. The corresponding simulated I-V characteristic is shown in
Fig. 12. It can be found that the gradual RESET and abrupt SET are reproduced by
the proposed model.

3D simulation can also be performed to reproduce the resistive switching charac-
teristics of RRAM.As an example, a 3D volume of SiOX-RRAMhas been simulated,
by investigating an oxide thickness of 15 nm and a simulated contact area of 30 nm
long and30nmwide [45]. Figure 13 shows the vacancygeneration process. The initial
structure includes defect/Si-rich areas in the form of a pillar as shown in Fig. 13a.
At low biases, few vacancies are created. At round 5 V, filament seeds appear and
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Fig. 12 Simulated I-V characteristics in the RESET (a) and SET (b) process under the DC sweep
mode, where A-D correspond to Fig. 11. Reprinted from [40]

Fig. 13 3D simulation of
the vacancy generation
process in the oxide. The
vacancy distribution through
the filament formation
process in the oxide (yellow
volume). The shown volume
has an area of 30 nm ×
30 nm. Reprinted from [45]

grow significantly as bias is increased to 10 V. At around 11 V, a self-accelerated
generation of oxygen vacancies occurs, which lead to the forming a CF and bridging
the electrodes. The CF formation will results in the abrupt current increase, which
indicates the transition from the HRS to the LRS.

Figures 14 and 15 show the electric field and lattice temperature distributions in
3D simulation, respectively. Temperature rise due to self-heating is significant when
the CF is formed as a significant current starts to flow. The increased temperature due
to the self-heating will increase the oxygen ion/vacancy generation probability and
diffusion. The temperature maps are much less strongly localized than the electric
field maps. Indeed, while percolation paths are characterized by very high power
densities, temperature can still be high outside these paths due to heat diffusion.

TheMonteCarlo simulationmethod can also be used to investigate the retention by
recording the distribution of VO and O2− until it exceeds a pre-determined criterion.
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Fig. 14 Typical electric field distributions for (left) HRS and (right) LRS. Reprinted from [45]

Fig. 15 Typical temperature distribution during the CF formation. Reprinted from [45]

Figure 16 plots the LRS retention behavior of TiN/Hf/HfOX/TiN RRAM [46] and
the corresponding CF geometry. The results are compared with the experimental
data with well agreement [47]. The transportation of VO outside the CF results in

Fig. 16 Simulated LRS retention behavior of TiN/Hf/HfOx/TiN. Reprinted from [46]
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Fig. 17 a Simulated CF and b the corresponding resistance varies with switching cycle under
different operation scheme. It demonstrates that the operation schemewill impact on the degradation
type. Reprinted from [48]

the dissolution of CF. Hence, the VO concentration of CF gradually decrease and the
conduction transfer from the metallic to the hopping. Moreover, the O2− release by
the electrode and sidewall oxide will recombine the VO, which will also lead to the
decrease of VO amount as well as the rupture of CF. Therefore, the current decrease
as time went on.

The endurance degradation can investigated by the developed Monte Carlo simu-
lator by repeatedly simulate the resistive switching like the endurance test. The CF
geometry changing with the switching cycle is simulated and shown in Fig. 17 [48].
The experimental over SET and over RESET endurance degradation behavior are
reproduced by the simulator. It can be found that the gap distance increases with
cycle for the “over RESET” degradation and radius of CF increase with cycle for the
“over SET” degradation. Generally, the simulation of endurance degradation is time
consuming due to the fact that so many switching cycles are calculated.

6 Compact Model

Compact model is very important for the development of new electronic devices
based on new semiconductor technologies. An accurate and comprehensive compact
model acts as an interface between the device physics and system/sub-system design.
Beside phenomenological considerations, compatibility with standardized software
suites employed in the IC industry is also an essential feature for compact model. For
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instance, even if a universal compact model covered all the features of Ox-RRAM is
still not available,manymodels have been proposedwith various degrees of accuracy,
different features, and mixed results.

The first model of RRAM is thememristor model proposed by Chua [49]. Strukov
et al. presented a physical model of a two-terminal electrical device that behaves like
a perfect memristor for a certain restricted range of the state variable w [50]. The
model provides a simplified explanation for the reports of current–voltage anomalies,
including switching and hysteretic conductance, multiple conductance states and
apparent negative differential resistance. Guan et al. presented a compact model by
considering the generation/migration of VO/oxygen ion [51]. The proposed model
is implemented in Ngspice as a macrocircuit. P. Huang et al. proposed a physical
electro-thermal model by modelling the length and width of filament [25, 40]. The
model can be implemented into HSPICE for the simulation of large-scale RRAM
based circuit by Verilog-A [52]. By modelling the local electrochemical reduction
and redox, a self-consistent physical model for SET/RESET operations is built for
unipolar RRAM by Bocquet et al. [53]. By gathering local electrochemical reactions
and heat equation in a single master equation, M. Bocquet et al. proposed a robust
compact model for simultaneously describing Forming, SET, and RESET operations
of bipolar RRAM [54]. A self-accelerated thermal dissolution model for RESET
operation of unipolar RRAM is proposed by Russo et al. via accurately modelling
the joule heat and temperature [55, 56]. Larentis et al. presented a numerical RESET
model based on temperature/field-driven ion migration in bipolar RRAM devices
[28]. A brief summary of the presented models is listed in Table 1. Three typical
compact models of Ox-RRAM will be discussed in detail in this section.

7 Linear Ion Drift

In 2008, RRAM devices were linked with memristor and a couple variable-resistor
model is proposed to understand the hysteretic I-V relation by HP Labs [50]. RRAM
device is modelled as two films sandwiched between two electrodes as shown in
Fig. 18a. The total resistance of the device is determined by two variable resistor
connected in series. The doped film with thickness D has a low resistance Ron. And
the resistance of the other undoped film is relatively high, called asRoff. The boundary
of this two films will move caused by the drift of dopants when an external bias v(t)
is applied. The relation between the external applied voltage v(t) and the current
through the device i(t) owing to Ohmic electronic conductance and linear ionic drift
in a uniform field with average ion mobility is given by:

v(t) =
(
Ron

w(t)

D
+ Roff

(
1 − w(t)

D

))
i(t) (13)

The state variable of above equation is the w(t) and can be expressed as:
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Fig. 18 The coupled variable-resistormodel for amemristor.aDiagramwith a simplified equivalent
circuit. V, voltmeter; A, ammeter. b, c, The applied voltage (blue) and resulting current (green) as
a function of time t for a typical memristor. Reprinted from [50]

dw(t)

dt
= μv

Ron

D
i(t) (14)

where μv is the average ion mobility. w(t) yields the following formula:

w(t) = μv

Ron

D
q(t) (15)

where q(t) is the charge. By inserting Eqs. 15 into 13, the so-called memristance of
the device can be obtained, which for Roff � Ron simplifies to:

M(q) = Roff

(
1 − μv

Ron

D2
q(t)

)
(16)

M(q) is the total resistance of the film. Hence the resistance of the device is
proportional to the charge q that passes through the device. Based on above four
equations, the double-loop i-v hysteresis can be reproduced by the model as shown
in Fig. 18b. In Fig. 18b, the applied voltage is v0sin(w0t) and the resistance ratio
is Roff/Ron = 160. And multiple continuous states will also be obtained if there
is any sort of asymmetry in the applied bias as shown in Fig. 18c. In Fig. 18c, the
applied voltage is±v0sin2(w0t) andRoff/Ron = 380. Equations 13 and 14 can describe
the analog bipolar switching and voltages of opposite polarity can switch the device
between the LRS andHRS as shown Fig. 18b and c. This model could be attributed to
laying the foundations for future RRAMmodels. Taking this model as the reference,
numerous models have been proposed for RRAM devices, such as the non-linear ion
drift model [57] and the exponential ion drift model [58].
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8 Physical Electro-Thermal Model

In 2012, Huang et al. proposed a comprehensive physical model for bipolar RRAM.
Its major feature is linking the resistive switching behavior with the evolution of
CF geometry, which depends on multitude of factors. Based on the Monte Carlo
simulation of the CF evolution (Fig. 11), 3-D CF evolution process can be modelled
as shown in Fig. 19. Both the lateral and vertical growth process are considered in
the model. The rupture process is that the whole filament disconnects firstly at the
TE then extends towards the interior step by step with increasing voltage. So the
gap distance x and the dx/dt are key factors to describe the RESET operation. In
CF growing process, the firstly formation of a fine filament in the rupture region
connects the tip of the CF and TE then gradually enlarges along the radius direction
as the current increase in SET operation. Therefore, x, dx/dt, the width of the newly
growth CF w, and dw/dt can be used to characterize the SET process.

The reduction of x in RESET process is determined by the three physical
processes: (1) electrode release O2−; (2) O2− hopping in the oxide layer; and (3)
recombination between O2− and VO. The reduction of x is determined by the slowest
process among those three processes. If the hopping of O2− is the slowest, dx/dt can
be deduced as:

dx

dt
= a f exp

(
− Eh

kBT

)
sinh

(
αh ZeE

kBT

)
(17)

Fig. 19 The schematic of
CF evolution. The SET
process is divided into two
steps. 1st step: CF growth
from the rupture CF tip to
the electrode. 2nd step: CF
extending along the radius
direction of formed CF.
Reprinted from [22]
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Likewise, if the process of O2− released by the electrode is dominant, dx/dt can
be written as:

dx

dt
= a f exp

(
− Ei − γ ZeV

kBT

)
(18)

and when the process of recombination between O2− and VO is the slowest, dx/dt is
written as:

dx /dt = a f exp(−�Er/kBT ) (19)

The growth of the CF results from the generation of VO under external bias.
Considering theVO generation in the gap region, dx can be expressed as the following
equation:

dx = −a f exp

(
− Ea − αa ZeE

kBT

)
dt (20)

The CF evolution during the switching process can be described based on Eqs. 17,
18, 19 and 20. The temperature plays a key role during the switching process. For
the purpose of simplification, uniform temperature is adopted and the description of
temperature is:

T = T0 + I V Rth (21)

where T 0 is the ambient temperature, Rth is the effective thermal resistance. The
transient effect of thermal capacitance in Eq. 21 is neglected to simply the model.
It means the temperature variation is assumed to be much faster than the voltage
variation imposed by the setup; in other words, the model is based on a quasi-static
approach, where the thermal equilibrium is assumed to be reached once the operation
voltage is applied to the cell.

The conduction ofCF region ismodeled asmetallic-like or semiconductive,which
depends on the VO concentration in the CF. The conduction of gap region is hopping
conduction. Generally, the hopping current can be calculated with distribution of VO

in real space and energy space based on Eq. 16. Here the hopping current is correlated
with the voltage and gap distance by:

I = I0 exp(−x/xT ) sinh(V/VT ) (22)

where I0 is 10 µA/nm2, xT and VT are the characteristic length and voltage, respec-
tively. Therefore the conduction of HRS and LRS can be modelled as the series
– parallel of metallic-like or the semiconductive and hopping as shown in Fig. 20.
When the width of the newly grown filament is small, the conduction of LRS is small
and the nonlinear I-V characteristic can be reproduced as shown in Fig. 20b. The
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Fig. 20 a Equivalent circuit of conduction in LRS and HRS, b, c LRS/HRS I-V curves reproduced
by the conduction model. The non-linear characteristic in LRS is reproduced by the developed
conduction model with small LRS (w). Reprinted from [22]

current at HRS exponentially increases with the voltage and exponentially decreases
with the gap distance x as shown in Fig. 20c.

The equivalent circuit of a RRAM cell is shown in Fig. 21, which includes a large
parallel resistance (RP), two contact resistances (RC), a larger parallel capacitance
(CP) and the resistive switching element. Rp represents the leakage current between
the two electrodes, such as direct tunnel, FN tunnel, trap assisted hopping and so on.
Rc is the resistance of the electrode and the contact resistance between the CF and

Fig. 21 Equivalent circuit of
a RRAM cell with parasitic
elements. The parasitic
resistance and capacitance
are considered in this model.
Reprinted from [22]
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electrodes. CP represents the intrinsic capacitance of the MIM structure of RRAM
cell.

Figure 22 shows the comparison between the calculated and measured electrical
characteristics of RRAM cell. It can be found that the compact model can reproduce
the gradual RESET and the abrupt SET processes under DC sweep, which are consis-
tent with the measured data. During the RESET process, there is a negative feedback
between the speed of CF rupture and the decrease of electrical field and temperature
caused by the current drop and increase of CF gap. Hence, the RESET process is
gradual and multiple intermediate states can be achieved by the RESET operation
[13] as shown in Fig. 22a. Since different RESET voltages will lead to different gap
distance x of CF, multi-level HRS can be achieved with different stop voltages during
the RESET process as shown in Fig. 22a. Because of the positive feedback between
the CF growth and electrical field/temperature [25], the SET process is abrupt. So,
only binary states can be achieved during the SET process as shown in Fig. 22a. The
evolution rate of CF depends on the electric field in the gap region during the SET

Fig. 22 a The modeled DC
I-V curves during the
RESET and SET operation,
together with the measured
data. b Calculated and
measured transient response
current waveform for two
different RESET
programming schemes.
Reprinted from [22]
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process, so the SET voltage will increase with the initial gap distance × 0 and HRS
as shown in Fig. 22a. Two different operation schemes are used to switch the device
from ~10 to ~50 k� as shown in Fig. 22b. It implies that the switching speed will
exponentially increase with operation voltage during the RESET process. By tuning
parts of the parameters used in the model, the electrical characteristics of different
RRAM device with different material and structures can be reproduced [22]. Excel-
lent agreement between the modelled and measured data in different RRAM devices
indicates the validity and universality of the developed compact model to describe
the main features of the bipolar RRAM cell operations.

The model can be implemented into the HSPICE for the co-design and opti-
mization of the RRAM based circuit. A memory array with 1T1R configuration is
simulated using the presentedmodel for RRAMcell and the BSIM3v3 [59]model for
the NMOS as shown in Fig. 23. The simulation is based on the worst case scenario:
the selected cell is located at the farthest corner and the other cells are in LRS [60].
The simulated results indicate that the maximum current (Imax) of the selected cell
decreases with array size due to the degradation of gate-source voltage (VGS) of
the selected transistor, as shown in Fig. 23b. Accordingly, the parasitic RC delay
increases dramatically with array size during the RESET process resulting from the
increase of the interconnect capacitance, as shown in Fig. 23c. The RC delay in
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Fig. 23 Simulated the 1T1RRRAMarray with the presented compact model. aDiagram of 1 T–1R
array configuration. Transient response during b SET operation and c RESET operation of 1 T–1R
array, with the array enlarging from 8 × 8 to 128 × 128. d Simulated average dynamic power
dissipation with VWL changing during write operation of varisized arrays. Reprinted from [52]
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the array is more significant during RESET than during SET, since the initial larger
current flow in RC network leads to a larger latency feedback. The power dissipa-
tion during the operation can also be investigated by the compact model as shown
in Fig. 23d. The average power dissipation decreases with the array size due to the
decrease of the VGS and Imax of the selected cell, which is caused by the increased
voltage drop along the signal lines. However, the power dissipation increases with
the array size resulting from the increase of sneak current path.

9 Marc-Bocquet Model

Basedon the creation anddestructionofCFassisted by the joule heat and the electrical
field, Marc-Bocquet presented the models for the bipolar and unipolar RRAM [53,
54]. The models discussed above regard to the bipolar RRAM, so here we only focus
on the compact for the unipolar RRAM. As shown in Fig. 24, the CF connecting
two electrodes will grow and rupture, which depends on the applied voltage. The
temperature of the cell will increase due to the joule heat. In one dimension geometry,
the heat equation can be simply written as:

σCF(x) · ξ(x)2 = −Kth CF
∂2TCF
∂x2

+ h
TCF(x) − Tox

tox
(23)

where σCF is the CF conductivity, TCF(x) is the CF temperature, Tox is the oxide
temperature, K thCF is the CF thermal conductivity, tox is the oxide thickness, and h is
the heat transfer coefficient between CF and surrounding oxide. The CF is assumed
to be metallic with a high conductivity σCF. In contrast, the resistance of the oxide
gap is higher. The analytical expression of the electric field ξ can be derived:

ξ(x) = I0 · R(x) (24)

Fig. 24 Schematic representation of a formed and dissolved conductive filament resulting from
SET and RESET operations, respectively, in MIM structure. During RESET, the inner tempera-
ture is raised by Joule effect and leads to the destruction of the CF. In contrast, during SET, an
electrochemical local reduction process enables restoring CF. Reprinted from [53]
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where the resistance per unit length R(x) is:

R(x) = 1

r2CF(x)π(σCF(x) − σox ) + r2CFmaxπσox
(25)

I = Vcell∫ tox
0 R(x)dx

(26)

I0 is the Ohmic current in the MIM structure, V cell is the applied voltage, σ ox is the
conductivity of oxide gap, rCF(x) and rCFmax denote the radius and themaximal radius
of the CF in cylindrical geometry, respectively. The conductivity of metallic CF is
temperature dependence and can be described as [61]:

σCF(x) = σCF0

1 + αT · (TCF(x) − Tamb)
(27)

Two distinct mechanisms are considered to model the creation and destruction of
CF: the redox and diffusion process. The classical redox process can be expressed
as:

Ni2+ + 2 · e− ox
�
red

Ni (28)

The reaction velocities for both the reduction and oxidation processes can adopt
the classical Butler Volmer equation [62]:

vred = k0e
− �rG0+2(1−α)F(E−Eeq)

RTox (1 − CNi ) (29)

vox = k0e
− �rG0−2αF(E−Eeq)

RTCF(x) CNi (30)

α is the asymmetry factor, k0 is the kinetics constant of electrochemical reaction,
R is the ideal gas constant, F is the Faraday constant, �rG0 is the free energy of
the reaction at equilibrium, and finally Eeq is the equilibrium potential. Here it is
assumed that the redox of Ni is isotropic and the potential E is |VCell|. CNi is the
dimensionless concentration of metallic species, where can be obtained based on the
self-consistent master equation:

dCNi

dt
= vred − vox − vdiff (31)

vdiff is the diffusion velocity and can be written as:

vdiff = kdiff · e− Ea
kb ·TCF(x) · CNi (31)
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Fig. 25 The measured and
calculated I-V characteristic
of NiO based unipolar
RRAM. Reprinted from [53]

where Ea is the activation energy, governing the thermally assisted diffusion of
metallic species.

Figure 25 shows the calculated quasi-static SET and RESET I-V characteris-
tics, together with the measured data. Since both the CF creation and destruction are
described by the self-consistent kinetics equation, the model can continuously calcu-
late the I-V characteristics of the switching process. Hence, the CF profile obtained
after SET operation is used as the initial state of the subsequent RESET operation.
The presented model excellently agrees with the experimental data in Fig. 25, which
demonstrates the validity of the model.

10 Electrical Characterization

RRAM utilizes the reversible resistive transition effect of materials to achieve infor-
mation storage. SET and RESET programming are considered as the basic and
necessary processes for resistive switching. In this section, the electrical character-
ization techniques of Ox-RRAM are discussed. Typical measurement methods will
be discussed to illustrate the electrical characteristics of Ox-RRAM.Meanwhile, the
reliability issues such as retention, endurance and read disturb behaviors obtained
by these measurement methods would be introduced in detail.

A. Measurement Method

DC measurement refers to the process of applying gradually increasing voltage
sweeps to both ends of the device and obtaining current. It could be used to achieve
I-V curve and data retention of RRAM. The typical I-V curves of the memory device
in 1R and 1 T-1R configuration after forming process are shown in Fig. 26a, and the
typical retention test at high temperature shown inFig. 26b.Whenapplying increasing
voltage to a RRAM cell, the resistance could be calculated based on Ohm’s law. In
general, the read voltage is approximately one tenth of the switching voltage, and
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Fig. 26 a Typical I-V curve of bipolar resistive switching characteristic in 1R and 1T1R configu-
ration of the TiN/TiOX/HfOX/TiN devices, b retention properties of resistance of LRS (RLow) and
HRS (RHigh) at 150 and 200 °C. The result predicts 10 years lifetime of stored bit. Reprinted from
[63]

the resistance corresponding to the read voltage is recorded as the current resistance
of RRAM cell. Besides, the window in I-V curve could reflect the ability of the
resistive switching and the health level of RRAM cell. In addition, it is also called
on–off ratio and it is proved that cycling endurance could result in the degradation
of the on–off ratio. DC test could be measured with a comprehensive semiconductor
device parameter analyzer, such as Agilent 4156, Agilent B1500, and Keithley 4200,
etc.

Pulse measurement is widely used in the research of RRAM characteristics. In
practical applications, the excitation signal of RRAM is pulse signal. Figure 27 shows
the typical pulse cycling test waveform: after performing a SET pulse operation, a
read operation is followed; and after performing a RESET pulse operation, a read

Fig. 27 The typical pulse
test waveform for RRAM
device
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operation is followed. The fast pulse test consists of several these test waveforms, and
it could be applied to study the transition speed and cycle endurance characteristics.
Figure 28a shows the high operation speed of TiN/Ti/HfO2/TiN device with 10-ns
pulse mode. The 106 cycles endurance with binary switching is shown in Fig. 28b.

B. Application-Cycling Endurance

For the reliability of RRAM device, endurance and retention are considered as the
most important performance to characterize the device. In general, endurance refers to
howmany switching cycles the RRAMcell could perform. In other words, endurance
means the programmable number before the failure of the device. As mentioned
before, one SET and one RESET consist a cycle unit in the endurance test. Typical
endurance degradation modes could be divided into two scenes: the final failure state
of RRAM is fixed in either LRS or HRS, shown in Fig. 29a. The mechanism of
endurance degradation could be explained that extra VO generating or recombining
lead to the change of the structure of CF so that it deviates from the original stable

Fig. 28 a Test of operation speed with 10-ns pulse width of TiN/Ti/HfO2/TiN device, b endurance
switch endurance of 106 cycles in TiN/Ti/HfO2/TiN forming-free memory. Reprinted from [64]

Fig. 29 a Typical endurance degradation modes, b schematic of endurance degradation mecha-
nisms [48], c endurance test of amorphous HfOx with different SET voltage and cell size [65],
d summary plot of the PW RESET dependence of endurance lifetime obtained from two different
dielectric stack [66]
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structure, shown in Fig. 29. In detail, under the action of electric field, extra VO

generation results in enlarging the size of CF during SET process. LRS and HRS
gradual decrease firstly, then sharp decrease and stuck inLRScausing the loss of ratio,
which is called as “over SET”. While during RESET process, extra recombination
between O2− and VO results in an enlarged gap. And finally the resistance of both
LRS and HRS increases and the device cannot be switched to LRS with the primary
SET voltage, which is called as “over RESET” [48].

Cycling endurance degradation is affected by multiple factors. Fantini et al.
demonstrate that it depends on the cell size and layer thickness, shown in Fig. 29c,
and it could be explained that the degradation of endurance after scaling down could
be attributed to the reduced number of ions in the switching layer [65]. Chen et al.
study the impact of RESET amplitude and duration on the endurance degradation,
and it is found that using shorter write pulse, low O-affinity electrode, and high O-
affinity dielectric could obtain significant improvement in endurance performance
[66]. What’s more, the programming condition also has a significant influence on
the endurance degradation [67].

C. Application-Data Retention

Another important performance for evaluating the reliability is data retention, and it
has been reported by several researchers to obtain optimization method of retention
characteristic. Retention refers to the length of time the data can be maintained
in the memory. As a universal metric, the commercial applications of the memory
should ensure that data could be stored for more than 10 years at 85 °C. Based on
the Arrhenius equation, there is an inverse correlation between data retention and
temperature, which the retention time decreases with the temperature increasing. In
order to efficiently evaluate the retention of RRAM cell or RRAM array, baking the
RRAM at high temperature and extrapolating down to the desired temperature is the
common acceptedmethod. Because the failure of retention is a completely stochastic
process, it makes sense to study the retention behavior of a large number of RRAM
device.

Ming Liu et al. demonstrate a temperature-dependent LRS retention failure
behavior of RRAM based on TiOx/Al2O3 bilayer structure. The retention behavior
at 300µA under different temperatures is shown in Fig. 30a. The retention failure
mechanism is attributed to the relationship between the LRS conductivity σ and the
temperature T. Besides, the carriers conduction in CF is similar to the nonmetallic
path formation [66]. More remarkably, σ is related to T with a simple power law
equation, as shown in Fig. 30b. Finally, the resistance deviates from the initial value,
so that the RRAM has a retention failure (Fig. 30c).

Meiran Zhao et al. have investigated the statistical behavior of retention in the
1 Kb filamentary analog RRAM array, and evaluate the impact of retention in the
neural network. The analog switching ability refers to the conductance of the RRAM
varying continuously. The analog data storage could increase the level numbers to
make the analog RRAM a promising emerging device for neuromorphic computing.
In his work, it is found that the conductance distribution of all conductive levels
follows normal distribution with the standard deviation increasing linearly with the
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Fig. 30 Retention characterizationofTiOx/Al2O3 RRAM.aTemperature-dependentLRS retention
failure at 300µA, b formation of nonmetallic filament, c typical retention failure process starts with
a conduction drift followed by a certain jump. Reprinted from [68]

square root of baking time, and the distribution changes with baking time [69]. In
detail, Fig. 31 introduces the important results in this work. The current distribution
is tight at the beginning and becomes wider as Fig. 31a shown. Figure 31b–d shows
that the conductance distribution of each level at a specific time can be fitted as
normal distribution. A compact model based on the standard deviation of different
levels is proposed from Fig. 31e, f. When applying the compact model to the neural
network, it is found that the recognition rate decreases due to the retention (Fig. 31g).

Fig. 31 a Read current distribution of 8 levels as a function of baking time at 125 °C, b–d the
normal distribution fitting for read current in (a) ~2 µA at 30, 300, and 600 s; standard deviation
(sigma) of normal distribution fitted from (a) as a function of square root of baking time in e 3 h can
be fitted independently, f 5 LRS can be only fitted with one line, g recognition rate as a function of
retention time at 85 °C. Reprinted from [69]
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Fig. 32 a Dispersive read disturb time of RHIGH under CVS, b the Weibull plot of time-to-disturb
in Rhigh under CVS. The Weibull slope is 0.22, c dependence of disturbance probability on stress
voltage. The stress voltage is improved to 0.5 V in HfOx/AlOx devices. Reprinted from [70]

D. Read Disturb

In addition to endurance and retention, read disturb is another stability concern of
RRAM [70]. Read disturb refers to the RRAM cell changing its resistance value after
numerous read operations. Y. S. Chen et al. proposed that a thin AlOx buffer layer
under HfOx layer can enhance the read disturb immunity. It is because that the AlOx

buffer layer could share the voltage with HfOx layer to elevate the time-to-disturb
voltage to 0.5 V, as Fig. 32 shown [70]. In addition to the stress voltage, another
important parameter to measure the suppression of read disturb is the read disturb
time. Figure 32a shows the read disturb test on time in HRS under constant voltage
stress (CVS). And the Weibull distribution of read-disturb-time in HRS under CVS
is shown in Fig. 32b. By means of engineering barrier with the AlOx buffer layer,
the read disturb is improved.
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RRAM-Based Neuromorphic Computing
Systems

Putu Andhita Dananjaya, Roshan Gopalakrishnan, and Wen Siang Lew

Abstract New computational paradigms have been widely investigated in order
to further improve the approach in handling the exponentially increasing amount
of data generated across the globe as well as various emerging hardware require-
ments to execute complex tasks, e.g., pattern recognition, speech classification, etc.
Neuromorphic computing has emerged as one of the most extensively investigated
among these approaches. RRAMdevices with their desired characteristics have been
rigorously engineered to meet the synaptic element requirements to realize such
robust yet power efficient platform. Among the performance parameters necessary
to achieve an ideal synaptic device in context of RRAM device, there are certain
dependency and potential trade-offs. In this chapter, different type of RRAM, i.e.,
anion and cation, devices based on their underlying physical mechanismwith various
advantages and disadvantages are discussed. Different techniques that have been
implemented to improve the device synaptic characteristics from material viewpoint
and programming approach followed by several system level simulations demon-
strating the projected performance of these devices are provided in detail. Different
algorithms available for the RRAM synapse implementation are also discussed.

1 Introduction

Human brain performs massively parallel and low power operations. It can outper-
form present age microprocessors on many tasks involving pattern recognition and
input classification. The underlying neurons are heavily inter-connected; on average
each neuron is connected to 10,000 (or up to 100,000) other neurons [1–3]. Despite
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the complexity of the human brain and the on-going research to gain the full under-
standing of it, significant amount of efforts and progress has been made in closely
emulating it in terms of its functionalities to execute various complex tasks.

In recent years, RRAMdevices have emerged as one of the most promising candi-
dates as a major component in neuromorphic engineering to mimic the functionality
of synapses in the human brain [5]. With its relatively simple building blocks of two-
terminal device structure, it has demonstrated various synaptic behaviors, e.g. poten-
tiation, depression, and spike-timing dependent plasticity (STDP). Furthermore, its
two-terminal nature enables the implementation of high-density crossbar array archi-
tecture. The RRAM-based crossbar array can be used both as a high-density memory
component as well as a computation unit.

An ideal synaptic device is one of the major elements required to realize a robust
neuromorphic computing platform. It plays major role in determining the intercon-
nectivity strength among neurons in the system by storing the weight values. These
values are updated according to the learning rules implemented during training. In
the case of spiking neural network (SNN), the tuneable resistive state of RRAM-
based synapses is analogous to the synaptic plasticity of the brain. The electrical
connection between a presynaptic neuron and a postsynaptic neuron (as shown in
Fig. 1) changes, strengthening or weakening the synaptic impulses, thus mimicking
brain-like functionalities. With RRAM excellent device and array scalability, highly
connected crossbar architecture, shown in Fig. 2, can potentially be implemented
in the large neural network. Input axons are the input connections from the output
neurons in the previous convolution layer which was mapped onto another neuro-
morphic core. Output neurons are spiking neurons. Spiking neurons receive input
current frommany other spiking neurons and fire a spike when the integrated current
input reaches the neuron threshold. These building blocks like axons, neurons and
synapses together can perform mathematical operations. Matrix dot vector multipli-
cations can be performed efficiently with these crossbar structure [6]. Each column
in a crossbar produces the sum of product of input from axons and the weights stored
at each RRAM synapses. With the available models and algorithms in the field, there
are several core requirements a device must have in order to realize an ideal synaptic
device.

Fromneural network (NN) accuracy and robustness viewpoint, themost important
requirements for the synaptic device are analog deterministic as well as symmetric
linear weight update. Ideally, each synaptic device should exhibit non-overlapping

Fig. 1 RRAM-based
synapse between an axon
and a neuron. This figure is
adapted from [4]
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Fig. 2 Crossbar array of two-terminal synaptic devices in a neuromorphic core, allowing a direct
mapping of the weight values to the algorithm. This figure is adapted from [4]

multilevel conductance characteristics of at least 32 levels (5-bit). However, due to
inherent cycle-to-cycle and device-to-device variation of RRAM devices, trade-off
in the number of bits per cell might be required to accommodate the state variation
allowing sufficient read margin in between the states. Tighter distribution of the
states can be achieved by implementation of write-verify scheme at the expense
of programming energy and overall speed. The more conductance levels obtained
within a single synapse will enhance the network immunity towards input noise, thus
realizing higher learning and test accuracy. Despite that, the number of bits required
per cell is still subjected to the network architecture and algorithms implemented.
Linearity of the weight update is associated with the relationship between the change
of weight value for every programming cycle, while the symmetry is referring to the
change of weight value during potentiation and depression cycle. Symmetric linear
weight update featurewill allowconvenient directmapping of the device conductance
and the algorithm weight values. Furthermore, it will enable more efficient training
process through state-independent weight update. However, due to the two-terminal
nature of RRAM devices, asymmetric nonlinear change of conductance is a huge
challenge. This undesired feature has been shown to significantly reduce the network
learning accuracy. Thus, different techniques frommaterials and circuits perspective
as well as hardware-algorithm co-optimizations have been investigated.

Other requirements fromkey device performance parameters consist of endurance
characteristics of ≥109, long data retention of ≥10 years, low programming energy
of ≤10 fJ, high scalability of ≤10 nm, and maximum dynamic ratio of ≥100. High
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endurance capability is required to allow more training cycles for the network. This
is especially important for on-chip learning implementation. On the other hand, long
retention is important to accommodatemore inference processes, inwhich theweight
values are read with minimum read disturbance. If the data retention of the device is
poor, the number of inferences can be done without refreshing the weight value will
be relatively lower. Trade-off between endurance and retention in RRAMdevices has
been reported, thus optimization frommaterials and programming point of viewmust
be thoroughly considered. In order to not only mimic human brain functionalities
but also its efficiency, the device must be able to operate in the order of ~10 fJ
per synaptic event. This is one of the most challenging aspects in synaptic device
engineering, especially in highly scalable two-terminal devices since programming
and reading of the states are done through the same terminals. This leads to another
trade-off with device retention. A long data retention requires high state energy
barrier to reduce the effect of external disturbance such as heat and electric field,
however at the same time this energy barrier must be sufficiently low to achieve low
programming energy requirement. Like high density storage devices, highly scalable
device footprint is also desired for synaptic device applications to enable large scale
neural network within compact chip dimension. In order to fully utilize the high
scalability of RRAMdevices, a two-terminal select device is required to facilitate the
real crossbar array implementation.This canpotentially addon to the challenging task
of achieving linear and symmetrical weight update. Dynamic ratio is defined as the
ratio of the highest conductance value to the lowest one. Higher dynamic ratio can be
translated intomore superiormapping capability of the network. It also enables larger
network connectivity in which maintaining sufficient read margin is crucial. These
correlations among the device parameters post an enormous challenge in finding a
reliable device that can provide excellent scalability while maintaining high synaptic
performances. Thus, device, circuit, and algorithm-level co-optimization is needed
(Fig. 3).

Fig. 3 Ideal analog synapse
properties with gradual,
linear, and symmetrical
weight modulation under
identical programming pulse
condition with sufficient
margin between the states
and large dynamic ratio
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RRAM-based Synaptic Devices and System Level Simulations

Different types of RRAM devices have been introduced in Chap. 10, i.e., cation and
anion devices. Their promising performances as synaptic devices have been widely
investigated and demonstrated on different neuromorphic computing platforms. The
underlying mechanism of different RRAM structures might lead to a huge difference
in macroscopic behavior of the device. Through structural engineering and rigorous
optimization of device programming schemes, RRAM devices have demonstrated
highly stochastic memory behavior to significantly more deterministic features. To
accommodate the different synaptic behaviors of these devices, various learning
rules have also been implemented. In this section, synaptic properties of different
RRAM devices under various learning rules with several system-level simulations
are discussed.

2 Anion-Based Synaptic Devices

The underlying mechanism of anion devices is based on the oxygen vacancy defects
modulation within the oxide layer under external electric field. The fundamental
structure of an anion device consists of an oxide switching layer coupled with an
inert electrode on one side and oxygen reservoir system on the other side, which can
be in the form of reactive electrode (Ti, Hf, Ta, etc.) or oxygen-deficient oxide layer.
Anion devices have been reported to have high scalability of sub-10 nm [7–9], excel-
lent reliability (endurance as high as 1012 and retention of more than 10 years) [10–
12], multibit per cell capability, and low energy consumption. Anion devices initially
emerged as one of themost promising candidates in non-volatile memory technology
as both embedded memory and standalone memory for high density storage applica-
tions. In recent years, these devices have also attracted interest from neuromorphic
computing and engineering community due to their desired characteristics. They have
then been extensively studied and implemented as synaptic device for various NN
applications, mainly taking advantage of their high scalability and analog memory
characteristic. Anion-based devices can be categorized into two major classes based
on the switching nature of the device, i.e., localized (filamentary) and non-localized
(non-filamentary) switching class. The difference between these two device classes
is mainly on the active area involved during switching operation, with the former
involves significantly smaller area than the latter.

a. Filamentary Devices

In general, the filamentary anion devices have an abrupt SET process, i.e., transition
from low to high conductance state, while having a gradual RESET process, i.e.,
transition from high to low conductance state. The gradual RESET process holds
the main advantage of anion device over its cation counterpart as a synaptic device
to achieve gradual depression. This is because achieving a gradual SET process
during potentiation can be performed by controlling the compliance current level
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in 1-transistor-1-RRAM (1T1R) structure during the weight update. Thus, both
gradual potentiation and depression can be achieved in anion devices. However, this
approach still requires non-identical programming pulses and resistance state verifi-
cation before the programming step, thus overhead on circuitry is needed during the
learning process. Furthermore, the inherent oxygen vacancy defects variation within
the device structure makes achieving symmetrical and linear weight update with
sufficient read margin remain a huge challenge in these devices. Several structures,
i.e., AlOx, HfOx and TaOx—based structures, have been comprehensively investi-
gated, improved, and implemented as synaptic devices to meet the requirements of
an ideal synaptic device.

Aluminum Oxide (AlOx)-based Devices

AlOx-based RRAM devices have been investigated as both digital and analog
memory devices under different systems, i.e., Ti/Al2O3/Pt [13], TiN/Al2O3/Pt [14],
Ni/Al2O3/Pt [15], CNT/AlOx/CNT [16], Ti/AlOx/TiN [17], and Al/AlOx/Pt [18]. In
general, the reported AlOx-based devices have high dynamic ratio (ranging from 10
to 1000), high scalability (down to 36 nm2 device active area) [16], and low switching
energy (below 2 pJ) [14, 17]. The potentiation and depression characteristic of the
AlOx-based structure was experimentally tested in Ti/AlOx/TiN [17]. The linear
gradual conductance change in both directions was achieved under non-identical
pulses scheme. Different compliance currents (CCs) from 50 to 900 μA under 1.5 V,
500 μs voltage pulse were imposed during potentiation while different pulse ampli-
tudes from −1 V to −1.6 V with 500 μs duration were used in depression mode.
The device was able to achieve an average of 1.2 and 1.7% conductance change per
programming pulse with 85 potentiation and 60 depression steps while maintaining
~10 dynamic ratio. However, due to non-identical pulses scheme required during the
operation for both SET and RESET, significant overhead must be implemented on
the peripheral circuit, which is not ideal for on-chip learning application.

AlOx has relatively high oxygen scavenging immunity, which is reported to result
in significantly smaller filament dimension [19]. While it is a desired property to
achieve high ON/OFF ratio, high speed, and excellent uniformity, it also raises a
challenge in achieving linear and symmetrical weight update. Thus, rather than being
implemented as the main switching layer, AlOx has been more widely used as an
insertion layer interfacing the main switching layer to improve the synaptic perfor-
mance of the RRAM devices in terms of uniformity and linearity of the conductance
update [20–27].

Hafnium Oxide (HfOx)-based Devices

One of the first structures explored for synaptic device applications is HfOx-based
device with Ti oxygen reservoir electrode. Different weight update schemes have
been demonstrated for this system, i.e., identical and non-identical pulses. Under
identical pulses scheme, the device can only achieve gradual depression while still
having abrupt potentiation. The gradual potentiation can be achieved under non-
identical pulse condition in which the current flowing through the 1T1R device is
closely controlled by pulsing the transistor’s gate, resulting in a well-control filament
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formation. Several approaches have been implemented to enable gradual weight
update in both directions under identical pulse condition, i.e., insertion of an oxide
layer with less defect’s mobility and thermal enhancement layer (TEL) [25, 28].

The first approach interfaced HfO2 layer with AlOx at the inert electrode side of
the structure [25]. AlOx layer has higher oxygen vacancy diffusion barrier compared
to HfO2 layer, which induced filament constriction at the AlOx/HfO2 interface. This
promoted lateral filament modulation during potentiation and depression process.
The devices are able to achieve gradual conductance change in both directions and
further improved their linearity. In comparison with HfO2/Ti structure, the improve-
ment on the linearity of the potentiation in AlOx/HfO2/Ti system, i.e., from α value
of 16.53 to −0.01, carried a noticeable trade-off in dynamic range of the device
conductance (reduced from 10 to 3). The AlOx/HfO2/Ti synaptic device properties
were input into simulated NN implementing multilayer perceptron algorithm. It was
evaluated under the Mixed National Institute of Standards and Technology (MNIST)
dataset to test the NN accuracy in performing pattern recognition. It was shown that
the improvement in linearity of the conductance change of the synapse was translated
into significant increase in pattern recognition accuracy, i.e., from ~10% for HfO2/Ti
to ~90% for AlOx/HfO2/Ti structure.

The insertion of TEL in HfOx-based device was designed based on gradual SET
process observed during high temperature programming of the device [28]. HfOx/Ti
anion device was observed to exhibit abrupt SET under room temperature program-
ming condition andgradual SETduring cell programmingat 150 °C. In order to obtain
gradual SET process at room temperature operation, oxygen deficient TaOx layer
was introduced as TEL and oxygen reservoir in the structure replacing Ti electrode.
This layer has significantly lower thermal conductivity compared to Ti electrode,
which induced localized Joule heating effect across the active filament region during
the switching process. This shifted the device switching property from predomi-
nantly electric field to thermally induced switching. This resulted in the formation of
multiple weak filaments instead of single filament switching, converting the abrupt
into analog SET process, while maintaining dynamic ratio of 10. While it provides a
promising solution to mitigate abrupt potentiation issue, the multiple weak filaments
system has a trade-off in read disturb and retention of the conductance state. This
will have negative impact on the amount of inferences the NN can perform while
maintaining the weight values within acceptable deviation. This synaptic device has
been experimentally demonstrated on a 1 k-bit 1T1R array to carry out human face
classification.

Tantalum Oxide (TaOx)-based Devices

Another oxide system that has been widely investigated for synaptic device appli-
cations is TaOx-based devices. One of the first reports on TaOx-based devices was
Ta2O5−x/TaO2−x system that demonstrated an excellent digital memory endurance
capability of 1012 cycles under 10 ns operating speed [11]. Ta2O5−x was implemented
as the oxide switching layer with an oxygen deficient TaO2−x acted as the oxygen
reservoir in the structure.Multilevel cell capability of this structurewas demonstrated
with an improvedON/OFF ratio of ~1000withwell separated 4 conductance levels (2
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bits/cell) and 10 years extrapolated retention [29]. The application of this structure as
synaptic device was demonstrated through rigorous optimization of pulse amplitude,
pulse width, and the interval between subsequent pulses during operation to achieve
gradual potentiation and depression [30]. This systemwas demonstrated as 2nd order
memristor to realize synaptic plasticity inwhich different parameters involved during
switching operation were considered. The modulation of conductive filament dimen-
sion, w, that directly results in the device conductance change was referred as 1st
order parameter, utilizing memristor as a simple programmable memory device. On
the other hand, the 2nd order memristor used the local temperature, T, within the
active switching region that governed the evolution of the 1st order parameter, w,
capturing the dynamics aspect of the device. T provides time-dependent variable that
abruptly increases with the applied pulse and spontaneously decays after its removal.
T enables the system to bio-realistically demonstrate activity-dependent plasticity,
which is analogous to Ca+ concentration that regulates the weight-state variable.

Other TaOx-based devices used Ti or TiOx layer as oxygen reservoir in the system.
Compared to the HfOx-based devices, the proposed switching mechanism is based
on predominant lateral modulation of filament width instead of vertical modulation
of filament gap connecting the electrodes [31]. This has been proven to be crucial in
achieving gradual and linear weight update. Ta2O5/TiOx synaptic device was imple-
mented on simulated multilayer perceptron neural network under on-chip training
condition by back-propagation algorithm. Even with dynamic ratio of ~5, the system
was able to achieve almost 90% recognition accuracy using MNIST training data set
[31] (Fig. 4).

b. Non-filamentary Devices

Non-filamentary anion device utilizes interfacial defects movement between two
layers of material, i.e., oxides and/or metals, which uniformly occurs across the
entire device area. The change in the structural defects configuration under external
electricfieldmodulates theSchottkybarrier at the interface causing significant change

Fig. 4 aGeneral synaptic behavior of conventional filamentary anion devices under identical pulse
condition, abrupt potentiation, and gradual depression. b Gradual potentiation can be achieved
through structural engineering in the expense of the device dynamic ratio
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in device conductance, i.e., interfacial type switching. During the SET or RESET
operation, it also alters the thickness of tunneling gap in the system, allowing higher
or lower number of electrons flowing through the device. These enable gradual
conductance change during the switching operation,mitigating the issue encountered
in most of the filamentary synaptic devices. Non-filamentary switching has been
widely reported in many oxide structures, e.g., TiOx, TaOx, WOx, and PCMO.

Titanium Oxide (TiOx)-based Devices

Analog characteristic in TiOx systems have been demonstrated by the tuning the
oxide layer stoichiometry and the use of oxygen gathering electrode. One of the
early structures investigated for synaptic devicewas TiOx/TiOy bilayer oxides system
[32]. It was composed of ~50 nm sol-gel TiOx layer grown on top of 6 nm TiOy

layer with defect ratio of ~0.23 and ~0.17, respectively. This created active interface
between the two oxide layers in which the exchange of oxygen content occurred
under external electric field.Gradual potentiation (4MVcm−1, 10ms) anddepression
(−2MVcm−1,10 ms) were obtained with dynamic ratio of ~10. The excellent device
characteristics enabled its implementation on weight change, STDP, and STDP triple
model.

Engineering at the interface of the between the electrode and the active TiOx

switching layer have been reported to successfully improve the dynamic ratio as
well as reduce the switching current of the TiOx-based devices. Insertion of thin
Al2O3 layer (~2 nm) at the interface between TiO2 and TiN electrode could achieve
memory window of >100 with <10μA switching current [33]. Further improvement
of switching current, i.e., down to ~1μAwas demonstrated by replacing Al2O3 with
a-Si layer [34, 35]. a-Si played role as an oxygen gathering layer facilitating the
movement of oxygen ions at the interface. The semi-insulating property of a-Si layer
enabled nonlinear IV cell characteristics, which caused amplification of the energy
barrier modulation leading to the large dynamic ratio of the device. The synaptic
characteristics of a-Si/TiO2-based devices were input into a simulated 3-layer ANN
and the pattern recognition accuracy of the NN was tested using MNIST database.
The focus on the demonstration was on investigating the effect of read noise, i.e.,
random telegraph noise (RTN), on the pattern recognition accuracy. a-Si/TiO2-based
device achieved much better accuracy compared to filamentary TaOx-based devices
due to lower RTN amplitude value and distribution with much less noise occurrence
rate [36].

TiOx has also been implemented on various bilayer oxide systems [37], i.e., AlOx,
TaOx, WOx, HfOx, ZnOx, and SiOx. Different dynamic ratio and multibit capa-
bility performances were achieved with different pairing oxide with TiO2. The most
promising multilevel states property was found in AlOy/TiOx bilayer oxide struc-
ture, which was able to achieve non-overlapping conductance states of 6.5 bit per cell
despite of less than 10 dynamic ratios. This was attributed to AlOx property being
the oxide with lowest oxygen ions mobility among the pairing oxide layers tested.
Although no synaptic characteristics were especially discussed, well control conduc-
tance update canbe achievedwith different pulse schemes. Specific conductance level
can be achieved from the same starting value using train of identical pulses or single
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pulse with optimized amplitudes and durations. Together with the non-overlapping
conductance states achieved, this showed a promising feature towards an ideal analog
synaptic device characteristic.

The electrode engineering in TiOx systemwas associated with the symmetry char-
acteristics of the system. TiN/TiOx/Mo system was found to improve the symmetry
of the system as compared to TiN/TiOx/Pt [38]. It was due to the work function
difference between the corresponding two electrodes. 64 conductance levels with
excellent distribution was achieved. The device potentiation exhibited more linear
conductance change as compared to its depression. In order to improve the linearity
of the device depression and thus achievingmore symmetrical weight update, current
pulse scheme was adopted. The hybrid scheme of voltage (potentiation) and current
(depression) pulse was able to improve the pattern recognition accuracy by around
10%.

Tantalum Oxide (TaOx)-based Devices

Ta/TaOx/TiO2/Ti structure was initially proposed as 3D-integrated storage class
memory [39, 40]. It has high enduranceof 1012, forming free, self-compliant, and self-
rectifying characteristics that significantly simplify the peripheral circuit required
during the operation. It works based on homogenous Schottky barriermodulation due
to oxygenvacancydefectsmigration atTa/TaOx interface under external electric field.
In this structure, TiO2 layer provided diode-like effect that resulted in self-rectifying
characteristics in the structure with rectification ratio of ~105. The switching mecha-
nism was confirmed by simulation to accurately reproduce experimentally obtained
DC and AC characteristics of the device [41]. Moreover, its synaptic characteristics,
i.e., long term potentiation (LTP), long term depression (LTD), STDP and paired-
pulse facilitation (PPF), have also been experimentally investigated [41, 42]. The
structure exhibited non-linear gradual potentiation and depression with dynamic
ratio of >2 under identical pulse scheme (LTP: +3 V/5 ms, LTD: −3 V/5 ms, and
read:−1.5V/1ms). The training pulse durationwas found to linearly scalewith pulse
amplitude required to maintain similar synaptic plasticity [42]. Extremely low <10 fJ
per synaptic event was experimentally recorded [43]. The nonlinearity of the weight
update could be improved under two different pulse schemes, i.e., state-independent
unipolar pulse scheme (UPS) and bipolar pulse scheme (BPS) [42]. UPS used single
pulse (positive or negative) to move the weight value up or down, while BPS utilized
a pair of pulses of different polarities (positive-high, negative-low or negative-high,
positive low) to run one cycle of weight update. The linearity of the weight update
was improved from 0.6–0.81 (UPS) to 0.42–0.54 (BPS) with ~50% trade-off in the
dynamic ratio of the weights. This device characteristics were implemented in the
simulation of the training evolution of 8 × 8 binary pattern. BPS achieved ~90%
accuracy, which was significantly higher than ~75% accuracy attained under UPS.
This showed the importance of weight update linearity in the long run to provide
more immunity to input noise.

Other than insertion of TiO2 layer, non-filamentary TaOx devices have also been
paired with Al2O3 barrier layer. Different deposition techniques were used. i.e.,
electron beam evaporation, post-rapid thermal annealing in O2 ambient, and ALD.
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Different deposition techniques resulted in significantly different initial resistance
values. When both films are deposited via e-beam evaporation (AlOx 3 nm and TaOx

5 nm), the initial resistance of the structure was found to be around 200 �, which is
extremely low. This was due to the loss of oxygen content during the deposition. On
the other hand, the films deposited via post-rapid thermal annealing in O2 ambient
and ALD consistently started from highly insulating state. This agrees with the two
techniques tend to result in stoichiometric films. Other than RESET process required
to initiate the switching operation in the non-stoichiometric structures, the switching
polarity and mechanisms involved during the operation remained the same. From
current-voltage characteristics, area-dependent LRS, and elemental analysis, the
change in conductance during operationwas attributed to the tunneling barrier modu-
lation induced by oxygen ions migration across the whole area of TaOx/electrode
interface. With the tunable gradual SET/RESET feature of the device, LTP/LTD,
PPF, and STDP were demonstrated. LTP and LTD were characterized under iden-
tical pulse scheme (50 pulses)with different pulse amplitude (4.5–5.5V) and duration
(1–100μs). Estimated energy of 50 pJ per spike of programming pulse was recorded.
Increase in linearity of conductance change was observed with the decrease in both
pulse amplitude and duration in the expense of the weight dynamic ratio. Improve-
ment in linearity and dynamic ratio could be achieved under non-identical training
pulse scheme with increasing pulse amplitude (2–6 V of 100 μs pulse). Under this
scheme, rough and fine tuning to achieve certain weight value from any randomly
chosen weight with excellent <1% variation was also shown.

Tungsten Oxide (WOx)-based Devices

Another extensively studied oxide structure with underlying mechanism of homoge-
nous anions migration across device active area isWOx. Themigration of the oxygen
ions enables the system to tune the interchanging role of Schottky barrier emis-
sion and tunneling as predominant conduction mechanism during the operation. In
Pt/WOx/Ti structure [44], the Schottky barrier formed at the interface of Pt/WOx

due to the higher work function of Pt compared to Ti. During the SET process in
which the Pt electrode was positively biased, the oxygen ions migrated towards the
Pt electrode and got accumulated at the Pt/WOx interface. This reduced the Fermi
level near the WOx surface and at the same time decreased the Schottky barrier
height between Pt and WOx, resulting in the increase of device conductance. This
specific structure was demonstrated on a flexible substrate. The synaptic proper-
ties of the device, i.e., excitatory postsynaptic current (EPSC), PPF, STP/LTP, and
STDPwere characterized andnoperformance degradation occurred under large angle
bending or 100 times bending tests. EPSC property of the device was experimentally
obtained through device dynamic response upon receiving 2 V, 50 ms programming
pulse. Immediately after the removal of the electric field, the conductance of the
device started to drop and eventually relaxed back to the initial conductance value
after ~400 ms. PPF was determined through the ratio of EPSC peaks obtained by
sending two identical pulses (2 V, 50 ms). The correlation of the PPF and the interval
between the subsequent pulses was recorded up to 1 s. It was well fitted with double
exponential function containing the initial facilitation magnitudes and characteristic
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Fig. 5 Gradual potentiation
and depression with more
deterministic nature can be
achieved in most of the
reported non-filamentary
anion devices. However, the
excellent synaptic properties
in terms of weight update
linearity and symmetry are
usually accompanied by low
dynamic ratio, extremely low
device conductance, and
high switching voltage

relaxation times of the PPF. The same function can also be used to correlate the
retention characteristics of the device. The extracted time constants described the
transition between STP to LTP under different number of subsequent programming
pulses. STDP function of the structure was characterized by sending a pair of pulses
with opposite polarity (+2 V and −2 V, 50 ms) to top and bottom electrode as pre-
and post- synaptic spike. The relative change in weight value was recorded under
different interval of the pulse pairs.

Another structure that has been investigated as synaptic device even earlier than
Pt/WOx/Tiwas Pd/WOx/W [45, 46].Despite of the difference in the electrodes imple-
mented, similar homogenous switching and conduction mechanisms were obtained.
However, under lower programming voltage of 1.3 V with shorter 1 ms duration, this
structure was able to achieve better retention characteristics. This could be attributed
to the smaller difference in electrode work functions of Pd-W as compared to Pt–Ti
pair [47]. Thus, the choice of electrodes used in the structure plays critical role in
determining the operating voltage and the temporal dynamics of the device.

Despite of the promising performance in terms of gradualweight update symmetry
and linearity, non-filamentary anion devices tend to have high programming volt-
ages, which might not be suitable for 1T1R integration. This currently limits the
implementation of the various non-filamentary devices only on small scale neural
network. Furthermore, the devices have significant trade-off between device latency
and retention capability. Thus, more optimization is still required to get closer to
ideal synaptic device characteristics (Fig. 5).

3 Cation-Based Synaptic Devices

Cation-based devices work based on the formation and dissolution of metallic
filaments within switching layer under external electric field. These devices are



RRAM-Based Neuromorphic Computing Systems 395

also known as conductive-bridge RAM (CBRAM) or electrochemical-metallization
memory (ECM). The most commonly used active metal electrodes are Ag and
Cu with electrochemically inert electrodes such as Au, Pt, and Ir. Wide variety
of compounds have been investigated as switching layer, which can be classified
into three major groups, i.e., solid electrolytes, oxides, and nitrides. They have been
known to have promising characteristics in terms of scalability, switching speed, and
programming power. In general, they also have lower operating voltage compared
to their anion devices counterpart. These desirable properties are due to the high
mobility of Cu and Ag ions within the switching layer. While having high ions
mobility is beneficial in terms of programming speed and power, it also raises chal-
lenges in device reliability, i.e., achieving high endurance and long retention. The
device failure has been reported to mainly due to excessive amount of metal species
residing inside the switching host. Furthermore, it also leads to generally abrupt and
stochastic switching operation. These challenges have especially been hindering the
cation-based devices application as artificial synapses in NN.

Based on the amount of metal cations involved during the switching operation,
the cation-based devices can be divided into two categories, i.e., infinite and finite
cations source devices.

a. Infinite Cations Source

Infinite cations source devices refer to devices that rely on active metal electrodes
as the source of the cations to facilitate the switching operation, as depicted on
Fig. 6. This configuration virtually enables infinite amounts of cations responsible
for the conductance change during the device operation. In agreement with the afore-
mentioned challenges, the amount of metal species migrating within the switching
layer in this type of devices plays a critical role in the uniformity and reliability of
the device, especially in obtaining multilevel conductance characteristics for analog
synaptic device applications.

From the device programming viewpoint, multilevel conductance switching has
been demonstrated in cation-based devices by implementing different compliance
current values during the device operation [48–50]. Different compliance currents
lead to different amount of active metal ions injected and different conductive fila-
ment dimensions, allowing the device to have different values of conductance. This
operating scheme requires the use of a transistor to work in tandem with the RRAM
device to provide a precise current control through the device. Thus, it limits the
array level implementation to active array (1T1R) in which the footprint of a single
synapse will be limited by the transistor size. To achieve multibit per cell capability
in the device, constant drain to source voltage is required, while different voltage
pulse amplitudes are implemented to allow different current level flowing through
the RRAM device. This weight update scheme will require prior reading of the
conductance state before moving upward or downward on the weight level. This will
significantly slowdown the training process and increase the amount of programming
energy due to additional overhead on the network circuitry. While this architecture
provides solution to achieve gradual long-term potentiation behavior during SET
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Fig. 6 The switching operation of filamentary cation-based devices with infinite cation supply. The
active electrode (e.g., Ag and Cu) acts as the infinite cation source during device operation

process, emulating the same characteristics for long-term depression during RESET
process remains a challenge.

Different approaches frommaterials design and engineering perspective have also
been investigated to achieve a better control over the amount of the metal species
driven under external electric field to mitigate the stochastic switching nature of
the device as well as abrupt RESET process. This is extremely important towards
realizing the ideal analog deterministic synapse characteristic. The first approach is
done by scaling down the active device area involved during the switching opera-
tion. This can significantly reduce the amount of active metal species injected into
the switching layer under external electric field. The use of plug structure to scale
down the electrode to sub-20 nm area have been evidently improved the switching
uniformity and reliability [50–53]. The scaling was further extended to switching
layer area of the device to sub-30 nm dimension [54]. With smaller switching area,
the electrochemical reaction and the movement of the active metal species becomes
more restricted, which resulted in improved uniformity and data retention [54].
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The second approach utilizes a thin insertion layer to either prevent unwanted
oxide formation at the active electrode/oxide interface or to obtain a better control
of cations injection and filament formation during device operation. Insertion of Ti
at the interface of Cu/TaOx-based devices reduced the cycle-to-cycle and device-to-
device variation with significant improvement on device dynamic ratio (from ~10
to ~100) [55]. This was attributed to the formation of TiOx instead of CuOx at the
interface of Cu/Ti/TaOx structure. Insertion of thin TiW layer at the interface of
Cu/AlOx has also been shown to improve the overall performance of the device
[56]. This barrier layer helped to maintain the cell structural integrity up to BEOL
processing temperature of 400 °C. It also prevented gradual drifting of conductance
states due to parasitic diffusion effects, resulted in excellent cycling control. The
W\Al2O3\TiW\Cu RRAM cell fabricated on 90 nm W plug exhibited high voltage-
disturb immunity with high dynamic ratio of >100 and fast switching operation of
~10 ns with <3 V pulse amplitude. The dynamic ratio was further enhanced to ~1000
by the insertion ofWOx by thermal oxidation of theW plug at 500 °C. It was ascribed
to a filament constriction at WOx/Al2O3 interface obtaining an hourglass conduc-
tive filament shape that enabled deeper RESET process. In Al/Cu/GeSex/TaOx/W,
TaOx [57] insertion layer at the inert electrode side of the GeSex switching layer
provided an additional layer with lower Cu mobility to alter the filament shape and
dimension during the switching. Improvement in switching stability was attributed
to nanofilament confinement within TaOx layer.

The third approach uses a mixture in the form of metal alloy as the source of
cations. The first example is copper tellurium (CuxTe1-x) as active ions source. It
was first demonstrated on 180 nm CMOS technology in CuTe/GdOx/W structure
[49]. It was able to achieve excellent 2-bit memory property with excellent retention
under different compliance current levels. Dynamic ratio of ~1000 (10 M�/10 k�)
was achieved under programming parameters of 3 V, 110 μA, and 5 ns for SET
and −1.7 V, 125 μA, and 1 ns for RESET. The device also showed potential of
gradual RESET, but further optimization of pulse amplitude and width was required.
The effect of Cu and Te composition on the active electrode was investigated in
CuxTe1-x/Al2O3/Si cells. It was found that the RRAM cells exhibit volatile switching
(SET), non-volatile switching with gradual RESET, and non-volatile switching with
abrupt RESET as the Te content decreases. This was associated with higher energy
barrier to inject Cu into Al2O3 for Cu-Te phase compared to pure Cu. This provides a
very useful insight on how the cation source characteristic is able to tune the overall
RRAM cell property for specific applications.

An alternative implementation of the cation devices was proposed through
stochastic STDP learning rules. Instead of trying to precisely control the switching
operation to produce analogdeterministic behavior, the binaryprobabilistic switching
nature of the device is being exploited under these learning rules. This approach
provides the equivalent system level functionalities to that of network utilizing the
analog synaptic devices under deterministic learning rules [58]. Supervised and
unsupervised NNs have been demonstrated using the binary probabilistic synapses
[59, 60]. The unsupervised NN was demonstrated using 1T1R and 1R system with
Ag/GST RRAM structure as synaptic device. Strong (pulse duration of ≥10 μs)
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and weak (pulse duration of ≤1 μs) programming conditions were used to toggle
between relatively more deterministic and probabilistic switching operation within
the same device. In the strong programming condition, it was observed that high
resistance state (HRS) of the device had larger distribution compared to the low
resistance state (LRS), which could be attributed to uncontrollable metal filaments
dissolution during reset process. With each device carries certain degree of stochas-
ticity, in array level, this characteristic is amplified with the presence of device-to-
device variation. The 1T1R and 1R synapse crossbar array was implemented in the
core circuit, together with input/output CMOS neuron and pseudo-random number
generator (PRNG) circuit under leaky integrate and fire (LIF) neuronmodel. Specific
programming schemes for 1T1R and 1R were implemented to handle asynchronous
analog streams of data for unsupervised pattern extraction and recognition. Excel-
lent performance parameters were achieved for auditory pattern sensitivity (>2.5)
and video detection rate (95%), while maintaining extremely low power dissipation
of 0.55 and 74.2 μW for audio and video demonstrator respectively [60].

b. Finite Cations Source

Another type of device has also been engineered to improve analog properties of the
cation-based devices, in which a fixed amount of metal species within the switching
layer is used rather than an active electrode as a source of metal ions. This approach
prevents the formation of a localized conductive path during the switching opera-
tion, unlike the conventional cation-based devices. This technique was first imple-
mented by sandwiching Ag-doped amorphous Si in between two inert electrodes
[61]. The structure was fabricated using co-sputtering technique of Ag and Si to
form a gradient mixture of Ag:Si across the switching layer. This results in the
presence of rich and poor Ag region that can be modulated under external elec-
tric field. The structure successfully achieved gradual conductance change in both
potentiation and depression process under identical programming pulse scheme. The
device was also integrated with CMOS-based neuron circuits to demonstrate spike
timing dependent plasticity (STDP) learning rules. The same approach was success-
fully adopted in Ag:TiOx [62]. The device was able to demonstrate the learning and
memory functionalities including STDP, PPF, and STP to LTP transition, with an
improved timescale of hundreds of nanoseconds as compared to microseconds pulse
used in Ag:Si devices.

A slightly different approach was implemented in Ag-doped WOx [63] and TaOx

[64, 65] with uniform Ag content across the switching layer. The Ag-doped WOx

demonstrated the tunability of the device characteristics with different Ag content.
Low Ag concentration within WOx leads to volatile switching behavior that was
able to mimic the forgetting effect of human memory. While, the devices with
relatively higher Ag contents enable analog non-volatile switching properties. The
Ag:TaOx device was fabricated via self-doping during the sputtering process. The
TaOx layer was deposited on top of Ag electrode, resulting in the intermixing layer
at the interface. The presence of the Ag:TaOx layer at the interface of Ag and TaOx

layer caused a double switching behavior under different external electric field. The
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device successfully demonstrated the key synaptic behaviors such as STP, LTP, and
spike-rate-dependent plasticity (SRDP).

NN Algorithms and Architectures
In order to reach the goal of having compact system that can facilitate robust large
scale NN, co-optimization from all aspects of the NN, i.e., device, circuit, and algo-
rithm, must be thoroughly considered. With the device desired characteristics and
drawbacks discussed in the previous sections, suitable algorithms and architectures
must be implemented to efficiently utilize the specific device-circuit system.

Asmentioned in [66], there are twoways of looking atRRAMbasedneuromorphic
algorithms. From the deep learning perspective, one is to design algorithms for
inference only, i.e., to map the pre-trained deep learning models which fulfil certain
hardware constraints onto the RRAM based neuromorphic hardware without any
further training.While anotherway is to performon-chip trainingon theRRAMbased
neuromorphic hardware, which will require additional interface circuitry, that is
usually unique to the algorithm implemented. Inference alone requires the conversion
of existing pre-trained deep learning algorithms in high precision digital domain
to the binary event-based (or spiking) domain to allow the mapping onto RRAM
based neuromorphic hardware. Whereas, on-chip training can be implemented at
the RRAM synapse in the neuromorphic hardware by emulating local spike timing-
based algorithms such as spike timing dependent plasticity or its variants. These two
methods belong to a computational paradigm known as spiking deep neural network
(SDNN).

Other than the aforementioned learning algorithms that can be implemented on
RRAM based neuromorphic hardware, low precision convolutional neural networks
(CNN), such as the binarized neural network [67], binaryNet [68], XNOR-NET[69],
andDoReFa-NET [70], can bemapped onto a chip containing RRAMbased synaptic
crossbar array [71]. In such approach, the computations performed in the CNN can
be converted to bitwise operations, such as bitwise convolution, batch normalization
and pooling etc. [71]. Contrary to other paradigms, mapping process is relatively
simpler with such approach as it does not involve spiking neurons. Irrespective of
the mapping algorithms implemented on the RRAM based neuromorphic hardware,
one should expect a drop-in accuracy due to hardware noise, especially the noise
inherent in RRAM synapses (Set or reset variability [72], Random Telegraph Noise
(RTN) [73], etc.). One plausible approach to mitigate the drop in accuracy is to
account for the noise itself during training, which may help to alleviate the accuracy
loss to some extent.

4 Computation in a Crossbar Array of RRAM Synapses
and Experimental Demonstration

The convolution operation in a CNN can be performed by using the crossbar array
of synapses in a neuromorphic core. For an example, a 3 × 3 convolution kernel is
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obtained through the ex situ training process of a CNN. The predetermined kernel
weights are labelled as, W, as shown in Fig. 7. If the 3 × 3 kernel array to be
converted into the conductance values of the synapses in a single column in RRAM
crossbar array, consistent mapping rules are required. If the kernel weight can either
take positive or negative values, separating these values into two different columns
might be easier for the network to process, i.e., positive weights (marked in blue) and
negative weights (marked in pink). Similarly, for the input, X, it is divided into two
matrices one is positive (marked in green) and another is negated input, −X (marked
in orange). Moreover, each of the kernel weight must be connected with the correct
input node.

Once the weight matrix and input matrix values and arrangement are ready, the
weight values can be programmed into the RRAMsynapse conductance, i.e., positive
weights occupy the top of the crossbar column while negative weights occupy the
bottom part. The corresponding conductance values (σ) can be mapped from the

Fig. 7 The weights and input activations used in the crossbar architecture of a neuromorphic core.
Different coloring corresponds to positive and negative weights and inputs. This figure is adapted
from [4]
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determined weights by the following equation,

σ± = (σmax − σmin)

|Wmax | × W± + σmin

On the other hand, the input values are also respectively fed into the axons, i.e.,
positive inputs are given to the top part of the axons and negative inputs to the bottom
part of the axons. The convolution operation in a crossbar array between the inputs
and the weights kernel is explicitly illustrated in Fig. 8 as mentioned in [74]. Each
crossbar column is connected to an operational amplifier (op-amp) that can be used
to implement sigmoid activation function as well as scaling up the output voltage
after multiply-and-accumulate (MAC) operations on the total conductivity within
one column.

One of the disadvantages of such implementation is the utilization of double the
amount of input axons (2× filter size) needed aswell as double the number of RRAM

Fig. 8 Illustration of computation in a crossbar array of synapses in a neuromorphic core. This
figure is adapted from [4]
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synapses. Half of the RRAM synapses has to be written with low conductance state.
This work is also extended to make the architecture extremely parallel by stretching
the separated weight matrices as in the toeplitz matrix [75]. But, the same disad-
vantages of poor utilization of axons and synapses as mentioned above will remain.
A slightly different approach of implementation is utilized in IBM’s Truenorth chip
[76]. They have only ternary weights (−1, 0, +1) and uses two crossbar synapses
in a column as a single synapse to implement ternary weights. This will also end up
using double the number of physical synapses on neuromorphic chip compared to
actual number of synapses in a weight kernel. Hence, Truenorth also has a disadvan-
tage of poor utilization of axons and synapses. Truenorth’s actual physical core size,
meaning number of axons× number of neurons, is 256× 256, but literally their core
size is only 128 × 256 to implement ternary weights.

MAC or weighted-sum operation is considered as one of the most tedious and
yet important processes that involves heavy calculation tasks during the learning
step of a neuromorphic chip. While, the RRAM crossbar array provides a promising
platform to facilitate this process in high density architecture, its implementation on
a large scale NN is still a rather challenging matter. During the MAC operation of
each crossbar column discussed earlier, the problem raised by the inherent sneak-
path current issue of the real crossbar array is negligible. However, this issue must
be carefully considered during the programming of the device conductance. The
neighboring cells of the selected RRAM synapse in the array are partially selected
during the operation. In order to mitigate this issue while maintaining the synaptic
device dimension, two-terminal select device is required. The development of the
RRAM synapse alone to meet the requirements of an ideal synaptic device has been
of a great challenge. This leads to an even bigger challenge to develop another select
device that can compatibly work in tandem with the RRAM-based synapse (1S1R).

An alternative of the 1S1R architecture for the real crossbar implementation is
the 1T1R integration. 1T1R synaptic device enables pseudo crossbar array design in
which the RRAM synapse selection in the array is fully controlled by the transistor
gate activation, in the expense of the device dimension. However, 1T1R also has
an advantage over 1S1R synapse in terms of controlling the current flows across
the RRAM synapse. This approach has been largely implemented due to the matu-
rity of the CMOS technology. Several experimental demonstrations of the 1T1R-
based neuromorphic chip have been reported [77, 75]. The first demonstration was
performed by using anion-based TiN/TaOx/HfAlyOx/TiN analog RRAM structure
with 1.2 μm CMOS technology node as cell selector and word line (WL) decoder.
The programming of the synaptic weights into the 1T1R cells were performed with
and without write-verify scheme on 128 × 8 pseudo crossbar array synapses. The
hardware implementation adopted single layer perceptron network to classify the
image data sets into 3 different categories. It consists of 320 input neurons and 3
output neurons with the hyperbolic “tanh” as the activation function. The device
conductance states were mapped to accommodate 256 different weight values (0–
255). The network successfully achieved 91.67 and 87.50% classification accuracy
employing programming with and without write verify scheme. The write-verify
scheme required longer total programming time of 422.4 μs as compared to the
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34.8 μs needed without write-verify scheme. However, the network without write-
verify scheme requires 48 more iterations to converge compared to the one with the
write-verify scheme, resulting in more energy consumption during the weight update
phase (197.98–61.16 nJ). This shows that not only the write-verify scheme helped to
mitigate the RRAM variability issue, it also reduced the overall power consumption
during the weight update phase.

The second demonstration was done on cation-based Ta/HfO2/Pt RRAM device
grown on 2 μm technology node transistor. Two-layer perceptron was constructed
with 128 × 64 1T1R synapse array with 64 input, 54 hidden, and 10 output neurons.
The networkwas trained on the handwritten digits fromMNIST dataset. The synaptic
weight programming was done by non-identical synchronized pulse scheme to bias
the transistor gate and the top or bottom electrode (TE or BE) of the RRAM cell.
The potentiation was obtained by constant pulse amplitude of 500 μs on the TE with
increasing gate voltage to allow different current flowing through the device. On
the other hand, the depression was performed by resetting the device to the lowest
conductance, by applying 5 μs synchronized pulse to the BE and the gate voltage,
and then implement the conductance increase scheme used during the potentiation
with decreasing transistor gate voltage. This improved the linearity and symmetry of
the device weight update significantly with excellent cycle-to-cycle and device-to-
device uniformity [78, 79]. Thus, the network has a promising potential to accom-
modate in situ training with various learning algorithm. The demonstrated network
was trained by stochastic gradient descent (SGD) to execute the classification task.
The network is initialized through inference by softmax function to obtain the log-
probability of each output label before updating the weight within each layer for
every new training dataset. The network underwent 1600 training cycles on 80,000
images from the database. It successfully achieved 91.71% classification accuracy
from 10,000 images.

5 Inference on RRAM Based Neuromorphic Hardware:
From Deep Neural Network (DNN) to Spike-Based
Domain Architecture

a. DNN and SNN

Deep learning has made significant progress in recent years so much so that it has
even outperformed humans in certain tasks, for instance, AlphaGo computer program
managed to defeat the human GOworld champion. DNN or deep CNN has achieved
state-of-the-art accuracy in many image classifications or pattern recognition tasks
such as handwritten digit recognition [80], several other datasets such as CIFAR
[81], and ImageNet [82]. However, these networks typically need large amount of
labelled training data; ImageNet has over 1 million labelled images for training.

A conventional CNN is shown in Fig. 9. It comprises of mainly three blocks:
the first block is made up of convolution layers, the second of fully connected
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Fig. 9 Block diagram of a
conventional deep neural
network architecture (the
convolutional neural
network). It comprises of
mainly three blocks: the
convolutional block, the
fully connected block and
the softmax layer. This figure
is adapted from [4]

layers and the third is the softmax layer. The convolution block contains convolu-
tion layers that perform the convolution operation on intermediate output activations.
The convolution block also contains other layers that perform batch normalization or
pooling. The fully connected block contains several layers of fully connected neural
network. These two blocks are mainly for feature extraction. The final layer is a
fully connected classifier which gives an output based on the softmax function. A
typical learning algorithm used in a CNN is backpropagation of errors with stochastic
gradient descent. The network parameters such as weights and biases are adjusted
during training to predict the object label of an input image during testing.

Spiking neural network (SNN) is considered as the third generation of neural
networks [83]. SNN is inspired by biological neural networks while the DNN less
so; hence the DNN is also commonly referred to as artificial neural networks (ANN).
DNN does not have any biological roots apart from the hierarchical structure it
possesses [84]. SNN is event based: neural activations are communicated through
spikes. Spiking neurons integrate incoming input spikes and emit a spike which is
a threshold crossing event, as and when new information needs to be processed
or communicated. These spikes are communicated through synapses which are
associated with a weight quantity.

A neuron in an SNN and its hardware implementation is shown in Fig. 10.
Figure 10a shows a single neuron (as part of an SNN) with its input and output
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Fig. 10 Block diagram of a neuron in a SNN: implemented in blocks as shown, namely, the synapse
and the neuron. This figure is adapted from [4]

mechanisms. The synapse is the connection between the axon of a pre-synaptic
neuron and the dendrite of a post-synaptic neuron. A neuron integrates the incoming
spikes received through its dendrites and may then emit a spike in the event of
threshold crossing through its axon to its post-synaptic neurons. Figure 10b shows a
block diagram representation of the biological model as in Fig. 10a. The synapse is
a storage element with input spikes and output current. Neuron computation is done
using an integrator and a comparator. The integrator accumulates the input currents
in terms of potential difference, which emulates themembrane potential in biological
neurons. The comparator then checks if the membrane potential crosses the voltage
threshold; a spike is emitted if crossed and the membrane potential is then reset to
its baseline value.

b. Conversion of DNN to Spiking Deep Neural Network (SDNN)

In a conventional CPU or GPU, it requires more time and energy to run a SDNN,
whereas the power consumption and computational latency in neuromorphic analog
or digital dedicated hardwares [85–87] are orders of magnitude less. The substantial
computational cost incurred during training and inference in a deep network for real
world practical applications has created a need for specialized hardware acceleration
and a new computational paradigm [88]. One emerging approach is to convert the
pre-trained DNN into SNN (while retaining its parameters) so that it can be mapped
directly onto a neuromorphic hardware with little performance loss.

The spike-based computation in the SNN consumes much less power compared
to the high precision digital computation in the DNN. DNN has better classification
accuracy compared to SNN. Hence, mapping a deep CNN to a SDNN potentially
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allows us to achieve better accuracy with high energy efficiency. If we say, SNN
corresponds to low energy networks and DNN corresponds to network with better
accuracy then, spiking deep neural network (SDNN) will be Better Accuracy Low
Energy (BALE) neural network. While it is difficult to achieve in a mapped SDNN
the same level of accuracy as theDNN, research is ongoing to develop bettermapping
techniques.

SDNN background

DNN to SNN conversion techniques were developed in the ongoing research to map
a trained neural network in conventional frame-based vision system representation
to an event-based one [89]. Neurons in the frame-based CNN were converted to
event-based neurons with leak, membrane potential reset and refractory periods.

One of the first research paper on CNN to SNN conversion is [66]. The conven-
tional CNN is first converted into a tailored CNN which fulfils the requirements of
the SNN. This tailored CNN is then trained. Finally, this tailored CNN is converted
into a spiking CNN, while retaining the trained weights. The requirements imposed
by the SNN on the tailored CNN are as follows:

1. Using RELU [29] as activation functions
2. Removing biases from convolution and fully connected layers
3. Using spatial linear subsampling in place of maxpooling.

The work in [66] was extended in [88] by adding weight normalization techniques
to improve the conversion accuracy. The approximation errors in SNNs due to either
excessive or too little spikes are avoided by rescaling of weights. Model and data-
based weight normalization techniques were proposed; data-based normalization
gives no loss in conversion accuracy for classification of MNIST dataset.

The integrate and fire (IF) neuron model was extensively used in SDNN until
[30] demonstrated that a CNN can also be mapped onto a SDNN made up of leaky
integrate and fire (LIF) neurons which aremore biological plausible. This is achieved
by using a modified LIF neuron known as the softened LIF neuron and by training
the network with noise so as to improve network robustness against the variability
inherent in spikes.

The hardware constrained neuromorphic algorithm is implemented in [76] on
the IBM Truenorth neuromorphic chip. The hardware constraints are namely, low
precision weights and restricted connectivity among spiking neurons.

Adapting SNN is introduced in [90], which is based on adaptive spiking neurons.
Asynchronous pulsed sigma-delta coding scheme is used by these spiking neurons
to efficiently encode information in spike trains, while homeostatically optimizing
the firing rate. This method uses an order of magnitude less spikes compared to
other SDNN approaches; the RELU neurons in an ANN could be directly mapped
to adaptive spiking neurons during conversion.

General steps for conversion

The conversion of a pre-trained DNN to the event-based domain is for inference
purposes. The principle of the conversion technique as mentioned in [66] is that the
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time averaged firing rate of a spiking neuron must be correlated with the activation
valueof the correspondingneuron in theANN.Thegeneric steps involved for network
conversion is in the following:

1. Choose a CNN to train.
2. Use ReLU for activation functions in the CNN.
3. Fix the bias to zero throughout training using stochastic gradient descent.
4. Save all the weights after training.
5. Replace neurons in the CNN with integrate and fire neurons without refractory

period.
6. Map the saved weights to the SNN.
7. Convert the input image to Poisson spike trains with firing rates proportional to

each pixel intensity value.

Challenging Factors and Solutions in Achieving High Conversion Accuracy

The issues affecting conversion accuracy as mentioned in [66] are: in the CNN the
weights and biases can be negative. Since input integration is a weighted sum of
inputs and the bias, the output can be negative. If the sigmoid function is used for
activation it may also be negative. It is difficult to represent negative activations in
the CNN on a SNN. It is also difficult to represent biases in the SNN. Two-layer
neural network is needed to implement spatial maxpooling in the SNN.

CNN to SNN mapping requires the input image to be converted to Poisson spike
trains with firing rates proportional to the pixel intensity value. As a result, the loss
of accuracy during conversion can happen due to the factors [88]: Input spikes are
not enough to result in threshold crossing, hence no output spike is emitted when
activation values in the CNN are below threshold. If the spiking neuron receives
too many input spikes in a single timestep or if some of its synaptic weights are
higher than threshold, then the spiking neuron should emit more than one spike per
timestep, which it cannot, and hence introducing error in the process. Due to the
non-uniformity of the spike trains or the stochastic nature of the spiking input, a
specific feature set could be over- or under- activated by incoming spikes.

An analysis of conversion and its theory is proposed in [91]. One on one
mapping of the spiking neuron and the activation function of the CNN reveals
that during threshold crossing, the membrane potential reached maybe of any
value above threshold. This error would accumulate over time. The solution to the
above-mentioned issues are the following:

1. As mentioned in [66], are to remove biases from convolution layers, use ReLU
as activation function and use spatial linear subsampling instead of maxpooling.

2. As mentioned in [88] use weight normalization.
3. As mentioned in [91] use reset by subtraction instead of reset to zero for spiking

neurons. Instead of removing biases from convolutional layers, a constant input
current can be applied to emulate the biases.Also apply normalization techniques.

4. As mentioned in [90], to reduce the variability of input spikes, the multi-bit
values of the input maybe fed directly into the first hidden layer and spikes are
then output henceforth.
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5. As mentioned in [92], pooling layers can be avoided in deep neural network.
Hence, even though there are techniques to convert pooling layers in SDNN, we
can remove these layers from the DNN for simplicity sake.

6 On-Chip Learning on RRAM Based Neuromorphic
Hardware: Spike Based Algorithms

In the past decade, spike timing dependent plasticity (STDP) has been a popular unsu-
pervised learningmethod due to its biological plausibility [93–95]. STDPmechanism
depends on the timing difference between the pre-synaptic and post-synaptic spikes
to adjust the synaptic weight. In the simple, doublet STDP [96], when a post-synaptic
spike happens after a pre-synaptic spike has arrived (pre-post event), then the weight
of the synapse increases i.e. synaptic potentiation takes place; whereas, if a post-
synaptic spike happens before a pre-synaptic spike (post-pre event), then the weight
of the synapse decreases, i.e. depotentiation takes place. Like the doublet STDP, there
is another variant of STDP called the triplet STDP [97], whereby, three spike events
are considered (pre-post-pre, post-pre-post etc.). Apart from the time based STDP
there are other popular onchip learning rules based on spike rates like spike driven
synaptic plasticity (SDSP) [98], Bienenstock, Cooper, and Munro (BCM) rule [99].

Over the past decade, researchers have tried to implement the above-mentioned
plasticity rules onto integrated circuits [100–106]. There are CMOS devices such
as the floating gate MOSFET or nano-technology devices such as the memristors,
Resistive Random-Access Memories (RRAM), Phase ChangeMemories (PCM) and
Spin-Transfer TorqueMagnetic Random-AccessMemories (STT-MRAMs) used for
the implementation of artificial synapses. One of the challenges is to integrate these
nano-technology devices with CMOS. The characteristics of high synaptic density
on neuromorphic hardware has to be compromised. Interfacing circuitry or voltage
generators play a major role in mimicking the plasticity behaviours mentioned above
using a single two or three terminal devices. Understanding the device physics
becomes the key for the implementation of artificial synapses, especially while using
any of the technologies such as floating gateMOSFET,memristors or themore recent
spin devices to implement plasticity rules.

7 Conclusion and Outlook

The current state-of-the-art devices have demonstrated promising characteristics to
fulfil certain aspects of an ideal synaptic device. However, the presence of the trade-
offs among the device properties has raised a significant challenge in the array and
system level implementation, especially towards applications that require a rela-
tively large scale NN. The importance of the gradual weight update with linear and
symmetrical weight modulations has been emphasized and thoroughly discussed for
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the analog synapse systems, which in general consists of different type of anion-
based devices. Several approaches have been implemented to mitigate the conven-
tional anion device limitations, i.e., conductive filament constriction engineering, an
additional thermal enhanced layer, and rigorous programming pulse tuning. On the
other hand, the stochastic nature of the cation-based devices has also been utilized
under stochastic STDP learning rules, which enable a platform with equivalent
functionalities of analog synapse systems.

Various neuromorphic algorithms on RRAM based devices have been compre-
hensively studied. While research is on-going to develop SNN to facilitate on-chip
learning, the current reliable approach for a real-world application is to do on-chip
inference based on a converted DNN that is pre-trained off-chip. During the mapping
of a DNN to neuromorphic hardware, the hardware constraints, e.g., number of
neurons and synapses, core size, fan in-fan out degrees, routing, and spike traffic
congestion, must be taken into consideration. Should any of the above constraints
are not met, the DNN architecture will have to be modified accordingly to fit into a
specific neuromorphic hardware. Given its small form factor and energy efficiency,
neuromorphic hardware is well suited for edge computing applications such as in the
fields of robotics, surveillance, and unmanned aerial vehicles. It may also be worth
investigating conversion of DNN using different encoding schemes such as temporal
coding or latency coding instead of just rate coding. This would reduce the number
of spikes required to represent an input and result in more efficient computing. In
the long run however, hardware compatible SNN algorithms should be developed
that enable on-chip learning and inference for various applications. This will elimi-
nate the need for conversion of DNN to SNN; the challenge would be how one may
improve the accuracy of such SNN algorithms.

With the aforementioned challenges have been encountered from hardware and
algorithms viewpoint, more research works should adopt the approach that involves
co-design and co-development of hardware, software, and middleware aspects in the
system. This will allow a much more efficient utilization of the devices with certain
advantages and disadvantages for specific target applications.
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An Automatic Sound Classification
Framework with Non-volatile Memory

Jibin Wu, Yansong Chua, Malu Zhang, Haizhou Li, and Kay Chen Tan

Abstract Environmental sounds form part of our daily life. With the advancement
of deep learning models and the abundance of training data, the performance of auto-
matic sound classification (ASC) systems has improved significantly in recent years.
However, the high computational cost, hence high power consumption, remains a
major hurdle for large-scale implementation of ASC systems onmobile andwearable
devices.Motivated by the observations that humans are highly effective and consume
little power whilst analyzing complex audio scenes, a biologically plausible ASC
framework is introduced, namely SOM-SNN. The emerging dense crossbar array of
non-volatile memory (NVM) devices have been recognized as a promising approach
to emulate such distributed, massively-parallel and densely connected neuromorphic
computing systems. This chapter presents the general structure of this framework for
sound event and speech recognition, demonstrating attractive computational benefits
and suitableness with an NVM implementation.

1 Introduction

Automatic sound classification (ASC) generally refers to the automatic identification
of the ambient sounds in the environment. Environmental sounds, complementary to
visual cues, provide a great amount of information about our surrounding environ-
ment and is an essential part of our daily life. ASC technologies enable a wide range
of applications such as content-based sound classification and retrieval [1], audio
surveillance [2], sound event classification [3] and disease diagnosis [4].
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Driven by large-scale deep learning models, abundant training data and power-
ful parallel graphics processing units (GPUs), deep learning has made remarkable
progress in automatic sound classification. Despite compelling performance has been
demonstrated with these deep learning models [5], the required high-performance
computing, which usually comes along with high power consumption, prevent the
deployment of these models on the pervasive mobile and wearable devices. Further-
more, the performance of these deep learning based system degrades significantly
with the increasing amount of environmental noise.

Humans perform efficiently and robustly in various auditory perception tasks,
whereby spectral contents of the acoustic signal are encoded asynchronously using
sparse and highly-parallel spiking impulses. Remarkably, despite the fact that spiking
impulses in biological neural systems transmit at several orders of magnitude slower
than the signals in modern transistors, humans are able to analyze complex audio
scenes effortlessly with much lower energy consumption [6]. Moreover, humans
learn to distinguish sounds with only sparse supervision, with occasional labeled
data as in zero-shot or one-shot learning [7, 8].

The event-based computation, as has been observed in the human brain and sen-
sory systems, relies on asynchronous and highly parallel spiking events to efficiently
represent information. In contrast to traditional frame-basedmachine vision and audi-
tory systems, event-based biological neural systems represent and process informa-
tion in a much more energy efficient manner with energy consumed only during gen-
eration and transmission of spikes. Notably, neuromorphic computing has emerged
with the vision to mimic such event-based biological neural systems. Neuromorphic
computing leverages on low-power, densely-connected parallel computing units to
perform complex perceptual and cognitive tasks; the inherent collocating memory
and processing effectively address the problem of low bandwidth between the CPU
and memory (i.e., von Neumann bottleneck) [9].

The emerging dense crossbar array of non-volatile memory (NVM) devices have
been recognized as a promising approach to emulate such distributed, massively-
parallel and densely connected neuromorphic computing systems in hardware[10–
12]. The compact, low power NVM devices with continuous, near-linear conduc-
tance dynamic range are attractive for implementing synapses and neurons, instances
include Phase ChangeMemory (PCM) and Resistive RAM (RRAM) etc. When inte-
grated with event-based sensors, such as the DVS [13], DAVIS [14] and DAS [15],
such event-based neuromorphic computing systems are attractive for real-time, adap-
tive and energy efficient applications [16, 17].

In this chapter, we introduce a novel neuromorphic automatic sound classification
framework based on the spiking neural network (SNN).Moreover, we explain how to
implement this framework with emerging NVM devices, organically integrating the
compelling algorithmic power with efficient hardware for real-world applications.
The rest of this chapter is organized as follows: we first describe the system archi-
tecture of the proposed ASC framework, which uses unsupervised self-organizing
map (SOM) for feature representation and SNN for temporal classification, namely
SOM-SNN. Subsequently, we present the experiments designed to evaluate the clas-
sification performance and robustness to noise of the proposed framework; compare



An Automatic Sound ClassifiCation Framework … 417

it against other state-of-the-art deep learning and SNN-based models. Finally, we
conclude and discuss the computational benefits of the proposed framework as well
as the considerations when using NVM devices to implement synapses and neurons
in this framework.

2 SOM-SNN ASC Framework

In this section, the feedforward SOM-SNN ASC framework is described. As shown
in Fig. 1, we adopt a biologically plausible auditory front-end (using logarithmic
mel-scaled filter bank that resembles the functionality of the human cochlea) to first
extract low-level spectral features. After which, the unsupervised self-organizing
map (SOM) [18] is used to generate an effective and sparse mid-level feature rep-
resentation. The best-matching units (BMUs) of the SOM are activated over time
and the corresponding spatiotemporal spike patterns are generated, which represent
the characteristics of each sound event. Finally, the Maximum-Margin Tempotron
temporal learning rule [19] is used to train SNN so as to classify the spike patterns
into different sound categories.

...

Self-Organizing Map

Sound Frame

Signal Pre-
processing,
STFT, Log etc.

Mel-scaled Filter 
Coefficients

FrequencyMel-scaled Filter Bank

En
er

gy ...
2.89 1.761.54 0.360.31

...

�me (ms)

Spa�otemporal
Spike Pa�ern

Spiking Neural Network

...

1

...
Sound 
Event 1

Sound 
Event i

2 3 4

SO
M

 N
eu

ro
n 

In
de

x

Fig. 1 The details of the proposedSOM-SNNASC framework. The sound frames are pre-processed
and analyzed using mel-scaled filter banks. Then, the SOM generates discrete BMU activation
sequences which are further converted into spike trains. All such spike trains form a spatiotemporal
spike pattern to be classified by the SNN
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2.1 Auditory Front-End

Human auditory front-end consists of the outer, middle and inner ear. In the outer
ear, sound waves travel through air and arrive at the pinna, which also embeds the
location information of the sound source. From the pinna, the sound signals are then
transmitted via the ear canal, which functions as a resonator, to the middle ear. In the
middle ear, vibrations (induced by the sound signals) are converted into mechanical
movements of the ossicles (i.e., malleus, incus, and stapes) through the tympanic
membrane. The tensor tympani and stapedius muscles, which are connected to the
ossicles, act as an automatic gain controller to moderate mechanical movements
under the high-intensity scenario. At the end of the middle ear, the ossicles join with
the cochlea via the oval window, where mechanical movements of the ossicles are
transformed into fluid pressure oscillations which move along the basilar membrane
in the cochlea [20].

The cochlea is a wonderful anatomical work of art. It functions as a spectrum
analyzer which displaces the basilar membrane at specific locations that correspond
to different frequency components in the sound wave. Finally, displacements of
the basilar membrane activate inner hair cells via nearby mechanically gated ion
channels, converting mechanical displacements into electrical impulse trains. The
spike trains generated at the hair cells are transmitted to the cochlear nuclei through
dedicated auditory nerves. Functionally, the cochlear nuclei act as filter banks, which
also normalize activities of saturated auditory nerve fibers over different frequency
bands. Most of the auditory nerves terminate at the cochlear nuclei where sound
information is still identifiable. Beyond the cochlear nuclei, in the auditory cortex,
it remains unclear how information is being represented and processed [21].

The understanding of the human auditory front-end has a significant impact on
machine hearing research and inspires many biologically plausible feature repre-
sentations of acoustic signals, such as the MFCC and GTCC. Here, we adopt the
MFCC representation. As shown in Fig. 1, we pre-processed the sound signals by
first applying pre-emphasis to amplify high-frequency contents, then segmenting the
continuous sound signals into overlapped frames of suitable length so as to better
capture the temporal variations of the sound signal, and finally applying the Ham-
ming window on these frames to reduce the effect of spectral leakage. To extract the
spectral contents in the acoustic stimuli, we perform Short-Time Fourier-Transform
(STFT) on the sound frames and compute the power spectrum. After that, we apply
20 logarithmic mel-scaled filters on the resulting power spectrum, generating a com-
pressed feature representation for each sound frame. The mel-scaled filter banks
emulate the human perception of sound that is more discriminative towards the low
frequency as compared to the high frequency components.
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2.2 Feature Representation Using SOM

Feature representation is critical in all ASC systems; state-of-the-art ASC systems
input low-level MFCC or GTCC features into the GMM-HMM or deep learning
models so as to extract higher-level representations. In our initial experiments, we
observe that existing SNN temporal learning rules cannot discriminate latency [22]
or population [23] encoded mel-scaled filter bank outputs effectively. Therefore, we
propose to use the biologically inspired SOM to form a mid-level feature represen-
tation of the sound frames. The neurons in the SOM form distinctive synaptic filters
that organize themselves tonotopically and compete to represent the filter bank output
vectors. Such tonotopically organized feature maps have been found in the human
auditory cortex in many physiological experiments [24].

As shown in Fig. 1, all neurons in the SOM are fully connected to the filter bank
and receive mel-scaled filter outputs (real-valued vectors). The SOM learns acoustic
features in an unsupervised manner, whereby two mechanisms: competition and
cooperation, guide the formation of a tonotopically organized neural map. During
training, the neurons in the SOM compete with each other to best represent the input
frame. The best-matching unit (BMU), with its synaptic weight vector closest to the
input vector in the feature space, will update its weight vector to become closer to
the input vector. Additionally, the neurons surrounding the BMUwill cooperate with
it by updating their weight vectors to move closer to the input vector. The magnitude
of the weight update of neighboring neurons is inversely proportional to its distance
to the BMU, effectively facilitating the formation of neural clusters. Eventually, the
synapticweight vectors of neurons in the SOM follow the distribution of input feature
vectors and organize tonotopically, such that adjacent neurons in the SOM will have
similar weight vectors.

During the evaluation, as shown in Fig. 1, the SOM (through the BMU neuron)
emits a single spike at each sound frame sampling interval. The sparsely activated
BMUs encourage pattern separation and enhance power efficiency. The spikes trig-
gered over the duration of a sound event form a spatiotemporal spike pattern, which
is then classified by the SNN into one of the sound classes. The mechanisms of
SOM training and testing are provided in Algorithm 1 (for more details see [18]).
This seminal work [18] trained the SOM for a phoneme recognition task, which
then used a set of hand-crafted rules to link sound clusters of the SOM to actual
phoneme classes. Here, we use an SNN-based classifier to automatically categorize
the spatiotemporal spike patterns into different sound events.
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2.3 Supervised Temporal Classification

2.3.1 Neuron Model

For the SNN-based temporal classifier, we adopt the current-based leaky integrate-
and-fire neuron model [25], which utilizes the kernel function to describe the effect
of pre-synaptic spikes on the membrane potential of post-synaptic neurons. When
there is no incoming spike, the post-synaptic neuron i remains at its resting potential
Vrest . Each incoming spike from the pre-synaptic neuron j at t j will induce a post-
synaptic potential (PSP) on the post-synaptic neuron as described by the following
kernel function:

Algorithm 1: The Self-Organizing Map Algorithm
Input:
The randomly initialized weight vector wi (0) for neuron i = 1, ..., M · N , where M and N
are the length and width of the SOM
The training set that is formed by framewise filter bank output vectors
The initial width of the neighborhood function σ(0) =

√
M2 + N 2/2

The number of training epochs E , initial learning rate η0 and time constant of the
time-varying width τ1 = E /log[σ(0)]

Output:
The final weight vectors wi (E) for neuron i = 1, ..., M · N
Train:
for e ∈ [0, 1, 2, ..., E − 1] do

1. Randomly choose an input vector xtrain = [x1, x2, x3, ..., xn] from the training set,
where n is the total number of mel-scaled filters
2. Determine the winner neuron k that has a weight vector closest to the current input
vector xtrain :

k = argmini ||wi (e) − xtrain || (1)

3. Update the learning rate η(e), the time-varying width σ(e) and the Gaussian
neighborhood function hi,k(e) for all neurons i = 1, ...,m:

η(e) = η0 · exp(−e/E) (2)

σ (e) = σ(0) · exp(−e/τ1) (3)

hi,k(e) = exp{−||wi (e) − wk(e)||2/[2 · σ(e)2]} (4)

4. Update wi (e + 1) for all neurons i = 1, ..., M · N :

wi (e + 1) = wi (e) + η(e) · hi,k(e) · [xtrain − wi (e)] (5)

Test:
Given any input vector xtest from the testing set, label it with the winner neuron k that has
weight vector closest to xtest :

k = argmini ||wi (E) − xtest || (6)
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K (t − t j ) = K0

[
exp(− t − t j

τm
) − exp(− t − t j

τs
)

]
θ(t − t j ) (7)

where K0 is a normalization factor that ensures the maximum value of the kernel
K (t − t j ) is 1. τm and τs correspond to the membrane and synaptic time constants,
which jointly determine the shape of the kernel function. In addition, θ(t − t j ) rep-
resents the Heaviside function to ensure that only pre-synaptic spikes emitted before
time t are considered.

θ(x) =
{
1, i f x ≥ 0

0, otherwise
(8)

At time t , the membrane potential of the post-synaptic neuron i is determined by the
weighted sum of all PSPs triggered by incoming spikes before time t :

Vi (t) =
∑
j

w j i

∑
t j<t

K (t − t j ) + Vrest ∀t ∈ [0, T ] (9)

wherew j i is the synapticweight between the pre-synaptic neuron j and post-synaptic
neuron i , and T is the duration of the simulation. Whenever the membrane potential
Vi (t) of the post-synaptic neuron i reaches the firing threshold, it emits a spike. For
the single-spike based classifier used in this work, the membrane potential of the
post-synaptic neuron then smoothly relaxes back to Vrest after spiking by shunting
all subsequent input spikes (i.e., input spikes arriving after the post-synaptic spike
have no effect on the membrane potential of the post-synaptic neuron). Since these
input spikes would not contribute to any learning in the single-spike based classifier,
the unnecessary post-spike computations can be safely ignored.

2.3.2 Maximum-Margin Tempotron Learning Rule

For the classification of spatiotemporal patterns as illustrated by the SNN in Fig. 1,
we use a modified version of the biologically plausible Tempotron [25] learning rule
to train the classifier, which has been successfully used in several ASC tasks [19,
26–28]. The original Tempotron rule is designed for a binary classification task, such
that a neuron emits a spike when it observes a spike pattern from its desired class,
and remains quiescent otherwise. For a multi-class classification task, we adopt the
one-against-all strategy to train one output neuron to respond to each class.

During training, for neuron i that represents the i th class, we treat all training
samples with class label i as positive samples, and all others as negative. During
testing, we monitor the membrane potential of all output neurons and classify the
test sample as follows: (1) If no output neuron fires over the sample duration, we
select the output neuron with the highest membrane potential as the correct class. (2)
If only a single output neuron fires, the class label corresponding to this neuron is
selected. (3) Otherwise, if two or more neurons fire, we label the test sample with the
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earliest firing neuron, which signals the detection of the earliest local discriminative
feature (a property of the Tempotron).

The Tempotron learning rule follows a stochastic gradient descent method for
synapticweight updates: the desired output neuron triggers aweight updatewhenever
it fails to fire on samples with matching class label or when the wrong output neurons
fire erroneously on samples from other classes. When the desired output neuron i
fails to fire, long-term potentiation (LTP) update with cost function Vthr - Vtmax

i
is

triggered. Similarly, long-term depression (LTD) update with cost function Vtmax
i

-
Vthr is triggered when the wrong output neuron fires erroneously. The Tempotron
update rule is defined as follows:

�wi j =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

λ
∑

t ( f )j <tmax
i

K (tmax
i − t ( f )j ), i f LT P

− λ
∑

t ( f )j <tmax
i

K (tmax
i − t ( f )j ), i f LT D

0, otherwise

(10)

where λ denotes a constant learning rate and tmax
i refers to the time instant when

the postsynaptic neuron i reaches its maximum membrane potential over the pattern
duration. The t ( f )j are spike times of spike emitted by the pre-synaptic neuron j . The
synaptic weights are only updated at the time instant of tmax

i . For LTDweight update,
the tmax

i is also the spike time since the post-spike computations are ignored.
Inspired by the maximum-margin classifier [19, 29], we introduce a hard margin

� to the Vthr and denote this learning rule as the Maximum-Margin Tempotron.
During the training phase, the � term is either added to or deducted from the Vthr

of the desired or wrong output neurons, respectively. Consequently, for the desired
neuron i , a spike is generated at t if

Vi (t) = Vthr + � and
d

dt
Vi (t) > 0 (11)

For the other (wrong) neurons, a spike is generated if

Vi (t) = Vthr − � and
d

dt
Vi (t) > 0 (12)

The desired output neuron will fire only when it has observed strong evidence that
causes its Vtmax to rise above Vthr by a margin of �. Similarly, the other neurons
will be discouraged to fire and maintain its membrane potential by a margin �

below Vthr . This additional margin � imposes a harder constraint during training
and encourages the SNN classifier to find more discriminative features in the input
spike patterns. Therefore, during testing, when the hard margin � is removed from
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Vi (t) as described in Equation 9 , the neurons are encouraged to respond with the
desired spiking activities. This strategy helps to prevent overfitting and improves
classification accuracy.

2.4 Multi-condition Training

Although state-of-the-art deep learning based ASC models perform reasonably well
under the noise-free condition, it remains a challenging task for these models to
recognize sound robustly in noisy real-world environments. To address this challenge,
we investigated training the proposed SOM-SNN model with both clean and noisy
sound data, as per the multi-condition training strategy.

The motivation for such an approach is that with training samples collected from
different noisy backgrounds, the trained model will be encouraged to identify the
most discriminative features and become more robust to noise. This methodology
has been proven to be effective for Deep Neural Network (DNN) and SVM models
under the high noise condition, with some trade-off in performance for clean sound
data [30]. Here, we investigate its generalizability to SNN-based temporal classifiers
under noisy environments.

3 Experimental Results

Here, we first introduce two standard benchmark datasets used to evaluate the clas-
sification accuracies of the proposed SOM-SNN framework, which are made up
of environmental sounds and human speech. After which, we describe the experi-
ments conducted on the RWCP dataset to evaluate model performance pertaining
to the effectiveness of feature representation using the SOM, early decision making
capability and noise robustness of the classifier.

3.1 Training and Evaluation Setup

3.1.1 Evaluation Datasets

The Real World Computing Partnership (RWCP) [31] sound scene dataset was
recorded in a real acoustic environment at a sampling rate of 16 kHz. For a fair
comparison with other SNN-based systems [26, 27], we used the same 10 sound
event classes from the dataset: ‘cymbals’, ‘horn’, ‘phone4’, ‘bells5’, ‘kara’, ‘bot-
tle1’, ‘buzzer’, ‘metal15’, ‘whistle1’, ‘ring’. The sound clips were recorded as iso-
lated samples with duration of 0.5s to 3s at high SNR. There are also short lead-in
and lead-out silent intervals in the sound clips. We randomly selected 40 sound clips
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from each class, of which 20 are used for training and the remaining 20 for testing,
giving a total of 200 training and 200 testing samples.

TheTIDIGITS [32] dataset consists of reading digit strings of varying lengths, and
speech signals are sampled at 20 kHz. The TIDIGITS dataset is a publicly available
dataset from the Linguistic Data Consortium, which is one of the most commonly
available speech datasets used for benchmarking speech recognition algorithms. This
dataset consists of spoken digit utterances from 111 male and 114 female speakers.
Weused all of the 12,373 continuous spoken digit utterances for the SOMtraining and
the rest of the 4950 isolated spoken digit utterances for the SNN training and testing.
Each speaker contributes two isolated spoken digit utterances for all 11 classes (i.e.,
‘zeros’ to ‘nine’ and ‘oh’). We split the isolated spoken digit utterances randomly
with 3950 utterances for training and the remaining 1000 utterances for testing.

3.1.2 SOM-SNN Framework

The SOM-SNN framework, as shown in Fig. 1, consists of three processing stages
organized in a pipeline. These stages are trained separately and then evaluated in a
single, continuous process. For the auditory front-end, we segment the continuous
sound samples into frames of 100ms length with 50ms overlap between neighboring
frames for the RWCP dataset. In contrast, we use a frame length of 25 ms with 10
ms overlap for the TIDIGITS dataset. These values are determined empirically to
sufficiently discriminate the signals without excessive computational load.We utilize
20mel-scaled filters for the spectral analysis, ranging from 200 to 8000Hz and 200 to
10,000Hz respectively for the RWCP and TIDIGITS datasets. The number of filters
is again empirically determined, such that more filters do not improve classification
accuracy.

For feature representation learning in the SOM,weutilize the SOMavailable in the
MATLAB Neural Network Toolbox. The Euclidean distance is used to determine
the BMUs, which are subsequently converted into spatiotemporal spike patterns.
The output spikes from the SOM are generated per sound frame, with an interval as
determined by the frame shift (i.e., 50 ms for RWCP dataset and 15ms for TIDIGITS
dataset).

We initialize the SNNby setting the threshold Vthr , the hardmargin� and learning
rate λ to 1.0, 0.5 and 0.005, respectively. The time constants of the SNN have
determined empirically such that thePSPduration is optimal for the particular dataset,
and we set τm to 750, 225 ms and τs to 187.5, 56.25 ms for the RWCP and TIDIGITS
datasets, respectively. We train all the SNNs for 10 epochs by when convergence
is observed. The initial weights for the neurons in the SNN classifier are drawn
randomly from the Gaussian distribution with a mean of 0 and standard deviation of
10−3. Parameters used in all our experiments are as above unless otherwise stated.
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3.1.3 Traditional Artificial Neural Networks

To facilitate comparison with other traditional ANN models trained on the RWCP
dataset, we implement four common neural network architectures, namely theMulti-
Layer Perceptron (MLP) [33], the Convolutional Neural Network (CNN) [34], the
Recurrent Neural Network (RNN) [35] and the Long Short-Term Memory (LSTM)
[36] using the Pytorch library. For a fair comparison, we implement the MLP with
1 hidden layer of 500 ReLU units, and the CNN with two convolution layers of
128 feature maps each followed by 2 fully-connected layers of 500 and 10 ReLU
units. The input frames to the MLP and CNN are concatenated over time into a
spectrogram image. Since the number of frames for each sound clip varies from 20
to 100 and cannot be processed directly by the MLP or CNN, we bilinearly rescale
these spectrogram images into a consistent dimension of 20 × 64.

We implement both the RNN and LSTM with two hidden layers containing 100
hidden units each, and a dropout layer with a probability of 0.5 is applied after the
first hidden layer to prevent overfitting. The input to the RNN and LSTM are the 20-
dimensional filter bank output vectors. The weights for all networks are initialized
with orthogonal conditions as suggested in [37]. The deep learning networks are
trainedwith the cross-entropy criterion and optimized using theAdam [38] optimizer.
The learning rate is decayed to 99% of the original value after every epoch, and all
networks are trained for 100 epochs, except for the CNN (50 epochs), by when
convergence is observed. Simulations are repeated 10 times for each model, with
random weight initialization.

3.1.4 Noise Robustness Evaluation

Environmental Noise We generate noise-corrupted sound samples by adding
“Speech Babble” background noise from the NOISEX-92 dataset [39] to the clean
RWCP sound samples. This selected background noise represents a non-stationary
noisy environment with predominantly low-frequency contents, hence making a fair
comparison with the noise robustness tests performed in LSF-SNN [26] and LTF-
SNNmodels [27]. For each training or testing sound sample, a random noise segment
of the same duration is selected from the noise file and added at 4 different SNR levels
of 20, 10, 0 and −5 dB separately, giving a total of 1000 training and 1000 testing
samples. The SNR ratio is calculated based on the energy level of each sound sample
and the corresponding noise segment in our experiments. Training is performed over
the whole training set, while the testing set is evaluated separately at different SNR
levels.

We perform multi-condition training on all the MLP, CNN, RNN, LSTM and
SOM-SNN models. Additionally, we also conduct experiments whereby the models
are trained with clean sound samples but tested with noise-corrupted samples (the
mismatched condition).
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Neuronal Noise We also consider the effect of neuronal noise which is known to
exist in the human brain, emulated by spike jittering and deletion. Given that the
human auditory system is highly robust to these noises, it motivates us to investigate
the performance of the proposed framework under such noisy conditions.

For spike jittering, we add Gaussian noise with zero mean and standard deviation
σ to the spike timing t of all input spikes entering the SNN classifier. The amount
of jitter is determined by σ which we sweep from 0.1 T to 0.8 T , where T is the
spike generation period. In addition, we also consider spike deletion, where a certain
fraction of spikes are corrupted by noise and not delivered to the SNN. For both types
of neuronal noise, we trained the model without any noise and then tested it with
jittered (of varying standard deviation σ ) or deleted (of varying ratio) input spike
trains.

3.2 Classification Results

3.2.1 RWCP Dataset

As shown in Table 1, the SOM-SNN model achieved a test accuracy of 99.60%,
which is competitive compared with other deep learning and SNN-based models. As
described in the experimental set-up, the MLP and CNN models are trained using
spectrogram images of fixed dimensions, instead of explicitly modeling the temporal
transition of frames. Despite their high accuracy on this dataset, it may be challenging
to use them for classifying sound samples of long duration; the temporal structures
will be affected inconsistently due to the necessary rescaling of the spectrogram
images [40]. On the other hand, the RNN and LSTM models capture the temporal
transition explicitly. These models are however hard to train for long sound samples
due to the vanishing and exploding gradient problem [41].

Table 1 Comparison of the classification accuracy of the proposed SOM-SNN framework against
other ANNs and SNN-based frameworks on the RWCP dataset. The average results over 10 exper-
imental runs with random weight initialization are reported

Model Accuracy (%)

MLP 99.45

CNN 99.85

RNN 95.35

LSTM 98.40

LSF-SNN [26] 98.50

LTF-SNN [27] 97.50

SOM-SNN (ReSuMe) 97.00

SOM-SNN (Maximum-Margin Tempotron) 99.60
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LSF-SNN [26] and LTF-SNN [27] classify the sound samples by first detecting
the spectral features in the power spectrogram, and then encoding these features
into a spatiotemporal spike pattern for classification by a SNN classifier. In our
framework, the SOM is used to learn the key features embedded in the acoustic
signals in an unsupervised manner, which is more biologically plausible. Neurons
in the SOM become selective to specific spectral features after training, and these
features learned by the SOM are more discriminative as shown by the superior SOM-
SNN classification accuracy compared with the LSF-SNN and LTF-SNN models.

3.2.2 TIDIGITS Dataset

As shown inTable 2, it is encouraging to note that the SOM-SNN framework achieves
an accuracy of 97.40%, outperforming all other bio-inspired systems on the TIDIG-
ITS dataset. In [42–44], novel systems are designed to work with spike streams
generated directly from the AER silicon cochlea sensor. This event-driven auditory
front-end generates spike streams asynchronously from 64 bandpass filters spanning
over the audible range of the human cochlea. Anumula et al. [43] provide a com-
prehensive overview of the asynchronous and synchronous features generated from
these raw spike streams, once again highlighting the significant role of discriminative
feature representation in speech recognition tasks.

Tavanaei et al. [45, 46] proposes two biologically plausible feature extractors con-
structed fromSNNs trained using the unsupervised spike-timing-dependent plasticity
(STDP) learning rule. The neuronal activations in the feature extraction layer are then
transformed into a real-valued feature vector and used to train a traditional classifier,
such as the HMM or SVM models. In our work, the features are extracted using the
SOM and then used to train a biologically plausible SNN classifier. These differ-

Table 2 Comparison of the classification accuracy of the proposed SOM-SNN framework against
other baseline frameworks on the TIDIGITS dataset

Model Accuracy (%)

Single-layer SNN and SVM [45]a 91.00

Spiking CNN and HMM [46]a 96.00

AER Silicon Cochlea and SVM [43]b 95.58

AER Silicon Cochlea and Deep RNN [44]b 96.10

AER Silicon Cochlea and Phased LSTM [42]b 91.25

Liquid State Machine [47]c 92.30

MFCC and GRU RNN [42]c 97.90

SOM and SNN (this work)c 97.40
aEvaluate on the Aurora dataset which was developed from the TIDIGITS dataset.
bThe data was collected by playing the audio files from the TIDIGITs dataset to the AER Silicon
Cochlea Sensor.
cEvaluate on the TIDIGITS dataset
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ent biologically inspired systems represent an important step towards an end-to-end
SNN-based automatic speech recognition system.

We note that the traditional RNN based system offers a competitive accuracy of
97.90% [42]; our proposed framework, however, is fundamentally different from
traditional deep learning approaches. It is worth noting that the network capacity and
classification accuracy of our framework can be further improved using multi-layer
SNNs.

3.3 Early Decision Making Capability

We note that the SNN-based classifier can identify temporal features within the
spatiotemporal spike pattern and generate an output spike as soon as enough dis-
criminative evidence is accumulated. This cumulative decision-making process is
more biologically plausible, as it mimics how human makes decisions. A key benefit
of such a decision-making process is low latency. As shown in Fig. 2a, the SNN
classifier makes a decision before the whole pattern has been presented. On average,
the decision is made when only 50% of the input is presented.

Additionally, we conduct experiments on the SOM-SNN, RNN and LSTM mod-
els, whereby they are trained on the full input patterns but tested with only a partial
presentation of the input. The training label is provided to the RNN and LSTM
models at the end of each training sequence by default as it is not clear beforehand
when enough discriminative features have been accumulated. Likewise, the training
labels are provided at the end of input patterns for the SNN classifier. For testing,
we increase the duration of the test input pattern presented from 10 to 100% of the
actual duration, starting from the beginning of each pattern. As shown in Fig. 2b,
the classification accuracy as a function of the input pattern percentage increases
more rapidly for the SNN model. It achieves a satisfactory accuracy of 95.1% when
only 50% of the input pattern is presented, much higher than the 25.7% and 69.2%
accuracy achieved by the RNN and LSTM models respectively. For the RNN and
LSTMmodels to achieve early decision-making capability, one may require that the
models be trained with partial inputs or output labels provided at every time-step.
Therefore, SNN-based classifiers demonstrate great potential for real-time temporal
pattern classification, compared with state-of-the-art deep learning models such as
the RNN and LSTM.

3.4 Feature Representation of the SOM

Tovisualize the features extracted by theSOM,weplot theBMUactivation sequences
and their corresponding trajectories on the SOM for a set of randomly selected
samples fromclass ‘bell5’, ‘bottle1’ and ‘buzzer’ in Fig. 3.Weobserve low intra-class
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Fig. 2 The demonstration of the early decision making capability of the SNN-based classifier.
a The distribution of the number of samples as a function of the ratio of decision time (spike timing)
to sample duration on the RWCP test dataset. On average, the SNN-based classifier makes the
classification decision when only 50% of the pattern is presented. b Test accuracy as a function of
the percentage of test pattern input to different classifiers (classifiers are trained with full training
patterns)

Fig. 3 BMU activation trajectories of the SOM (a, c) and BMU activation sequences (b, d) for
randomly selected sound samples from classes ‘bell5’ (Row 1), ‘bottle1’ (Row 2) and ‘buzzer’
(Row 3) of a trained 12 × 12 SOM on the RWCP dataset. For BMU activation trajectories, the
lines connect activated BMUs from frame to frame. The activated BMUs are highlighted from light
to dark over time. For BMU activation sequences, the neurons of the SOM are enumerated along
the y-axis and color matched with neurons in the BMU activation trajectories. The low intra-class
variability and high inter-class variability for the BMU activation trajectories and sequences are
observed
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variability and high inter-class variability in both the BMU activation trajectories and
sequences, which are highly desirable for pattern classification.

We note that the time-warping problem exists in the BMU activation sequences,
whereby the duration of sensory stimuli fluctuates from sample to sample within the
same class. However, the SNN-based classifier is robust to such fluctuations as shown
in the classification results. The decision to fire for a classifying neuron ismade based
on a time snippet of the spiking pattern; such is the nature of the single spike-based
temporal classifier. As long as the BMU activation sequence stays similar, duration
fluctuations of input sample will not affect the general trajectory of the membrane
potential in each output neuron; the right classification decision, therefore, can be
guaranteed.

To investigate whether the feature dimension reduction of the SOM is necessary
for the SNN classifier to learn different sound categories, we performed experi-
ments that directly input the spike trains of the latency-encoded (20 neurons) [22]
or population-encoded (144 neurons) [23] mel-scaled filter bank outputs into the
SNN for classification. We find that the SNN classifier is unable to classify such
low-level spatiotemporal spike patterns, and only achieve 10.2% and 46.5% classifi-
cation accuracy for latency- and population-encoded spike patterns, respectively. For
both latency- and population-encoded spike patterns, as all encoding neurons spike
in every sound frame, albeit with different timing, the synaptic weights therefore
either all strengthen or all weaken in the event of misclassification as defined in the
Tempotron learning rule. Such synchronized weight updates make it challenging for
the SNN classifier to find discriminative features embedded within the spike pattern.

The learning rules for the SNN can be categorized into either membrane-potential
based [25, 48, 49] or spike-time based [50, 51]; the Maximum-Margin Tempotron
learning rule belongs to the former. To study the synergy between the SOM-based
feature representation and spike-time based learning rule, we conducted an exper-
iment using the ReSuMe [50] learning rule to train the SNN classifier. For a fair
comparison with the Maximum-Margin Tempotron learning rule, we use one output
neuron to represent each sound class and each neuron has a single desired output
spike. To determine the desired spike timing for each output neuron, we first present
all training spiking patterns from the corresponding sound class to the randomly
initialized SNN; and monitor the membrane potential trace of the desired output
neuron during the simulation. We note the time instant when the membrane potential
trace reaches its maximum (denoted as Tmax ) for each sound sample, revealing the
most discriminative local temporal feature. We then use the mean of Tmax across
all 20 training samples as the desired output spike time. As shown in Table 1, the
SNN trained with ReSuMe rule achieves a classification accuracy of 97.0%, which
is competitive with other models. This, therefore, demonstrates the compatibility
of features extracted by the SOM and spike-time based learning rules, whereby the
intra-class variability of sound samples is circumvented by SOM feature extraction
such that a single desired spike time for each class suffices.
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3.5 Robustness to Noise

Environmental Noise We report the classification accuracies over 10 runs with
random weight initialization in Tables 3 and 4 for mismatched and multi-condition
training respectively.

We note that under the mismatched condition, the classification accuracy for all
models degrades dramatically with an increasing amount of noise and falls below
50%with SNR at 10 dB. The LSF-SNNandLTF-SNNmodels use local key points on
the spectrogram as features to represent the sound sample, and are therefore robust to
noise under such conditions. However, the biological evidence for such spectrogram
features is currently lacking.

As shown in Table 4, multi-condition training effectively addresses the problem
of performance degradation under noisy conditions, whereby MLP, CNN, LSTM,
and SOM-SNN models have achieved classification accuracies above 95% even
at the challenging 0 dB SNR. Similar to observations made in [30], we note that
the improved robustness to noise comes with a trade-off in terms of accuracy for
clean sounds, as demonstrated in the results for the ANN models. However, the

Table 3 Average classification accuracy of different models under the mismatched-condition.
Experiments are conducted over 10 runs with randomweight initialization. The bold values indicate
the best classification accuracies under different SNRs

SNR MLP (%) CNN (%) RNN (%) LSTM (%) SOM-SNN
(%)

Clean 99.45 ± 0.35 99.85 ± 0.23 95.35 ± 1.06 98.40 ± 0.86 99.60 ± 0.15

20 dB 55.05 ± 4.30 61.5 ± 4.71 25.15 ± 8.86 47.20 ± 5.36 79.15 ± 3.70

10 dB 32.10 ± 8.38 42.70 ± 5.84 11.85 ± 2.06 34.50 ± 10.61 36.25 ± 1.25

0 dB 24.60 ± 4.94 28.40 ± 6.60 10.10 ± 1.64 22.35 ± 6.63 26.50 ± 1.29

−5 dB 18.40 ± 4.58 22.65 ± 5.08 9.20 ± 1.98 16.60 ± 7.00 19.55 ± 0.16

Average 45.92 51.02 30.33 43.81 52.21

Table 4 Average classification accuracy of different models with multi-condition training. Exper-
iments are conducted over 10 runs with random weight initialization. The bold values indicate the
best classification accuracies under different SNRs

SNR MLP (%) CNN (%) RNN (%) LSTM (%) SOM-SNN
(%)

Clean 96.10 ± 1.18 97.60 ± 0.89 94.30 ± 3.04 98.15 ± 0.71 99.80 ± 0.22

20 dB 98.45 ± 0.61 99.50 ± 0.22 94.30 ± 2.70 99.10 ± 0.89 100.00 ± 0.00

10 dB 99.35 ± 0.45 99.70 ± 0.33 95.25 ± 2.49 99.05 ± 1.25 100.00 ± 0.00

0 dB 98.20 ± 1.45 99.45 ± 0.75 93.65 ± 2.82 95.80 ± 3.93 99.45 ± 0.55

−5 dB 92.50 ± 1.53 98.35 ± 0.78 86.85 ± 5.20 91.35 ± 4.82 98.70 ± 0.48

Average 96.92 98.92 92.87 96.69 99.59
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Fig. 4 The effect of spike jittering and spike deletion on the classification accuracy. aClassification
accuracy as a result of spike jitter added at the input to the SNN classifier. The amount of jitter
is added as a fraction of the spike generation period T (i.e., 50 ms used for the RWCP dataset).
The classifier is robust to spike jitter, maintaining a high accuracy with different amount of jitter.
bClassification accuracy as a result of spike deletion at the input to the SNN classifier. The accuracy
of the classifier remains stable for spike deletion ratio below 60% and decays with increased spike
deletion

classification accuracies improve across the board for the SOM-SNN model under
all acoustic conditions using the multi-condition training, achieving an accuracy of
98.7% even for the challenging case of -5 dB SNR. The SOM-SNN model hence
offers an attractive alternative to other models especially when a single trainedmodel
has to operate under varying noise levels.

Spike Jittering As shown in Fig. 4a, the SOM-SNN model is shown to be highly
robust to spike jittering and maintains a high accuracy independent of the number of
neurons activated per sound frame in the SOM. We suspect that given only a small
subset of neurons in the SOM are involved for each sound class, the requirement of
the SNN for precise spike timing is relaxed.

Spike Deletion As shown in Fig. 4b, the SOM-SNN model maintains a high clas-
sification accuracy when spike deletion is performed on the input to the SNN. As
only a small subset of pre-synaptic neurons in the SOM deliver input spikes to the
SNN for each sound class, with high inter-class variability, the SNN classifier is still
able to classify correctly even with some input spike deletion. The peak membrane
potential value is used in some cases to make the correct classification.

4 Discussion and Conclusion

In this chapter, we propose a biologically plausible SOM-SNN framework for auto-
matic sound classification. This framework integrates the auditory front-end, feature
representation learning and temporal classification in a unified framework. Biolog-
ical plausibility is a key consideration in the design of this framework, which dis-
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tinguishes it from many other machine learning frameworks. Here, we discuss the
computational advantages of this framework and key considerationswhen implement
this framework on the dense crossbar array of NVM devices.

4.1 Computational Benefits of SOM-SNN Framework

The SOM-SNN framework is organized in a modular manner, whereby acoustic
signals are pre-processed using a biologically plausible auditory front-end, the mel-
scaled filter bank, for frequency content analysis. This framework emulates the func-
tionality of the human cochlea and the non-linearity of human perception of sound
[20]. Although it is still not clear how information is represented and processed in
the auditory cortex, it has been shown that certain neural populations in the cochlear
nuclei and primary auditory cortex are organized in a tonotopic fashion [24, 52].
Motivated by this, the biologically plausible SOM is used for the feature extraction
and representation of mel-scaled filter bank outputs. The selectivity of neurons in
the SOM emerges from unsupervised training and organizes in a tonotopic fash-
ion, whereby adjacent neurons share similar weight vectors. The SOM effectively
improves pattern separation, whereby each sound frame originally represented by a
20-dimensional vector (mel-scaled filter bank output coefficients) is translated into
a single output spike. The resulting BMU activation sequences are shown to have
the property of low intra-class variability and high inter-class variability. Conse-
quently, the SOM provides an effective and sparse representation of acoustic signals
as observed in the auditory cortex [53].

Acoustic signals exhibit large variations not only in their frequency contents but
also in temporal structures. State-of-the-art machine learning based ASC systems
model the temporal transition explicitly, using the HMM, RNN or LSTM, while
our work focuses on building a biologically plausible temporal classifier based on
the SNN. For efficient training, we use supervised temporal learning rules, namely
themembrane-potential basedMaximum-Margin Tempotron and spike-timing based
ReSuMe. As demonstrated in our experiments, the SOM-SNN framework achieves
comparable classification results on both the RWCP and TIDIGITS datasets against
other deep learning and SNN-based models.

The SNN-based classifier has an early decision making capability: making a
classification decision when only part of the input is presented. In our experiments,
the SNN-based classifier achieves an accuracy of 95.1%, significantly higher than
those of the RNN and LSTM (25.7% and 69.2% respectively) when only 50% of
the input pattern is presented. This early decision making capability can be further
exploited in noisy environments, as exemplified by the cocktail party problem [54].
The SNN-based classifier can potentially identify discriminative temporal features
and classify accordingly from a time snippet of the acoustic signals that are less
distorted, which is desirable for an environment with fluctuating noise.

Environmental noise poses a significant challenge to the robustness of any sound
classification systems: the accuracy of many such systems degrade rapidly with an
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increasing amount of noise as shown in our experiments. Multi-condition training,
whereby the model is trained with noise-corrupted sound samples, is shown to over-
come this challenge effectively. In contrast to the DNN and SVM classifiers [30],
there is no trade-off in performance for clean sounds in the SOM-SNN framework
with multi-condition training; probably because the classification decision is made
based on local temporal patterns. Additionally, noise is also known to exist in the
central nervous system [55, 56] which can be simulated by spike jittering and dele-
tion. Notably, the SOM-SNN framework is shown to be highly robust to such noises
introduced to spike inputs arriving at the SNN classifier.

4.2 SOM-SNN Framework with Non-volatile Memory

Recent research of novel nanoscale materials with non-volatile properties opens up
a compelling avenue for emulating the synaptic plasticity and state-holding prop-
erties that appeared in the real biological synapses and neurons[11, 57]. Compar-
ing with NVM-free CMOS Neuromorphic implementations, the crossbar array of
NVM devices offer high device density, low-power consumption and efficient sig-
nal integration. These novel NVM devices, therefore, would boost the algorithm
development and enable the deployment of data-centric applications onto pervasive
low-power wearable and Internet-of-Things devices [10].

The computational cost and memory bandwidth requirements of the proposed
framework would be key concerns for neuromorphic system implementation. For
the auditory front-end, our implementation is similar to that of the MFCC. As eval-
uated in [42], the MFCC implementation is computationally more costly compared
to the spike trains generated directly from the neuromorphic cochlea sensor. Our
recent work [58] proposes a novel time-domain frequency filtering scheme which
addresses the cost issue in MFCC implementation. Hence, we expect the SOM to
be the main computational bottleneck of the proposed framework. Nevertheless, the
parallel matrix multiplication operations demanded by the SOM can be effectively
implemented with arrays of analog resistive memory devices, whereby multiplica-
tion operations are naturally performed at every crosspoint following the Ohm’s law.
Hence, such parallel and in-memory analog computation offered by resistivememory
devices demonstrate drastic time and energy saving for loading data and computation
against high-performance GPUs implementations[10, 59].

The recently introduced spiking-SOM implementations [60, 61] support online
training and real-time adaptation, whereby the winner neuron spikes the earliest
and inhibits all other neurons from firing (i.e., a winner-takes-all mechanism) and
hence by construction, the BMU. Notably, NVM devices adapt their conductance
depending on the history of electrical stimuli applied, making them particularly
suitable to emulate the biologically plausible local spike-time-dependent-plasticity
(STDP) learning rules used in those works. The spiking-SOM also facilitates the
implementation of the whole framework on neuromorphic hardware. In tandem with
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the SNN classifier, a fully SNN-based framework when implemented with NVM
devices would translate to significant power saving and speed up.

Besides emulating synaptic functionalities, several works also explored using
NVM to emulate the neuronal dynamics, including membrane potentials mainte-
nance, transient dynamic, spike generation and transmission [62–65]. Neuromor-
phic systems implemented fully with PCM have been reported in [64, 65], in which
the neurons are integrated seamlessly with dense synaptic arrays using PCM. For
NVM implemented synapses, each conductance state of an NVM is important and
impacts the synaptic integration performed at the post-synaptic neurons. In con-
trast, the requirements for continuum and linearity of conductance states are less
stringent when implementing leaky integrate-and-fire neurons. The biological neu-
ron fires whenever the membrane potential crosses the firing threshold, hence, it
is sufficient that accumulated electrical pulses trigger the ‘firing’ after receiving a
certain number of pulses, without explicit conductance update for every electrical
pulse. Furthermore, the non-volatility property of certain materials is beneficial to
implement the leaky dynamic. It also worth noting that large changes on conduc-
tance state, appeared in the neuron ‘firing’ process, pose severe challenges to device
endurance. While the sparse activation demonstrated with the proposed framework
would greatly improve the system lifetime.

Although NVM devices offer attractive prospects for energy efficient, distributed
and parallel neuromorphic computing systems, large-scale system implementation
with NVM devices are still lacking. Substantial research efforts are demanded to
overcome the engineering challenges, including device variability and non-ideality,
power dissipation, limited conductance dynamic range and asymmetric response of
conductance[10].

References

1. G. Guo, S.Z. Li, Content-based audio classification and retrieval by support vector machines.
IEEE Trans. Neural Networks 14(1), 209–215 (2003). Jan

2. A. Rabaoui, M. Davy, S. Rossignol, N. Ellouze, Using one-class SVMS and wavelets for audio
surveillance. IEEE Trans. Inf. Forensics Secur. 3(4), 763–775 (2008). Dec

3. J. Dennis, H.D. Tran, H. Li, Spectrogram image feature for sound event classification in mis-
matched conditions. IEEE Signal Process. Lett. 18(2), 130–133 (2011). Feb

4. C. Kwak, O.W. Kwon, Cardiac disorder classification by heart sound signals using murmur
likelihood and hidden Markov model state likelihood. IET Signal Proc. 6(4), 326–334 (2012).
June

5. R.V. Sharan, T.J. Moir, An overview of applications and advancements in automatic sound
recognition. Neurocomputing 200, 22–34 (2016)

6. P.A.Merolla, J.V. Arthur, R. Alvarez-Icaza, A.S. Cassidy, J. Sawada, F. Akopyan, B.L. Jackson,
N. Imam, C. Guo, Y. Nakamura, B. Brezzo, I. Vo, S.K. Esser, R. Appuswamy, B. Taba, A. Amir,
M.D. Flickner,W.P. Risk, R.Manohar, D.S.Modha, Amillion spiking-neuron integrated circuit
with a scalable communication network and interface. Science 345(6197), 668–673 (2014)

7. F.F. Li, R. Fergus, P. Perona, One-shot learning of object categories. IEEE Trans. Pattern Anal.
Mach. Intell. 28(4), 594–611 (2006). April



436 J. Wu et al.

8. M. Palatucci, D. Pomerleau, G.E. Hinton, T.M. Mitchell, Zero-shot learning with semantic
output codes. Adv. Neural Inf. Process. Syst. pp. 1410–1418 (2009)

9. C.D. Schuman, T.E. Potok, R.M. Patton, J.D. Birdwell, M.E. Dean, G.S. Rose, J.S. Plank,
A survey of neuromorphic computing and neural networks in hardware. arXiv preprint
arXiv:1705.06963 (2017)

10. G.W. Burr, R.M. Shelby, A. Sebastian, S. Kim, S. Kim, S. Sidler, K. Virwani, M.i Ishii,
P. Narayanan, A. Fumarola, et al., Neuromorphic computing using non-volatile memory. Adv.
Phys.: X 2(1), 89–124 (2017)

11. G. Indiveri, S.-C. Liu, Memory and information processing in neuromorphic systems. Proc.
IEEE 103(8), 1379–1397 (2015)

12. M. Ziegler, Ch. Wenger, E. Chicca, H. Kohlstedt, Tutorial: Concepts for closely mimicking
biological learning with memristive devices: Principles to emulate cellular forms of learning.
J. Appl. Phys. 124(15), 152003 (2018)

13. T. Delbrück B. Linares-Barranco, E. Culurciello, C. Posch, Activity-driven, event-based vision
sensors, in Proceedings of 2010 IEEE International Symposium on Circuits and Systems, May
2010, pp. 2426–2429

14. C. Brandli, R. Berner, M. Yang, S.C. Liu, T. Delbruck, A 240× 180 130 dB 3μs latency global
shutter spatiotemporal vision sensor. IEEE J. Solid-State Circuits 49(10), 2333–2341 (2014).
Oct

15. S.C. Liu, A. van Schaik, B.A. Minch, T. Delbruck, Asynchronous binaural spatial audition
sensor with 2644 channel output. IEEE Trans. Biomed. Circuits Syst. 8(4), 453–464 (2014).
Aug

16. A. Amir, B. Taba, D. Berg, T. Melano, J. McKinstry, C. Di Nolfo, T Nayak, A. Andreopoulos,
G. Garreau, M.Mendoza, J. Kusnitz, M. Debole, S. Esser, T. Delbruck, M. Flickner, D.Modha,
A low power, fully event-based gesture recognition system, in IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), July 2017, pp. 7388–7397

17. T. Serrano-Gotarredona, B. Linares-Barranco, F. Galluppi, L. Plana, S. Furber, Convnets exper-
iments on spinnaker, in 2015 IEEE International Symposium on Circuits and Systems (ISCAS),
May 2015, pp. 2405–2408

18. T. Kohonen, The self-organizing map. Neurocomputing 21(1–3), 1–6 (1998)
19. J. Wu, Y. Chua, M. Zhang, H. Li, K.C. Tan, A spiking neural network framework for robust

sound classification. Front. Neurosci. 12, 836 (2018)
20. M. Bear, B. Connors, M. Paradiso, Neuroscience: Exploring the brain, 4th edn. (Wolters

Kluwer, Philadelphia, 2016)
21. A. R. Møller, Hearing: Anatomy, Physiology, and Disorders of the Auditory System, (Plural

Publishing, 2012)
22. Q. Yu, H. Tang, K.C. Tan, H. Li, Rapid feedforward computation by temporal encoding and

learning with spiking neurons. IEEE Trans. Neural Networks Learn. Syst. 24(10), 1539–1552
(2013)

23. S.M. Bohte, J.N. Kok, H. La Poutre, Error-backpropagation in temporally encoded networks
of spiking neurons. Neurocomputing 48(1–4), 17–37 (2002)

24. C. Pantev, O. Bertrand, C. Eulitz, C. Verkindt, S. Hampson, G. Schuierer, T. Elbert, Specific
tonotopic organizations of different areas of the human auditory cortex revealed by simulta-
neous magnetic and electric recordings. Electroencephalogr. Clin. Neurophysiol. 94(1), 26–40
(1995)

25. R. Gütig, H. Sompolinsky, The tempotron: a neuron that learns spike timing-based decisions.
Nat. Neurosci. 9(3), 420 (2006)

26. J. Dennis, Q. Yu, H. Tang, H.D. Tran, H. Li, Temporal coding of local spectrogram features for
robust sound recognition, in 2013 IEEE International Conference on Acoustics, Speech and
Signal Processing, May 2013, pp. 803–807

27. R. Xiao, R. Yan, H. Tang, K.C. Tan, A Spiking Neural Network Model for Sound Recognition
(Springer, Singapore, 2017), pp. 584–594

28. J. Wu, Y. Chua, H. Li, A biologically plausible speech recognition framework based on spiking
neural networks, in 2018 International Joint Conference on Neural Networks (IJCNN), July
2018, pp. 1–8

http://arxiv.org/abs/1705.06963


An Automatic Sound ClassifiCation Framework … 437

29. C. Cortes, V. Vapnik, Support-vector networks. Mach. Learn. 20(3), 273–297 (1995)
30. I. McLoughlin, H. Zhang, Z. Xie, Y. Song, W. Xiao, Robust sound event classification using

deep neural networks. IEEE/ACM Trans. Audio, Speech, Language Process. 23(3), 540–552
(2015). March

31. T. Nishiura, S. Nakamura, An evaluation of sound source identification with RWCP sound
scene database in real acoustic environments, in Proceedings. IEEE International Conference
on Multimedia and Expo, 2002, vol. 2, pp. 265–268

32. R.G. Leonard, G. Doddington, Tidigits Speech Corpus (Linguistic Data Consortium, Philadel-
phia, 1993)

33. N. Morgan, H. Bourlard, Continuous speech recognition using multilayer perceptrons with
hidden markov models, in 1990 IEEE International Conference on Acoustics, Speech and
Signal Processing (IEEE, New York, 1990), pp. 413–416

34. A. Krizhevsky, I. Sutskever, G.E. Hinton, Imagenet classification with deep convolutional
neural networks. Adv. Neural Inf. Process. Syst. pp. 1097–1105 (2012)

35. A. Graves, A.Mohamed, G.E. Hinton, Speech recognitionwith deep recurrent neural networks,
in 2013 IEEE International Conference on Acoustics, Speech and Signal Processing (IEEE,
New York, 2013), pp. 6645–6649

36. S. Hochreiter, J. Schmidhuber, Long short-term memory. Neural Comput. 9(8), 1735–1780
(1997)

37. A.M. Saxe, J.L. McClelland, S. Ganguli, Exact solutions to the nonlinear dynamics of learning
in deep linear neural networks. arXiv preprint arXiv:1312.6120 (2013)

38. D.Kingma, J. Ba,Adam:Amethod for stochastic optimization. arXiv preprint arXiv:1412.6980
(2014)

39. A. Varga, H.J. Steeneken, Assessment for automatic speech recognition: Ii. noisex-92: A
database and an experiment to study the effect of additive noise on speech recognition systems.
Speech Commun. 12(3), 247–251 (1993)

40. R. Gütig, H. Sompolinsky, Time-warp-invariant neuronal processing. PLoS Biol. 7(7),
e1000141 (2009)

41. K. Greff, R.K. Srivastava, J. Koutnk, B.R. Steunebrink, J. Schmidhuber, LSTM:A search space
odyssey. IEEE Trans. Neural Networks Learn. Syst. 28(10), 2222–2232 (2017)

42. J. Anumula, D. Neil, T. Delbruck, S.C. Liu, Feature representations for neuromorphic audio
spike streams. Front. Neurosci 12, 23 (2018)

43. M. Abdollahi, S.-C. Liu, Speaker-independent isolated digit recognition using an AER silicon
cochlea, in 2011 IEEE Biomedical Circuits and Systems Conference (BioCAS), Nov 2011, pp.
269–272

44. D. Neil, S.-C. Liu, Effective sensor fusion with event-based sensors and deep network archi-
tectures, in 2016 IEEE International Symposium on Circuits and Systems (ISCAS), May 2016,
pp. 2282–2285

45. A. Tavanaei, A.Maida, Bio-inspired multi-layer spiking neural network extracts discriminative
features from speech signals, in International Conference on Neural Information Processing
(Springer, Berlin, 2017), pp. 899–908

46. A. Tavanaei, A. Maida, A spiking network that learns to extract spike signatures from speech
signals. Neurocomputing 240, 191–199 (2017)

47. Y. Zhang, P. Li, Y. Jin, Y. Choe, A digital liquid state machine with biologically inspired
learning and its application to speech recognition. IEEE Trans. Neural Networks Learn. Syst.
26(11), 2635–2649 (2015)

48. M. Zhang, H. Qu, A. Belatreche, X. Xie, EMPD: An efficient membrane potential driven
supervised learning algorithm for spiking neurons. IEEE Trans. Cogn. Dev. Syst. 99, 1–1
(2017)

49. R. Gütig, Spiking neurons can discover predictive features by aggregate-label learning. Science
351(6277), 4113 (2016)
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