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Preface

This volume contains the papers presented at the First International Conference on
Computing Science, Communication and Security (COMS2 2020), held at the beautiful
campus of Ganpat University, India during March 26–27, 2020. COMS2 2020, perhaps
the first of its kind, was organized in India wherein the invited guests, keynote
speakers, dignitaries, session chairs, paper presenters, and attendees joined a two-day
international conference online from their homes through zoom. The online conference
forum brought together more than 80 delegates including leading academics, scientists,
researchers, and research scholars from all over the world to exchange and share their
experiences, ideas, and research results on the aspects of Computing Science, Network
Communication, and Security.

The conference was virtually inaugurated on the first day by the National Anthem
“Jana Gana Mana” with the online presence of academic leaders and luminaries:
Dr. Mahendra Sharma, Pro-Chancellor and Director General of Ganpat University;
Dr. Rakesh Patel, Pro-Vice Chancellor of Ganpat University; Dr. Amit Patel, Pro-Vice
Chancellor and Executive Registrar of Ganpat University; Chief Guest
Dr. D. P. Kothari, Former Vice Chancellor, VIT University, India; Guest of Honor
Dr. Himanshu Mazumdar, a well-known scientist and currently head of, Research and
Development at Dharmsinh Desai University, India; and Invited Guest of Honor
Dr. Mohit P. Tahiliani, National Institute of Technology, India; which declared the
conference open for further proceedings.

There were three plenary lectures covering the different area of conference:
Dr. D. P. Kothari addressed the delegates by providing them an insight about quali-
tative research and PhD pursing areas, insisting that the constant updating of technical
knowledge in new research areas is necessary for national development and academic
growth. Dr. Himanshu S. Mazumdar graced the conference and delivered a plenary
session talk on “Big Data and Machine Learning in Life Science.”

Dr. Mohit P. Tahiliani also gave a special plenary session talk on “Networking using
Network Namespaces in Linux.”

The conference accepted 27 papers as oral presentations (out of 79 full papers
received and critically peer reviewed using the Springer OCS System), which were
received online during the two days. The conference committee formed three session
tracks: (i) Artificial Intelligence and Machine Learning; (ii) Network, Communication
and Security; and (iii) Computing Science. Each session track had four session chairs,
all expert professors in their fields and from reputed universities in India and abroad.
The selected papers come from researchers based in several countries including
Australia, Brazil, Canada, the USA, Colombia, Russia, Peru, Saudi Arabia,
Bangladesh, and India. All the accepted papers were peer reviewed by three qualified
reviewers chosen from our conference Scientific Committee based on their qualifica-
tions and experience. The proceedings editors wish to thank the dedicated Scientific



Committee members and all the other reviewers for their contributions. We also thank
Springer for their trust and for publishing the proceedings of COMS2 2020.

The conference was organized by the Ganpat University as a well reputed State
Private University established through the Government of Gujarat State Legislative Act
No.19/2005 on April 12, 2005, and recognized by the UGC under the section 2(f)
of the UGC Act, 1956, having a campus which spread over more than 300 acres of land
with world class infrastructure and more than 10,000 students on campus. In consid-
eration of its contribution to education in a short period of time, the university has been
given Permanent Membership of Association of Indian Universities (AIU), New Delhi,
besides having a membership from Association of Commonwealth Universities (ACU),
UK, and International Association of Universities (IAU), France. Ganpat University
offers various unique, quality, industry-linked and sector-focused Diploma, Under-
graduate, Postgraduate and Research level programs (professional and non-profes-
sional) in the field of Engineering, Management, Computer Applications, Pharmacy,
Sciences, Commerce & Social Science, Architecture, Design & Planning, Maritime
Studies, Law, etc.

In a nutshell, the conference was full of fruitful discussions, igniting the spirit of
research. It was indeed a remarkable, memorable, and knowledgeable virtual confer-
ence. The success of this COMS2 conference edition means that planning can now
proceed with confidence for the Second International Conference on Computing
Science, Communication and Security (COMS2 2021) scheduled for February 2021 at
Ganpat University, India.

March 2020 Nirbhay Chaubey
Satyen Parikh
Kiran Amin

vi Preface
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Applications of Classical and Deep Learning
Techniques for Polar Bear Detection

and Recognition from Aero Photography

Mikhail A. Nakhatovich1,2 , Ilya Y. Surikov1,2 , Vladimir Chernook3 ,
Natalia Chernook3 , and Daniil A. Savchuk1,2(B)

1 Peter the Great St. Petersburg Polytechnic University (SPbPU), Polytechnicheskaya 29,
195251 St. Petersburg, Russia
dsavchuk@itsociety.su

2 ITSociety LTD, Diagonalnaya 4-1-170, 194100 St. Petersburg, Russia
3 Autonomous Non-Commercial Organization «Ecological Center «ECOFACTOR», 11/1-10 N

Neyshlotskiy Lane, 194044 St. Petersburg, Russia

Abstract. The problem of detecting polar bears on the image taken from the plane
is essential for ecologistswho are tracking the disappearing population of the arctic
inhabitants. The main challenge for this problem is to detect the white bear on the
white ice. This paper covers the approaches which have shown valuable results
for contrast objects captured from the plane, like cars, ships, and many others,
instead of the polar bears that look blurry on the ice. However, the introduced
approach based on both statistical and machine learning methods made it possible
to build a tool that increases the semi-automatic bear detection rate a dozen times.
The source data consists of 7360 × 4912 px aerial images, each image covering
about the 21600 sq.m. of ice. On average, only one bear appears on every 1000
photos. The best-fit parameters for the solution gave a result of about 100% by
recall metric and 51% by precision metric. The main strength of this solution is
that it allows for finding almost all bears with a moderate amount of false-positive
detections.

Keywords: Polar bear detection · Image processing · Deep machine learning ·
Transfer learning · Object detection · Augmentation

1 Introduction

A polar bear is at the top of the trophic pyramid in the Arctic and is an integral indicator
of the state of the entire Arctic ecosystem. Therefore, regular instrumental monitoring
of the polar bear population is outstandingly important. The main parameters of the
population’s state are the number and distribution of animals that can be obtained during
regular aerial surveys. The main problem of detecting polar bears in aerial photography
is the masking color and peculiar heat-protective fur, which makes these animals poorly
visible in photos and IR images. After accounting flights, specialists have to process
hundreds of thousands of aerial photographsmanually, and the processing lasts for years.

© Springer Nature Singapore Pte Ltd. 2020
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The distribution density of polar bears in the spring on ice is low, and, as a rule, just one
bear (sometimes with cubs) appears in several thousand of the processed photographs.
Given such a low density, it is critical not to miss a single picture with polar bears.

The problem of detecting polar bears on images taken from a plane is an object
detection task in aerial images. The detection of an object in aerial photography is
complicated since objects in aerial photographs are tiny. Also, the light conditions such
as the angle of observation, camera settings, fog, and daylight conditions are essentially
affecting factors that could be detected in aerial photography. Finally, the main difficulty
of the task is that the color of the object almost matches the background color.

The automatic recognition system (ROI generation system) is performed in this
work and based on a combination of statistical methods in a row with machine learning,
which allowed to achieve high accuracy with a small training dataset. An additional
complication of the task was that no bear should have been lost, so machine learning
models must have about 100% recall metric.

The main objective of this paper is to describe an approach that uses the combination
of classic computer vision methods and deep learning to enhance the overall result.

1.1 Previous Work

The existing solutions that provide the automatic location of objects in aerial photographs
can be divided into three categories, which are distinguished by the use of deep learning.
Methods from the first category [1–6] are based on statistical computer vision methods
and basic machine learning algorithms. The main idea is to get the segmentation of
possible candidates, and then clarify the result (refine the boundary of the desired object)
using classic computer vision methods. For example, in work [2], mean-shift clustering
is used for segmentation and a circle-frequency filter for filtering. The problem with
such approaches is that they show low accuracy and hardly ever used in their pure form
today.

The second category of methods uses deep learning. Deep learning has shown
remarkable successes in image recognition in recent years. Convolutional neural net-
works (CNNs) have been successfully applied in the field of object detection in aerial
photographs [7–10, 12]. The resolution of aerial photographs can reach 10000× 10000
pixels, which prevents the use of a neural network for the entire image at once. There-
fore, for sufficiently large images, sliding windows are used to obtain lower resolution
images without loss of information. Object detection architectures can be divided into
two categories: single-stage and two-stage. The difference is that two-stages architec-
tures (Region-based) firstly classify potential objects into two classes: foreground and
background. Hence, such models have lower performance but higher scores [11]. In
paper [12] Faster R-CNN [13] and Yolo [14] architectures are compared on a car detec-
tion from aerial photographs task. A modified version of Faster R-CNN was applied in
[8] for detecting vehicles. The rotation-invariant CNN model was introduced in [9]. An
additional rotation-invariant layer applied to AlexNet made it better in the performance
of object detection.

Finally, the third group of methods uses classic computer vision algorithms in a row
with deep learning models, namely CNN. There are two main ideas across this group.
The first idea is to extract the feature map from the image using CNN and then, based on



Applications of Classical and Deep Learning Techniques 5

the obtainedmap, define object class using classic machine learning algorithms. In paper
[15], AlexNet is used for feature extraction and SVM for classification. The second idea
is quite similar to the idea of the statistical methods, but CNN is used to clarify if the
object belongs to the desired class. In this paper, statistical analysis is used to propose
regions of interest (ROIs), and CNN is used as the classifier of the proposed region.

2 The Input Data

The aerial survey of polar bears was carried out in the Russian part of the Chukchi
Sea from April 18 to May 18, 2016. The survey was performed from a flight altitude of
250 m, during the daytime, mainly between 10- and 17-h local time. The dataset consists
of 30 thousand high-resolution (7360 × 4912 px) photographs of the iced sea surface.
Each image covers an area of 180 × 120 m. Illumination of the ice surface changed
depending on the height of the sun and on the weather (sun, cloudiness, haze, fog). The
example of the input image is presented in Fig. 1.

Fig. 1. A quarter of the input data example. A bear is only 50 × 50 px.

Since the density of the bears is usually low (one bear per 30–70 km of flight), 30
photographs with polar bears detected during the preliminary manual data processing
were used for the train the neural network.

3 General Approach

The pipeline for image processing consists of several steps was developed. The main
requirement for the pipeline was to add new steps easily or modifying existing ones. A
scheme of the pipeline is presented in Fig. 2.
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Fig. 2. Image processing pipeline.

In the first step, the image is compressed to a resolution two times smaller than the
original. The compression allows for increasing the speed of image processing without
losing important information.

Bears stand out against the background by the hue value. Hence, it is possible to
empirically determine the range according to the hue channel in the HSV color space,
which contains the color value of the bears. Figure 3 shows an example in which the
bear is separated from the background using the hue channel.

Fig. 3. (a) RGB image; (b) HSV Value channel image; (c) HSV Hue channel

On some images, some conditions make it difficult to determine a bear only by the
color of its coat. For example, the sun shines from the back of the bear; the bear is in a
fog. The fur visually turns gray, but it still contains useful information. Using standard
effects to change images allows for enhancing this information. Therefore, two filters
are applied to the original image:

1. “Light” filter: increased gamma correction, contrast, brightness, saturation, light,
and sharpen.

2. “Sharp” filter: increased saturation and sharpen.

For each of the filters, a range on the hue channel can be determined. The examples
are provided in Fig. 4. In images with the bear heavily lit by the sun, the snow around
the bear also acquires a yellowish tint, which interferes with the correct segmentation
by color. To avoid this, in addition to the hue range, the value range filter in the HSV
color space is applied.
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Fig. 4. Examples of images with bad weather conditions and effects allowing to highlight bear:
(a) bear in shadow – “light” filter; (b) bear in fog – “sharp” filter; (c) normal image – default
params

The result of segmentation is a map of ROIs – a black-and-white image on which
areas of potential bears are marked in white (Fig. 6(b)).

The connected components of the image are found using the result of the previous
step. The next step is to filter the found areas. Since the flight altitude is constant, the size
of the bears does not significantly differ in aerial photographs. Therefore, the filtering of
connected components is based on their size and shape. While components processing,
next filters are applied to recline noises:

– component area;
– an aspect ratio of the rectangle built around component;
– component occupancy inside rectangle;

Adaptive Gaussian thresholding [16] is performed inside each rectangle on the
grayscale, hue, and blue channels (Fig. 5). Next, for each channel, the percentage of
black inside the rectangle is checked. If the value is out of an empirically selected range,
it is discarded as noise. Thus, such noises as part of a block of snowor a highly illuminated
surface are reclined. Figure 6 (c) illustrates the result of the component filtration.

The filtering result is a set of ROIs, which are the possible locations of bears. After
filtering, detection results on three images (original and with filters) are combined, and
the non-maximum suppression (NMS) technique is applied to unite the intersecting
regions.

However, there are landscapes with objects that cannot be distinguished from bears
based on the previously mentioned signs. A CNN-based classifier is used to eliminate
them.
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Fig. 5. Adaptive binarization: (a) source image; (b) blue channel; (c) grayscale channel; (d) hue
channel.

Fig. 6. Image processing stages: (a) source image; (b) ROIs after component detection; (c)
component filtration result

3.1 Dataset

From the original image, 128× 128 squares were cut for training the classifier. Some of
them contain bears, while others are the ice surface (noise). As clippings of noise were
selected, those areas that were segmented as bears after applying statistical methods.

Since the number of bears in the pictures is tiny, we had to deal with imbalanced
classes dataset. Moreover, the task is complicated by the fact that the recall rate for bears
must be as higher as possible since each bear is crucial for estimating the population
density.

Ordinary augmentation, such as rotations and flips was not enough to achieve the
necessary results, so we have expanded our dataset using simple method: for each bear,
several images were added to the dataset, in which the bear was in different parts of the
image (in the center, at the corners), as well as all kinds of rotations of these images. An
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example of various instances presented in the dataset for one bear is shown in Fig. 7.
Such a method allows increasing precision metric by 0.39 compared with ordinary
augmentation.

Fig. 7. Augmentation example.

Thereby, a training classification dataset consists of 4320 images: 2160 of them are
augmented bears, other – noises of various types.

The test dataset for classification contains 1152 images, of which 576 are augmented
8 test bears. The best results are presented as the best shot from cross-validation over
all possible permutations of given bears with 8 bears taken as a validation base set.
The cross-validation showed results are closely distributed from one to another run with
general fluctuation, not more than 3% in Recall and 15% in Precision.

3.2 Classification

ResNet. The first method of bears classification, which was tried in the course of
research is Residual Network (ResNet) [17] – a state-of-the-art neural network used
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as a backbone for many computer vision tasks. It is pre-trained on the ImageNet dataset,
so training this model even on an own small dataset can lead to good results. The output
layer of this network was replaced to perform the task of one-class classification.

ResNet-34 and ResNet-50 were trained and tested. Other variations (18 layers, 101
layers) have shown worse results. The results of classification on train and test dataset
are presented in Table 1. Models have been trained for 100 epochs; the best result was
chosen from each training.

As can be seen from Table 1, ResNet-50 showed better results. Using this method
allows throwing away most of the noise, while not losing a single bear.

Table 1. Comparison of using ResNet architectures.

Recall Precision

ResNet-34 1 0.273

ResNet-50 1 0.419

ResNet + SVM. In addition to the use of ResNet as the classifier, it can be used to
extract features from the image. Then classicmachine learning algorithms can be applied
to classify objects using image features. One of these algorithms is a Support Vector
Machine algorithm [18, 19] with the regularization parameter C, which compromises
between correctness on a training set and maximization of the decision function’s mar-
gin. This algorithm was chosen as one of the classic methods which are effective in
high dimensional spaces. The params for SVM were chosen empirically: RBF kernel,
gamma = 1/n_features, C = 1.0.

Table 2 shows the comparison between ResNet pre-trained on ImageNet and pre-
trained ResNet with additional training on the collected dataset.

Table 2. Comparison of using ResNet architectures with SVM.

Recall Precision

Pre-trained ResNet-34 + SVM 0.778 0.055

Pre-trained ResNet-50 + SVM 0.806 0.071

Trained ResNet-34 + SVM 1 0.424

Trained ResNet-50 + SVM 1 0.507

Faster R-CNN. The other way to classify bear on the image is to try to detect them
using CNN. If themodel finds a bear on the ROI, then it is classified as a bear. Pre-trained
on ImageNet dataset Faster R-CNN was chosen as one of the most widely used state-of-
the-art architecture, which shows high accuracy even when training on a small dataset.
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Two training approaches have been tested: one-class object detection (only bears) and
two-classes (bears and noise). It turned out that training on two-classes object detection
performs better. The results are provided in Table 3.

Table 3. Comparison of using Faster R-CNN with different numbers of classes.

Recall Precision

Faster R-CNN one-class 1 0.234

Faster R-CNN two-class 1 0.456

2 VAE+SSIM. The idea of using several Variational Autoencoders (VAEs) for classi-
fication task was proposed in [20]. The main idea is to exploit the primary objective of
VAE (generation) for classification. For each class, VAE is trained in an unsupervised
way. Then to find out which of the classes the object belongs to, the image is passed
through every trained VAE, and then the SSIM index is calculated between input and
output. The classifier operation scheme is presented in Fig. 8. The class whose VAE
showed the best generation result (the largest SSIM index) is the class of the object. The
process repeats 5 times to improve the prediction, and then the class that is chosen more
times is selected as a predicted class.

Fig. 8. 2 VAE approach scheme.

TwoVAEwere trained for polar bear detection task: one for bear generation, and one
for noise. Figure 9 shows the autoencoders’ results. It can be seen that the autoencoder
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trained on bears generate output looks like a bear at the bear as the input while output
from noise does not seem like a bear. However, not all the images are handled well. In
most cases, the region with the noise is not so different from the region with the bear.
So, the output from the VAE trained on bears is quite similar to the input noise.

The training metrics for this approach are presented in Table 5.

Fig. 9. Autoencoders results: (a) input region; (b) result of VAE trained on bears; (c) result of
VAE trained on noises.

Thus, several approaches were tested for the classification task. ResNet-50 pre-
trained on ImageNet and trained on the own dataset has shown the best result.

Sliding Window. Besides the general approach described above, a sliding window
method was tested. The key idea is to put a ‘window’ on an image and run that part
of the image through trained object detection CNN, slide the window and do it again.
It is one of the most popular ways to process high-quality aerial images [8, 9]. Faster
R-CNN with Inception v2 has been chosen as a model for object detection. However,
this approach has shown worse results than the general approach.

Also, a modification with ResNet has been tried. Every predicted by Faster R-CNN
bounding box is passed through a trained ResNet-50 classifier to reject some noises
which have been recognized as bears. Statistical methods were applied to make up the
dataset consist of noises of different types, which are similar in characteristics to bears.

The results of the sliding window approach are provided in Table 4.

Table 4. Comparison of sliding window methods results.

Recall Precision

Faster R-CNN 0.972 0.076

Faster R-CNN + ResNet50 0.972 0.271
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4 Experiments

4.1 Performance

The developed approach has shown the ability to process the input data and find bears
almost without lossless. Due to a large amount of data that needs to be processed,
the performance of the trained model is an important issue while using an approach
to investigate the ecological state during the plane expedition. The developed method
should be able to process the 20 000 source images for 8 h on average using three laptops
in parallel. 8 h is the time between possible arctic daytime flights. Table 5 provides
the comparison of the mean image process time (including all steps of the pipeline).
Computer params: Intel Core i5-8400, GeForce GTX 1080 Ti, and 16 GB RAM.

The system allows the assessor to look through the data ten times faster and more
accurately when the exact number of bears needed. This statement has been tested with
an independent group of 5 experts, who tried to find 3 bears on 100 photos with and
without our approach that point assessor to the place in the image where bear possible
could be. All experts have never seen the dataset even before.

4.2 Accuracy

Precision and Recall were chosen as the primary metrics for the validation of our app-
roach. The Precision and Recall of a predicted set of bears’ and a set of real bears’ are
calculated as:

Precision = TP

TP + FP
;Recall = TP

TP + FN
(1)

where TP are the true positives, FP - false positives, and FN - false negatives. Precision
shows howmany selected items are relevant, and Recall shows howmany relevant items
are selected.

Table 5 shows a comparison of the best results of using different methods for the
classification of ROIs and the mean computational time T.

Table 5. Comparison of classification best results.

Recall Precision <T > , sec.

Without classification 1 0.015 3.81

ResNet-50 1 0.419 3.86

Trained ResNet-50 + SVM 1 0.507 3.90

Faster R-CNN two-class 1 0.456 5.81

2 VAE + SSIM 1 0.041 4.32

Sliding window (Faster R-CNN + ResNet50) 0.972 0.271 4.36

Analyzing Table 5, it was concluded that the ResNet-50 + SVM method shows the
best ratio of accuracy and speed. However, other methods tested are also applicable
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for solving the desired problem, although more regions with ice are detected as bears
(Precision metric is lower). Table 6 provides the results for each step of the pipeline for
the best method.

Table 6. Number of ROIs after each stage.

Stage Number of ROIs

Component detection 1151849

Component filtering 2902

NMS 2425

Classification with the best method 71

5 Conclusions

The approach developed has shown the ability to be used as a reliable helper for counting
and locating the polar bear appearances on aerial photography.

A lot of general techniques have been tried with valuable customizations developed.
The best results with a 100% recall metric and a 51% precision metric have been shown
by pipeline, including statistical ROI preparation step finalized with Trained ResNet-
50 as feature extractor and SVM as classifier. The best approach shows the appropriate
performance of 3.9 s on average for each photo,whichmakes it possible to use themethod
for performing calculations of 20 000 photos in 8 h (by three portable workstations)
between flight sessions to collect statistics for correcting future flights.

The roadmap of this solution is to collect more data containing bears and incremen-
tally increase the accuracy of the model and finally build a fully automatic tool for bear
detection. To further improve the results on this task, it is recommended to speed up
the ROI search algorithm. Most of the time, the system takes to process three images (2
filters and the original), so it would be better to find a filter that is universal for all cases,
which allows you to process one image instead of three.
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Abstract. The floor plan recognition and vectorization problem from the image
has a high market response due to the ability to be applied in such domains
as design, automatic furniture fitting, property cost estimation, etc. Several
approaches already exist on the market. Many of them are using just statistical or
deep machine learning methods capable of recognizing a limited set of floor plan
types or providing a semi-automatic tool for recognition. This paper introduces
the approach based on the combination of statistical image processing methods
in a row of machine learning techniques that allow training robust model for the
different floor plan topologies. Faster R-CNN for the floor object detection with
a mean average precision of 86% and UNet for the wall segmentation has shown
the IoU metric results of about 99%. Both methods, combined with functional
and component filtration, made it possible to implement the new approach for
vectoring the floor plans.

Keywords: Floor plan analysis · Image processing · Deep machine learning ·
Transfer learning · Object detection · Augmentation

1 Introduction

The floor plan recognition and vectorization aim are to produce the standard vector for-
mat file (*.svg, *.dxf) describing the topology of the floor plan captured by the camera or
by scan from the photo, print, or screenshot. Sometimes, especially for the old building
– architecture documentation could be presented only in paper form, this is a problem
for the digital property market. The method proposed in this paper allows recognizing
and reconstructing the vector format of the floor plan that could be useful for 3D recon-
struction, property price calculations, and design proposals, and so on. At the moment
existed solution could be described as three following types:
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1. Manual.
2. Could be any vector tool like CorelDraw, AutoCAD.
3. Semi-automatic.
4. Making some preprocessing before the user could fix things manually. Have a bunch

of drawbacks cause some complicated cases could probably save not so much time
rather than Manual methods.

5. Automatic.
6. Methods that consume only the image and returning the vector output file. Nothing

must be done manually.

Mostly all automatic solutions use only deep learning or only statistical methods appli-
cate to specific cases or datasets with known image conditions and structure. The primary
purpose of this paper is to describe an approach that uses the combination of methods
like computer vision, computational geometry, statistical analysis, and deep learning to
enhance the general result metrics and make an approach independent on which type of
plan used and what image conditions were to predict.

Our main contributions are summarized as follows:

– We proposed the approach that allows us to recognize and vectorize floor plans of
different topology and different image conditions with a better IoU indicator than
presented in other papers.

– We have shown an approach of enlarging small dataset using back perspective trans-
form with physical photography. This approach has shown an increase in 1.5% in the
IoU indicator and allowed us to build the solution robust to shadows.

1.1 Previous Work

The introduction part of this paper has denoted that there are three general types of
vectorization methods: manual, semi-automatic, and automatic.

The manual methods are usually general vector graphics software for developing the
floor plan itself, for example, AutoCAD, CorelDraw, etc.

The investigated semi-automatic methods have many different approaches imple-
menting the idea of the vectoring plan. Some methods used just for the preprocessing
based on thresholding [1]. A bit more advanced methods starting from the thresholding
and after this, switching to the edit mode, where the preserved object could be placed
over the source image [2].

The essential type of methods in the context of this paper – is an automatic approach.
One of the first published solutions for floor plan vectoring is based on statisticalmethods
(blurred shape model, k-means, A*) [3]; the example result of vectoring depicted in
Fig. 1.

Convolutional neural networks (CNNs) have been successfully applied in many
fields, so as in the field of plan recognition. The wall segmentation approach [4] using
the Fully-ConvolutionalNetworks (FCN) shown the result of 89.9%bymean IoUmetric.
The example results presented in Fig. 2. As it could be observed, the best results have
been achieved with FCN-2s. The approach in this paper is also based on CNN, and the
UNet [5] has been chosen for this problem. It has a higher number of parameters than
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Fig. 1. Complete flow of wall recognition process in [3] (Image from [3]).

FCN, but, shows better accuracy. The comparison between architectures on different
datasets is presented in Table 3. Since the real-time solution of this problem is not the
main goal, the performance of the neural network was not considered.

Fig. 2. Example plan segmentation [4], using FCN (Image from [4]).
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The UNet architecture is used in [6] for door and wall recognition, but modified
version U-Net+DCL, where the baseline UNet’s deconvolution layers were replaced
with a simplified version of pixel deconvolution layers for segmentation. The best result
in the wall recognition task in this paper is 0.799 by mean IoU metric.

The object detection approach for filtering floor plan using Faster R-CNN [7] was
applied in paper [8]. In this work, Faster R-CNN was chosen for object detection too
since it shows high scores with fast convergence. They have achieved a mean average
precision of 0.86, and a mean average recall of 0.92 on a dataset including 12 classes of
objects.

2 The Floor Plan Datasets

The work has been performed for the specific type of plan named BTI (Bureau of
Technical Inventarization), so 700 floor plan images have been collected from public
real estate websites. The dataset consists mainly of scans, but private testing revealed
that user input is usually a photo with different lighting conditions. An example of the
user input is shown in Fig. 3.

Fig. 3. Example of user inputwhile private testing: (a) cascade shadow example; (b) sharp shadow
border; (c) noised smooth shadow.

An approach based on inverse perspective transformation [9] was applied to build a
model capable of recognizing floor plans in images with different lighting conditions, as
well as to increase the number of images in the dataset. Some of the labeled plans were
printed with ArUcomarkers from the OpenCV library [10] at a fixed distance from them.
Each of the printed photos was captured 10 times in different viewpoints; an example of
a photo is shown in Fig. 4(b). Markers are accurately detected by OpenCV function, so
based on their coordinates, the perspective transformation matrix to the vertical plane is
calculated. The layout of the original floor plan (Fig. 4(a)) is converted to the layout of the
printed using an inverse matrix of the perspective transform. Then the image is cropped,
and the markers are erased using the bilinear interpolation algorithm. An example of
the result is presented in Fig. 4(c). Thereby, the dataset was increased to 2000 images.
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Training on this expanded dataset made it possible to increase the accuracy of the IoU
indicator by 3%, and to train a model resistant to shadows.

Fig. 4. (a) original image with labels; (b) photo; (c) the result of the transformation.

3 Architecture

2 neural networks were used for solving the problem: UNet for semantic segmentation.
TheU-Net architecture is built upon theFullyConvolutionalNetwork (FCN), and the two
main differences comparing to FCN are that UNet is symmetric and the skip connections
between the downsampling path and the upsampling path apply a concatenation operator
instead of a sum. These skip connections intend to provide local information to the global
information while upsampling. The UNet architecture is used in this paper since it has
been successfully applied to many image segmentation tasks, and it does not require a
dataset of a dozen thousands of images to achieve high results. Pre-trained on ImageNet
dataset ResNet backbone is used. In addition to the UNet, the DeepLab3+ [11] model
was tested as one of the state-of-the-artmodels for image segmentation, but results turned
out to be worse than the UNet ones. The results were compared using the Intersection
over Union (1).

As a model for object detection, pre-trained on ImageNet dataset Faster R-CNNwas
chosen as one of the most widely used state-of-the-art architecture, which shows high
accuracy even when training on a small dataset. It uses Region Proposal Network (RPN)
to reduce computational time and make a good accuracy as their predecessor method.
Faster R-CNN spread out in many pieces of research in object detection [12–14].

4 General Approach

The pipeline for image processing consists of several steps was developed. The main
requirement for the pipeline was to add new steps easily or modifying existing ones. A
scheme of the pipeline is presented in Fig. 5.
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Fig. 5. Image processing pipeline.

The trained neural network consumes 512 × 512 RGB images as an input. In the
first step, the image is resized from the original shape to the desired one. If the image
is larger than required, compression is performed so that the bigger side has a length of
512. After that, the image is supplemented to shape 512 × 512. To avoid the appearance
of image borders, next algorithm to blur the edges was applied to each of the smaller
sides:

Algorithm 1. Removing image borders
Inputs: source I - image size m, n 
Outputs: image 512x512 free of noize near the border 

1: I  scaled(I,512 / max(m,n)) #scaling 

2: w  (max(m,n)- min(m,n)) / 2 #width of strip 

3: 
I[0:w]   AVG(I[w]) #extrapolation of empty space up to 

512x512 

4: I[m - w: m]   AVG(I[m-w]) 

5: blur_w   10 

6: I[w-10:w+10]   blur(I[w-10:w+10])#removing border 

7: I[m-w-10:m-w+10]   blur(I[m-w-10:m-w+10]) 

This method avoids the appearance of artifacts near the border in segmentation
results, as shown in Fig. 6.

If the original image is smaller than required, the same algorithm is applied but using
upsampling. The scaling result is processed by two neural networks.
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Fig. 6. (a) floor plan photo; (b) segmentation result for white background; (c) segmentation result
for background with smoothed borders.

An example of the segmentation result can be seen in Fig. 7(b). It is noticeable that
the result contains noise and little gaps in the walls. The morphological operations of
erosion, dilatation, and closure with a 3 × 3 core and connectivity of 4th are used for
eliminating this noise as well as inaccuracies. Figure 7(c) depicts the result of neural
network pixel noise removal.

Fig. 7. (a) floor plan; (b) UNet segmentation result; (c) morphological filtration; (d) component
filtration.

Based on the previous step, the connected components of the image are built and
semantically representing the rooms. Morphological operations as above are applied to
get rid of small defects at the border, such as part of a door segmented as a wall, but
using scalable empirical constants depending on the size of the door, since it is standard
and varies in small intervals of 600–1000 mm. Further, component filtration is used to
remove connectivity components that are not rooms Fig. 7(d).

Based on the room components, an approximation of the components by the contours
is used. Since the approximation is rough due to the pixelated source border, there is a
need to simplify contours. So, Ramer –Douglas – Peucker algorithm is used [15]with the
parameter ε = 1.0 (the parameter was selected empirically, with any increase contours
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are distorted on most images, with any decrease there are no changes in contours).
The algorithm reduces the number of points in the contour, thereby removes steps at
non-parallel walls and also rectifying the corners of rooms, as shown in Fig. 8.

Fig. 8. (a) component contour; (b) simplification result using Ramer – Douglas – Peucker
algorithm.

Using the obtained contours of the rooms (internal walls borders), as well as the
borders of the external walls obtained at the segmentation stage, the 1px-wide middle
line is found using the Thinning Algorithm [16]. Hereupon, the wall thickness could be
found.

The result of simplified contours in a row with the result of object detection is used
to arrange doors, windows, and other objects. Doors and windows are placed by the
method of intersecting segments, so they become part of the wall. A K-D tree [17] is
constructed for reducing the enumeration of segments when searching for intersections.

5 Experiments

5.1 Performance

The developed approach has shown the ability to process user input that does not correlate
with the training data. The group ofmethods from start to result works for 2–3 s using the
following configuration: Intel Core i5, GeForce GTX 1080Ti, and 16 GB RAM, which
allows recognizing incoming plans in production environments without long delays.

5.2 Accuracy

The test set contains 300 different plans, both scans and photos. Therewere deep learning
tasks: semantic segmentation and object detection. Table 1 shows the mean average
precision (mAP) score [18] for object detection using Faster R-CNN.

Intersection over Union (IoU) with threshold = 0.7 was chosen as the main metric
for the validation of the segmentation model. The IoU of a predicted set of wall pixels
and a set of true wall pixels is calculated as:

IoU = TP

TP + FP + FN
= |X ∩Y |

|X | + |Y | − |X ∩Y | (1)
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Table 1. Faster R-CNN mAP score at different IoU thresholds.

IoU threshold mAP, collected dataset mAP, collected dataset expanded with photography

0.5 0.852 0.860

0.75 0.735 0.744

where TP are the true positives, FP false positives, and FN false negatives.
As aforementioned, the UNet model is used for semantic segmentation. Different

backbones were tried: ResNet-34, ResNet-50, ResNet-101. They all showed approxi-
mately the same accuracy, but ResNet-50 turned out to be the best. Table 2 shows a
comparison of the results for these backbones.

Table 2. Comparison of different backbones for UNet.

ResNet-34 ResNet-50 ResNet-101

IoU, test images 0.986 0.989 0.985

Model weights are updated using binary cross-entropy soft-dice loss (2) with dice
weight (dw) = 0.7, where P - predicted, T – target:

BCESoftDiceLoss(P, T ) = (1 − dw) ∗ BCE(P, T ) − dw ∗ SoftDice(P, T ) (2)

Also were tried Lovasz loss [19] and a sum of losses (3), but unfortunately, it did not
improve the results.

SummLoss = 0.8 ∗ WBCE + SoftDice + Lovasz (3)

The IoU metric obtained on the test set of source data presented in our dataset is
presented in Table 3. The results of training on the public floor plan dataset [20] are also
presented. The public dataset contains 5000 images with labels for segmentation; 1000
of them were used for training, 200 for validation, and 3800 for testing.

Table 3. IoU score for different neural network architectures.

IoU, collected dataset IoU, collected dataset expanded with
photography

IoU, public dataset

FCN-2s 0.951 0.947 0.945

DeepLab3+ 0.944 0.933 0.922

UNet 0.974 0.989 0.975
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Examples of the recognition results of test images are presented in Fig. 9, while
results from private testing are shown in Fig. 10.

Fig. 9. Recognition system results on test images: (a) source image; (b) UNet segmentation; (c)
Faster-RCNN object detection; (d) resulting vectorization.
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Fig. 10. Recognition system results on users’ images: (a) source image; (b) UNet segmentation;
(c) Faster-RCNN object detection; (d) resulting vectorization.

6 Conclusions

The developed approach allows recognizing and building vector representation for the
floor plan using the combined methods of deep learning (semantic segmentation with
UNet, object detection with Faster R-CNN) in a row with statistical methods (morphol-
ogy, component filtration, and Ramer - Douglas - Peucker algorithm). The segmentation
has shown an accuracy of about 99% by the IoU metric, while object detection has
shown 86% by the mAP metric. Also, the dataset enlargement approach using a back-
perspective transform was tested. This way of augmenting the dataset introduces natural
spatial noise to the image that reduces risks of overfitting and allows make the process-
ing algorithm more robust to shadows. The method developed performs the whole data
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processing for one input for about 2 s. It allows using this approach for cloud-based
recognition systems or any other productive deployment.
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Abstract. In recent era, the deep learning techniques are effectively applied and
achieved an amazing result in numerous fields. Meanwhile, for the past few years
the transportation industry also gets modernized due to the influence of big data.
With these two trending topics, the traditional issue found in transportation indus-
try while predicting the passenger flow is again taken into consideration in this
method for solving the issues in passenger flow forecasting. In this method, the
passenger flow prediction for both Bus Transit System (BTS) and Metro Tran-
sit System (MTS) mode of transportation is carried out. The gathered passenger
details is clustered by dynamic clustering as summer, winter, weekend, weekdays
and public holidays. Initial cluster centroid selection is enhanced by Tabu search
algorithm, which furthermore improves the performance of dynamic clustering
algorithm. Following this clustering, the stacked auto-encoder (SAE) with soft-
max regression (SR) classifier is introduced for prediction purpose. Finally, the
Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE)
of the Cluster-SAE-DNN (Proposed) method is compared with SAE-DNN based
prediction approach. The implementation for this prediction process is carried out
inMatlab. Final results illustrate that this proposedmethod provide high prediction
result with less error rate than SAE-DNN.

Keywords: Passenger flow · Dynamic clustering · Stacked auto-encoder ·
Softmax regression · Tabu search

1 Introduction

Passengers flow can be predicted by analysing the data collected from bus administra-
tion framework, automatic ticket gate, observation camera, and additional big data from
prevailing bus stop structure [1]. Due to various factors accurate prediction of passenger
flow is quite challenging. One of the main factors is chaotic nature of the transportation
system [2]. Various techniques are available for forecasting the passenger flow problems.
Generally the transport forecasting techniques are separated into two categories, namely
parametric and non-parametric [3]. The parametric based techniques has very limited
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models by reason of time delayed variables on linear assumption. The non-parametric
techniques have amain advantage of tracking the non-linear characteristic of traffic flow.
It examines and provides the non-linear relevance among the input and output variables
without using any extra components [4]. The transportation framework administrations
require passenger flow forecast which is used to make the decision on transportation
arrangements and operation planning [5]. The transportation planners can take proper
decisions along with additional valuable information after analyzing the data in a suffi-
cient manner [6]. In BTS, the current practise followed by the operators reveals that the
manual data-collection process are expensive and also suits mostly for small scale [7].
A real time system is required to predict and observe the passenger flow when the bus
is moving for improving the quality of bus facility. Most essential factor for managing
the bus operation and dispatching of real-time transportation is passenger count. With
this, the timetable for bus operation is adjusted by transit operators, likewise vehicle is
also scheduled. By this factor, the operation management (e.g., reduce bus bunching)
and service planning for bus are improved [8].

The public transport authorities have to enhance the service quality for increasing the
passengers by including set of planning and functional procedures, signal superiority of
transport, network optimization of transport, and passenger details [9]. It gains essential
importance in the transportation organization and also it is identified as a most important
basics tomake the decisions on operation planning and transportation pattern [10]. Some
frequently used forecasting techniques are: expert prediction model, time-series model,
neural network, regression analysis, grey prediction model, exponential smoothing and
trend extrapolation method [11].

Recently, the traffic flow is identified as a major issue in big cities. To relieve this
pressure, number of transportations are given for public [12]. Normally used public
transportation in various cities is buses. Predicting the flow of passenger in the moving
bus with the real-time model is very much useful to improve the quality of services
provided by bus [13]. Predicting the passenger flow in transportation is the base for
design, manufacture, process and improvement of a transportation system [14]. The
two important factors that affect the performance of passenger flow prediction were
input influenced factors and modeling technique [15]. According to the historical data
forecasting estimates the statement of events in future as well as significantly essential
in several disciplines like meteorology, finance, industry, to reduce the amount of gas
emission which results in a decrease in pollution rates, Public safety and so on [16–19].

The main contribution of this work is: here the passenger flow prediction is carried out
with SAE-SR classifier. With, this hybrid classifier the accuracy of entire prediction
process gets improved. The SAE is normally applied for feature extraction, it precisely
extract the features from available data. So, this SAE is applied in this prediction process.
Similarly, the SR also applied in this process for prediction. With the SAE features, the
SR performs the prediction process. The prediction of passenger flow during weekdays,
weekends, summer, winter, etc. are essential as this prediction process has a significant
influence over the transportation system. Large flow of passengers may improves the
income of transportation industry.
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Our paper is structured as: some literatureworks are reviewed in Sect. 2; the discussion
for the proposed work is presented in Sect. 3, finally the outcomes of this prediction
process is discussed in Sect. 4 and the entire work is concluded in Sect. 5.

2 Related Work

Yu et al. 2018 [20], developed a novel prediction method by investigating the connection
between the traveller stream of a station and its surrounding region’s factors. Initially,
the city was separated into various regions to accurately identify the factors that were
affecting the passenger flow. Subsequently, the fuzzy processing andmembership degree
concept were introduced to solve the issues produced by the fuzziness of the bus stops
attraction scope. Finally, based on Xgboost the prediction method was launched for
passenger flow.

The most essential component of ITS, was passenger flow forecasting. To enhance
the forecasting accuracy Li et al. 2018 [21], combined both symbolic regression and
ARIMA model. The complexity patterns that were obtained beneath the data struc-
ture was captured after obtaining the unique strength from this every single model. An
increase in prediction step increases the superiority of this method.

Hu et al. 2019 [22], introduced a re-sample Recurrent Neural Network (RRNN)
model to forecast the traffic flow of passenger on MRT system. RNN approach was
introduced to develop a method to predict the passenger traffic, here the forecast phase
was changed as classification task. But, the training dataset is ended up in imbalanced
manner, so RRNN was introduced to overcome this dataset imbalance problem.

Lijuan and Rung 2017 [23] have developed a (passenger flow on hours) prediction
model along with the aid of deep learning models. They have included some temporal
features like days in a week, the hour in a day, and so on. Further, the features have both
inbound and outbound. Those features were combined, and they have also trained as
varied ‘Stacked Auto-Encoders (SAE)’ in the initial stage. Next, to this, a pre-trained
SAE was utilized to prime the supervised Deep Neural Network (DNN) along with the
passenger flow, which was considered as the data label for second phase (stage).

3 Proposed Methodology for Passenger Flow Prediction

Themajor objective of this proposed (Cluster-SAE-DNN) approach is to analyse diverse
approaches to execute this passenger flow estimation for Surat city data. With this pas-
senger details, the passenger flow for summer, winter, public holidays, weekend, and for
week days are predicted by this proposed method. The historical data for this method is
taken from Surat city dataset. The passenger flow for both BTS and MTS are predicted
by this method. In this paper we develop an intelligent passenger flow estimation for
public transport system. Initially, we collect the passenger amount from the historical
data. The proposed clustering algorithm follows Tabu search algorithm to enhance the
clustering performance through the selection of initial cluster centroid. The process of
selecting the initial centroid for clustering gets affected therefore the solution may eas-
ily get trapped in local optimum. The flow diagram of proposed (Cluster-SAE-DNN)
methodology is depicted in Fig. 1.
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Fig. 1. Process flow for proposed (Cluster-SAE-DNN) method

Finally, SAEwith a softmax regression-based model is developed for passenger flow
prediction. Recently, the SAE technique is often included as a modelling process as it
exhibits some advanced features like nonlinearity, capability of mapping arbitrary func-
tion, and flexibility. Moreover, it also affect the difficult non-linear issues without having
any former knowledge about the relationships among the output and input variables.

3.1 Clustering

3.1.1 Dynamic Clustering

Assume we are given a set of values, x = x1, x2, x3, . . . , xn. The major role of this
clustering technique is to partition the given set of data intom disjoint subsets (clusters).
Generally, this clustering process is accomplished by determining the squared Euclidean
distance that exist between the data point xi and the subset ck , centroid Mk (cluster cen-
tre) which contains, xi. The following procedures are followed to minimize the problems
that occur while clustering the M clusters. Initiate the process with one cluster (k = 1)
and determine its optimal position that matches the centroid of the dataset, X . Therefore,
to solve the issue with second cluster,(k = 2), performN executions within the dynamic
algorithm from the succeeding initial cluster centre positions. Normally, the first cluster
center for (k = 1) is placed at optimal location, however the second cluster having n
executions are placed at the info point position i.e. Xn(n = 1, 2, . . . ,N ). Finally, the
ordinary solution that obtained after performing N executions with this dynamic clus-
tering algorithm is taken into account to obtain a solution for the clustering problem of
(k = 2).
Calculate the Euclidean distance using the given Eq. (1)

Distance[(x, y), (a, b)] =
√

(x − a)2 + (y − b)2 (1)

In the dynamic clustering the initial values are as the passenger flow. Based on the
distance value of each cluster assignment and centroid calculations are done. The step
is repeated until satisfactory results are obtained.
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3.1.2 Tabu Search Algorithm

Many authors proposed the Tabu search algorithm using new methods to overcome the
existing problems. To make the algorithm very efficient we define a precise possible
solution to the problem. Given a set Z having a feasible solutions S and a function F
which is assigned to each in Z a real values f (s). It is essential to determine a solution
S∗ in Z for which F(S∗) is minimum. The value of S* cannot be obtained in a single step
and so iterative process is applied to get the solution naturally. In the iterative procedure
it move from a position S to the new position S

′
and repeat it until satisfied result or

the region obtained. The move to the next location is based on the best search. Let us
consider p′ = p⊕qwith the meaning p′ is obtained by introducing a modification q into
solution p.

Start

Initialize the current 

solution x

Generate a candidate list of 

neighbors to current solution

Identify best solution X’ 

from the candidate list

Is X’ in the tabu list

Eliminate X’ from 

the candidate list

Let X=X’ and update tabu 
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Stopping criteria met?

End

Yes

No

Yes

No

Fig. 2. Flowchart for Tabu search algorithm

Define q as the set of acceptable modification which are acceptable at solution p.
The neighborhood calculation is done by using the formula

N (p) = {p′|∃q ∈ qi; p′ = p ⊕ q} (2)

If we are in the current node C and then we need to move to the next node which is
better than the current node (i.e. n ← best(neighbour)). If it is best than the current node
then move to n (i.e. c ← n). Some Tabu conditions or the least move which is better to
be identified and some of the moves are not allowed because of Tabu. In this algorithm
the aspiration criteria has been identified and it represents that if the disallowed move
is best then move to that position. Tabu search algorithm is used to enhance the cluster
centroid.
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3.2 Stacked Auto-encoder with Softmax Regression for Prediction

3.2.1 Feature Extraction by Stacked Auto-Encoder (SAE)

Two auto-encoders are stacked to form SAE [24]. With this SAE the feature extraction
process is carried out for passenger flow prediction. For clarification here a single layer
auto-encoder network is explained. It contains encoder and decoder. An input xi is
mapped by this encoder to its hidden representation, hi. The non-linearmapping function
is applied in this method and its common form is represented as:

hi = f (xi) = 1

1 + exp(−(W1xi + b1))
(3)

Where, the encoding weight is represented as W1, similarly the bias vector is rep-
resented as b1. From the hidden representation, hi the input xi is recovered by decoder.
The formula for transformation function is expressed in Eq. (4),

x′
i = g(hi) = 1

1 + exp(−(W2hi + b2))
(4)

The decoding bias vector and weight are represented as,W2, b2. The reconstruction
error is minimized by this auto-encoder model to learn the useful hidden representation.
Thus, for N training samples, the subsequent optimization problem is applied to resolve
the parameters, W1,W2, b1, and b2,

min
1

N

N∑
i=1

∥∥xi − x′
i

∥∥2 (5)

3.2.2 Prediction by Softmax Regression

The supervised learning approach that is includedwithin the DNN as a output layer is the
softmax regression (SR) model. This type of supervised learning are widely applied to

Softmax 

function

bias
Input features Net input 

function
Output 

feature

Fig. 3. Softmax regression model
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predict outcome or future. The model for Softmax regression is shown in Fig. 2. Input:
clustered data (month, week, weekend, holidays, seasons, and normal days), a1- input
of first neuron, b1- label for a1. Output: (predicted passenger flow) (Fig. 3).

It is a supervised learning approach, therefore it requires both input a and label b
[25]. A training set for m sample is represented as {(a1, b1), (a2, b2), . . . , (am, bm)},
where bi ∈ {1, 2, .., k}, after that determine the probability p(b = j|a ) for each value of
j = 1, 2, .., k. The formula applied to evaluate hθ (a) is given in Eq. (6),

hθ (ai) =

⎡
⎢⎢⎢⎣

p(bi = 1|ai; θ)

p(bi = 2|ai; θ)
...

p
(
bi = k

∣∣ai; θ
)

⎤
⎥⎥⎥⎦ (6)

= 1
k∑

i=1
eθTj ai

⎡
⎢⎢⎢⎢⎣

eθT1 ai

eθT2 ai

...

eθTk ai

⎤
⎥⎥⎥⎥⎦

(7)

Where, the model parameters are represented as θ1, θ2, . . . , θk ∈ Rn+1, then the

distribution is normalized by 1

/
k∑

i=1
eθTj ai , so that this distribution is then sum to 1. In

terms of log likelihood the cost function for Softmax regression is expressed as,

J (θ) = − 1

m

[
m∑
i=1

(1 − bi) log(1 − hθ (ai)) +
m∑
i=1

bi log hθ (ai)

]
(8)

Another form of cost function is

J (θ) = − 1

m

⎡
⎢⎢⎢⎣

m∑
i=1

k∑
j=1

1{yi = j} log eθTj ai

k∑
l=1

eθTl ai

⎤
⎥⎥⎥⎦ (9)

Then the weight decay term is added in this Eq. (9), then this model becomes more
robust to various input. After adding weight decay the cost function is expressed as

J (θ) = − 1

m

⎡
⎢⎢⎢⎣

m∑
i=1

k∑
j=1

1{bi = j} log eθTj ai

k∑
l=1

eθTl ai

⎤
⎥⎥⎥⎦ + λ

2

k∑
i=1

n∑
j=0

θ2ij (10)

The main aim of this SR is passenger flow prediction with less complexity but with
high accuracy. By this method, the passenger flow is accurately predicted for BTS and
MTS during holidays, weekends, normal days, summer, winter, one month, and for one
year. This prediction is very much useful for transportation industry.
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4 Simulation Analysis and Results

In this method, the passenger flow for one year is predicted. This passenger flow pre-
diction is performed for both BTS and MTS passengers. The passenger detail for this
prediction process is taken from Surat city dataset. The passenger details are taken for
one year (June 2017 to June 2018) for passenger flow prediction in both BTS and MTS
transportation. With this details the passenger flow during summer, winter, weekend,
weekdays, and during public holidays are predicted. Two performance metrics RMSE
and MAPE are evaluated in this method to illustrate the effectiveness of this proposed
(Cluster-SAE-DNN) prediction approach. MAPE determines the prediction accuracy of
this proposed forecasting technique. The implementation for this prediction process is
carried out in Matlab environment. The equation for RMSE and MAPE are given in
Eqs. (11 and 12) respectively.

RMSE =
√√√√1

n

n∑
i=1

|xri − xpi|2 (11)

MAPE = 1

n

n∑
i=1

|xri − xpi|
xri

(12)

Where, the number of actual passengers is represented as xri, similarly the predicted
passenger is represented as xpi. These two metrics are evaluated for both BTS and MTS
passenger to depict the effectiveness of this proposed (Cluster-SAE-DNN) technique.

a) b) c)

d) e) f)

Fig. 4. Actual and predicted passenger flow for BTS (a. Weekend, b. Public holidays, c. Normal
days, d. summer, e. winter, and f. One month), X axis – number of days, Y axis – Passenger
availability

In Fig. 4(a), the real and predicted passenger flow in BTS for weekend (Saturday and
Sunday). Similarly, the passenger flow prediction for summer, weekdays (normal days),
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winter, one month, and one year is also attained. The actual and predicted passengers
during summer and winter are given in Fig. 4(d & e), for holidays and normal days
are depicted in Fig. 4(b & c). Moreover, the actual and predicted values for one month
and one year is illustrated in Fig. 4(f & g) respectively. Similarly, the MTS passenger
availability for summer, weekdays (normal days), winter, one month, and one year is
also attained.

e) f)d)

a) b) c)

Fig. 5. Cluster formation for BTS passenger (a. Weekend, b. Public holidays, c. Normal days, d.
summer, e. winter, and f. One month), X axis – number of days, Y axis – Passenger availability

Figure 5 represents the cluster formation for BTS and MTS using the historical
dataset. The centroid is calculated by using the dynamic clustering algorithm and it is
enhanced by Tabu search algorithm. The historical BTS passenger flow data obtained
from the dataset is clustered for one month, one year, weekend, weekdays, summer,
winter, and public holidays. The formed clusters are shown in Fig. 5 (a, b, c, d, e, f, and
g). In similar way, the clustered data is attained by tabu search based clustering process
for MTS passengers.

The passenger flow for MTS is predicted by this deep learning technique. The error
values that are obtained during prediction process of BTS and MTS passenger for both
proposed (Cluster-SAE-DNN) and existing (SAE-DNN) is tabulated in Table 1. An
increase in accuracy minimize the presence of error in prediction process. The accuracy
of BTS and MTS for proposed method is found higher than existing approach [20],
which depicts that the prediction error of proposed (Cluster-SAE-DNN) approach is
much lower than existing method.

Both the actual and predicted passenger flow in summer and winter seasons for BTS
passengers is shown in Fig. 6(a). The actual and predicted passenger flow (one year
(i.e. June 2017 to June 2018)) for both BTS transportation is shown in Fig. 6(b), which
depicts that during themonth ofAugust 2017more number of passenger flow is predicted
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Table 1. RMSE and MAPE values for MTS and BTS

Parameter RMSE and MAPE for MTS passenger RMSE and MAPE for BTS passenger

RMSE
(Proposed)

MAPE
(Proposed)

RMSE
(Existing)

MAPE
(Existing)

RMSE
(Proposed)

MAPE
(Proposed)

RMSE
(Existing)

MAPE
(Existing)

Weekend 7.68 0.0096 18 0.0235 7 0.0079 21 0.0216

Holidays 7.85 0.0125 17.25 0.0201 7.6 0.0087 22 0.022

Weekdays 7 0.0098 19.89 0.022 7.542 0.0075 22.5 0.0219

Summer 7.12 0.0085 20.8 0.0219 6.9 0.007 20 0.019

Winter 7 0.0082 21 0.0246 6.4 0.0068 17.5 0.016

1 month 6.85 0.0105 21 0.033 8.5 0.009 18.2 0.0175

1 year 7.86 0.0101 19.9 0.024 7.68 0.0065 19.75 0.0182

a) b) c)

Fig. 6. BTS passenger flow (actual and predicted) [a) winter and summer (X-axis – Months, Y-
axis – Passenger availability), b) for 12 months (X-axis – month, Y-axis – passenger availability),
c) for weekdays (X-axis – Days, Y-axis – Passenger availability)

by this method for BTS transportation. The BTS passenger flow for a particular month
(August for BTS) is predicted and depicted in Fig. 6(c). The passenger flow predicted
on Saturday (August 2017) is found higher than other weekdays for BTS transportation.

a) b) c)

Fig. 7. MTS passenger flow (actual and predicted)[a) winter and summer (X-axis – Months, Y-
axis – Passenger availability), b) for 12 months (X-axis – month, Y-axis – passenger availability),
c) for weekdays (X-axis – Days, Y-axis – Passenger availability)]
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The actual and predicted passenger flow forMTS transportation is shown in Fig. 7(a,
b, & c). The amount of passengers predicted for MTS during summer (March, April,
and May) and winter (December, January, and February) season is shown in Fig. 7(a),
which depicts that during the month of January 2018 more number of passenger flow is
predicted by thismethod. Then, the predicted and actual amount of passenger availability
for themonth of January 2018, is shown in Fig. 7(c). BTS experience high passenger flow
in summer season, however the MTS experience high passenger flow in winter season.
Similarly, the actual and predicted amount of passengers for one year (from June 2017
to May 2018) is shown in Fig. 7(b).

a) b)

Fig. 8. Accuracy comparison for proposed prediction method

The accuracy value attained by proposed (Cluster-SAE-DNN) BTS passenger flow
method for weekend, holidays, normal days, summer, winter, 1 month, and 1 year is
shown in Fig. 8(a). From this result, it is clear that the accuracy attained by BTS trans-
portation for summer season is found highest than others. Similarly, the accuracy value
attained by MTS transportation for weekend, holidays, normal days, summer, winter,
1 month, and 1 year is shown in Fig. 8(b). The highest accuracy attained by MTS
transportation for passenger flow prediction is during public holidays. This prediction
is performed for one year, most particularly for winter, summer, weekend, weekdays,
and public holidays. This prediction methods are very much useful for transportation
field. With this details, an effective scheduling is performed by operators to satisfy the
passenger demand. Due to this the economic condition of transportation industry is also
gets improved.

5 Conclusion

Passenger flow prediction are gaining a huge demand in recent days. Accurate prediction
of passenger flow has major implication in real-time bus scheduling, moreover it is also
found essential to improve the reliability of bus service. The proposedmethod accurately
predict the passenger flow for both BTS andMTS with available dataset. In this method,
the passenger flow is predicted for one year. From the performance result, it is ensured
that with this hybrid model the 22 passenger flow prediction is accomplished robustly
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and accurately than the other single prediction models. This hybrid prediction models
effectively utilize the historical information to accurately provide the prediction results.
Even though it attains higher accuracy, but the complexity of this prediction process
is found high. Therefore, in future we will introduce an optimization based learning
approaches to avoid this system complexity. In this approach, our main consideration
is passenger flow detection, but an increase in passenger count causes crowding due
to this the passenger comfort gets reduced. Moreover, the bus needs to be scheduled
for each route based on the passenger availability or else the improper bus scheduling
may lead to the wastage of transport resources. By keeping this into consideration, the
bus scheduling for two different routes on the basis of passenger availability using deep
learning will be implemented as a future work.
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Abstract. The innovation of digital medical images has led to the requirement
of rich descriptors and efficient retrieval tool. Thus, the Content Based Image
Retrieval (CBIR) technique is essential in the domain of image retrieval. Due to
the growing medical image data, the searching or retrieving a relevant image from
the dataset is a major problem. To address this problem, this paper propose a
new medical image retrieval technique, namely Multiple Kernel Scale Invariant
Feature Transform-based Deep Recurrent Neural Network (MKSIFT-Deep RNN)
using the image contents. The goal is to present an effective tool that can be
utilized for effective retrieval of image from huge medical image database. Here,
MKSIFT is adapted for extracting the relevant features obtained from acquired
input image. Moreover, MKSIFT evaluates the key point descriptor using kernels
functions, wherein the weights are allocated to kernels. The feature vectors are
employed in the Deep RNN for classifying the images by training the classifier,
which is considered as training phase. In testing phase, a set of query images is
given to the classifier which adapts Tanimoto similarity for retrieving the images.
The proposed MKSIFT-Deep RNN outperformed other methods with maximal
precision of 93.723%, maximal recall of 93.652% and maximal F-measure of
93.687%.

Keywords: Computer vision · Medical images · Multiple Kernel Scale Invariant
Feature Transform (MKSIFT) · Deep recurrent neural network · Image retrieval

1 Introduction

The information retrieval is a trending domain due to medical imaging systems as it deal
with audio, image and video which provide huge information that changes the world
of medicines. In recent times, the huge-scaled medical image search acquired more
consideration in the retrieval of images from big sized image datasets [5]. The innovation
in medical imaging technologies increased due to the use of Internet, digital cameras,
and smart-phone. The stored medical image data are increasing and for searching and
retrieving the relevant medical image from an archive is challenging issue. The need of
any medical image retrieval model is to assemble and search the medical images that are
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visual semantic relation using the query provided by the user [6]. There is also a need
to search images from the dataset which is handled by model for effectual recovery of
medical images [7].

The CBIR is adapted on existing techniques and gained interest in the retrieval
of medical images. Different feature extraction methods are adapted on the basis of
boundary contour, spatial layout, color, and texture. In [8], CBIR technique is devised
using the features like histograms of oriented gradients (HOG), SIFT, and local binary
pattern (LBP), for attaining improved results in image retrieval. In [9], improved CBIR
technique is developed using certain attributes like wavelet-based histogram approaches
that utilize relevance feedback for retrieving the images. An optimized technique is
devised in [10] for pattern retrieval on the basis of quantized histograms. In [11], a
technique is devised for training deep convolutional neural network (DCNN) in order to
enhance the CBIR.

This research presents a novel method, namely MKSIFT-Deep RNN for medical
image retrieval using data set of medical images. Here, MKSIFT feature is adapted for
generating the feature vector by extracting significant features from the medical image
database. The purpose is to retrieve the images from the huge database. Here, MKSIFT
is adapted for extracting the relevant features using acquired input image. Moreover,
MKSIFT evaluates the key point descriptor using kernel function, wherein the weights
are allocated to the kernels. The feature vectors are employed in the Deep RNN for
classifying the images by training the classifier, which is considered as training phase.
In testing phase, a set of query images is given to the classifier which adapts Tanimoto
similarity for retrieving the images.

The major contribution of the research is:

• ProposedMKSIFT-DeepRNN forMedical ImageRetrieval: Develop a novelmed-
ical image retrievalmodel, namelyMultipleKernel Scale Invariant FeatureTransform-
based deep recurrent neural network (MKSIFT-Deep RNN) for effective medical
image retrieval.

2 Motivation

From the literary works, the CBIR models are devised and modified using deep learning
approaches. However, there are still some issues which are not addressed. Firstly, the
semantic gap is unsolved that still exist between low level feature representation of
medical images. Moreover, the issues confronted by the existing methods stood as the
motivation for devising a novel medical image retrieval method.

2.1 Literature Review

The eight existing techniques based on medical image retrieval is deliberated below:
Mathan Kumar, B. and Pushpa Lakshmi, R [1] devised a method for effective retrieval
of image. Here, MKSIFT was adapted for extracting the features from the pre-processed
image. The MKSIFT computed key point descriptor with kernel functions for select-
ing the weights using Particle Swarm-Fractional Bacterial foraging optimization (PS-
FBFO). The method adapted cross-indexed image search by transforming the feature
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points to binary codes. However, the method failed to use advanced optimization tech-
niques like lion optimization for choosing the weight coefficients to enhance perfor-
mance. Sharif, U et al. [2] developed a technique by hybridizing visual words with SIFT.
The local feature descriptors were selected that adds harmonizing upgrading to CBIR.
The SIFT descriptor was able to detect the objects vigorously under cluttering because
of rotation, noise, and illumination variance. The method enhanced the performance of
CBIR, but failed to use deep learning model for huge scale Image Retrieval. Saritha,
R.R. et al. [3] developed deep belief network (DBN) technique for CBIR. The method
extracted the features and the classification was initiated using DBN for classifying the
images. The DBN was trained using effective feature representations for retrieving the
relevant images. However, the method failed to provide real time feature extraction.
Xia, Z et al. [4] devised an outsourced CBIR method using bag-of-encrypted-words
(BOEW) model for retrieving images. Here, the method utilized permutation, and color
value substitution. Moreover, the BOEW model was designed for representing each
image using feature vector. The similarity between the images was computed using
Manhattan distance. However, the method failed to utilize local descriptors for BOEW
model.

2.2 Challenges

The challenges confronted by the existing methodologies are deliberated below:

• Even though, different methods are devised for medical image retrieval [20] semantic
gap remains a challenging issue in current CBIR methods. The semantic gap exist-
samid low-level image pixels obtained via machine and high-level semantic concept
obtained via humans [3].

• In [1], outsourced CBIR scheme is devised using bag-of-encrypted-words (BOEW)
model for retrieving the images from massive datasets. The method is effective for
faster retrieval, but confronted issues like complex computations and heavy storage.

• The proficient recovery of images using massive image datasets is major issue. In
recent days, the images are retrieved using visual information and CBIT techniques.

3 Proposed MK-SIFT-Based Deep RNN for Image Retrieval

Figure 1 illustrates the schematic view of medical image retrieval model using proposed
MK-SIFT-based Deep-RNN. Initially, the medical images are fed to feature extraction
module. The extraction of features is done using MK-SIFT [1]. Once the significant
features are obtained, then the group retrieval is performed using the generated features
andDeepRNN [12]. The training ofDeepRNN is performed using theMKSIFT features
for tuning the optimal weights in order to perform group retrieval. Here, query image is
given as an input, which is further matched with the classified images using Tanimoto
similaritymeasure [13]. Thus, the image retrieval is performed using Tanimoto similarity
measure. By computing the similarity between query image and classified image set
using Tanimoto similaritymeasure, the retrieval of relevant instances is done. The briefer
illustration of each steps is illustrated in the below section.
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Fig. 1. Schematic view of CBIR using proposed MK-SIFT-based Deep RNN

Assume a database D with d number of medical images and is represented as,

D = {I1, I2, . . . , Ik , . . . , Il} (1)

where, Ik represent kth input image, and l indicate total number of images.
Each image Ik is processed for extracting the significant features using MKSIFT

approach which is elaborated in the below subsection.

3.1 Extraction of Significant Feature Using MK-SIFT

The noteworthy features obtained from input image and the connotation of feature extrac-
tion is to produce highly relevant features which facilitate improved retrieval of medical
images. Meanwhile, the complexity of analyzing the medical image is reduced as the
image is modelled as the reduced set of features. In addition, the precision allied with the
classification is guaranteed with efficient feature extraction for which the MKSIFT [1]
approach is employed. The MKSIFT is a feature extraction technique which is devised
by modifying the SIFT feature with different weightage method in key point descriptor
for extracting features from input medical image. The MKSIFT-based feature extraction
is classified into different steps which involve extremadetection, key point’s removal,
assignment of orientation, and calculation of descriptors. Moreover, the Gaussian func-
tion present in the key point descriptor is restored with exponential kernel and tangential
kernel functions.

SIFT [14] is a method which transforms the image into different scale invariants on
the basis of local features. The method devises vast features which covers the complete
variety of images. For matching images, the SIFT features are mined from images. The
four steps considered for the generating the feature set which are described below:

(i) Discovery of Scale-Space Extrema: The first phase for extracting feature is to
determine the location and image scales by detecting steady features over scales
considering Gaussian function, that can be modelled as,

S(m, n, α) = G(m, n, α) ∗ I(m, n) (2)
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Where, I(m, n) represent input medical image, ∗ indicate convolution operator,
G(m, n, α) denote Gaussian function.

The Gaussian function is expressed as,

G(m, n, α) = 1

2πα2 e
−(m2+n2)/2α2

(3)

In [15], scale-space extrema is employed in difference-of-Gaussian (DoG) function to
determine key point localization. This is represented by a function, X (m, n, α) generated
by the difference between two scales, which are detached by a constant as,

X (m, n, α) = G(m, n, vα) − G(m, n, α) (4)

X (m, n, α) = S(m, n, vα) − S(m, n, α) (5)

where, v indicate constant.
In addition, the DoG function provides an approximation based on the Laplacian of

Gaussian α2∇2G. From the equation, the relation between α2∇2G is,

∂G

∂α
= α2∇2G (6)

The extrema are determined using each sample point, which is further compared to its
neighbours and other nine neighbours that reside in scale. The point is chosen if result
is either larger or smaller.

(ii) Localization of Key Point: After detecting key points, the subsequent steps are
followed which is elimination of key points with low contrast by carrying a data fit
for determining the scale and location. This is computed on the basis of expansion of
scale-space function using Taylor series by,

X (g) = X + ∂X

∂g
g + 1

2
gT

∂2X

∂g2
g (7)

where, g indicate offset given by g = (m, n, α)T

The location is expressed as,

g = −∂2X−1∂X

∂g2∂g
(8)

While the offset is instituted to be larger than value of threshold, then the extremum is at
the diverse sample point, which holds low contrast. Hence, by this assessment, the low
contrast key point is eliminated. The unstable extrema with low contrast are eliminated
using function K(d̂) expressed as:

X (ĝ) = X + 1

2

∂X T

∂g
ĝ (9)
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In DoG, an anomalous peak poses a outsized principal curvature, which is removed. The
principal curvatures isevaluated considering Hessian matrix as,

K =
[
Xmm Xmn

Xmn Xnn

]
(10)

where, K represent Hessian matrix.

(iii) Assignment of Orientation: The key point descriptor is expressed using proper
orientation assignment considering key points based on local images. For evaluating the
scale invariant, the Gaussian smoothed image is chosen considering scale of the key
point. The magnitude and orientation is computed using pixel differences as follows:

M (m, n) =
√

(S(m + 1, n) − S(m − 1, n))2 + (S(m, n + 1))2 (11)

ϕ(m, n) = tan−1((S(m, n + 1) − M (m, n − 1)))/((m(m + 1, n) − M (m − 1, n)))
(12)

where M (m, n) indicate magnitude, w(m, n) represent orientation, and S indicate scale
space. Based on magnitude and orientations of the key point, a histogram based on the
orientation is designed.

(iv) Computation of Descriptor Using Multi-kernel Function: The last phase is
computation of key point descriptor using image gradients considering region of key
point. On the basis of scale of key point, the orientation and the magnitude are computed
to choose the Gaussian blur level of image. The coordinate of descriptor are rotated
on the basis of orientation of key point to determine the orientation invariance. How-
ever, Gaussian function could not protect image brightness, offering less emphasis to
gradients. Thus, MKSIFT method devises two kernel functions, namely tangential and
exponential kernels which help to augment variance, therebyminimizing relics of image.
Thus, the weight function of MKSIFT is expressed as,

W = M (m, n) ∗ w(m, n) (13)

The kernel function is represented by,

w(m, n) = η ∗ exp(f (m, n)) + ρ ∗ tanh f (m, n)) (14)

where, η and ρ represent weight coefficients that ranges between [0, 1].
The obtained features is accumulated in the feature vector denoted asF; (1 ≤ a ≤ e).

The feature vector F is fed to the Deep RNN for classifying the images into groups.

3.2 Classifying the Medical Images for Group Retrieval Using Deep RNN

The Deep RNN is employed to retrieve the groups considering the MKSIFT features.
The architecture of Deep RNN is portrayed below.
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3.2.1 Architecture of Deep RNN

The features F extracted from the input images are given as the input to the Deep RNN
classifier. Deep RNN [12] is the network architecture that contains multiple recurrent
hidden layers in network hierarchy layer. In Deep RNN the recurrent connection exists
at the hidden layer. The Deep RNN classifier operates effectively under the varying input
feature length based on the sequence of information. It uses the knowledge of previous
state as input in the current prediction and process the iteration using the hidden state
information. The recurrent featuremakes theDeepRNN to be highly effective inworking
with the features. Due to the sequential pattern of information, Deep RNN is considered
as the best classifier among traditional deep learning approaches. The architecture of
Deep RNN is represented in Fig. 2.

Fig. 2. Architecture of Deep RNN classifier

The structure of Deep RNN is made by considering the input vector of bth layer at

rth time as F (b,r) =
{
F (b,r)
1 ,F (b,r)

2 , . . .F (b,r)
i , . . .F (b,r)

y

}
and the output vector of bth
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layer at rth time as, J (b,r) =
{
J (b,r)
1 , J (b,r)

2 , . . . J (b,r)
i , . . . J (b,r)

y

}
, respectively. The pair

of each elements of input and the output vectors is termed as the unit. Here, i denotes the
arbitrary unit number of bth layer, and y represents the total number of units of bth layer.
In addition to this, the arbitrary unit number and the total number of units of (b − 1)th

layer is denoted as j and E, respectively. At this time, the input propagation weight from
(b − 1)th layer to bth layer is expressed as, W (b) ∈ Hy×E , and the recurrent weight of
bth layer is modelled as w(b) ∈ Hy×y. Here, H denotes the set of weights. However, the
components of the input vector is expressed as,

F (b,r)
i =

E∑
z=1

p(b)
iz J (b−1,r)

z +
y∑
i′

x(b)
ii′ J (b,r−1)

i′ (15)

where, p(b)
iz and x(b)

ii′ are the elements of W (b) and w(b). i′ denotes the arbitrary unit
number of bth layer. The elements of the output vector of bth layer is represented as,

J (b,r)
i = β(b)

(
F (b,r)
i

)
(16)

where, β(b) denotes the activation function. However, the activation functions, like sig-
moid function as β(F) = tanh(F), rectified linear unit function (ReLU) as β(F) =
max(F, 0), and the logistic sigmoid function as β(F) = 1

(1+e−F)
are the frequently used

activation function.
To simplify the process, 0th weight as p(b)

i0 and 0th unit as J (b−1,r)
0 are introduced and

hence the bias is represented as,

J (b,r) = β(b).
(
W (b)J (b−1,r) + w(b). J (b,r−1)

)
(17)

Here, J (b,r) denotes the output of classifier.

3.3 Image Retrieval Using Tanimoto Measure Based Similarity

For effective image retrieval, a query image Q is fed to the feature extractor and is
described for producing its new feature vector F

′ ; (1 ≤ a ≤ e). The searching is done
by matching training feature vector F against new feature F

′
using Tanimoto similarity

measure. The feature fetches the matching images as the result of search output. The
Tanimoto metric is represented as,

e∑
a=1

haca

e∑
a=1

h2a +
e∑

a=1
c2a −

e∑
a=1

haca

(18)

where, ha represent ath feature residing in feature vectorF, and ca indicate the ath feature
residing infeature vector F

′
.

Thus, the Tanimoto similarity is employed for retrieving the relevant images from
the classified database.
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4 Results and Discussion

This comparison of proposed method with conventional methods using precision, F-
measure and recall is illustrated. In addition, the effectiveness of proposedMKSIFT-Deep
RNN method is analyzed by varying number of query.

4.1 Experimental Setup

The execution of proposed MKSIFT-Deep RNN is done in PYTHON using PC having
Windows 10 OS, 4 GB RAM, and Intel i5 core processor.

4.2 Dataset Description

The medical image dataset employed for the experimentation to describe the analysis of
performance using each medical image retrieval method is described below. Here, the
database is designed by considering prostate cancer images, retinal images, iris images,
breast cancer images, skin cancer images, bacilli images, and BRATS dataset images
[17–19].

4.3 Evaluation Metrics

The effectiveness of proposed MKSIFT-Deep RNN is employed for analyzing methods
includes the precision, recall and F-measure.

4.3.1 Precision

The precision parameter defines the ratio of relevant images from the retrieved images
considering a query and is given as,

precision = |{rel ∩ ret}|
|ret| (19)

where, rel denote relevant images, ret represent retrieved images.

4.3.2 Recall

The ratio of total relevant images that are actually retrieved is given as,

recall = |{rel ∩ ret}|
|rel| (20)

4.3.3 F-measure

The harmonic mean of recall and precision is termed as F-measure and is represented
as,

F − measure = 2 ∗ precison ∗ recall

precison + recall
(21)
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4.4 Comparative Methods

The methods employed for the analysis include: SIFT [14], HOG + MKSIFT (Applied
HOG [16] in MKSIFT), MKSIFT [1], and proposed MKSIFT-Deep RNN algorithm.

4.4.1 Analysis Based on Query Set-1

Figure 3 portrays the analysis of methods considering query set-1 using precision,
recall and F-measure parameter. Each query set poses 15 images from the acquired
database. The analysis based on precision parameter is described in Fig. 3a. When
the number of query is 4, the precision values computed by SIFT, HOG + MKSIFT,
MKSIFT, and proposed MKSIFT-Deep RNN are 85.706%, 89.043%, 89.584%, and
90.124%. Likewise, when the number of query is 18, the precision values computed
by SIFT, HOG + MKSIFT, MKSIFT, and proposed MKSIFT-Deep RNN are 91.384%,
92.103%, 93.183%, and 93.723%. The analysis based on recall parameter is portrayed
in Fig. 3b. When the number of query is 4, the recall values computed by SIFT, HOG +
MKSIFT, MKSIFT, and proposed MKSIFT-Deep RNN are 75.884%, 77.246, 77.446,
and 83.693%. Similarly, when the number of query is 18, the recall values computed
by SIFT, HOG + MKSIFT, MKSIFT, and proposed MKSIFT-Deep RNN are 78.301%,
80.859%, 81.159%, and 86.415%. The analysis based on F-measure parameter is por-
trayed in Fig. 3c. When the number of query is 4, the recall values computed by SIFT,

Fig. 3. Analysis based on query set-1 considering a) Precision b) Recall c) F-measure
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HOG+MKSIFT, MKSIFT, and proposedMKSIFT-Deep RNN are 91.347%, 91.887%,
93.147%, and 93.687%. Similarly, when the number of query is 18, the recall values
computed by SIFT, HOG + MKSIFT, MKSIFT, and proposed MKSIFT-Deep RNN are
91.42%, 91.959%, 93.219% and 93.76%.

4.4.2 Analysis Based on Query Set-2

Figure 4 portrays the analysis of methods considering query set-2 using precision, F-
measure and recall parameter. The analysis using precision parameter is described in
Fig. 3a. When the number of query is 4, the precision values computed by SIFT, HOG+
MKSIFT,MKSIFT, and proposedMKSIFT-Deep RNN are 85.785%, 88.989%, 89.53%,
and 90.07%. Likewise, when the number of query is 18, the precision values com-
puted by SIFT, HOG + MKSIFT, MKSIFT, and proposed MKSIFT-Deep RNN are
92.049%, 92.589%, 93.129%, and 93.67%. The analysis based on recall parameter is
portrayed in Fig. 4b.When the number of query is 4, the recall values computed by SIFT,
HOG+MKSIFT, MKSIFT, and proposedMKSIFT-Deep RNN are 79.711%, 82.266%,
84.046%, and 84.396%. Similarly, when the number of query is 18, the recall values
computed by SIFT, HOG + MKSIFT, MKSIFT, and proposed MKSIFT-Deep RNN are
92.031%, 92.572%, 93.111%, and 93.652%. The analysis based on F-measure parame-
ter is portrayed in Fig. 4c. When the number of query is 4, the recall values computed

Fig. 4. Analysis based on query set-2 considering a) Precision b) Recall c) F-measure



Deep Recurrent Neural Network with Tanimoto Similarity and MKSIFT Features 53

by SIFT, HOG + MKSIFT, MKSIFT, and proposed MKSIFT-Deep RNN are 81.329%,
83.787%, 87.728%, and 88.170%. Similarly, when the number of query is 18, the recall
values computed by SIFT, HOG + MKSIFT, MKSIFT, and proposed MKSIFT-Deep
RNN are 92.013%, 92.553%, 93.093%, and 93.634%.

5 Conclusion

This research proposes an image retrieval model, namely MKSIFT-Deep RNN for
retrieving the relevant image from themedical image database. Here, MKSIFT approach
is employed for selecting the relevant feature from the database. The MKSIFT utilizes
the SIFT wherein key point descriptor is computed based on different kernel functions.
In MKSIFT, the weight is assumed to be stable for classifying the input images. In
addition, Deep RNN is employed for classifying the images into groups using generated
feature vector. Whenever the query set is given to the proposed MKSIFT-Deep RNN,
the medical image is processed to extract the features in order to devise the image con-
tents. These features adapt Tanimoto similarity measure for comparing the images of
the classified database for effective image retrieval. The proposed MKSIFT-Deep RNN
outperformed other methods with maximal precision of 93.723%, maximal recall of
93.652% and maximal F-measure of 93.687%. For future works, some advanced opti-
mization techniques can be employed to train the deep classifier in order to improve
performance by accomplishing better image retrieval.
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Abstract. Tuberculosis is one of the most deathful diseases in the entire world
and remains a major reason for death worldwide. In 2017, around 10.0 million
people infected with tuberculosis. For detecting disease in the medical field using
the computational technique, MRCNN & UNET Model has achieved impres-
sive accuracy across multiple datasets like brain tumor (Multimodal Brain Tumor
Image Segmentation (BRATS 2015) datasets), glaucoma and other based on data
collected. This Research is based on the detection of WBC (White Blood Cell)
form the stainedMicroscopy image, by collecting past data form patients. In India,
medical patient data is not stored anywhere systematically, wemade extra effort to
find hidden patterns from data. The article deeply discusses the various approaches
to diagnose tuberculosis. It summarizes the advantages and disadvantages of the
existing techniques and why deep learning technology use in the various medical
diagnosis process. In this study, we propose a fully automatic method for WBC
segmentation, which is developed using MRCNN based deep convolutional net-
works. Proposed technique was evaluated on a dataset that contains 2500 stained
microscopy images are used to train the system and 540 images are used to test
the system. We have achieved nearly 92% accuracy with a low false-positive type
error.

Keywords: Tuberculosis · UNET · Mycobacterium · Deep learning · Medical ·
Microscopy images · MRCNN

1 Introduction

Tuberculosis is caused by mycobacterium bacteria. The world health organization pub-
lished a tuberculosis report every year. Diagnosis of tuberculosis is done in various ways
like staining technique, X-Ray and etc. and its purpose is to provide information about
diagnosis technique and Tuberculosis epidemic.

1.1 Tuberculosis

Tuberculosis is a deathful diseasewhich is caused bymycobacterium bacteria [1]. Tuber-
culosis mostly damages the lungs but can also damage other parts of the body like eyes,
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brain& lags. According to the study of human skeletons, human affected by this diseases
from thousands of years and this disease is remained unknown until Dr. Robert Koch
discovered the Tuberculosis bacteria called mycobacterium [2]. Tuberculosis is of two
types 1) Latent 2) Active. Most of the infections do not have any symptoms called latent
tuberculosis. About 10% of latent tuberculosis is called active tuberculosis. Tuberculosis
diseases are spread through the air from one person to another. Active tuberculosis is
visible more in people who smoke and who affected by HIV/AIDS [3]. Classical symp-
toms are fever, cough with blood-containing mucus, Chest pain, weight loss, Chills and
etc. [4, 5]. World health organization (WHO) publishing a report on tuberculosis since
1997 and its purpose is to provide information about the diagnosis technique and Tuber-
culosis epidemic. In 2017 report WHO discusses that 10.0 million cases of Tuberculosis
registered worldwide and from that 1.3 million people deaths [6].

Mycobacterium is a family of Mycobacteriaceae [7]. Tuberculosis is caused by bac-
teria called mycobacterium bacteria. The size of mycobacterium is 2 to 4 µm in length
and 0.2 to 0.5 µm in width [8]. Mycobacterium growing in road shape. Mycobacterium
takes 15 to 20 h to spreading [9, 10]. Figure 1 and 2 show how themycobacterium visible
in different technique.

Fig. 1. Tuberculosis bactria in ZN staining technique [11] (Color figure online)

1.2 Diagnosis Techniques

Microscopy technique is the technical field of microscopes, its way to identify bacteria
with the help of a microscope by staining them using gram stain [13]. Gram stain is a
technique to classify the bacteria into two class gram-positive type and gram-negative
type [14]. A microscopy image is a technique to view the microscopy world [15]. We
have prepared the dataset by collecting the stained microscopy images, the system is
trained using a prepared dataset and this systemwill help to diagnosis the various diseases
having microscopic analysis based on images.
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Fig. 2. Tuberculosis bactria in fluorescent staining technique [12] (Color figure online)

Tuberculosis diagnosis is done in a various way:

1. Staining Technique

The staining technique is the oldest technique and one of the most popular. This tech-
nique is cost-effective (Only RS. 300) but it is time-consuming because the result of the
diagnosis process takes more than 4 h.

Type of Staining:
A. ZN Staining: In this technique background is visible in blue color and the object is

visible in pink color. Figure 1 shows mycobacterium in this technique.
B. Fluorescent Staining: In this technique background is visible in black color and the

object is visible in golden color. Figure 2 shows mycobacterium in this technique.

Staining Process:
Figure 3 shows the fluorescent staining process, it is a process of diagnosis of tuberculosis
by the sputum Checking. For this process, two samples of sputum are collected and
prepare the 2× 3 slide and for diagnosis of tuberculosis, it needs to countmycobacterium
bacteria. Size of mycobacterium is too small so for counting them zooming is perform
(10 × 10 zoom so it is a matrix of 100 fields and at a time only one field is visible).

2. X-Ray

X-Ray technique is the process of diagnosis tuberculosis by checking the lungs. And it
is a process of finding the whole in the lungs. Figure 4 shows the lung’s image. Usual
X-Ray based tuberculosis detection is done by an expert in the field of medical science
by looking at x-Ray reports.
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Fig. 3. Staining process

Fig. 4. Lung’s X-Ray image [16]

3. GeneXpert Machine

GeneXpertMachine technique is a process of diagnosis tuberculosis by sputumchecking.
For this process, four samples of sputum are collected and directly put the sample into
a machine and the final printed result is product. This technique is costly (US $17) but
time saving. This process is based on the cartridge and the lifetime of a cartridge is only
18 months which is too short. The entire process is shown in Fig. 5.

1.3 Why Deep Learning

The previous topic describes information about different tuberculosis diagnosis tech-
niques like staining, X-ray and GeneXpert Machine. A staining technique is a complex
diagnosis process and the result of the process is dependences on the technical person
who carried out the diagnosis process and also a technical person can also suffer from
the eye problem due to the manual counting of this tine mycobacterium. A GeneX-
pert Machine and X-Ray techniques are costly and due to its cost, this technique is not
prescribed by a doctor every time.
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Fig. 5. GeneXpert machine [17]

There will be an error in the existing technology that is

1 False_positive type –means that Tuberculosis affected by a person but the report says
that Tuberculosis is not affected. This means a normal report.

2 False_negative type – means that Tuberculosis not affected by a person but the report
says that Tuberculosis is affected. This means a major report.

The Solution of the above address problem is given by the deep learning Technique
(MRCNN, UNETmodel) used to diagnosis the process. In this diagnosis process human
intervention is not there so there is no chicness of errors.

1.4 MRCNN

Masked Region-Based Convolution Neural Network (MRCNN) is an Image segmen-
tation technique that is a combination of Faster RNCC and Fully Convolution Neural
Network. Figure 6 Shown the MRCNN Architecture and it does the following steps.

1. It takes an image as input and extracts features from an image using ResNet 101
architecture.

2. The feature is passed to Region proposal network (RPM) which is used to predict
that the object is present in given region?

3. With the help of ROI Align property of MRCNN, it finds out labels and bounding
boxes of the fully connected networks.

4. All-Region IoU is calculated [IoU = Area of the intersection/Area of the union].
5. Output pass to convolution layer for pixel-wise Segmentation Mask.
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Fig. 6. MRCNN architecture [18]

1.5 UNET Model

UNET module is one of the most popular deep learning technique developed by Olaf
Ronneberger, Philipp Fischer, and Thomas Brox in 2015. UNET model is based on
convolution neural network and its special developed for biomedical image processing.
UNET model is also called as a ‘U-shape’ Architecture. Architecture is combination of
Down-Sampling part and Up-Sampling part. The down-sampling part aim is to collect
the information and the Up-Sampling part aim is to expanding path and provide a precise
location [19].

2 Existing Research in Diagnosis of Tuberculosis and Medical
Diagnosis

Tuberculosis is caused by mycobacterium bacteria. The manual process of diagnosis
of tuberculosis (Staining Technique, X-ray, GeneXept Machine) some are complex and
time-consuming and someare costly, so for giving the solution of existingmanual process
data mining, deep learning is used.

2.1 Tuberculosis

Mosin I. Hasan et al. (2011) discussed that tuberculosis is an infectious disease in India.
The main objective is to develop the technique which categorizes tuberculosis in two
categories as yes and no using naïve Bayesian classification and its aim is to extract
the hidden patterns of Tuberculosis from the past patient data. Dataset contains detail
of 154 cases by considering the 19 symptoms. 154 cases of tuberculosis is consider
for processing by dividing the cases into two equal part of training and testing. The
result is given in two ways using the weka tool and c program [20]. The advantages and
limitations are discussed in the research finding section.
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Yu Cao et al. (2016) discussed that tuberculosis is a deathful disease worldwide.
The main aim of this research is to create large scale, real-world and freely available
datasets of chest images and also provide well annotation and create a mobile phone
based computing system to diagnosis tuberculosis effectively. Dataset is a collection of
4701 images from that 453 is normal images and 4248 abnormal images. The system
is the train in two way Binary classification and multiple classification based level of
infection [21]. Advantages and limitations are discussed in the research finding section.

Paras Lakhani et al. (2017) discussed that tuberculosis is danger disease worldwide.
The main objective of this research is to show that how deep convolution neural network
(DCNN) is used to diagnose tuberculosis is there or not. Dataset is a collection of cheat
images of 150 cases and getting the accuracy of 97.3%.The author used twomost popular
DCNNs techniques called AlexNet and GoogLeNet for the diagnosis of tuberculosis.
Process identify the hole in the chest [22].

2.2 Microscopy

John A. Quinn et al. (2016) discussed that microscopy is the standard method for diag-
nosing various diseases. Microscopy is one of the well adapted to low-resource, high
disease burden areas. Microscopy based technique result of the process is dependent
on the Technical person who carried out the diagnosis process. The main aim of this
research is to show howmicroscopy is giving the best result for tuberculosis, malaria and
Intestinal parasites. For the tuberculosis diagnosis process, stained sputum microscopy
images are taken and using the CNN algorithm to train the system and find the mycobac-
terium and getting 0.99 area under the cove. For the malaria diagnosis process, stained
blood sample microscopy images are taken and using the CNN system are train and find
thick blood cell and getting 1.00 area under the cove [23].

Sonaal Kant et al. (2018) discussed that tuberculosis is danger disease worldwide.
The author used deep learning techniques to diagnosis tuberculosis using CNN and
SVM techniques. Accuracy is calculated using precision and recall factor and getting
83.78% and 67.55% respectively. The author used Dataset 3 of ZiehlNeelsen Sputum
smear Microscopy image Database (ZNSM-iDB) which contain 6 set and each set have
50 field sputum images [24].

2.3 Medical Imaging Computation

Medical Image computation is done in many ways like data mining, image processing,
and etc. one of the most popular fields for doing the processing of medical images
called Deep learning (UNET). UNET model of deep learning is specially developed
for biomedical image segmentation. The concept is introduced by Olaf Ronneberger,
Thomas Brox, and Philipp Fischer in 2015 at the University of Freiburg, Germany.
Figure 7 shows the architecture of the UNET model. Overall architecture UNET model
has divided into two parts 1) Down Sampling and 2) Up Sampling.

UNET model is based on a convolution neural network. Architecture is work from
left to right. Downsampling part is a collection of five convolution block and each block
contains another three convolutions at the end of each convolution block max-pooling
operation is performed. Upsampling part is a collection of four convolution block and
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Fig. 7. UNET model architecture [19]

each block contains another three convolution blocks, themain purpose ofUpsampling is
to extract the content. The main purpose of downsampling is to capture context. The last
step is the 1 × 1 convolution for classification of facture map into two class foregrounds
and background [19].

Dong Hao et al. (2017) discussed that Detecting Brain Tumor UsingMIR Technique
is a very time-consuming process and the performance of the system is depended on the
technical person who does this test, so automatic fully convolution network is used for
efficient tumor segmentation based onUNETmodule of deep learning. For this technique
multimodal brain tumor image segmentation BRATS dataset is used, the dataset has 220
high-grade brain tumor images and 54 low-grade brain tumor images. The primary effect
of Brain Tumor is a dreadful type of cancer [25].

Artem Sevastopolsky et al. (2017) discussed that Glaucoma is a condition of eyes.
A person can blind also due to this condition, so it is important to detect it in the early
stages. One of the main symptoms of Glaucoma disease is a cup-to-disc ratio (CDR) is
a ratio between heights of cup and disc. People are affected by Glaucoma or not, this
decision is based on CIDR Parameter. CDR is at least 0.65 is considered Glaucoma
positive [26].

Zhou Zongwei et al. (2018) discussed that UNet++ model is a more powerful archi-
tecture for medical image segmentation. The architecture of UNET++ is combination
of encoder and decoder, this encoder and decoder are known as sub-network, this sub-
network are combination of nested dense skip layers path called pathways. Themain aim
of using pathways is to reduce the semantic gap between encoding network and decoding
network. Using this concept of path getting 92.52% of accuracy for detecting cell nuclei.
UNet++ architecture is combination of nested and dense skip connection which is used
to find fine-grained details of an object. In UNETmodel the feature maps of the encoder
are directly expected in the decoder; however, in UNet++ model the feature maps of the
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encoder sub network first passed to the dense convolution level and then feature maps
passed to the decoder [27].

Weng Yu et al. (2019) discussed that NAS (Neural Architecture Search) is a subtopic
of auto-machine learning that has significant overlap on two parameter 1) hyper param-
eter optimization and 2) meta-learning. Current research on Neural Architecture Search
based on three topics: search strategy, search space and different performance estima-
tion strategy. Search space give the information about which architecture represented
in given principle. The combine architecture of NSA and UNET is based on DownSC
and UpSC, this DownSC and UpSC is called cell architecture. With the help of combine
technique 98% of accuracy is obtain [28].

Zyuzin Vasily et al. (2018) discussed that modern cardiology of heart is done using
ultrasound technique also known as echocardiography (EchoCG). Manual technique of
cardiology is time consuming process and result is depends on technical person, so author
used to train the system using UNET model. Health of heart is check by segmenting left
ventricular (LV) border of the EchoCG. This LV image are represent in 2D manner, for
training system 94 patients data is used and using this proposed technique author obtain
92% of accuracy [29].

3 Research Findings

Mosin I. Hasan et al. [20] discussed that the manual tuberculosis test process is complex
and the result is dependent on the technical person. Using a naïve Bayesian algorithm
author achieved 78% accuracy. Dataset content only 154 cases and its symptoms. The
efficiency of naïve Bayesian by selecting weighted features. Dataset is of very small
size and the author has not discussed False-negative results as in disease diagnosis false
negative has a crucial impact on the efficiency of the algorithm. This technique can be
used as a supplementary method to further strengthen the result of other systems. Apart
from this more data should be collected [20].

Yu Cao et al. [21] discussed that successfully creating a well-formed tuberculosis
chest dataset that contains 4701 images from that 453 is normal (tuberculosis not there)
and 4248 abnormal (tuberculosis is there). The system is trained in two-way Binary
classification andmultiple classifications based levels of infection and getting 89.6% and
62% accuracy respectively. But in the binary case, it only saying that tuberculosis is there
or not by only find the whole chest images form that we are not getting any information
about at which stage tuberculosis is there. In the second case multiple classifications not
discuss anything about the false negative, it means that the tuberculosis is caused by the
person but report saying that it not there so it’s a very compacted thing [21].

Paras Lakhani et al. [22] discussed that using DCNNs techniques (AlexNet &
GoogLeNet) system is trained using 150 cases of tuberculosis and getting 97.3%
accuracy. The ratio of misclassification is more in case of new dataset [22].

Dong Hao et al. [25] discussed that in the UNETmodel Soft Dice based loss function
is used formaking unbalanced samples uniformed. DataAugmentation technique is used
to increase the number of training samples. Data augmentation methods like flipping,
rotation, shift, and zoom. The limitation of this proposed method is system is evaluated
using cross-validation schema using this proposed technique, getting 82% accuracy and
provides an unbalance predicate [25].
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Artem Sevastopolsky et al. [27] discussed that manual method of optic disc and cup
requires about eight minutes per eye for technical person and this test done efficiently
using UNET in less time. The author used less number of the filter then the original
UNET Module have, the main aim of the author is to provide lightweight architecture
and getting 89% of accuracy [26].

Each and every method have its own pros and cons. Existing work done in tubercu-
losis will diagnosis diseases correctly but the system is trained on a dataset that contains
small sample and also that samples are not of all the type. Accuracy getting in existing
system is also too less. Existing research work not force on false-negative type of pre-
diction, false-negative means tuberculosis is caused by the person but system product
result as tuberculosis is not there which major problem is. Research work done in 2017
on the chest dataset consider only 13 cases to train the system which not the correct way
for diagnosis the diseases.

4 Implementation Result

In this study, we developed MRCNN model to detect and return mask of WBC cell in
an image. System is train on 2500 images of WBC and 540 image are used to test the
system. Using this MRCNN we get 92% of accuracy. The system take original image
and its annotation file as an input at time of training. The system take original image and
product output as an image which contain highlight mask of all the WBC.

Figure 9, 10, 11 and 12 show the result of Object segmentation in which it display
the WBC cell mask if image have more than one WBC cell then it display in different
color.

Steps to Implement Mask RCNN for Identifying WBC Cell

1. To train the system using MRCNN model annotation of an image is required to
identify WBC cell. Annotation is done using VGG Image Annotation tool, Fig. 8
shows the example of Image Annotation.

2. For the implementation of MRCNN Required following Packages are need to be
install which is opencv-python, numpy, keras ≥ 2.0.8, matplotlib, cython, scikit-
image, tensorflow ≥ 1.3.0, h5py, imaguag, IPython, scipy, and pillow.

3. Download pre-trained weight of a COCO model called mask_rcnn_coco.h5.
4. For doing a Predicting on our image we will use the Mask R-CNN architecture and

the pre-trained weights of COCO model to generate Mask of WBC cell.
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Fig. 8. VGG image annotator example [30]

Fig. 9. WBC object mask output—1
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Fig. 10. WBC object mask output—2

Fig. 11. WBC object mask output—3
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Fig. 12. WBC object mask output—4

5 Conclusion

Accounting to the world health organization tuberculosis is one of the deathful diseases
worldwide. One fourth of the world population affected by tuberculosis. In 2017 10.0
million cases of tuberculosis are resisted worldwide and from that 1.3 million people
deaths. Well-formed and annotated Dataset pertaining to stained slides is not available
which important task is and it needs attention. X-Ray based diagnosis technique has
potential but the cost of X-Ray based technique is high and the result is based on the
technical person who carried out the diagnosis process and due to cost concern it is
prescribe in later stage. Staining based technique for diagnosis of tuberculosis sputum
checking is done by finding the mycobacterium. Size of mycobacterium is tony (0.2–
0.5 µm) and manually counting of the bacteria is a complex task which is prone to error
due to manual intervention of technical person., we come known that how the MRCNN
model give the efficient result in medical diagnosis like brain tumor detection, Glaucoma
detection and etc. MRCNNmodel has capability to detected tony thing and give the best
result. Well-formed and well-annotated dataset (that contain sputum stained images) is
not available. Furthermore, Creation of this dataset the having sputum stained images are
the imported task to explored it further. UNETmodel is special developed for biomedical
image processing. We also combine MRCNN and UNETModel to increase accuracy of
diagnosis process.

References

1. WHO | What is TB? How is it treated? In: WHO. http://www.who.int/features/qa/08/en/.
Accessed 22 Nov 2019

2. World Health Organization (2018) Global tuberculosis report (2018)

http://www.who.int/features/qa/08/en/


68 D. J. Ka Patel et al.

3. Konstantinos, A.: Diagnostic tests: testing for tuberculosis. Aust. Prescr. 33, 12–18 (2010).
https://doi.org/10.18773/austprescr.2010.005

4. Tuberculosis: PPD test, causes, symptoms, treatment & prognosis. In: eMedicineHealth.
https://www.emedicinehealth.com/tuberculosis/article_em.htm. Accessed 24 Dec 2019

5. Tuberculosis (TB). https://www.who.int/news-room/fact-sheets/detail/tuberculosis.
Accessed 24 Dec 2019

6. MacNeil, A.: Global epidemiology of tuberculosis and progress toward achieving global
targets—2017.MMWRMorb.Mortal.Wkly.Rep68 (2019). https://doi.org/10.15585/mmwr.
mm6811a3

7. Gordon, S.V., Parish, T.: Microbe profile: mycobacterium tuberculosis: humanity’s deadly
microbial foe. Microbiology 164, 437–439 (2018). https://doi.org/10.1099/mic.0.000601

8. Tuberculosis. http://textbookofbacteriology.net/tuberculosis.html. Accessed 20 Dec 2019
9. Mycobacteria | General information. https://www.hain-lifescience.de/en/products/microbiol

ogy/mycobacteria/mycobacteria.html. Accessed 20 Dec 2019
10. Cudahy, P., Shenoi, S.V.: Diagnostics for pulmonary tuberculosis: Table 1. Postgrad. Med. J.

92, 187–193 (2016). https://doi.org/10.1136/postgradmedj-2015-133278
11. File:Mycobacterium tuberculosis Ziehl-Neelsen stain 02.jpg - Wikimedia Commons. https://

commons.wikimedia.org/wiki/File:Mycobacterium_tuberculosis_Ziehl-Neelsen_stain_02.
jpg. Accessed 25 Dec 2019

12. Mycobacterium Tuberculosis | Fraen. http://www.fraen.com/optics/microscopes/case-stu
dies/mycobacterium-tuberculosis/. Accessed 25 Dec 2019

13. What is Microscopy? | The University of Edinburgh. https://www.ed.ac.uk/clinical-sciences/
edinburgh-imaging/for-patients-study-participants/tell-me-more-about-my-scan/what-is-
microscopy. Accessed 25 Dec 2019

14. Gram Staining - Coico - 2006 - current protocols in microbiology. Wiley Online
Library. https://currentprotocols.onlinelibrary.wiley.com/doi/abs/10.1002/9780471729259.
mca03cs00. Accessed 25 Dec 2019

15. Microscopy Imaging Techniques. In: MicroscopeMaster. https://www.microscopemaster.
com/microscopy-imaging-techniques.html. Accessed 21 Dec 2019

16. Tuberculosis, advanced - chest x-rays: MedlinePlus medical encyclopedia image. https://med
lineplus.gov/ency/imagepages/1607.htm. Accessed 25 Dec 2019

17. (48) 18 Demonstration of Xpert MTB RIF assay for diagnosis of tuberculosis from sputum
specimens - YouTube. https://www.youtube.com/watch?v=VIR9gufNrBo. Accessed 25 Nov
2019

18. He, K., Gkioxari, G., Dollár, P., Girshick, R.: Mask R-CNN. In: Proceedings of the IEEE
International Conference on Computer Vision, pp. 2961–2969 (2017)

19. Ronneberger, O., Fischer, P., Brox, T.: U-Net: convolutional networks for biomedical image
segmentation. In: Navab, N., Hornegger, J., Wells, W.M., Frangi, A.F. (eds.) MICCAI 2015.
LNCS, vol. 9351, pp. 234–241. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
24574-4_28

20. Maniya, H., Hasan, M.I., Patel, K.P.: Comparative study of Naïve Bayes classifier and KNN
for tuberculosis, p. 5 (2011)

21. Cao, Y., Liu, C., Liu, B., et al.: Improving tuberculosis diagnostics using deep learning
and mobile health technologies among resource-poor and marginalized communities. In:
2016 IEEE First International Conference on Connected Health: Applications, Systems and
Engineering Technologies (CHASE). IEEE, Washington, DC, USA, pp. 274–281 (2016)

22. Lakhani, P., Sundaram, B.: Deep learning at chest radiography: automated classification of
pulmonary tuberculosis by using convolutional neural networks. Radiology 284, 574–582
(2017). https://doi.org/10.1148/radiol.2017162326

23. Quinn, J.A.: Deep convolutional neural networks for microscopy-based point of care
diagnostics, p. 12 (2016)

https://doi.org/10.18773/austprescr.2010.005
https://www.emedicinehealth.com/tuberculosis/article_em.htm
https://www.who.int/news-room/fact-sheets/detail/tuberculosis
https://doi.org/10.15585/mmwr.mm6811a3
https://doi.org/10.1099/mic.0.000601
http://textbookofbacteriology.net/tuberculosis.html
https://www.hain-lifescience.de/en/products/microbiology/mycobacteria/mycobacteria.html
https://doi.org/10.1136/postgradmedj-2015-133278
https://commons.wikimedia.org/wiki/File:Mycobacterium_tuberculosis_Ziehl-Neelsen_stain_02.jpg
http://www.fraen.com/optics/microscopes/case-studies/mycobacterium-tuberculosis/
https://www.ed.ac.uk/clinical-sciences/edinburgh-imaging/for-patients-study-participants/tell-me-more-about-my-scan/what-is-microscopy
https://currentprotocols.onlinelibrary.wiley.com/doi/abs/10.1002/9780471729259.mca03cs00
https://www.microscopemaster.com/microscopy-imaging-techniques.html
https://medlineplus.gov/ency/imagepages/1607.htm
https://www.youtube.com/watch?v=VIR9gufNrBo
https://doi.org/10.1007/978-3-319-24574-4_28
https://doi.org/10.1148/radiol.2017162326


Demystifying Computational Techniques Used to Diagnose Tuberculosis 69

24. Towards automated tuberculosis detection using deep learning. IEEEConference Publication.
https://ieeexplore.ieee.org/abstract/document/8628800/. Accessed 22 Dec 2019

25. Dong, H., Yang, G., Liu, F., Mo, Y., Guo, Y.: Automatic brain tumor detection and segmen-
tation using U-Net based fully convolutional networks. In: Valdés Hernández, M., González-
Castro, V. (eds.) MIUA 2017. CCIS, vol. 723, pp. 506–517. Springer, Cham (2017). https://
doi.org/10.1007/978-3-319-60964-5_44

26. Sevastopolsky, A.: Optic disc and cup segmentation methods for glaucoma detection with
modification of U-Net convolutional neural network. Pattern Recognit. Image Anal. 27, 618–
624 (2017)

27. Zhou, Z., Rahman Siddiquee, M.M., Tajbakhsh, N., Liang, J.: UNet++: a nested U-Net archi-
tecture for medical image segmentation. In: Stoyanov, D., et al. (eds.) DLMIA/ML-CDS
-2018. LNCS, vol. 11045, pp. 3–11. Springer, Cham (2018). https://doi.org/10.1007/978-3-
030-00889-5_1

28. Weng, Y., Zhou, T., Li, Y., Qiu, X.: NAS-Unet: neural architecture search for medical image
segmentation. IEEE Access 7, 44247–44257 (2019)

29. Zyuzin, V., Sergey, P., Mukhtarov, A., et al.: Identification of the left ventricle endocardial
border on two-dimensional ultrasound images using the convolutional neural network UNet.
In: 2018 Ural Symposium on Biomedical Engineering, Radioelectronics and Information
Technology (USBEREIT), pp. 76–78. IEEE (2018)

30. VGG Image Annotator. http://www.robots.ox.ac.uk/~vgg/software/via/via-1.0.6.html.
Accessed 26 Nov 2019

https://ieeexplore.ieee.org/abstract/document/8628800/
https://doi.org/10.1007/978-3-319-60964-5_44
https://doi.org/10.1007/978-3-030-00889-5_1
http://www.robots.ox.ac.uk/%7evgg/software/via/via-1.0.6.html


Indian Currency Recognition from Live Video
Using Deep Learning

Kushal Bhavsar1 , Keyurbhai Jani2(B) , and Rakeshkumar Vanzara1

1 U. V. Patel College of Engineering, Ganpat University, Mehsana 384012, Gujarat, India
kushalbhavsar58@gmail.com, rakesh.vanzara@ganpatuniversity.ac.in

2 Gujarat Technological University, Ahmedabad 382424, Gujarat, India
keyur.soft@gmail.com

Abstract. Foreign and Visually disable people in India often find difficulties in
recognizing different currency notes. Even if some time it is also difficult for
Indian healthy people to identify same amount of currency notes with different-
new designs. Human eye has also some limitation so some time fake currency
not identifiable by them. In this paper using deep learning technique, detection
model trained with dataset and tested it with different Indian currency with good
accuracy.

Keywords: Deep learning · Object detection · Computer vision · Currency
recognition · Image processing

1 Introduction

Aim of this paper is to propose a concept of Indian currency recognition. Actually, main
aim of this paper is to do this project for a blind person who cannot see anything, so this
work can help blind people to recognize currency, they will have App/device for this,
which can scan currency from camera image and predict the result and tell to the blind
user which currency is this via voice. Authors gathered dataset of new Indian currencies
as well as old Indian Currencies. This is the starting point so authors are gathering a data
day by day and increasing the good amount of data with good quality images [1].

Dataset is the most important thing in this project, it should be clear and very high
quality. Quality of images matters a lot on our classification result, another thing is
background, it should be clear in every images of prepared dataset otherwise model can
get confusedwith objects&noise. Sodata gathering is themost important thing.Now2nd
thing is training, Authors are training their machine to learn to detect & recognize object
from given input, so author’s machine learning is based on what it see, and it is seeing
and learnt from their image dataset. Therefore, with a good amount of quality images
authors can improve machine’s learning ability. Before discussing implementation, first
let’s understand what Deep learning is, and what approach we are using for training.
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2 The Problem

In India, people are using paper currencies for daily transactions, currency have some
particular format, and with the help of that format, people can recognize any currency.
Every normal person can recognize any currency with eye, but what about blind people?
They cannot recognize any currency with eyes, any people can do fraud with them. Sec-
ond Objective is that in Indian Banking System, they are working with lots of currencies,
so we want to use deep learning for currency recognition using images & video input
feed. Ex In cash counter a one camera can recognize currency and it can make a total
of cash. Third Objective is that now in this time robots doing work instead of humans,
so authors want every robot can recognize any currency so it can do money transaction
like normal human.

3 The Problem Solution

Problem can be solve with the use of Deep learning techniques to recognize any Indian
Currency using Image or Video as an Input Feed. Authors developed one solution using
Deep Learning, which can identify Indian Currency. Authors want to create one applica-
tion, which can do this task for any blind person. Even authors want to make an API so
any Robots and any other software can use our applications advantage without any work
and research, they need to just use our API. Now let us understand how it is working.

4 Working Structure

In this system, we have to just feed image of currency or video, which contain currency,
it can detect which currency is this. So now question is that what mechanism is running
in behind of this? The answer is very simple we are using Deep learning & Image
processing. However, another question is that why we are using Deep learning instead
of machine learning?What is difference betweenMachine learning and Deep Learning?
So, let’s see all those answers. First, we need to understand what is Machine Learning
and Deep Learning [15, 16].

5 Literature Review

Since, our existing system had limitation, example image is folded or rotated, we had
another limitation, if there are many currencies in one bundle, in this condition we need
to detect whole currency note one by one. So we need to open the bundle for detecting
currency, so it should be not a good approach. The lightning conditions is also depending
on our prediction [1].

We also done survey on Genetics Algorithm (GA) for a Currency Recognition. It has
an ability to learn the patterns by self-learning. This learning or we can say information
it will obtained by gene, then it will compare it with original data. It can perform the
optimization in relatively short time. This optimization can help us to achieve a good
accuracy in currency recognition [1].
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According to [1] paper they captured video of currencies and then they converted
frames into images. They have total 300 number of images in dataset. This is good dataset
gathering approach. We applied another approach we captured images of currencies one
by one. It is time consuming but with this technique, we can make the good dataset. In
dataset, quality of images should be very clear and complete in each image. We used
1200*800 resolution for every image.

In kim [10], they experimented classification tasks of pre-training.According to them
moving objects cannot recognized at a time, the reason is speed of object. Therefore,
in that case they used RMI (Recurrent motion image). It is used to provide vectors for
feature extraction and to calculate the target object that is repeated in motion [9].

In [11], the output of the first task was proposed as another task. This method is
iterative which performs object detection between each other objects. In [1], it represents
an overview of currency recognition they choose CNNmodel to do currency recognition,
they extracts the currency features layer by layer.

We seen in almost research papers they are using neural networks for this type of
object detection but in [12] they used RBFN (Radial Basic Function network). They are
using correlations between images. According to them no human interaction needed in
this system. Even accuracy is also good.

Authors of [13] implemented Real time fake currency detection using deep learning,
in this research, they used transfer-learning approach for detecting Indian currency, even
they implemented fake currency detection. They used Alexanet model as a classifier.
They make pipelines in between every layer and with model; they predict the result that
is recognition of currency.

Ms. Reshu Gupta, Author of [14] use MATLAB to Identify and authenticate original
Rs. 2000 note by image processing steps.

6 Strategy of Research

We seen 100 Rupees old note have green color but new note have purple color, 50 rupees
new note have light green color but old have dark purple, there are many differences in
new & old currency so with that parameters we can classify currencies. We captured
images of currency from different angles with different side objects.

We split the images in 80:20 ratio for training & testing. Every Image size is
1200*800. We seen every country have their own pattern, In India every currency notes
have different colors, looks and size.

7 Machine Learning

Machine learning is the technique in which we perform a scientific analysis on different
algorithm and statistical models. In this approach we use heuristic algos and approach
like Linear Regression, SVM, Naïve Bayes, KNN, KMeans Clustering. These all are
the different types of working algorithms of Machine Learning [15]. But the question is
that how Machine learning is working?

Simple answer is that it takes data as a input, find a patterns in it using algorithms
and heuristics approach and give predictions of our test data based on input training data
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and algorithms learning pattern. In machine learning we need to do feature extraction by
self, then we need to train the model. But this approach is not best and optimal solution
for our application so we choose a Deep Learning approach for it. In Machine learning
it always go for a solution but that solution could be a optimal or may be not also [4]
(Fig. 1).

Fig. 1. Machine Learning

8 Deep Learning

Wemimic the human learning pattern and it create the new algorithm, we call it artificial
neural network, it has same structure as biological neural network.

There are different types of neural network available; we can use it according to our
work. However, most important thing is that to understand a structure of artificial neural
Deep learning is the approach in that it mimic the humans learning patterns, we humans
learn using Biological Neural Network(which is in-build in our body), In deep learning
network. Now let see working of deep learning [7].

8.1 Working of Deep Learning

Deep learning is becoming themost evolvingAI technique in 21st century. In thismodern
era, we have lots of data, and deep learning needs a data, that’s why it becomes so popular
in this modern era. We can see the usage of deep learning everywhere like social media,

Fig. 2. Deep Learning
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government, IT sector, Cinemas, Search engines. We humans already implemented Face
recognition, self-driving car, auto drones and we are continuously evolving like we are
in infinity loop of mega evolution of AI. Now let us understand some algorithms that we
used in our research [7] (Fig. 2).

8.2 Difference Between Machine Learning and Deep Learning

We seen working of Machine Learning & Deep learning. We seen in Machine learning
we need to do feature extraction by self, even we are using old algorithms in it, but
now Deep Learning is a hot field in AI. In this we are using Neural network concept.
In this concept, we create an Artificial Neural Network (ANN), which works same as a
Biological Neural Network that is available in human. So, we don’t need to do feature
extraction inDeep learning, it learns by itself.Wehave larger amount of Image data.Deep
learning can perform better on images rather than Machine learning. Even it provides
higher accuracy than machine learning. We can tune different parameters according to
our data and model. Just one requirement is that we need a good GPU power for training.
Moreover, another thing is that it takes longer time to train but it is worth [4].

8.3 Convolutional Neural Network

A Convolutional Neural Network is most popular Deep learning algorithm in which
it takes an input image, assign weights and biases to various aspect according to the
object in the image. In other algorithms we need to do lots of image processing and
hand engineering to achieve the accuracy. But in CNN have the ability to learn these all
the characteristics of images [5]. So, we don’t need to do a lots of hand engineering in
images, CNN will do for us. And also, we can achieve a good accuracy in our work.

8.4 Working of Convolutional Neural Network (CNN)

A Convolutional Neural Network have a n numbers of layers which can learn to detect
different features from an image data, and the output of each processed image is used
as the input to the next layer. The filters or we can say processing like edges, increase
complexity, adjust brightness. CNN can perform feature identification classification of
images, sound, audio, video and text [2].

CNN is composed of an input layer, an output layer, and many hidden layers in
network.

These layers perform learning operation on the given data, Convolution function,
Activation function and pooling are hidden layers (Fig. 3).

• Convolution It have set of convolutional filters, which find features from images, so
images pass through these all filters [2].

• Rectified linear unit (ReLU) is useful for mapping negative values into zero so it’s
maintaining positives values, so this is one kind of activation function, we have many
more choices like Sigmoid, hyperbolic tangent, but choosing a layer for a model is a
depends on your data. It affects the accuracy [2].
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Fig. 3. Layers of CNN [8]

• Pooling performs the non-linear down stamping which can reduce the number of
parameters then the network needs to learn and simplify the output [8].

• Dense layer is collections of neurons. It describes how neurons connected to the next
layer of neurons (In short each neuron is connected to every neuron in the next layer).
It is also known as Fully Connected layer [8].

These operations iterative on neural network layers, in which each layer learning to
identify different features.

8.5 Training Time Increasing with GPU

A convolutional neural network is trained on hundreds, thousands, or even millions of
images. When we have to work with lots of data then we can use GPUs for processing
and computing. It can decrease the model training time and after training we can use our
model in real world application.

8.6 Tools and Technology Used

Python Programming Language. Python is programming language like C, C++, C#.
It is an interpreted high-level programming language. Guido van Rossum created it, and
it was first released in 1991. Python coding style is so comfortable for programmer, it
has indentation feature so our code structure always stays good and understandable for
other. Python is dynamically type language and also, it’s have garbage collection so we
don’t feel to worry about unnecessary garbage in programming, It supported Procedural
programming, functional programming and also object oriented programming. With
OOP user can write clear & logical code for small- and large-scale project.

Tensorflow. Tensorflow is a Deep learning library for implement neural network algo-
rithms in our work. In February 2017 version 1 released. It is an open source library. In
deep learning, we do lots of math and numerical calculation but with Tensorflow API
we can do this thing easily. It is just like feed your data, choose your model, number of
layers and activation and starts a training and wait for an outcome. It is developed by
Google brain team. It runs on CPUs and GPUs, we can use it in mobile and embedded
platforms, it also can process on TPUs, which is hardware to do math on tensors.
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9 Experimental Approach

During this experiment, Faster_RCNN_Inception v2 model is used for training. Let us
understand about it and pre-trained model.

9.1 Pre-trained Model

Apre-trainedmodel, a name defining this term, itmeansmodel is trained on large dataset.
You can use directly pre-trained model, in this just you have to feed your data and it can
train on your data but it is already learnt on the large dataset, now you are re-training
model so itwill give you abetter result. This learning approach is calledTransfer learning.
For example, you trained network on one lakhs images and now you are retraining it
on 500 images for a classification purpose. There are some Transfer learning models
like Googlenet, Imagenet, Alexanet, VGG16, VGG19, RCNN Inception and many more
models you can use from tensorflow, keras and pytorch [6].

9.2 Faster RCNN

Faster RCNN has improved running time of network, it becomes so less compared to
previous. In this we are using Regions Proposal Network (RPN) which shares convo-
lutional features of images with the network, it simultaneously predicts the object and
bounds with score at each position. RCNN is trained to generate high quality region
proposals which is used by RCNN for faster detection, we required good enough GPU
power for training. Faster RCNN is the 1st place winner in foundations [3] (Fig. 4).

Fig. 4. Faster R-CNN working



Indian Currency Recognition from Live Video Using Deep Learning 77

9.3 Currency Dataset

In this part, we are discussing how we made our currency dataset, we captured images
from 48 MP camera, every image has 4k*3k dimensions, let see some samples of our
currency dataset.Weused blackmarble as a background because of image clarity (Fig. 5).

Fig. 5. Sample of dataset images

9.4 Dataset Gathering

Data gathering is the most important part of any research. We gathered number of
images for every currency. So, we started gathering dataset with old currency. For a
good quality images currency should be new. So, I collected currencies from ATM.
Because from ATMwe get a new note without any fold with clean paper. Then we make
a one excel file in which we define what will be our label name & what will be our
image count for particular one currency. First, I started with old currencies then click the
photos frommobile, compress the images in zip. You can see structure of imaged below.
After gathering of images, we converted our images into one scale of height & width
(1200*800) with the help of python code. So now first step is done, now 2nd and most
important step is image labelling. So, let see and understand image labelling in brief.
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9.5 Dataset Labelling

Labelling is terminology or concept inwhichwe give someparticular name to a particular
object. So in labelling we create a rectangle box which determines the object, then we
give a name to that object. We are using labelImg tool for a image labelling. Then we
give labels to every image which we gathered for our dataset.

9.6 Structure of Dataset

For Experiment below are dataset structure with Label, training images and testing
images numbers (Table 1).

Table 1. Dataset structure used with model

Label Number of training images Number of testing images

10_new _note 201 50

10_old_note 201 52

100_new_note 204 47

100_old_note 201 50

50_new_note 202 51

50_old_note 201 54

200_note 210 55

20_new_note 201 56

20_old_note 200 51

2000_note 201 48

9.7 Workflow

After image labelling, we created training and testing subfolder in images main folder,
then we spilt our images into training & testing. Our splitting ratio is 80:20.

After that, we created .csv file for both training & testing, it contains image label,
name and pixels value of object, which we selected during image labelling, and we did
this with our python code. After that, we have created Tensorflow record file using a
python code. It created two files one is ‘train.record’ and ‘test.record’. Now we need to
define our deep learning model. So we have downloaded a faster RCNN v2 models &
configfile fromTensorFlow’s officialGitHubpage. It is already pre-trainedmodel justwe
need to feed our images. After that, we need to edit config file of model and need to give
a path of our images, record file. Then we did training using ‘model_main.py’ which is
available in ‘object_detection’ repository. Our training taken almost 8 h, after the getting
expected loss we stopped the training. On Tensorboard we observe the measures of loss
and iteration continuously. After the training we need to generate a graph file (means
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model file). From that file machine can see what it is learnt. With code, we generate the
inference graph of our training. Now it is time for testing. We created two programs, one
for image recognition and another for a recognition from currency. Then we tested our
models on different currencies. You can see the results & testing below.

9.8 Testing Procedure of Trained Model

In testing phase as per shown in Fig. 6 User have to feed currency through capturing
device in application and that trained deep learning model predict currency amount with
accuracy.

Fig. 6. Testing flowchart

9.9 Results

Resnet v2 (Pre-Trained model) gives me 0.87 accuracy and 0.201 loss. We have trained
model many times on prepared dataset, even we got a lower loss of 0.115 but at that loss
I got very bad prediction ratio. Means my model is overfitted.

At current scenario, we are trying Restnet_50_coco model, but it is given memory
error because of less GPU power, but we are trying to implement resnet50 for a better
accuracy. Figure 7 shows output of our trained model for different amount notes.
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Fig. 7. Detection of few Indian currency notes with their confident

10 Conclusion

By studied various research papers on currency detection and Deep learning, Authors in
this paper choose Faster RCNN to train model and recognize Indian currency very well,
which will help a lot to visual disable, foreign and old age people.

In future work planning to increase accuracy of currency recognition and make an
API for this system. Authors will also try this on different pre-trained model and will
make it more efficient with very less loss and higher accuracy.
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Abstract. With the excessive growth of modern cities, great problems are gen-
erated in citizen administration. One of these problems is the control of vehicle
flow during peak hours. This paper proposes a solution to the problem of vehicle
control through a proactive approach based on Machine Learning. Through this
solution, a traffic control system learns about traffic flow in order to prevent future
problems of long queues at traffic lights. The architecture of the traffic system is
based on the principles of Autonomous Computing with the aim of changing the
traffic light timers automatically. A simulation of the roads in an intelligent city
and a Weka-based tool were created to validate this approach.

Keywords: Machine Learning · Proactive control · Traffic · Smart cities ·
Autonomous Computing

1 Introduction

The potential benefits of IoT are becoming increasingly apparent, including apps that are
changing lifestyle current. The IoT paradigm proposes a scheme where many objects
that surround us will be in the same network in one way or another using sensors to
monitor physical or environmental conditions [1]. With the increasing presence of new
technologieswith internet access, the evolution towards ubiquitous information networks
is evident. However, for this to be possible, the informatics paradigm must go beyond
the traditional mobile network scenarios, which use smartphones and laptops; evolving
into an environment surrounded by smart objects interconnected with each other.

IoT is a vital instrument inwhich the interconnectionof devices;whichwill havegreat
potential to optimize all kinds of mobile systems. IoT will allow the vehicle networks of
the future to replace their current traffic control systems, thus evolving into a system that
will use the available information from the medium provided by the sensors; which will
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be interconnected with each other. IoV (Vehicle Internet), is the inevitable convergence
between the mobile Internet for vehicles and IoT. When in a vehicular network human
control is removed by autonomous vehicles; they cooperate efficiently thus controlling
the flow of traffic on the roads [2]. Visionaries predict that autonomous vehicles behave
much better than human drivers, which will allow controlling more traffic in less time,
producing less pollution and generating greater comfort for passengers [3]. However,
the complexity of communicating hundreds of cars and their need to communicate with
each other brings multiple challenges for communication networks.

There is an exponential growth in the population of cities turning them into mega
cities. This phenomenon generatesmany problems, one ofwhich is traffic congestion [4].
This problem negatively affects the quality of life of citizens by the increasing of travel
time, generating stress and economic losses, and producing an increase in environmental
pollution.

Currently, fixed time strategies and traffic sensitive strategies have been implemented
to manage vehicle flow. These strategies are presented below.

Fixed time strategies are adjusted for long periods of time where these parameters
are constant. This may therefore be different in contexts with demands of high variability
or with the usual presence of unconventional conditions (e.g. accidents, disturbances, or
unexpected events) [5].

Within this category is SIGSET, which calculates the time of the traffic light in each
cycle, based on the vehicle flow patterns at a crossing. This system is a well-known by
traffic engineers [6]. SIGSET works in isolation at each crossing and assigns fixed times
to the traffic lights.

Traffic-sensitive control strategies execute their logic based on real-time traffic
measurements taken at intersection entrances. To carry out these measurements, it is
necessary to have some kind of traffic detectors.

Within the traffic-sensitive methods there are two reactive methods that solve prob-
lemswhen they are already evident. On the one hand, there are approaches that detect the
presence of a lot of traffic at an intersection and modify the times of the traffic lights to
give preference to the direction with the most traffic. On the other hand, other solutions
are adaptive. In these solutions, traffic light networks are implemented with action plans
for the optimization of vehicle flow [7].

This approach depends on a central control module. This study proposes that a more
decentralized approach could be used to distribute the calculations where the traffic
passes by [8–10]. In this way, the costs and complexity related to the communication
infrastructure could be reduced.

1.1 Underlying Concepts

The solution proposed in this research is intelligent, autonomous, and proactive. These
underlying concepts are described below.

1) Machine Learning
Machine Learning is a term used to encompass a wide variety of techniques applied to
discover patterns and relationships in data sets. The primary objective of any Machine
Learning algorithm is to discover significant relationships in training data sets and to
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produce a generalization of these relationships that can be used to interpret new unknown
data [11].

Within the Machine Learning methods are forecasts. Forecasting is the process of
making statements about events whose results have not yet been observed [12].

2) Autonomous Computing [13].
3) Proactive Adaptations.

On the one hand, reactive adaptations are made in response to an incident. On the
other hand, proactive adaptations are carried out beforehand (i.e. before an incident neg-
atively affects the system) [14]. Reactive adapting mechanisms can cause increased run
time and financial loss, which can lead to user dissatisfaction [15]. Proactive approaches
seek to address these problems by identifying the need for adaptation before the problem
becomes apparent.

1.2 The Problem

This section presents the problem statement and justification.

1) Statement of the problem
The common denominator of the solutions currently implemented for traffic control in
intelligent cities is that they wait for an event to happen (e.g. a long queue at a traffic
light) to generate a solution to that event.

2) Justification
This section presents a simulation of the roads in a city that justifies the traffic problem.
This simulation consists of a unidirectional two-way vehicular crossing. In order to
simplify the simulation, the traffic lights only change between green and red lights.

On a road, the speed of vehicle flow is determined both by the regulations in force
and by the existing intersections. Congestion at a traffic light occurs when the traffic light
allows fewer vehicles to pass than the number of vehicles that reach the queue. In the
simulation, each traffic light was assigned a time value “x” for each stage (red or green).
It was also determined the average time it takes for vehicles to cross the intersection
(“y”). Based on this data, the number of cars that cross the traffic light when it is green
was calculated. A random value for the incoming flow was also assigned to the queue
at the “i” traffic light.

As shown in Fig. 1, the number of vehicles tends to increase linearly over time. In
this simulation, this trend was generated when “x” takes a value equal to 15 s, “i” has
values between 0 and 9, and “y” is equal to 3 s.

1.3 Objective

This paper presents a proactive solution for vehicle traffic control using Machine Learn-
ing and Autonomous Computing. Firstly, the proposal analyses traffic level data using
Machine Learning. Using this artificial intelligence technique, the system makes proac-
tive decisions regarding historical traffic data. In order to make autonomous adjustments

RETRACTED C
HAPTER



RETRACTED CHAPTER: Optimization of Driving Efficiency 85

to traffic lights, the system adapts itself using IBM’s autonomous computing principles
[16]. The efficiency of this solution is demonstrated by a traffic simulation in a smart
city. To predict the problems that may occur, the tool relies on the Weka API [17].

Fig. 1. Results of the traffic simulation in a smart city.

1.4 Questions and Hypotheses

Can Machine Learning help make proactive decisions to avoid traffic flow problems?
Can a system based on the principles of Autonomous Computing be used to

automatically change the timers of the traffic lights?
Is it possible to test an automatic and proactive traffic management approach using

a computer simulation?
The following hypothesis arises: The use of Machine Learning and Autonomous

computing can proactively solve problems in vehicle traffic control.

2 The Method

The solution is based on the ASM-K cycle (see Fig. 2). In the Monitor component, a
training period is considered for collecting the traffic data by means of sensors. The
task of traffic observation is carried out by the Traffic Observer. The Traffic Watcher
is also in charge of detecting times when there is a violation of any expected Service
Level Agreement (SLA) of traffic in queue. Then, after the training is completed,Weka’s
prediction plug-in analyzes the data collected in the Analysis component and predicts
possible traffic problems [18]. The Adaptive Planner in the Planning component then
calculates the necessary changes to traffic light timers in order to proactively prevent
traffic problems. After planning, in the Execution component, the TimerModifier makes
the necessary changes to the traffic light timers using actuators. This solution is described
below, based on the components of the ASM-K cycle and the traffic simulation described
above.
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Fig. 2. MAPE-K cycle of the approach

2.1 The Monitor

Monitoring involves capturing properties of the environment that are important to the
system’s self-properties. In this case, it is interested in traffic observation. For this pur-
pose, the Traffic Observer is proposed, which is a tool that observes the traffic through
sensors.

When the simulation starts, two traffic lights are created, and each of them is assigned
a status (Green or Red) and a random number of vehicles. The preventive stage (yellow)
of a traffic light was included in the crossing phase (green). This is for simplifying the
simulation.

Files with the .arff extension have the format necessary to be able to run forecasts
on this data according to the Weka libraries. Specifically, the .arff file format requires
the data to have a special header, as in the following example [19]:

@relation A
@attribute seconds numeric
@attribute cars numeric
@data 85,14

First, there is a data relationship (@relation A), and this relationship has two
attributes, both of a numerical type: seconds (@attribute seconds numeric) and cars
(@attribute cars numeric). After this, the data of the problem event (i.e., an SLA viola-
tion) is recorded (@data). In the example above, there is a violation of the SLA in the
second 60th execution of the simulation where there are 7 cars in the queue, when the
SLA indicates that no more than 3 cars should be in the queue.

RETRACTED C
HAPTER



RETRACTED CHAPTER: Optimization of Driving Efficiency 87

2.2 Analysis

From themethods tomake predictions [20], theMultilayer Perceptron was chosen in this
study due to the lower percentage of error shown after testing with the different methods
present in Weka (Gaussian Process, Kernel Regression, Linear Regression, Multilayer
Perceptron, and SMOreg).

For the Forecaster to work, the following parameters are provided: type of data
to predict, time measurement of training data, and the number of times to predict. In
this case, the Forecaster predicts the number of cars that will arrive at the traffic light
after training by following the time measurement of the training data. The data that the
Forecaster generates is stored in a text file.

For example, a possible training (i.e., observing the traffic in the simulation for a
certain time) was completed in the 1,800th second of the execution. During this time,
25 SLA violations were found. This data is used to make the prediction. Specifically,
Forecaster predicts that if the current timer value of any traffic light continues, a greater
number of cars than specified in the SLA will arrive at the 1,800th second. By means of
the forecasting, it is possible to predict a problem that has not yet happened, based on
historical data.

2.3 Planning

During this phase, after the previous training, the planning of automatic solution of traffic
problems predicted in the previous phase is carried out. Specifically, in this phase, the
times that traffic lights must take to prevent the predicted problems are calculated.

During the planning phase, the file created in the Analysis component is read. Every
entry in this file is a problem to be solved (e.g. any SLA violation). In this phase, the
Adapting Planner is proposed as a tool that executes the following steps to plan a change
in the traffic light timer:

1) The Adapting Planner saves, in a variable, the text retrieved from the previous phase
file.

2) The Adapting Planner performs the following operation [21–25]:

timeR = (int)(d ∗ tCross) (1)

“d” is the value read in step 1. “tCross” is the average time a vehicle takes to pass
the crossing. “timeR” is the new traffic light time. The result of the operation is
transformed into integer data type.

3) The value of “timeR” corresponding to the solution to a problem (i.e., any SLA
violation) is saved. For example, when applying the previous formula, if a vehicle
takes 3 s to pass the intersection (tCross) and 35 cars are expected to reach the traffic
light (d), then 105 s (timeR) are needed for the 35 cars to pass the intersection.
Each of the values calculated in this phase corresponds to the solution of each of the
problems foreseen in the Analysis phase [26–29].
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2.4 Execution

In it, the purpose is to ensure that the predicted problems do not occur. In order to make
these changes, the operation of actuators was simulated, whose objective is to take the
new traffic light time from the data generated in the previous stage, andmodify the traffic
light timer.

For example, in the Planning phase it was obtained that 105 s are needed for 35 cars
to pass the intersection. Therefore, at this stage our Timer Modifier assigns a time of
105 s to the traffic light timer. This way, when 35 cars reach the traffic light, it gives
enough time to allow all of them to pass.

3 Results

This section describes the prototype that was created to demonstrate the approach. The
prototype was created in Java and the Weka API can be used via Java [30]. The source
code is presented in the Appendix at the end of this document.

The prototypeGUI is divided into three areas (seeFig. 3).Area 1 shows the conditions
under which traffic control is performed. Specifically, the time of the red lights, the time
of the traffic simulation, the time of the crossing, and the expected SLA are determined.
The text fields in Area 2 show the events where the SLA was violated at each of the
traffic lights. The first column is the time in seconds that the event occurred (i.e., the
SLA violation) and the second column is the number of cars with which the SLA was
violated. Area 3 shows the number of times the SLA was exceeded at each traffic light
before and after the implementation of Machine Learning.

The prototype is trained with the values set out in Sect. 1 of Fig. 3. In the execution,
it was noted that, during the data capture for training, the number of times the SLA was
violated is quite high at each traffic light (e.g. 59 violations for traffic light A and 57
for B). Then, by implementing Machine Learning with forecasts, the number of SLA
violations drops dramatically (17 violations in A and 26 in B). Figure 4 shows that, with
the implementation of Machine Learning, the trend of increasing number of vehicles
waiting at a traffic light decreases abruptly. The implementation of Machine Learning

Fig. 3. Prototype execution
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occurs at the 1,800th s. From this moment on, it is possible to see that the number of
incidents in the SLA keeps at a quite low level [31].

Fig. 4. Complete execution of the tool

Proactive solutions to the problem of traffic can help improve the quality of life for
the inhabitants of large cities.

The source code is shown below:

ArrayList incidentsA = new ArrayList ();

ArrayList incidentsB = new ArrayList ();

boolean frepp = true;

boolean ea11 = false; //Red

boolean ea22 = true; // green

boolean traffi = false;

boolean statee = true;

boolean training = false;

boolean time = false;
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boolean time2 = false;

int counterA1 = 0;

int counterA2 = 0;

int levelAgreement = 0;

int levelsd;

int repeats;

boolean slaExc = false;

String sFicheroA = “A.arff”;

String sFicheroB = “B.arff”;

String sFicheroA1 = “A1.arff”;

String sFicheroB1 = “B1.arff”;

String sPredA = “predA.txt”;

String sPredB = “predB.txt”;

String backingAB = “backinggenA.csv”;

String backingAB1 = “backinggenB.csv”;

String backupAxis = “backupgenAxis.csv”;

String backupBeje = “backupgenBeje.csv”;

String sPredResp = “predRespA.txt”;

String sPredRespB = “predRespB.txt”;

String modResp = “modResp.txt”;

String stdr;

String strdB;

String hd;
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int dif1 = 1;

int dif2 = 1;

int t Cross = 1;

int timerr = 1;

int timerrB = 1;

int cont = 1;

int repe = 1;

int t Red Ori;

int t Red A;

int t Red B;

int cars = 0;

int carsB = 1;

int cars A = 1;

4 Conclusions

Quite promising results were obtained by using Machine Learning and Autonomous
Computing through the MAPE-K cycle in a tool for vehicle traffic control. The use of
these approaches could alleviate congestion in cities in a proactive way, i.e. even before
the problem becomes apparent.

A proactive solution to traffic control was proposed in this study through the use
of Machine Learning and the principles of Autonomous Computing. Since this solution
is completely autonomous, it can minimize the factor of human error when controlling
events on the traffic. So, the objectives proposed in the research were fully covered.

The proposal offers the following benefits for the development of mega-cities: 1)
avoid economic losses by allowing a shipment or a worker to arrive in the shortest
possible time at its destination. In a traffic jam, vehicles must move very slowly and
be braking continuously. This means an increase in the change of worn parts and a
greater expenditure of gasoline; 2) reach a more constant vehicle flow thus decreasing
the time a vehicle is on the road; 3) increase the work performance of the citizen by
improving punctuality in their daily commitments by moving faster; 4) decrease the
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emission of environmental pollutants (CO2) by keeping a vehicle running for less time;
and 5) decrease the number of vehicle accidents at peak hours. These accidents can be
caused by the stress caused by traffic jams [32–35].

The solution proposed must be extended to control more than one crossing. At the
moment, it only works at one crossing. In addition, in order to validate the solution, it is
necessary to have real environments for testing purposes. This aspect will lead to seeking
partnerships with the government to test the real-world approach. In order to extend this
research, links should be built with European projects focused on smart cities.

Future studies will include the implementation of computer vision module for live
traffic control through traffic cameras. It will also seek to develop a mobile application
through which the user can make queries about the traffic status and find the most
optimal route between the starting point and the destination point obtaining real-time
data directly from the central vehicle control system.
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Abstract. Text Classification is vital and challenging due to varied kinds of data
generated these days; emotions classification represented in form of text is more
challenging due to diverse kind of emotional content and such content is growing
on web these days. This research work is classifying emotions written in Hindi
in form of poem with 4 categories namely Karuna, Shanta, Shringar and Veera.
POS tagging is used on all the poem and then features are extracted by observing
certain poetic features, two types of features are extracted and the results in terms of
accuracy ismeasured to test themodel. 180 Poetries were tagged and features were
extracted with 8 different keywords, and 7 different keywords. The model is build
with Random Forest, SGDClassifier and was trained with 134 poetries and tested
with 46 Poetries for both types of features. The results with 7 keyword feature is
comparatively better than 8 keyword feature by 7.27% forRandomForest and 10%
better for SGDClassifier. Various combinations of hyper parameters are used to get
the best results for statistical measure precision and recall for performance tuning
of the model. The model is also tested with k – fold cross validation with average
result 62.53% for 4 folds and 60.45% for 8 folds with Random Forest and 54.42%
for 4 folds and 48.28% for 8 folds with SGDClassifier, the experimentation result
of Random Forest is better than SGDClassifier on the given dataset.

Keywords: Emotions · Poetry · Feature extraction ·Machine learning · POS
tagging · SGDClassifier

1 Introduction

Feelings, emotions, sentiments are beautiful substance which human being cannot get
rid of, we feel we express, the emotions either by crying, laughing, singing, dancing,
jumping or bywriting. The cyberspace has given every individual an opportunity to freely
express by various means, videos on YouTube with poetry and story telling episodes,
or using any short videos featuring applications. Some sing, some speak and some
write, applications like YouQuote, allows individual to express by writing statements,
quotes or poetries, there are many such applications. When it comes to express, anyone
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prefer in the language they are comfortable, India with 22 major languages expressed
using 13 different scripts with approximately 720 dialects give options to everyone to
express in the language they know, they understand and can write. This huge literature
in multiple languages in India, gives the researcher a challenge to provide computerized
and automated solutions for almost all problems.

Hindi known to be an official language of India, with nearly 420 million speakers
needs special attention from researchers of this country. There are many researchers
who are consistently trying to contribute for enriching the web with all options to get
the things we need. Poetries are written emotions, which are expressed and measured
in Navrasas in Hindi, Ras means sentient, which also implies to sensation, sensation
of feelings. This research work is classifying those sensations in 4 categories Karuna,
Shanta, Shringar and Veera. The details of the data set used along with meaning and
associated emotions are shown in Table 1.

Table 1. Data set class and it’s meaning and associated emotions

Class Karuna Shanta Shringar Veera

Meaning Pity, sadness Peace Romance, love Heroic, courage

Associated
emotions

Compassion,
sympathy

Calmness,
relaxation

Devotion, beauty Confidence,
pride

2 Study of Related Work and Motivation

The feasibility to implement current work needed exploration of work done in Indic Lan-
guage and Hindi Language, The work done in Hindi is focused to get insight, and image
processing which are representing characters by some researchers is also studied. M.
Shalini [1] used neural network to recognizeHindiwords from image, the researcher used
line segmentation, word segmentation techniques to extract word from the image. Shalini
Puria [2] introduced tri-layered segmentation and bi-leveled-classifier-based classifica-
tion system for Hindi printed documents using Support Vector Machine and Fuzzy.
Jasleen [3] classified Punjabi poetry using linguistic features and weighing, she found
72.04% accuracy with TF weighing and 66.43% with TF-IDF weighing using Support
VectorMachinewith dataset of 2034 Poetries.MandalAK [4] exploredmachine learning
and used Decision Tree (C4.5), Naïve Bayes, K-Nearest Neighbor, and Support Vector
Machine for Bangla corpus, the author performed classification of corpus into business,
sports, health, technology, and education classes. Vandana Jha [5] proposed amethod for
opinion about Hindimovie review and used lexicon based classification techniques using
Naïve Bayes, Support Vector Machine. Jasleen [6] analyzed performance comparison of
different Techniques used in Formal and Informal Text Classification for sentiment clas-
sification. Noraini Jamal [7] classified Malay poetry into different genre using Support
Vector Machine with ‘rbf’ and ‘linear’ kernel and found maximum accuracy of 58.44%
with dataset of 1500 Poetries. The author also experimented to identify poetry and non-
poetry contents and the accuracy found was 99.9%, the author claims Support Vector
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Machine with ‘linear’ kernel is giving better results than with ‘rbf’ kernel. Hamid R [8]
proposes novel poetic features and classified poem from normal text with 5 different
approaches namely Text Classification, Shape features, combining Rhyme and shape,
combining Rhyme, meter and Shape, combining rhyme and shape with word frequency.
He concludes that using all approaches very efficient classifier is build to classify Nor-
mal Text from Poetry. Shalini Puria [11] proposed a model for devanagari character
classification using Support Vector Machine for printed and handwritten image based
characters and claiming to have accuracy of 99.54% for printed characters and 98.35%
for handwritten characters by using dataset of 60 Documents, there accuracy is high as
they are only categorizing into characters. K Pal [21] surveyed on research done in Indic
Languages and found that the research needs more attention from feature extraction, fea-
ture selection, Classification, Text Summarization aspects using Artificial Intelligence.
Ishaan [12] used Naïve Bayes to build spam filter for Hindi language. C Anne [14]
developed multiclass document Classification using ML and NLP techniques. Experi-
ments byNoraini Jamal [7], evidently shows classifying poetries into poetic genre is very
challenging and achieved accuracy of 58.44% using Support Vector Machine with 1500
Poetries. Yu Meng [15] proposed weakly Supervised Neural Text Classification, which
addresses the lack of training data for text classification using Neural Networks by using
pseudo document generator for generating pseudo training data. Qiancheng Liang [16]
has combined word meaning and semantic features for text classification using neural
networks and machine learning. Tu Cam Thi Tran [17] proposed a model, which uses
keywords with different thresholds for Text Classification.Md Zahidul Islam [18] claims
random Forest is good to deal with noisy data in Text Classification and proposes seman-
tic aware random forest for text classification. Wanwan Zheng [19] claims that feature
selection helps to have 66.67% less training samples. Rui Yao [20] proposed a model,
which identifies false promotions by webpages using sensitive word filtering method.
Cannannore Nidhi Kamath [9] compared performance of many machine learning algo-
rithms and CNN for text classification and found that Logistic regression is performing
better than other machine learning algorithms but CNN is performing better than all.
Mariem Bounabi [10] have raised issues in TF-IDF for text classification and proposes
extended form of it called as FTF-IDF which uses fuzzy to increase the performance of
classification. Anna Surkova [13] uses cognitive approach and linguistic approach for
text classification and claims that linguistic approach does not improve classification.

Studying all the work carried out by diverse researchers motivated to experiment
the capabilities of machine learning techniques for emotion classification represented in
Hindi, which is yet to be explored.

Human beings can understand emotions but training machines to understand “emo-
tions” is challenging due to words order, rhythm, Shape, different way of expressing
emotions by different writer; so much information is fused in short sentences; writing
style of each poet is very different from another poet of same genre poetry; special char-
acters used to end or express certain emotions is also used by some writers but same
special characters are used by different writers in other way.
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3 System Architecture

The System comprises of POS tagging Module, Feature Extraction, Training the
Classifier, and Testing of the Classifier with new unseen test data. The System Archi-
tecture for the classifier using Part-of-the-speech tagging for feature extraction is shown
in Fig. 1.

The System is implemented in Python 3.6 using PyCharm Community Edition on
macOS High Sierra version 10.13.1 with 1.8 GHz Intel Core i5 Processor.

The Data Set comprises of 180 Poems of 4 Categories namely Shringar, Karuna,
Veera and Shanta Ras and represents emotions of Love, Pity, Heroic and Peace
respectively.

Bulk POS tagging Module is developed which perform part of the speech tagging
and tagged 48 Shringar, 49 Karuna, 43 Veera and 40 Shanta Ras Poems. This module
generates tagged poem files, which are stored and used for Feature Extraction.

POS tags which are used for tagging are ‘PRP Pronoun, ‘NNP’ Proper noun, ‘NN’
Noun, ‘JJ’ Adjective, ‘VAUX’ auxiliary Verb, ‘RP’ Particle, ‘RB’ Adverb, ‘CC’ Con-
junction, ‘QF’Quantifiers, ‘PREP’ Postposition, ‘VFM’Verb Finitemain, ‘INTF’ Inten-
sifier, ‘NLOC’ Noun Location, ‘NNC’ Compound, ‘NEG’ Negative, noun ‘QFNUM’
Quantifiers number, ‘QW’ Question words, ‘PUNC’ punctuation, ‘NNPC’ Compound
proper nouns, ‘VNN’ Verb non-finite nominal, ‘NVB’ Noun in Kriyamula, ‘VJJ’ Verb
non-finite adjectival and ‘Unk’Unknown. Figure 2 shows a Sample of one-tagged poetry.

Feature Extraction is crucial for efficient classification; predicting feature set for
classificationwithout experimenting on given data set is not possible, starting experiment
using large Feature set and carefully observing the results the features can be reduced

Fig. 1. System architecture for the classifier using part-of-the-speech tagging for feature
extraction
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Fig. 2. Sample file showing tagging of each word of the poetry

using feature selection. For this research work the POS tagged poems were used to
extract features by monitoring the tagged poem document. There were two ways the
features were extracted using this experiment. Since the poetry express emotions, the
words tagged with ‘Unk’ was ignored for one experiment but was considered for the
second experiment. Thewords, whichwere givenmore importance for this classification,
were Adverbs, Adjectives as they have higher chance to represent emotions. The feature
Set that used ‘Unk’ meaning unknown words was challenging as it was having certain
important features but were also loaded with lot of garbage values including printed and
non-printed characters, this characters were removed by observing keywords extracted
with ‘Unk’ tag and writing script in python to remove unwanted characters from the
Feature Set.

Table 2. Statistics of POS tagging and Keywords Extracted

Poem
class

No. of
documents

No. of
words
tagged

No. of
keywords
extracted

Duration of
process
(HH:MM:SS)

No. of
keywords
ignoring
‘Unk’ tag

Duration of
process
(HH:MM:SS)

Karuna 49 7400 5246 00:01:33 1405 00:01:25

Shanta 40 5144 3818 00:00:51 926 00:00:47

Shringar 48 6875 5066 00:01:11 1002 00:01:05

Veera 43 10537 7966 00:03:10 2022 00:02:59

Total 180 29,956 22,096 00:06:45 5,352 00:06:16
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The Statistics of number of words tagged and feature extracted ignoring ‘Unk’ and
including it are shown in Table 2.

The Sample file for Keywords extracted is shown in Fig. 3., and keywords extracted
ignoring ‘Unk’ is shown in Fig. 4.

Fig. 3. Sample extracted keywords

Fig. 4. Sample extracted keywords ignoring ‘Unk’ tagged words

The extracted keywords were having certain very common words, which was
removed by creating stop word list. After removing stop words the features were con-
verted into their numeric representation, a sample features alongwith their numeric form
is shown in Fig. 5.
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Fig. 5. Sample extracted features converted to numeric representation

4 Performance Tuning

SGDClassifier and Random Forest classification algorithms were used for this experi-
ment, for better results of precision and recall along with accuracy as measure of per-
formance for classification, Hyper parameter tuning was done for each of the algorithm
and the model was Grid searched to find the best parameters for precision and recall.

The SGDClassifier used parameters loss, alpha, random_state, and shuffle. The loss
parameter was set to ‘hinge’ rest of the parameter was changed; alpha was set to 2 values
1e−3 and 1e−4, random_state was set to “1”, “10”, “100”, “500”, “1000” and shuffle
was set to “True”, “False” values. 20 combinations of parameters were used to search
the best parameter for precision and 20 combinations for best parameters for recall.
Duration of performance tuning with 20 Plus 20 combinations was 0:00:01.310747 h,
i.e. 1:31 s.

The best parameter set for precision and recall was found to be same and is {‘alpha’:
0.001, ‘loss’: ‘hinge’, ‘random_state’: 1, ‘shuffle’: False}. A Subset of combinations of
parameters along with accuracy is represented in Table 3 for precision and recall.

The random Forest algorithm used parameters n_estimators, which decides number
of decision tree to create the forest, random_state with 4 different values and boot-
strap to “True” and “False”, there were 50 combinations of parameters for searching the
best parameters for good precision and 50 combinations for recall. Duration of perfor-
mance tuning with 50 Plus 50 combinations was 0:04:43.029051 h, i.e. 4 min and 43 s.
The experiment shows that the best parameter combination found for precision score
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Table 3. Subset of parameters used for parameter tuning for precision and recall

Parameters for SGDClassifier with loss =
‘hinge’

Alpha Shuffle Random
state

Accuracy

0.001 False 1 56.06%

10 56.06%

True 100 56.03%

10 52.38%

0.0001 False 1 55.30%

1000 55.30%

True 10 53.99%

100 54.42%

is {‘bootstrap’: False, ‘n_estimators’: 500, ‘random_state’: None} and best parameter
combination for recall score is {‘bootstrap’: False, ‘n_estimators’: 500, ‘random_state’:
42}. A subset of parameters combinations for precision along with accuracy achieved
is shown in Table 4 and a subset of all the combinations of parameters used for recall is
shown in Table 5.

Table 4. Subset of Parameters used for parameter tuning for precision

Parameters for Random Forest

Bootstrap Estimator Random state Accuracy

True 50 42 64.81%

20 65.16%

100 None 65.32%

21 62.23%

True 250 21 64.52%

20 62.89%

500 None 63.61%

42 62.13%

Random Forest is taking longer time for performance tuning than SGDClassifier.
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Table 5. Subset of parameters used for parameter tuning for recall

Parameters for Random Forest

Bootstrap Estimator Random state Accuracy

True 500 42 57.02%

None 56.51%

1000 42 57.02%

20 55.68%

False 50 21 59.25%

20 59.16%

500 None 59.49%

42 60.03%

5 Experimentation Results

The performance tuning provided us with best parameters combinations, which can be
used to train the classifier. The model was trained with 134 Poems and tested with
46 poems using SGDClassifier and Random Forest algorithms. Model was trained and
tested using both the feature Set; the results were better when reduced feature set was
used. The Feature Set used along with its statistics and results of the model in terms of
accuracy in shown in Table 6.

Table 6. Results in accuracy

Classifier Feature set with 8
keywords Unk

Accuracy Feature set with 7
keywords

Accuracy

Random Forest 22,096 51.42 5,352 58.69%

SGDClassifier 22,096 40.00 5,352 50.00%

The results of classification is measured in terms of accuracy, but to know the details
about how each class was classified precision and recall of each of the class is monitored.
The Classification Report is shown in Table 7 for Random Forest and SGDClassifier in
Table 8. Shringar and Shanta are having most overlapping features; bringing accuracy
of the entire model down. In future fuzzy logic can be used to deal with the problem of
overlapping. Karuna poems are the most correctly classified class of Poetries.

The model is trained with set of 134 poetries, and tested with 46 poetries, for a robust
classifier it is better to train them with different set of data and test the performance, k
– fold cross validation is done with k = 4 and k = 8 for both the classifiers, the results
of each fold is shown in Table 9 for 4 folds and results are shown in Table 10 for 8 folds.
In k –fold cross validation the data is divided into k equal portions called folds, 1 fold
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Table 7. Classification report of Random Forest with reduced feature set

Class Precision Recall F1 -
score

Support

Karuna 0.92 0.85 0.88 13

Shanta 0.55 0.50 0.52 12

Shringar 0.37 0.64 0.47 11

Veera 0.75 0.30 0.43 10

Accuracy 0.59 46

Macro avg. 0.65 0.57 0.57 46

Weighted avg. 0.65 0.59 0.59 46

Table 8. Classification report of SGDClassifier with reduced feature set

Class Precision Recall F1 -
score

Support

Karuna 1.00 0.77 0.87 13

Shanta 0.42 0.42 0.42 12

Shringar 0.42 0.45 0.43 11

Veera 0.25 0.30 0.27 10

Accuracy 0.50 46

Macro avg. 0.52 0.49 0.50 46

Weighted avg. 0.55 0.50 0.52 46

is used for testing and rest portions are used for training, the model is trained and tested
for k times. Visualization of how k-fold works is shown in Fig. 6.

Table 9. Results of k - folds cross validation with k = 4

Classifier/folds Fold 1 Fold 2 Fold 3 Fold 4 Average accuracy

Random Forest 70.27% 64.86% 59.45% 55.55% 62.53%

SGDClassifier 62.16% 43.24% 56.75% 55.55% 54.42%
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Table 10. Results of k - folds cross validation with k = 8

Classifier/folds Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Average
Accuracy

Random
Forest

63.15% 68.42% 63.15% 61.11% 50.00% 61.11% 66.66% 50.00% 60.45%

SGDClassifier 57.89% 47.36% 42.10% 27.77% 55.55% 61.11% 55.55% 38.88% 48.28%

Fig. 6. K-fold cross validation data set division

The results of k – fold cross validation consistently shows good results, except 1 or
2 fold with poor accuracy. The range of results in accuracy using box plot is shown in
Fig. 7 (a) and average accuracy using bar plot is shown in Fig. 7 (b) for k = 4. For k =
8 the results are visualized using box plot for showing range in Fig. 8 (a) and average
results are shown in Fig. 8 (b) using bar plot.
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Fig. 7. K-fold cross validation with 4 folds (a) range of results (b) average accuracy

Fig. 8. K-fold cross validation with 8 folds (a) range of results (b) average accuracy

6 Conclusion

Emotion Classification in any form is challenging, this research work used 180 poetries
and tagged using part-of-the-Speech tagging, and the data set was then partitioned into
134 poetries for training and 46 poetries for testing. The feature was extracted on key-
words basis by manually monitoring the tagged files, two set of Feature set was prepared
one using 8- keywords with 22,096 features and another reduced the feature set using 7
keywords with 5352 features. The experiment used Grid Search for performance tuning
and experimented with 50 combinations of parameters using Random Forest for score
precision and 50 combinations for score recall, to find the best parameter set for the
dataset using Random Forest. To find best parameters set for SGDClassifier 20 com-
binations for precision and 20 combinations for recall were used. Both the algorithms
trained the model one at a time using their best parameters found using performance
tuning. The accuracy achieved with 8-keyword feature set was found to be 51.42% for
Random Forest and 40% for SGDClassifier. Using reduced Feature set to train classi-
fier; the classification accuracy was better with 58.69% accuracy for random forest and
50:00% accuracy for SGDClassifier. The results were also validated using k – fold cross
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validation giving average results of 62.53% for 4 folds and 60.45% for 8 folds using
Random Forest and 54.42% for 4 folds and 48.28% for 8 folds using SGDClassifier. The
results of Random Forest are better compared to SGDClassifier in all scenarios.

7 Limitation and Future Work

The Classes Shanta and Shringar is having overlapping features which is troubling the
performance of the model developed in this research work. In future fuzzy logic will be
used to solve the overlapping feature problem.

Secondly POS tagger available forHindi language available inNLTK is usedwhich is
tagging a lot of words in the poetry as ‘Unk’ meaning unknown, but observing the tagged
poems shows that there are important words related to Hindi poetry which are tagged
as ‘Unk’ but certain garbage values are also tagged as ‘Unk’. Currently all those visible
and not visible garbage values are cleaned with script in python. In future algorithm will
be developed to extract important features from ‘Unk’ keywords extracted from tagged
poems to make feature set rich for better emotion Classification.
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Abstract. Around one third of all recorded cancers account worldwide for skin
cancer, according to the World Health Organization. Every year in the USA there
are over 5 million non-melanoma, although about 13,000 cases of melanoma
are reported in the UK and Australia. Over the last few decades, occurrences of
skin cancer have also risen by 119%, from 1990 to 91270, from 27,600 in 2018.
Melanoma has risen 119 million in nations such as the United Kingdom. Not only
has the ozone layer reduced ultraviolet radiation safety but the misuse of the atmo-
sphere and heat and tanning [2] has explained this trend. Themedical fraternity has
spent enormous time and energy on sensitizing people by awareness initiatives.
Human skin cancer is the most dangerous variety, with its effects growing rapidly.
Early detection ofmelanoma in dermoscopic photos is extremely important as they
are useful for early diagnosis and treatment of ailment. Computer-aided diagnostic
tools may promote the detection of cancer early for dermatologists. In this method
pre-processing shall take place by applying a list of filters for removing hair, spots
and assorted noises from pictures and the methodology of photographs painting
shall then be used to fill unspecified areas. In this paper system uses PH2 dataset
for evaluation. Also proposed de-duplication method will help in image prepro-
cessing time which will also help in detection of melanoma. KNN, Naïve Bayes
and SVM classifier are used for training and testing purpose also SVM shows the
highest accuracy of classifier with de-duplication techniques.

Keywords: Melanoma · SVM · Image processing · Data de duplication

1 Introduction

Around one third of all recorded cancers account worldwide for skin cancer, according
to the World Health Organization. Every year in the USA there are over 5 million
non-melanoma, although about 13,000 cases of melanoma are reported in the UK and
Australia. Over the last few decades, occurrences of skin cancer have also risen by
119%, from 1990 to 91270, from 27,600 in 2018. Melanoma has risen 119 million in
nations such as the United Kingdom. Not only has the ozone layer reduced ultraviolet
radiation safety but the misuse of the atmosphere and heat and tanning [2] has explained
this trend. The medical fraternity has spent time and energy on sensitizing people by
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awareness initiatives. Nevertheless, irresponsible behavior may not guarantee safety, as
there is also a possibility that the number of people with sunburns will develop skin
cancer over their lives. Hence there is need to invest in development of technologies for
the early diagnosis of skin cancer. Two more popular methods to obtain color images
of skin wounds are the numerous, non-invasive dermatologist techniques. The images
under observation can be of two types namely macroscopic or dermoscopic based on
the collection system. Macroscopic images or clinical image that are taken by regular
or smart phone cameras, while dermoscopic images are collected by means of a special
lens system with an oil/gel interface (disposal touch dermoscopy). In this article [9], the
images are not just dermoscopic, they allow the visualization of additional colors and
patterns that make skin injuries more accurate.

Another problem to address is the principle of photo repetition, which is useful for
performance. From a visible angle, however, completely different codes can be observed
from images with consistent visual perceptions. Therefore, the successful removal of
duplicate photo copies by large data center storages and data clouds would increase the
processing usage. The optimization of storage may have a critical sensitivity. Manual
process extracted redundant objects. The downside was that the de-duplication method
was totally dependent on human intervention. In the immense knowledge, tons of human
resources would be necessary and vulnerable in order to produce subjective judgment
errors. For backup systems and database schemes, replication has been commonly used
to significantly improve space usage. Nevertheless, the standard de-duplication software
just removes exactly the same things, but is out of inventory for replicate pictures which
nevertheless have completely different codes with a constant visual perception. This
paper provides a high-precision duplicate de-duplication method to tackle the higher
than problem.Duplicate photos are eliminated as themost plan in the proposed approach.

2 Litreature Survey

During the last decade many research have been undertaken in the area of the detection
of melanoma, covering a large array of computer vision and patterns. The most widely
used techniques found in literature are the segmentation and classification of images.
Techniques for segmentation include assignment to the affected region and the non-
affected region of threshold binary values. The technique proposed provides a good
outcome, but the exactness is near the border of skin color and color of the affected
area overlaps. The technique proposed provides good results. N. The hybrid or mix of
functional extraction methods used by Moura et al. [5] were the ABCD rule (A is for
asymmetry, B is for borderline, C is for color and D is for the diameter of affected area
or diameter of mole) and textural characteristics. A classification system with a support
vector machine was set and SVMwas implemented after a Hybrid feature, which results
in a performance rate of 75%. In various classification schemes proposed by many
authors, ABCD rule features key role. Shape, colour, edge and texture characteristics
aremostly used. Themajority of works found in the literature are also based on computer
vision and techniques of segmentation. Whereas pattern recognition algorithms are used
for the detectionof skin lesions due tomelanomawith different characteristics. In contrast
to the proposed methods, this method is focused on the extraction and use of SVM
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classifier for classifying Melanoma Images from all the dermoscopic images of new
statistical colors and texture characteristics.

In its planned model, Mogensen, Jemec [3] uses background neural networks. The
methodology envisaged, however, has some disadvantages. Slow convergence rates and
native minimum trapping are the major disadvantages of this method.

Whereas Rehman, Mobeen [6] has projected that CNN does not need any additional
classifier, KNN is used for classification model training since three fully connected
layers have been used. Specific advantages of such a classification are its own, as a back
propagation algorithm can be used to adjust neuron parameters entirely in layers so as to
achieve higher classification patterns. In the approach proposed for TS also Pennisi [7]
is very appropriate once benign lesions are handled, whereas when malignant melanoma
pictures are divided the detection accuracy significantly decreases. Moreover, this rule
is extremely sensitive to images which contain irregular boundaries, a variety of recalls
and a range structure, and therefore has a space for a lesion that is less than that of the
specific area.

Jacob and Rekha [18] explored double recognition algorithms to identify objects in
a series of visually duplicated images. In many applications for large image collections
it is important to find visually identical objects. For each image, the Kbits hash code is
calculated first, i.e. each picture is converted to a k-bit hash code based on its contents
and then only the hash codes can be used to detect the double image.

Prathilothamai and Nair [14] provided a method for almost duplicated object detec-
tion and recovery. The issue of near-duplicate detection and image recovery is solved by
rigorous interest point detection (DoG detector), local layout (PCA-SIFT) and an active
similitude analysis (LSH) of high dimensional images. The photograph representation
focuses on sections which use local descriptors and offer high-quality matches under
various transformations. Sensitive locality hazard used for local descriptors indexing. A
limited solution is a technology vulnerability and a potential drawback that the system
requires hundreds or thousands of apps at a time that can be inefficient.

Majumdar and Ullah [16] provided an approach to hierarchical object matching
centered on an area. The two pictures are given to identify the largest part of Fig. 1 and
thematch for Fig. 2 with themost similarity of areas (e.g., surfaces, boundary shapes and
colors) defined. The authors [15] suggest sorting criteria to classify the latter into two
sets: a collection of edges probable to be in the same category and a sets of edges that are
highly likely in different groups to be statistically significant. Any particular edge name
as l is selected as a background element when the ratio of a particular group edge to no
group edge is higher than a certain threshold. This procedure will lead to asymmetric
labeling procedure in which the figure is separated from background discrimination. The
main elements are considered edges with highly prominent features, and separated from
the background elements. We are not uniquely different if there is overlap in it.
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Table 1. Comparative analysis

Paper Name Author Technique

Combining ABCD Rule,
Texture Features and Transfer
Learning in Automatic
Diagnosis of Melanoma

N. Moura et al. [5] ABCD rule of dermoscopy is
used for extraction of skin
lesion. Feature extraction is
utilised on the pre-processed
image inorder to find – Area
(A), Border (B), Colour(C),
and D (Diameter) square
measure extraction

Diagnosis of non melanoma
skin cancer karatirocyte
melanoma: A review of
diagnosis and its accuracy of
non melanoma skin cancer
diagnostic tests and
technologies

Mogensen M, Jemec GBE [3] In this project, model is
making use of
Backpropagation neural
networks. The major
drawbacks of this
methodology is square
measure slow convergence
rates and trapping in native
minima

Convolution Neural Network
based identification

Rehman, Mobeen [17] The proposed system is
advantageous as it does not
need extra classifiers as SVM,
KNN since three
full-connected layers are used
for training purpose of
classification. This
classification is feasible to use
back-propagation method
which can adjusts various
parameters of neurons for
further classification

Detection using Delaunay
Triangulation

A. Pennisi [7] The proposed approach is
handling benign lesions
efficiently, whereas the
detection of melanoma
accuracy considerably
decreases once malignant
melanoma pictures are
divided. This rule is sensitive
to images with irregular
shapes and borders, multiple
layer of pigmentation, and
structure and so, it presents a
lesion space that’s smaller
compared to particular space

3 Proposed Method

Early detection in dermoscopic pictures of malignant melanoma is very important and
critical as they can be useful for early treatment. Diagnostic code machine assisted can
be valuable to support dermatologists in early detection of cancers. Cancer is the most
deadly disease in the world today and the detection and diagnosis are an important area
for image processing science.An efficientmachine-learningmethod for the identification
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Fig. 1. System Architecture

of dermoscopic objects of melanoma that identifies lesions based on skinmelanoma, e.g.
different types of color and texture. For the elimination of the same object and function
during the train/test phase, software replication definition is used to improve reliability
and performance. Several steps are listed below (Fig. 1).

3.1 Pre-processing

It is very important and necessary to rescale the lesion images in order to perform deep
learning network.As directly resizing imagemay distort the shape and size of skin lesion,
it requires cropping the center area of lesion image and then needs to proportionally resize
the area to a lower resolution.

3.2 Dermoscopic Images

The skin specialist uses optical enlargement and polarized light to magnify the photos
and make out the segmented portion. The photos are not easy to identify the segmented
part as feathers, nuclei, objects and replacement are part of the photograph. For the
purpose of implementation we use ABCDE, the array of 7 points to identify artefacts
accurately.

3.3 Gaussian Filter

Gaussian noise is statistical noise, the normal density function probability. Instead of
noise patterns, the filter is used to remove noise over edges. The black and white image
usually has a natural appearance called the sounds of salt popper.
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3.4 Feature Extraction

They have deleted features while keeping the maximum amount of data with large image
data. Various methods of extracting color, text and type from an image are used. The effi-
ciency and effectiveness of the current challenges to achieve functionality and recovery.
The implementations use gray color matrices to provide a non-redundant texture clas-
sification which is immune to the alteration of dynamics and the removal of color. The
Gray Level Co-occurrenceMatrix (GLCM) is one of the statistical method for extracting
textural characteristics from images.

3.5 Gradient Vector Flow

To look in a picture for smoothness. GVF is automatically formatted at low levels. A
cycle is placed on a picture with given radius to reach the core of a photo. The snake
algorithmic implementation of the process is used:

1) Calculate max-min part of a group
2) Take union of 2 set
3) Increase/decrease parts during a set
4) Decrease the key value of an element

(x + a)n =
∑n

k=0

(
n
k

)
xkan−k (1)

3.6 Classification

The serial move is to separate the malignant structures from their equivalents after an
important stage in an appropriate set of choices. During this step, at least one in each
class of cancerous, benign, or healthy is assigned a region of interest to the lesion image.
The malignancy level of the tissue (i.e. grading) can be classified as a field of diagnosis.
The groups are the potential degrees of cancer of interest in this case. For nomination,
a research cluster takes a look at the options. To investigate whether or not a massive
difference occurs for several groups at the cost of a minimum of 1 value element. For
the photos, however, it is important, for the following reason, to understand the results
of the set tests with additional caution. Unit evaluations conclude that the specimens are
independent and therefore result in assumptions.

On the other side, the data set consisted of separate cloth footage taken from the
same, non-freelancing client, which could contribute to misleading and ambiguous tests.
Another research cluster uses algorithms for computer teaching to be informed (from
data) by discriminating between different categories.
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3.7 Image De-duplication

The client has to calculate the value (hash and feature) of the image I, and upload stands
to the server. Then D-phash will 1ist “Duplicate Check” (key part).

Phase-I: Duplicate Check
Input Image;
1) Read imageI
imgbgr = inread(I);
2) Convert the image in greyscale
Imgray = cvtColor(imgbgr);
3) Resize the image
imgdst = resize(imgray);
4) Compute the DCT matrix F
F = dct(imgdsr);
5) Select low frequency DCT matrix keep the loop 8x8ofF
6) Compute the mean value of F
mean = (�F(i,j) − F(0,0))/63 Where0 ≤ i≤7,0 ≤ j≤7
F (0,0)is DCT Coefficient
7) Normalize into Binary form
8) Construct the Features value p = p(i,j)
9) Return P;

Phase-II (Proof of Ownership): Challenge:

1: The server S randomly select an auxiliary image Ia, it
send id of Aa to the client and request the client C to provide
the proof.

2: The server S reads the auxiliary image Ia and the image I’,
where I’ is the image saved on the server which will be similar
to the image I.

3: The server S resize the auxiliary image Ia: size (width
Ia, Height Ia) = size(width Ia,Height Ia).

4: Let the blending parameter α = 0.5, the server S generates
the blended image I = Blend (I,Iα,α),which means the server S
computes the feature value.

Response:

1: After receiving id of the auxiliary image Ia, the client
C creates the auxiliary image Ia, corresponding to the id and
reads the image I.

2: The client C resize the size of Ia.
3: Let α = 0.5, the client C generates the blended image,

which means, the client C computes the feature value, then it
send feature value to the server.
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Mathematical system

S = {I, O, F}
Where,
S = the system for device specific image processing.
I is set of inputs.
O is set of outputs.
F is set of functions

I = {M1, M2}

Where, M1 = Input Images for Test. M2 = Input Images for Training

O = {O1, O2}

Where, O1 = Melanoma detected Images. O2 = Non-Melanoma Images.

F = {F1, F2, F3}
Where,
F1 = rgb (RGB) To HSV
F2 = de-duplication(set(I))
F3 = feature vector ()

The evaluation of system uses metrics such as accuracy, sensitivity, specificity. Here
several terms are commonly used to calculate Specificity, Sensitivity and Accuracy.
These terms are True positive (TP), True negative (TN), False negative (FP), False
positive (FP). These metrics are given mathematically as follows.

Accuracy - ((T N + T P)/(T N + T P + F N + F P))

4 Results and Dataset

We also mentioned a prototype that is applied in a high specification machine using
the Help Vector. Intel Core i5 with 4 GB of RAM was the system setup. For project
execution, we used the java open source platform and cv repository.

In a public PH2 database are included 437 image studies consisting of 80 standard
nevi, eighty atypical nevi and 40 melanomas. Depending on their picture type, the PH2
data set was split into two groups. There were 160 general cases: 152with healthy photos
were detected and 8 melanoma images recorded a whole skin region.

Table 1 for time required for execution has shown below. Which clearly shows
the required time for two method which are system with de-duplication and without
de-duplication. As de-duplication system neglect duplicate image and features so it
requires less time for final execution. Figure 2 graph shows a comparison without the
DE reproduction method of the existing system. This finding shows the time needed for
the image test. Clearly, we can say that using image processing duplication technology
results better.
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Fig. 2. Time required for execution

Table 2. Time required for execution

Method Used Required time

De-duplication 1.12 s

Without De-duplication 2.04 s

As system provides better result in respect of accuracy and time by using duplication
techniques. So classification also works better in such scenario. System has evaluated
three classifier SVM, KNN and Naïve Bayes. So The better result we get through SVM
classification. Table 2 contains the accuracy in percent for these three classifier. Also
in Fig. 3 shows the graph of the increasing classifiers. The system is assessed by three
different KNN, Naive Bayes and SVM classifier classifiers. Between these data sets,
SVM gives the best results. Accuracy of classifiers given in table above (Table 4).

Table 3. Classification accuracy

Classifier Accuracy (in %)

KNN 90

Naïve Bayes 94

SVM 96
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Fig. 3. Comparison of classifiers

Fig. 4. Deduplication ratio graph

Third evaluation is checked on de-duplication ratio graph. As Table 3 and Fig. 4
shows ratio graph and changing size of image. After this approach has been used a
deduction graph shows that some objects are smaller and have decreased their volume
by almost 50% once implementation of techniques. Objects have various sizes in PH2
dataset. Upon implementing replication technique, the table displayed certain objects
with their original size.
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Table 4. Change in size of image before and after duplication

Before duplication After duplication

1 MB 750 kb

2 MB 1.4 MB

4 MB 2 MB

8 MB 2.5 MB

5 Conclusion

The system has presented an effective machine-based method for the early detection
of melanoma with dermoscopic images based on distinctive effects of skin lesions on
melanoma. First, the dermoscopic images will extract new characteristics of color and
texture. The vector feature is stored to display all objects. Use of SVM classifier to
clinch melanoma images from a set of dermoscopic images of PH2, with the feature
vectors stored in the database has worked efficiently. System has evaluated and gave
the accuracy of 96% with less time. There is huge scope of further development in this
project. This includes detection of various other types of melanoma as we have only
focused on visible skin moles, complexity of diagnosis can vary as per the melanoma
types, preprocessing time can further be reduced with new techniques, more work can
be done towards the security of data.
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Abstract. As the alarming growth of connectivity of computers and the signifi-
cant number of computer-related applications increase in recent years, the chal-
lenge of fulfilling cyber-security is increasing consistently. It also needs a proper
protection system for numerous cyberattacks. Thus, detecting inconsistency and
attacks in a computer network and developing intrusion detection system (IDS)
that performs a potential role for cyber-security. Artificial intelligence, particu-
larly machine learning techniques, has been used to develop a useful data-driven
intrusion detection system. In this paper, we employ various popular machine
learning classification algorithms, namely Bayesian Network, Naive Bayes clas-
sifier, Decision Tree, RandomDecision Forest, Random Tree, Decision Table, and
Artificial Neural Network, to detect intrusions due to provide intelligent services
in the domain of cyber-security. Finally, we test the effectiveness of various exper-
iments on cyber-security datasets having several categories of cyber-attacks and
evaluate the effectiveness of the performance metrics, precision, recall, f1-score,
and accuracy.

Keywords: Cybersecurity · Cyber-attacks · Intrusions · Intrusion detection
system · Machine learning · Classification · Cyber-attack prediction · Artificial
intelligence · Cybersecurity analytics

1 Introduction

In recent days, cyber-security and protection against numerous cyber-attacks are becom-
ing a burning question. The main reason behind that is the tremendous growth of com-
puter networks and the vast number of relevant applications used by individuals or
groups for either personal or commercial use, specially after the acceptance of Internet-
of-Things (IoT). The cyber-attacks cause severe damage and severe financial losses in
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large-scale networks [25]. The existing solutions like hardware and software firewalls,
user’s authentication, and data encryptionmethod are not sufficient tomeet the challenge
of upcoming demand, and unfortunately, not able to protect the computer network’s sev-
eral cyber-threats. These conventional security structures are not sufficient as safeguard
due to the faster rigorous evolution of intrusion systems [13, 26, 27]. Firewall only
controls every accesses from network to network, which means prevent access between
networks. But it does not provide any signal in case of an internal attack. So, it is obvi-
ous to develop accurate defense techniques such as machine learning-based intrusion
detection system (IDS) for the system’s security.

In general, an intrusion detection system (IDS) is a system or software that detects
infectious activities and violations of policy in a network or system. An IDS identifies
the inconsistencies and abnormal behavior on a network during the functioning of daily
activities in a network or systemused to detect risks or attacks related to network security,
like denial-of-service (DoS). An intrusion detection system also helps to locate, decide,
and control unauthorized system behavior such as unauthorized access, or modification
and destruction [12, 31]. There are different types of intrusion detection systems based
on the user perspective. For instance, they are host-based and network-based IDS [25].

These are in the scope of single computers to large networks some extend. In a host-
based intrusion detection system (HIDS), it lies on an individual system and keeps track
of operating system files for inconsistency and abnormalities in the activity. In contrast,
the network intrusion detection system (NIDS) investigates and scans connections in
the network for unwanted traffic. On the other hand, there are two approaches based
on detection, one is signature-based, and another one is anomaly-based detection [25,
18]. Signature-based IDS explores the byte patterns in the path of the network. One can
treat it as malicious instruction sequences used by malware. It arises from antivirus soft-
ware referred to the groups or patterns as signatures detected in it. Signature-based IDS
cannot detect attacks, for which there is no pattern available before. An anomaly-based
IDS, it examines the behavior of the network and finds patterns, automatically creates
a data-driven model for profiling the expected behavior, and thus detects deviations in
the case of any anomalies [18]. The merit of this anomaly-based IDS is to trace current,
latest, and unseen inconsistencies or cyber-attacks like denial-of-services.

For developing computational methods to identify various cyber-attacks, it needs
to analyze different incident patterns, and eventually predict the threats utilizing cyber-
security data. It is known as a data-driven intelligent intrusion detection system [25].
To build a data-driven intrusion detection model, the knowledge of artificial intelli-
gence, particularly machine learning techniques, is essential. However, the prediction
of cyber-attacks using machine learning algorithms is problematic due to the several
identifications of multiple classifiers results in different contexts depending on data
characteristics [23]. For this reason, we analyze several machine learning algorithms
on intrusion detection systems for utilizing cyber-security data. For this purpose, we
employ various popular machine learning classification techniques, such as Bayesian
Network (BN), Naive Bayes (NB), Random Forest (RF), Decision Tree (DT), Ran-
dom Tree (RT), Decision Table (DTb), and Artificial Neural Network (ANN), for pro-
viding intelligent services in the domain of cyber-security, particularly for intrusion
detection. Finally, the effectiveness is tested by conducting numerous experiments on
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cyber-security datasets consisting of several categories of cyberattacks, and evaluates
the effectiveness by measuring the performance metrics precision, recall, f1-score, and
accuracy for these machine learning-based IDS models.

The remaining part of the paper arranges as follows. Section 2 depicts background
and related works. Data-driven intrusion detection modeling is incorporated in Sect. 3.
Section4presents experimental analysis and results followedby the conclusion inSect. 5.

2 Background and Related Work

In this section, we first define cyber-security, represents the systems or software of pro-
tection of data, program, connections among computers from several unwanted attacks
such as unauthorized attacks, modification, fabrication [2]. As conventional security sys-
tems are not enough for detecting network security [13, 26, 27], we focus on developing
an intrusion detection system (IDS) to explore and detect the system’s security.

Intrusion defines as an unauthorized activity that causes damage to an information
system [10]. That means any attack that could pose a possible threat to information
confidentiality, integrity, or availability is considered an intrusion. Presently firewalls,
access control, and cryptography are the main defensive mechanisms deployed against
intrusions used for detecting internal attacks [5]. However, intrusion detection systems
are used for detecting internal as well as external attacks. Despite detecting known
attacks on signature-based IDS discussed above, in this work, we aim to focus on an
anomaly-based intrusion detection model [10].

An anomaly is a state of deviation from familiarized behavior. Profiles are the general
orwanted behaviors extracted from tracking activities of users, network connections, and
hosts during a fixed time [11]. Anomaly-based intrusion detection model is also called
the behavior-basedmodel and represented as a dynamic approach [11]. The fundamental
merit of an anomaly-based intrusion detectionmodel is to detect zero-day attacks because
it is not reliable to acknowledge the unwanted users’ activity in the signature database [3].
Further, another technique exists, and it is a hybrid detection [28] technique or protocol
analysis [11] detection techniques. The hybrid technique has the advantage of a high
detection rate in the misuse detection and high potentiality of inconsistency detectors
in recognizing the latest attacks. It expands the rate of detection of previously known
intrusions and to decrease the false-positive rate of undefined attacks [31]. This work
focuses on an intrusion detection model constructed in machine learning techniques
utilizing cyber-security data.

Machine learning uses to make decision using computers [8, 29]. It is a part of
artificial intelligence and further related to computational statistics. Classification refers
to supervised learning that predicts the cyber-attack class labels of samples from training
security data [8, 23]. Thus, we analyze various popular classification techniques that
include Bayesian approach [17, 22], Tree-based model [14, 20, 24, 18], Artificial Neural
Network based model [23] that are used frequently in predictive analytics [8, 16, 29, 30],
to develop a fruitful data-driven IDS predictive model for providing intelligent services
of cyber security.

In this paper, we employ various popular machine learning classification techniques,
such as Bayesian Network (BN), Naive Bayes (NB), RandomForest (RF), Decision Tree
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(DT), Random Tree (RT), Decision Table (DTb), and Artificial Neural Network (ANN)
for classifying cyber-attacks and make a comparative analysis with experiments.

3 Data-Driven IDS Modeling

This section presents our data-driven IDS model of numerous machine learning tech-
niques. It incorporates several steps: dataset exploration, data processing, and machine
learning-based security modeling. It has been discussed these steps chronologically, as
below.

3.1 Dataset Exploration and Preprocessing

Datasets represent a collection of information records that consist of several attributes
or features and related facts related to the cyber-security model [25]. So, it is essential
to realize the nature of cyber-security data containing various types of cyber-attacks
and relevant features. The reason is that raw security data collected from relevant cyber
sources could be used to analyze the various patterns of security incidents or malicious
behavior, to build a data-driven securitymodel to achieve our goal. In this work, KDD’99
cupdata has beenused [1] to developpredictivemodels for differentiating the relationship
between intrusions or several attacks. This dataset contains 4898431 instances with 41
attributes. In Table 1, we have shown the features of KDD’99 cup datasets [1]. In this
dataset, attacks are classified into four main groups:

– DoS: Denial of service (DoS) is a kind of attack in which a legitimate user does not
have access to the system and network resources. Online banking services, email may
be affected. DoS attacks comprise of the SYN flood attack and the Smurf attack.

– R2L: Remote to Local (R2L) is an attack where an attacker tries to gain access to the
victim machine without having an account in it.

– U2R: User to Root (U2R) is an attack where an attacker tries to gain privileges having
local access in the victim machine.

– PROBE: In Probe, the attacker targets the host and tries to get information about the
host.

We first prepare the dataset, including these attack categories and available attributes
for developingmachine learning-based IDSmodels. There are four types of features used
in this dataset; they are Basic features, Content Features, Time-based Traffic Features,
and Host-based Traffic Features. Feature-based attributes are extracted from TCP/IP
connections.Traffic features are computedbywindow interval. It divides into twogroups;
one is ‘same host features’ and another one is ‘same service features.’ They are both
called time-based features. Sometimes, in the case of probing, there is a slower scan
than 2 s. To solve this problem, ‘same host features’ and ‘same service features’ are
recomputed by the connection window. Then it is called connection based features. DoS
and probing may have several connections to a host/s during a period. In Table 2, we
have summarized these categories of attacks. In contrast to that, Root to Local (R2L) and
User to Root (U2R) attacks generally require a single connection. Content-based features
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have been used to detect these attacks. Then process these features according to the
requirements and design the target machine learning-based IDS model. This data-driven
pattern-based decision analysis plays a useful role in providing data-driven intelligent
cyber-security services.

3.2 Machine Learning Classification Based Modeling

Classification is a supervised learning technique and popularly used to model cyber
intrusions based on multi-category of attacks. In supervised learning, data is always
labeled previously. In the training phase, the classifier learns the labels so that in the test
phase, it can predict correctly for unseen data. In our analysis, we implement the popular
machine learning techniques used for various purposes. Several techniques summarize
as below:

– Bayesian Network and Naive Bayes: A Bayesian Network, breaks up a probability
distribution based on the conditional independencies, while Bayesian inference is used
to infer a marginal distribution given some observed evidence [29]. Bayesian Network
is used to detect, diagnose, and reasoning. Naive Bayes is a kind of Bayesian network
and is a commonly used machine learning algorithm. [9]. It is a basic probabilistic
based technique that calculates the probability to classify or predict the cyber-attack
class in a given dataset. This method assumes each feature’s value as independent
and considers the correlation or relationship between the features [8]. Naive Bayes
includes two probabilities; one is the conditional probability, and another one is class
probability. Class probability is determined by dividing the frequency of each class
instance by total instances. Conditional probability is the ratio of the occurrence of
each attribute for a given class, and the occurrence of samples for that class. Naive
Bayes is faster than other classifiers.

– Decision Tree and Decision Table: Decision tree is one of the most popular classifi-
cation and prediction algorithms in machine learning [14, 23]. ID3 proposed by J. R.
Quinlan [14] is a common top-down approach for building decision trees. Based on
this, the C4.5 algorithm [15], and later BehavDT approach [20], IntruDTree model
[18] have been constructed to generate the decision trees. Decision Tree is a tree-like
structure, in which an internal node represents attributes, and branches represent the
outcome, and leaf represents a class label. These algorithms generate decision rules to
predict the outcome for unseen test cases. These algorithms provide high accuracy and
better interpretation. The Decision Tree can work with both continuous and discrete
data. A Decision Table illustrates the complex decision rules representing a tabular
form consists of rows and columns [8, 29].

– RandomForest andRandomTree:RandomForest is a classifier comprising of decision
trees operated as an ensemble learning [7]. Breiman et al. propose it. The reason is
that it combines both the different set of data called bootstrap aggregation [6] and also
numerous features selection [4], to predict the outcome. Similarly, Random Trees are
essentially the combination of single model trees with Random Forest ideas, where
each node contains k randomly chosen attributes in tree [29]. So, it increases the
accuracy of Random Forest than that of a single tree.
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Table 1. An example of features of KDD’99 cup dataset.

No. Features Types No. Features Types

1 duration Continuous 22 is_guest_login Symbolic

2 protocal_type Symbolic 23 count Continuous

3 service Symbolic 24 srv_count Continuous

4 flag Symbolic 25 serror_rate Continuous

5 stc_bytes Continuous 26 srv_serror_rate Continuous

6 dst_bytes Continuous 27 rerror_rate Continuous

7 Land Symbolic 28 srv_rerror_rate Continuous

8 wrong_fragment Continuous 29 same_srv_rate Continuous

9 urgent Continuous 30 diff_srv_rate Continuous

10 hot Continuous 31 drv_diff_host_rate Continuous

11 num_failed_logins Continuous 32 dst_host_count Continuous

12 logged_in Symbolic 33 dst_host_srv_count Continuous

13 num_compromised Continuous 34 dst_host_same_srv_rate Continuous

14 root_shell Continuous 35 dst_host_diff_srv_rate Continuous

15 su_attempted Continuous 36 dst_host_same_src_port_rate Continuous

16 num_root Continuous 37 dct_host_srv_diff_host_rate Continuous

17 num_file_creations Continuous 38 dst_host_serror_rate Continuous

18 num_shells Continuous 39 dst_host_srv_serror_rate Continuous

19 num_access_files Continuous 40 dst_host_rerror_rate Continuous

20 num_outbound_cmds Continuous 41 dst_bost_srv_rerror_rate Continuous

21 is_host_login Symbolic

– Artificial Neural Network: In addition to the above classical machine learning tech-
niques, we also take into account a neural network learning model. The most com-
monly used form of neural network architecture is the Multilayer Perceptron that has
an input layer consisting of several inputs, one or more hidden layers that typically use
sigmoid activation functions and one output layer to predict the attack. This approach
uses backpropagation to build the network [8, 29].

We discuss our machine learning-based intrusion detection model that carries out on
four main components:

– Attack Class Label: All the diverse threats have been counted as different distinct
class labels to put them into model intrusion detection systems. For instance, different
types of attacks such as DoS, U2R, R2L, PROBE shown in Table 2 are represented
as distinct classes; Class 1, Class 2, Class 3, and Class 4 respectively.
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Table 2. Various types of attacks in KDD’99 cup dataset.

Categories of attack Attack name Number of instances

DOS SMURF 2807886

NEPTUNE 1072017

Back 2203

POD 264

Teardrop 979

U2R Buffer Overflow 30

Load Module 9

PERL 3

Rootkit 10

R2L FTP Write 8

Guess Password 53

IMAP 12

MultiHop 7

PHF 4

SPY 2

Warez client 1020

Warez Master 20

PROBE IPSWEEP 12481

NMAP 2316

PORTSWEEP 10413

SATAN 15892

normal 972781

– Security Features or Attributes: These are used independently to predict the above
cyber threats. These are also known as features such as protocol type, service, duration,
and error-rate. shown in Table 1, on which the cyberattacks class levels are dependent.

– Training and Testing Dataset: The dataset is categorized into two; one is a training
dataset, and another one is the test dataset. The training data set is used to train the IDS
model, and the testing dataset is used to evaluate the generalization of that IDSmodel.
We use a large amount of the cybersecurity data mentioned above for developing the
IDS model and the rest for testing purposes.

4 Experimental Evaluation

This section defines the performance metrics in terms of intrusion detection and dis-
cusses the outcome by conducting experiments on cybersecurity datasets with different
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categories of attacks. If TP denotes true positives, FP denotes false positives, TN denotes
true negative, and FN denotes false negatives, then the formal definition of belowmetrics
are [30]:

Precision = TP

TP + FP
(1)

Recall = TP

TP + FN
(2)

Fscore = 2 ∗ Precision ∗ Recall

Precision + Recall
(3)

Accuracy = TP + TN

TP + TN + FP + FN
(4)

4.1 Experimental Results and Discussion

In the section, we show the effectiveness of machine learning classification techniques
for detecting intrusions. For this, we analyze various popular classification techniques
that include the Bayesian approach, tree-based model, Artificial Neural Network in our
IDSmodel.Notably,we have compared the effectiveness of several popular classification
techniques, such as Bayesian Network (BN), Naive Bayes (NB), Random Forest (RF),
Decision Tree (DT), Random Tree (RT), Decision Table (DTb), and Artificial Neural
Network (ANN), to evaluate the intrusion detection model. To test the IDS model, we
use the 10-fold cross-validation on the dataset. 10-fold cross-validation evaluates models
by breaking the data into ten different sets of samples. From them, nine partitioned sets
are trained, and the remaining one is tested. It continues ten times and then takes the
average accuracy. To compare the potentiality of models, precision, recall, f1-score, and
accuracy, are calculated as defined above.

Fig. 1. Performance comparison results with respect to accuracy for numerous machine learning
based IDS model.
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To evaluate the performances of each classifier based IDS model, Fig. 1 and Fig. 2
show the comparison of accuracy, precision, recall, and f1-score, respectively. For eval-
uation, we use the same set of train and testing data in each classification based IDS
model.

Fig. 2. Performance comparison results with respect to precision, recall, f1-score for numerous
machine learning classification based IDS model.

From Fig. 1 and Fig. 2, we find that Random Forest classifier based IDS model
consistently performs better than other classifiers for detecting intrusions. In particular,
the Random Decision Forest gives the best results concerning the accuracy, precision,
recall, f1-score. The reason behind it is that theRandomForest classifier at first originates
several decision trees and thus deduces a set of rules in the forest. Every tree in a
Random Forest Model behaves as a different machine learning classification technique,
and thus it generates more logic rules by taking into account the majority voting of these
trees while producing the outcome. For this reason, the Random Forest Model performs
better in precision, recall, f1-score, and accuracy. Overall, themachine learning classifier
based IDS model discussed above is fully data-oriented that reflects the behavioral
patterns of various cyber-attacks.Althoughwe consider data-driven prediction according
to the patterns available in a given dataset using machine learning techniques, a recency-
based model [19] could be more effective in developing a data-driven intrusion detection
system.Moreover, incorporating contextual information and their analysis [21, 16] could
play an important role to build smart intrusion detection system.

5 Conclusion and Future Work

The potentiality and fruitfulness of a machine learning-based intrusion detection mod-
eling is a great concern for IT personals, e-commerce, and application developers for
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security purposes. Generally, a cyber-security data set consists of different categories
of cyber attacks with relevant features. Hence, some classifiers may not perform well
in terms of accuracy and their actual prediction rate based on diverse categories of
attacks and a variety of features. In this paper, we have discussed the effectiveness of
the data-driven intrusion detection model by taking into account popular classification
techniques inmachine learning.We have evaluated various performancemetrics like pre-
cision, recall, f1-score, and overall accuracy. In the future, we extend the cyber-security
datasets and have a plan to design a data-driven intrusion detection system for providing
automated security services for the cyber-security community.
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Abstract. Lung cancer generally occurs in both male and female due to uncon-
trollable growth of cells in the lungs. This causes a serious breathing problem in
both inhale and exhale part of chest. Cigarette smoking and passive smoking are
the principal contributor for the cause of lung cancer as per world health organi-
zation. The mortality rate due to lung cancer is increasing day by day in youths as
well as in old persons as compared to other cancers. Even though the availability
of high techMedical facility for careful diagnosis and effective medical treatment,
the mortality rate is not yet controlled up to a good extent. Therefore it is highly
necessary to take early precautions at the initial stage such that it’s symptoms
and effect can be found at early stage for better diagnosis. Machine learning now
days has a great influence to health care sector because of its high computational
capability for early prediction of the diseases with accurate data analysis. In our
paper we have analyzed various machine learning classifiers techniques to clas-
sify available lung cancer data in UCI machine learning repository in to benign
and malignant. The input data is prepossessed and converted in to binary form
followed by use of some well known classifier technique in Weka tool to classify
the data set in to cancerous and non cancerous. The comparison technique reveals
that the proposed RBF classifier has resulted with a great accuracy of 81.25% and
considered as the effective classifier technique for Lung cancer data prediction.

Keywords: KNN · ML · RBF · Lung cancer · ANN

1 Introduction

Lung cancer considers as the deadlier disease and a primary concern of high mortality in
present world. Lung cancer affects human being at a greater extent and as per prediction
it now takes 7th position in mortality rate index causing 1.5% of total mortality rate of
the world [2]. Lung cancer originates from lung and spreads up to brain and spreads
Lung cancer is categorized in to two major group. One is non-small cell lung cancer
and another is small cell lung cancer. Some of the symptoms which are associated with
the patients like severe chest pain, dry cough, breathlessness, weight loss etc. Looking
in to the cultivation of cancer and its causes doctors give stress more on smoking and
second-hand smoking as if the primary causes of lung cancer. Treatment of lung cancer
involves surgery, chemotherapy, radiation therapy, Immune therapy etc. In-spite of this
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lung cancer diagnosis process is very weak because doctor will able to know the disease
only at the advanced stage [18]. Therefore early prediction before final stage is highly
important so that the mortality rate can be easily prevented with effective control. Even
after the proper medication and diagnosis survival rate of lung cancer is very promising.
Survival rate of lung cancer differs from person to person. It depends on age, sex and
race as well as health condition. Machine learning now days plays a crucial role for
detection and prediction of medical diseases at early stages of safe human life. Machine
Learning makes diagnosis process easier and deterministic. Machine learning now a
day’s have already dominated medical field. Every county is now adopting machine
learning techniques in their health care sector. With the application of machine learning
the actual detection of diseases can be explored. Some of the crucial application of
machine learning is described as Feature Extraction: In any disease attributes are the
real information container of the diseases. Machine learning (ML) helps for easy of
data analysis and process the real attributes or information and finds the actual problem
creator of diseases. It helps medical expert to find the root cause of diseases. Image
processing: Using various process of machine learning the image analysis has been
found accurate and valuable. That helps the concerned doctors to have a better diagnosis
of the diseases such that money and time can be saved and value proportion can also
be increased. Drug manufacturing: Depending up on the increase of various diseases,
drug should be multi functional and quantity should be known. So ML has solved the
problem and helps the drug industry to use of ML application for manufacturing. Better
Prediction of diseases: ML helps to predict the severity of diseases and its outcome. ML
controls disease outbreak through early prediction such that appropriate measures can
be taken. Still machine learning application needs to be refined such that it can be more
standardized andmore reliable. Thus the need of more improvement in machine learning
algorithmwould help the physicians, health catalyst for accurate clinical decisionmaking
with high efficiency as well as good accuracy.

Machine learningmakes the system to find the solution of problemwith own learning
strategies. ML classifies in to three categories such as unsupervised learning, supervised
learning, Reinforcement learning. Supervised learning identifies two processes under
its umbrella, one is classification and another is regression. Classification is process in
which input data is processed and categorized in to certain group. The proposed work
was carried out in Weka tool. Algorithm like j48, KNN, Naive Bias and RBF are used
in Weka tool and a comparative analysis was derived finally.

2 Related Work

Z. Zubi et al. (2014) extracted features from chest x ray images and used concept of back
propagation neural network method to improve the accuracy [31]. Rashmee Kohad et al.
(2015) used ant colony optimization with ANN and SVM to predict the accuracy of 98%
and 93.2% respectively on 250 lung cancer CT images [16]. Kourou et al. (2015) out-
lined a reviewof variousmachine learning approachon several cancer data and concluded
that application of integration of feature selection and classifier will provide a promis-
ing result in analysis of cancer data [17]. Hosseinzadeh et al. (2013). Proposed SVM
model on selection of protein attributes and concluded that the result is having 88% accu-
racy in compared to other classifier technique for prediction of lung cancer tumors [11].



134 R. Patra

Naveen and Pradeep (2018) proposed that among SVM,Naive Bayes and C4.5 classifier,
C4.5 performs better onNorth central cancer treatment group (NCCTG) lung cancer data
with better accuracy and also predicted that C4.5 is better classifier with the increase of
lung cancer training data [25]. Gur Amrit Pal singh and P.K Gupta (2018) proposed new
algorithm for feature extraction on image data and applied machine learning classifier
to improve the accuracy [29]. Hussein et al. (2019) proposed supervised learning using
3D Convolutional neural network(3D CNN)on lung nodules data set as well as unsuper-
vised learning SVM approach to classify benign and malignant data with a accuracy of
91% [12]. Monkam et al. (2019) provided survey on importance of Convolutional neural
network for predicting lungmodulewith almost greater than 90%accuracy [21]. Asuntha
and Andy Srinivasan (2019) proposed fuzzy particle swarm optimization with deep neu-
ral network on lung cancer images to achieve an accuracy of 99.2% [5]. Ganggayah et al.
(2019) used various classifiers on breast cancer data having 8066 recordwith 23 predictor
and concluded that random forest classifier gives 82% better accuracy [9]. Gibbons et al.
(2019) used supervised learning such as linear regressionmodel, support vectormachine,
ANN etc. and predicted that SVM results an better accuracy of 96% as compared to other
methods [28]. Shakeel et al. (2019) used feature selection process and a novel hybrid app-
roach of ANN on lung cancer data available from ELVIRA biomedical data to predict an
accuracy of 99.6% [26]. Bhuvaneswari et al. (2015) used gabor filter for feature extrac-
tion andG-knn approach to classify lung cancer images with an accuracy of 90% [7]. Xin
Li, Bin Hu, Hui Li Bin (2019) used 3D dense sharp network and IBM SPSS25.0 statis-
tical analysis software on 53 patients to obtain an accuracy of 88% in finding malignant
and benign [19]. Shanti and raj Kumar (2020) used wrapper feature selection method as
well as stochastic diffusion research algorithm on lung cancer image and concluded that
this is one of the best performing algorithm for classification [27]. RezaeiHachesu P et al.
(2017) proposed a different approach for analysis of survival rate and the method find a
correlation between various attributes and their survival rate and this process is carried
out with 470 records having 17 features [10]. Kadir et al. (2018) provided an overview
approach of various deep learning strategies used for accuracy prediction of lung cancer
CT images [15]. Paing et al. (2019) used computer aided diagnosis process in which in
three phases segmentation, detecting and staging process are followed for classification
of CT lung cancer images with a greater accuracy [23].

3 Dataset Description

Dataset was available in UCI machine learning repository. Data consists of 32 instances
and it has 57 features (1 class attribute and 56 input data), all predictive attributes are
nominal range between 0–3 while class attribute level of 3 types [1]. Nominal attribute
and class label data are converted in to binary form such that data analysis process
becomes easier. Nominal to binary form is the most standardization process for data
analysis. Data set comprises of some missing values which degrades the algorithm
performances so care full execution before analysis on data is required. Label is described
as high, low, medium. In the paper we categorized high to 2, medium to 1 and low to 0.
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4 Classification Techniques

Classification comes under supervised learning process in order to predict given input
data to a certain class label. The novelty in classification relies onmapping input function
to a certain output level. Various learning classifiers are described as Perceptron, Naïve
Bayes, Decision Tree, Logistic Regression, K nearest neighbour, Artificial Network,
Support Vector Machine. Classification in machine learning is one of prior decision
making techniques used for data analysis. Various classifier techniques are too used to
classify data samples [20, 22]. The concept of our paper focuses on novel approach of
Machine Learning for analysis of lung cancer data set to achieve a good accuracy. Some
of the mostly used classifier techniques are described as.

4.1 Neural Network

Neural network are the basic block of machine learning approach in which the learning
process is carried in between neuron. Artificial neural network (ANN) comprises of
input layer, intermediate layer having hidden neurons and output layer. Every input
neuron is connected to hidden neuron through appropriate weight and similarly weight
is connected between hidden unit to output unit. Neuron presented in hidden neuron and
output neuron are processed with some known threshold functional value. Depending on
the requirement the activation will be used to process the neuron. The synaptic weight
gets multiplied with the corresponding neuron presented in hidden layer and output layer
for classification process. The desired target is adjusted through the weight adjustment
technique either in feed forward approach or feed back approach to get the required target.
Feed forward network approaches are simpler process for classification approaches.

4.2 Radial Basis Function Network

Radial basis function network comes under neural network that uses radial basis function
as its threshold function.RBF network has advantage of easy of design and strong toler-
ance to input noises. Radial basis Function is characterized by feed forward architecture

Fig. 1. RBF.
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which comprises of an one middle layer between input and output layer. It uses a series
of basis function that are centered at each sampling point. Formally for a given input x
the network output can be written as (Fig. 1).

Where

y =
∏N

i=1
wiRi(x) + w0 (1)

wi: weight, w0: biasterm, R: Activation function

Ri(x) = ϕ[‖xi − ci‖] (2)

ϕ: radial function, ci: RBF centre
In RBF architecture the weight that connects to input unit and middle layer represents
the centre of the corresponding neuron where as weights connecting to middle layer and
output layer are used to train the network.

4.3 Support Vector Classifter

One of the simple and useful approaches in supervised learning is support vector clas-
sification. Support vector classifier (SVC) is usually preferred for data analysis because
of its computational capability with in very less time frame. This classifier works on the
decision boundary concept Recognized as hyper plane. The hyper plane is used to clas-
sify the input data in to required target group. But in order to fit the decision boundary
in a plane maximize distance margin is chosen from data points for classification. User
defined support vector classifier can be framed using various kernel function to improve
the accuracy. Support vector classifier is well suited for both structured and unstructured
data. Support vector classifier is not affected with over fitting problem andmakes it more
reliable.

4.4 Logistic Regression Classifter

Logistic Regression classifier is brought from statistics. These classifiers is based on
the probability of outcome from the input process data. Binary logistic regression is
generally preferred inmachine learning technique for dealingwith binary input variables.
To categorize the class in to specific category sigmoid function is utilized. Advantages
of Logistic Regression classifier.

• Logistic regression classifier is very flexible to implement
• Suitable for binary classification
• Depend on probabilistic model

4.5 Random Forest Classifter

Combination of classifier trees represents random forest classifier. One of the finest
approaches to represent input variables in form of trees that makes a forest like struc-
ture. Input Data are represented in trees and each tree specifies a class label. Random
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forest depends on its error rate. Error rate signifies in to two directions. First one is
the correlation between trees and second one is the strength of the tree. Advantages of
random forest.

• Proper method for noisy and Imbalanced data representation.
• Data can be represented without any data reduction.
• Best approach for analysis of large data set.
• Finest approach in machine learning platform for improvement of accuracy.
• It handles the over fitting problem which mostly occurs in different Machine learning
algorithm.

• one of the best reliable algorithm

4.6 J48 Classifter

J48 is representation of c4.5 in weka tool developed from java. Decision tree implements
tree concepts to find the solution of the problem. class label is represented by leaf node
where as attributed are defined with internal node of tree. In decision tree attribute
selection process is done by Information gain and gain index. Depending on the concept
of information gain and depending on the importance of information gain Decision tree
classifier performs the classification. The information gain for a particular attribute X at
a node is calculated as

Information Gain (N,X) = Entropy (N) −
∑

value at x

|N |
|Ni| Entropy(N ) (3)

Where N is the set of instance at that particular node and

|N | : cardinality

Entropy of N is found as:

Entropy (N ) =
N∑

i=1

−pi log2 pi (4)

4.7 Naïve Bayes Classifter

Naive Bayes classifier is one of the probabilistic classifier with strong indepenent
assumption between features. Naive Bayes is based on bayes Theorem where Naive
Bayes classifier uses bayesian network model p using the maximum a posteriori deci-
sion rule in Bayesian Setting. The feature which are classified in naive Bayes are always
independent to each other. If y is class variable and x is dependent feature vector then.

y = argmaxy p(y)
n∏

i=1

p

(
xi
y

)
(5)



138 R. Patra

P (y) is called class probability and

p

(
xi
y

)
(6)

is conditional probability. Bayesian probability says

Posterior = Prior ∗ Likelihood

Evidence

4.8 Knn Classifter

Knn classifier comes under lazy learning process in which training and testing can be
realized on same data or as per the programmer’s choice. In the process, the data of inter-
est is retrieved and analyzed depending upon the majority value of class label assigned
as per k, where k is an integer. The value of k is based on distance calculation process.
The choice of k depends on data. Larger value of k minimizes the noise on classification.
Similarly Parameter selection is also a prominent technique to improve the accuracy in
classification. Weighted Knn classifier: A mechanism in which a suitable weight can be
assigned to the neighbor’s value so that its contribution has great impact to neighbors
than distant ones. In the weighted knn approach the weight has a significant value in
evaluating the nearest optimistic value. Generally the weight is based on reciprocal of
distance approach. The weight value of attribute is multiplied with distance to obtain the
required value.

Pseudo code for Knn

• Take the input data
• Consider initial value of k
• Divide the train and test data
• For achieving required target iteration for all training data points
• Find the distance between test data and each row of training data. (Euclidean Distance
is the best Choice approach)

• Arrange the calculated distance in ascending order based on distance values.
• Consider the Top k value from sorted value.
• Find the Majority class label
• Obtain the target class.

5 Proposed Model

Data analysis processwas carried using bothweka tool of version 3.6 and Jupiter platform
in python tool [13, 24]. Weka is an open source tool used for classification, clustering,
regression and data visualization.Weka generally supports input file either in .csv or .arff
extension format. Weka explore has various tabs for data analysis such as prepossess,
classify, cluster, association, select attribute and visualize. When data prepossessing is
selected it enables to upload the input data in weka tool [3, 30]. Weka tool clearly under-
stands and represents the data for easy of data analysis. Before running any classification
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algorithm,Weka tool asks various option like splitting percentage, used training set, sup-
plied test set, Cross validation option etc. Classificationn mostly occurs with splitting of
80% trainning and 20% testing [6]. But In Weka tool our analysis process was carried
out with 10 fold cross validation with selected classifier technique to obtain an output
of interest [8]. Weka is a user friendly visualization tool with we have tested various
classifier technique and its output performance.

6 Result Analysis

The Input data consists ofmissing values. So it is required to prepossess the data such that
the missing values have been replaced with the most occurrence value of the correspond-
ing column. Then the processed data is applied in Weka data mining tool for analysis.
The prepossessed data is converted in to suitable form for classification using different
classifier approach. The classifier approach is executed with 10 cross validation method.
The cross validation is a powerful data analysis process where 10 folds can be done with
the available data and an accurate decision can be made on the provided data with good
prediction. With the classify tab ofWeka tool different classifier approaches are verified.
After careful analysis results of proposed classifiers are compared. J48 and Naive Bayes
algorithm classifies 32 instances in to 25 correctly classified instances and 7 incorrectly
classified instances. Like wise 24 correctly classified instances and 8 incorrectly clas-
sified instances are obtained from 32 instances using knn with 5 nearest neighbour. As
per our analysis the RBF classifier is mostly preferred among various classifiers. This
is due to its highest classification accuracy which is obtained from its 26 correctly clas-
sified instances and 6 incorrectly classified instances from 32 instances. Similarly False

Fig. 2. Process flow of various classifiers in Weka tool.
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Positive and False Negative both have a value of 3 each. The output result of various
classifiers used in Weka tool on lung cancer data is represented in below table. Gener-
ally in confusion matrix Accuracy, Recall, Precision and F-Measure are the key process
parameter for classification [4, 14]. Classification accuracy is the measure of number of
correct prediction made out from total number of prediction. These parameters depend
on some specific outcome. Those are ’TP (True Positive) which is the correctly predicted
event values and ’TN (True Negative) is correctly predicted no event values. Similarly
’FP (False Positive) is incorrectly predicted event values and ’FN (False Negative) for
incorrectly predicted no event values. Relationship are derived as below (Figs. 2, 3) and
(Table 1).

Accuracy =
J TP + J TN

J TP + J TN + J FP + J FN
(7)

Recall =
J TP

J TP + J FN
(8)

Precision =
J TP

J TP + J FP
(9)

Fig. 3. Accuracy graph.

Table 1. Classifiers output in Weka tool.

Classifier Precision Recall F-Measure ROC area Correctly.
classified

Incorrectly
classified

KNN(5) .73 .75 .70 .69 75% 25%

Na¨ıve Bayes .775 .78 .77 .77 78.125% 21.87%

RBF .813 .813 .813 .749 81.25% 18.75%

J48 .768 .781 .766 .708 78.12% 21.87%
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F_Measure = 2 ∗ Recall ∗ Precision

Recall + Precision
(10)

7 Conclusion

In this paper we have shown that with RBF classifier the accuracy is found to be 81.25%
on lung cancer data. So In the analysis it can be predicted that with suitable feature
selection method and integrated approach with other supervised learning process and
modified functional approach in RBF, accuracy will be further improved.
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Abstract. The coronary artery disease (CAD) occurs from the narrowing and
damaging of major blood vessels or arteries. It has become the most life-
threatening disease in the world, especially in the South Asian region. Its detection
and treatment involve expensive medical facilities. The early detection of CAD,
which is amajor challenge, canminimize the patients’ suffering and expenses. The
major challenge for CAD detection is incorporating numerous factors for detailed
analysis. The goal of this study is to propose a new Clinical Decision Support
System (CDSS) which may assist doctors in analyzing numerous factors more
accurately than the existing CDSSs. In this paper, a Rule-Based Expert System
(RBES) is proposed which involves five different Belief Rules, and can predict
five different stages of CAD. The final output is produced by combining all BRBs
and by using the Evidential Reasoning (ER). Performance evaluation is measured
by calculating the success rate, error rate, failure rate and false omission rate.
The proposed RBES has higher a success rate and false omission rate than other
existing CDSSs.

Keywords: Rule based system · Expert system · Prediction · Uncertainty ·
Coronary artery disease · Clinical decision support systems · Health analytics

1 Introduction

Coronary artery disease (CAD) is a condition when the coronary arteries become narrow
or blocked. It is developed when bad cholesterols and plaques (fatty droplets) deposit
inside the wall of arteries. The process is termed as atherosclerosis which means clog-
ging of arteries, and reduces blood flow inside the heart muscle. Blood carries oxygen
and essential nutrients to the heart [1]. Lack of sufficient blood supply can cause angina
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(chest pain), and lead to a heart attack by injuring heart muscle. The death toll due to
heart disease is 16.3 million in America each year which has made it the leading cause
of death in the United States. According to the American Heart Association (AHA), one
person is suffered from a heart attack in every 40 s. Having zero risk factors of heart
disease, any male has 3.6% and any female has less than 1% chance of getting cardio-
vascular disease in his/her lifetime. Moreover, the chances are 37.5% and 18.3 respec-
tively [2] for having 2 risk factors. In Bangladesh, CAD is responsible for a 17%mortal-
ity rate [3]. The regular diagnostic approach of CAD relies on coronary angiogram test
[4], echo-cardiogram ram (ECG) [5, 6], nuclear scan test and exercise stress test. ECG
and exercise stress do not produce sustainable results for CAD prediction due to their
non-invasiveness properties and numerous biases. Moreover, walking on a trade mill in
a stress test makes the patient discomfort heart function than normal condition. Nowa-
days, support vectormachine (SVM) [7, 8] and artificial neural network (ANN) [5, 8–17]
based Clinical Decision Support Systems (CDSS) [18–20] are developed for CAD pre-
diction. Unfortunately, SVM and ANN have no direct impact on the reasoning process
due to their black-box- type modeling approaches. As a result, the degree of significance
of individual factors cannot be resolved. So, human judgment and clinical data are both
two essential factors for CAD diagnosis. For this purpose, CDSS combines both histori-
cal data and doctors’ domain specific knowledge. But clinical data, like clinical domain
knowledge, signs, and symptom, contain various uncertainties [21–23], and pose chal-
lenges for selecting domain knowledge to construct knowledge base. Moreover finding
the reasoning under uncertainty requires an excellent computational algorithm. To mit-
igate the challenges, researches introduced different CDSSs, based on the fuzzy inter-
face system and Bayesian interface system, which also has limitations [10, 24–26]. In
this paper, the proposed expert system can predict CAD by five classifications according
to the severity. They are as follows:

Class A: (Normal or zero sign of heart disease).
ClassB: (Unstable angina) -whennewsymptoms are introducedbeside regular stable

angina, and appears frequently (mostly when at rest), last long with more severity, and
can lead to a heart attack. It can be treated with oral medications (such as nitroglycerine).

Class C: (Non-ST segment elevation myocardial infarction) - echocardiogram does
not indicate the symptomof this type ofmyocardial infarction (MI) but chemicalmarkers
in the blood show the damage of heart muscles. The damage may not be significant and
artery blockages are usually partial or temporary.

Class D: (ST-segment elevation myocardial infarction) - this type of MI is occurred
quickly due to sudden blockage by blood clogging. It can be detected by ECG and
chemical markers in the blood, and causes damage to vast heart muscles.

Class E: (Silent ischemia)- Patient with heart disease can be suffered from a sudden
heart attack (called silent ischemia) without any prior or early warning, and diabetic
patients are common victims of this type [1].

2 Related Research

Researchers recently worked on machine learning and rule-based systems for different
purposes [30–33]. Many researchers developed belief-rule-based interference method-
ology by using evidential reasoning (RIMER) for CAD diagnosis [18, 27]. The RIMER
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process uses belief-rule-base for modeling clinical domain knowledge, and applies an
evidential reasoning approach for implementing reasoning. Studies show that RIMER
based clinical decision support systems are highly efficient in supporting and interact-
ing with clinical domain knowledge under uncertainty. In [28], Multi-Criteria Decision
Making Methods were presented for accessing CAD under uncertainty where presence
and absence of CAD is predicted through using symptom and signs of CAD. But these
approaches report neither the number of blocked arteries nor the significance of severity
of the disease [8, 16, 26, 28, 29]. Weak parameters, like signs and symptoms, are used
for predicting CAD as well as for predicting the similar types of diseases like mitral
regurgitation, dilated cardiomyopathy, congenital heart disease, hyper-tropic cardiomy-
opathy, myocardial infarction etc. Some researchers developed the Medical Decision
Support System (MDSS) to predict CAD. Other proposer polygenic risk scores (PRS), a
nonlinear, for CAD prediction with accuracy an 0.92 under the receiver operating curve
(AUC) [8].

Experimental analysis reveals that CAD diagnosis and its severity can be predicted
significantly through clinical features along with pathological and demographic fea-
tures [23, 25, 26, 28]. In this paper, we consider all these parameters, and proposed
a cooperative-belief-rule based prototype (CDSS) to assist doctors for CAD analysis
under uncertainty.

3 Methodology

3.1 Proposed Rule Based Expert System for CAD

In this paper, five separate BRBs are developed based on five distinct feature sets of
patients such as i) patients’ pathological features, ii) patients’ physiological features,
iii) patients’ demographic features, iv) patients’ behavioral features, and v) patients’
non-modifiable risk factors. The BRBs are as follows:

DA = fA(S,PA) (1)

DB = fB(T,PB) (2)

DC = fC(X,PC) (3)

DD = fD(Y,PD) (4)

DE = fE(Z,PE) (5)

Here, S = {a1, a2, . . . ..al }, T = {b1, b2, . . . ..bm }, X = {c1, c2, . . . ..cn }, Y =
{d1, d2, . . . ..do }, Z= {e1, e2, . . . ..ep } represent the demographic, physiological, clini-
cal, behavioral, andNon-modifiable features respectively (where l, m, n, o, and p indicate
attributes‘ number for factors).

Suppose thatPA,PB,PC ,PD andPE are the corresponding vectors for the fiveBRBs,
andω= [ω1,ω2,ω3,ω4,ω5] represent theweight coefficients to the relativeBRBwhere
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fA, fB, fC , fD and fE functions are for demographic, physiological, clinical, behavioral,
and non-modifiable factors. To calculate the individual matching degree for each rule,
the following equation is used:

αi,j = u
(
Ai,j+ 1

) − xi
u
(
Ai,j+ 1

) − u
(
Ai,j

) (6)

Where u is utility value, aij is individual matching degree, Aij is jth referential value
for ith attribute, and xi is the input for ith antecedent (Fig. 1).

Fig. 1. Rule Based Expert System to assess CAD

To calculate activated weight to each rule the following equation is used:

wk = θkαk
∑L

i=1 θiαi
(7)
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Where wk is the kth rule’s activation weight and ak is the interrelation between
attributes. To calculate ak, the following equations is used:

αk =
∏M

i=1

(
αk
i

)δ̄ki
(8)

δi = δi

maxi=1,...,M (δi)
(9)

Where δ̄i is the antecedent weight and αk
i represents individual matching degrees for

ith attribute. Five separateBRBs to predict CADareBRB_P,BRB_PH,BRB_D,BRB_B,
and BRB_N. BRB_PH considers physiological factors like blood pressure and stress.
BRB_P considers pathological factors like blood sugar level, low density lipoprotein,
and triglyceride level. BRB_D considers factors like age and body mass index. BRB_B
considers behavior factors like diet, smoking, and physical activities. BRB_N considers
non-modifiable risk factors like gender, family history, and residential Area.

3.2 Uncertainties in the Attribute

Attributes like blood pressure, stress, blood sugar, lipoprotein, triglyceride, age, body
mass index, unhealthy diet, smoking, family history, and race are categorized into
five classes, namely Physiological, Pathological, Demographical, Behavioral, and Non-
modifiable risk factors. All the attributes have uncertainties at some level except gender
attribute (Table 1).

Table 1. Uncertainties in the attributes

Attributes Types of uncertainty Description

Blood Pressure, Stress, Blood
sugar, Triglyceride,
Lipoprotein

Impression Information on the attributes is
collected through medical
instrumentations. The chances
are high for storing wrong data
in patient profile due to
instrumental malfunctioning or
operators’ wrong procedural
approaches. Moreover, the data
for the same patient may vary
in different conditions. For
example, blood pressure rises
after some physical activities,
blood sugar level falls after
fasting and rises after a meal.
So, uncertainty in data may
exist due to dataset in different
physical conditions or
instrumental malfunctions

(continued)
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Table 1. (continued)

Attributes Types of uncertainty Description

Age Inconsistency Old people may face hurdles of
remembering their actual age.
In underdeveloped countries,
the young generation tends to
hide actual the age to apply for
the Government job

Body mass index Inconsistency Patients’ weight varies due to
clothes, shoes, and after having
meals. In this case, wrist
measurement is more accurate
which are maximum 35 in. for
female and 40 in. for male

Unhealthy diet Vagueness, Incompleteness Standard calorie demand varies
from 1800 to 3000 calories and
depends on height, weight, age,
and physical activities. The
exact amount of food
consumption is very hard to
measure, and an accurate
amount of calorie consumption
may be unknown to patients

Smoking Incompleteness Patients try to hide their
smoking habit as they feel
uncomfortable disclosing it in
front of their family members

Family history Vagueness, Incompleteness Most of the time, parents’ heart
disease information is not
available. Even if some
information available, the age,
at which they got the disease,
cannot be determined

Race Imprecision, Incompleteness Usually patients use two or
more addresses like present
address, mailing address, and
permanent address

3.3 Explanation of Antecedent Attributes

Five different types of attributes have been considered in this research. Explanations of
the numerical values of each attribute are as follows:
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Physiological Factor

Blood Pressure (BP)
The blood pressure which creates heartbeats is known as BP. For BP, several numer-
ical points namely Usual, Elevated, Hypertension Stage 1, Hypertension Stage 2,
Hypertension Stage 3 are reflected and shown in Table 2.

Table 2. Numerical values for blood pressure

Terms Numerical values mm Hg (upper/lower)

Usual (U) Less than 120/80

Elevated (E) 120/80–129/80

Hypertension Stage 1(H1) 130/89–139/89

Hypertension Stage 2 (H2) 140/90 or higher

Hypertensive Stage 3(H3) Higher than 180/120

Here, the referential numerical points are presented as in the Eq. (10).

PH1 ε {U, E, H1, H2, H3} (10)

Stress Score (SS)
Intermediate risk of heart problems can be expressed in the SS score. It can be distributed
into several referential numerical points, namely regular, mildly irregular, moderately
irregular and severely irregular are shown in Table 3.

Table 3. Numerical value for stress score

Terms Numerical points

Regular (R) below 4

Insignificantly Irregular (M) 4–8

Significantly Irregular (SI) 9–13

Extremely Irregular (ES) Higher than 13

The referential numerical values can be presented as in Eq. (11).

PH2 ε {R,M, MI, S} (11)

Pathological Factor

Blood Sugar Level. It is the amount of sugar in the blood. Five referential points are
shown in Table 4 and expressed by the Eq. (12).
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Table 4. Numerical points for blood sugar

Terms Amount shown (mg/dL)

Fasting (FA) Less than 100

Before Meal (BM) 70–130

After meal (1–2 h) (A) Less than 180

Before Exercise (B) If taking insulin, at least 100

Bed Time (BT) 100–140

P1 ε {FA, BM, A, B, BT} (12)

Its measures triglycerides amount in blood. Four referential points are described in
Table 5 and Eq. (13).

Table 5. Numerical point for triglyceride

Terms Triglyceride level (mg/dL)

Healthy (H) Up to 150

Marginal high (BH) 151–200

High (H) 201–500

Extremely high (EH) above 500

P2 ε {H,BH,H,EH} (13)

Low Density Lipoprotein (LDL)
It contains both lipid and protein, and carries cholesterol to body tissues. Five referential
values related to LDL are shown in Table 6 and Eq. (14).

P3 ε {D,NO,BH,H,VH} (14)
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Table 6. Numerical point for LDL

Terms Numerical points (mg/dL)

Good (D) Less than 100; below 70 if CAD is present

Moderately elevated (NO) 100–140

Near to high (BH) 141–160

High (H) 161–190

Extremely high (VH) Above 190

Demographic Factor

Age
Older people are more likely to be victims of coronary artery disease, especially, after
the age of 65 years. Usually, aged people have higher chance of getting CAD (Table 7).

Table 7. Numerical values for age

Terms Numerical values (age)

Young (Y) <35

Middle age (M) 35–49

Old (O) 50–65

Extreme (E) >65

Four referential values, namely, young (< 35 years), mature (35–49 years), old (50–
65), and extremely old (E), have been considered in the following equation from the
above table.

D1 ε {Y, M, O, E} (15)

Body Mass Index (BMI)
It indicates the amount of fat ratio. It is applicable for the age range from 18 to 65. It is
the ratio of weight to height (Table 8).

Four referential values, namely, healthy weight (18.5–24.9), overweight (25–29.9),
obese (30–39.9), and morbidly obese (>=40), have been considered in the following
equation from the above table.

D2 ε {H, O, OB, MO} (16)
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Table 8. Numerical points for BMI

Terms Numerical points (BMI)

Healthy weight (H) 18.5–24.9

Overweight (O) 25–29.9

Obese (OB) 30–39.9

Morbid Obese (MO) > = 40

Behavior

Unhealthy Diet
Mediterranean diet can reduce the risk of CAD by 30%. It is mainly plant based food and
categorized into four sections shown in Table 10 and expressed by Eq. (17) (Table 9).

Table 9. Numerical values of diet

Terms Numerical points (Calories/ day)

Low (L) <1800

Healthy (H) 1800–2200

Moderate (M) 2200–2800

Eating Disorder (ED) >2800

B1 ε {L, H, M, ED} (17)

Smoking
Smokers or exposers to smoke have a high risk of CAD. Smoking is categorized into
four sections, and shown in Table 10 and expressed by Eq. (18).

Table 10. Numerical values for smoking

Terms Numerical points (Cigarettes/ day)

Non-Smoker (NS) 0

Smoker (S) 1–5

Moderate Smoker (MS) 6–20

Chain Smoker (CS) >20

B2 ε {NS, S, MS, CS} (18)
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Physical Activities
Inactive and less active people are at high risk to develop CAD. Physical activities are
categorized into four sections which are shown in Table 11 and expressed by Eq. (19).

Table 11. Numerical values for physical activities

Terms Numerical points (Minutes/ day)

Inactive (I) 0–10

Less Active (LA) 11–20

Active (A) 21–30

Very Active (VA) >30

B3 ε {I, LA, A, VA} (19)

Non-modifiable risk Factors

Gender
Male has higher risk of CAD than female. Besides, male suffers from CAD in earlier age
than female. But after the age of 70 years, both males and females have similar chances
of getting heart disease (Table 12).

Table 12. Numerical values for gender

Terms Numerical points

Male (M) 0

Female (F) 1

Other (O) 2

N1 ε {M, F, O} (20)

Family History
If parents have histories of heart disease, children have a high risk of developing CAD.
The risk is evenhigher if parents have suffered before early 50years of age.Thenumerical
points for the family history are represented by 0 (No history of parent’s heart disease),
1 (History of parent’s heart disease), and 2 (History of parent’s heart disease before age
of 50), and expressed in Table 13 and by Eq. (21).

N2 ε {L, M, H} (21)
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Table 13. Numerical values for family history

Terms Numerical points

Low (L) 0

Medium (M) 1

High (H) 2

Residential Area
People from mega-cities are more prone to CAD. This is because of a higher rate of
diabetes and obesity. On the other hand, people from hill track areas are less likely to
develop heart disease. The numerical points for the residential areas are 0(Mega City),
(Rural Area), and 2 (Hill track area), and expressed in Table 14 and by Eq. (22).

Table 14. Numerical values for residential area

Terms Numerical points

Low (L) 0

Medium (M) 1

High (H) 2

N3 ε {L, M, H} (22)

3.4 Rule Base

All attributes from Eqs. (10) to (22) are applied as input variables to predict the CAD
class. Sub rules 1 to 20 are expressed in Table 15 for the two Physiological factors from
Eqs. (10) and (11).

A sub rule of the CAD can be shown as:
R3: IF blood pressure is usual AND stress score is significantly irregular
THEN Overall Prediction is
{(Stage 1, 0.6), (Stage 2, 0.3), (Stage 3, 0.1), (Stage 4, 0.0), (Stage 5, 0.0)}
In the R3, the antecedent attributes are and the consequence attributes are. The rule

shows that patient with usual blood pressure and significantly irregular stress score has
the probability of developing CAD are (Stage 1 is 60%), (Stage 2 is 30%), (Stage 3 is
10%), (Stage 4 is 0%), (Stage 5 is 0%). The summation of all referential values for R3
is (0.6 + 0.3 + 0.1 + 0.0 + 0.0 =) 1. If the summation of all referential values for a
particular rule is 1, we can say that the rule is competed. For some missing attributes or
ignorance, the summation may be less than 1 and the rule is incomplete [34].
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Table 15. Attributes’ sub rule-base for physiological factors

Rule
no.

IF THEN

PH1 PH2 Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

R1 U R 1.0 0.0 0.0 0.0 0.0

R2 U M 0.9 0.1 0.0 0.0 0.0

R3 U SI 0.6 0.3 0.1 0.0 0.0

R4 U ES 0.5 0.3 0.2 0.1 0.0

R5 E R 0.8 0.2 0.0 0.0 0.0

….. ….. ….. …. ….. …. ….. ……

R18 H3 M 0.2 0.8

R19 H3 SI 0.0 0.0 0.0 0.1 0.9

R20 H3 EI 0.0 0.0 0.0 0.0 1.0

3.5 Data Set Description

Dataset was collected from the National Heart Foundation, Bangladesh with proper
authorization. The data set description is shown in Table 16.

Table 16. Summary of patients’ data

Patient information Number

Total patients 1100

Age interval in year 30–95

Average age 59

Ratio (Male: Female) 711:389

Class A (Normal) 450

Class B (Unstable angina) 300

Class C (Non-ST segment) 287

Class D (ST segment) 43

Class E (silent Ischemia) 20
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4 Result and Discussion

In the binary diagnostic test, a positive or negative diagnosis is made for each patient.
When the result of diagnosis is compared to the true condition, we find four possible
outcomes: true positive, true negative, false positive, false negative.

4.1 Success Rate

It is the ratio of correctly identified patient’ numbers and total patients. Equation (23) is
used to calculate the success rate and average success rate.

Success Rate= Number of correctly identified patients

Total patients
X 100% (23)

4.2 Error Rate

It is the ratio of incorrectly identified patients’ numbers and total patients. Equation (24)
is used to calculate the error rate and average error rate.

Error Rate = Number of patients′ incorrectly identified

Total number of patients
∗ 100% (24)

4.3 Failure Rate

It is the ratio of the number of non-recognized patients to total patients. Equation (25)
is used to calculate the failure rate and average failure rate.

Failure Rate = Number of non recognised patients

Total patients
X 100% (25)

4.4 False Omission Rate (fOR)

False omission rate is the ratio the of number of patients identified to a class A to the
total number of patients belongs to a particular class except for class A. Eq. (26) is used
to calculate the false omission rate and average false omission rate.

FOR = Number of patients′ identified to a class A

Total number of patients belong to a particular class except class A
X 100%

(26)

Table 17 explains the results obtained by the equation number (23), (24), (25), and (26).
Class A is considered as CAD negative patients and the remaining classes are CAD
positive patients. It is observed that the success rate of predicting class C type heart
disease is the highest (94.08%) among five classes. On the other hand, the success rate
of class E prediction is the lowest (50% only). Class E is very hard to predict as most of
the time it does show any symptoms.
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Table 17. Success rate, failure rate, error rate, false omission rate by expert system

Class Total No.
of Patients
(True
Condition)

Total No. of Patients
(Test Condition)

Total
Non-Recognized
Patients

False
Omission
Rate (%)

Error
rate
(%)

Failure
Rate
(%)

Success
Rate
(%)A B C D E

A 450 405 7 3 0 25 10 – 07.78 10.00 90.00

B 300 15 268 10 0 07 10 05.00 08.33 10.67 89.33

C 287 1 07 270 10 0 6 00.35 03.83 05.92 94.08

D 43 2 03 02 36 0 0 04.65 16.27 16.27 83.72

E 20 05 0 0 0 10 05 25.00 25.00 50.00 50.00

Average Rate (%) 03.54 08.81 11.10 89.90

5 Conclusion

Heart disease is one of themajor threats to public health and the reason for themain cause
of death worldwide. Although numerous researches are carried out in this area, still there
are challenges to diagnose CAD for treatment. In this paper, the proposed expert system
results in an average accuracy rate of 89.90% which is the highest among other existing
CDSS. The average false omission rate (3.54%) is also the lowest in this system than
that of other CDSS. Our test results satisfy one of the main goals of this research. The
average failure rate (11.10%) and average error rate (8.81%) also remain as marginal.
Class E (silent Ischemia) success rate is the lowest among all classes. The reason is that
Class E occurs suddenly without showing any warning signs of heart problems. It was
noted that Class E is common to people with diabetes. It requires further research work
to investigate whether or not diabetes influences the success rate in Class E type patients.
Apart from this, our research concludes that RBES has a higher success rate and false
omission rate than other existing CDSS.
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Abstract. We proposed a classification technique of EEG motor imagery sig-
nals using Logistic regression and feature extraction algorithm using filter bank
common spatial pattern (FBCSP).Main theme of FBCSP is that the signals decom-
posed into 5 sub band then calculated CSP for each sub band, this algorithm also
allows automated frequency band selection. We combined each subband CSP
feature vector, feed this feature vector into machine learning algorithm. In the
paper Logistic regression is used to classify among multiple classes. To evalu-
ate this method, we used here publicly available dataset namely Brain-Computer
Interface competition IV-2a. Because of high accuracy and kappa that shown in
accuracy table that proposed method is promising.

Keywords: Motor Imagery (MI) · Brain Computer Interface (BCI) ·
Electroencephalogram (EEG) · EEG signal classification · Logistic Regression

1 Introduction

BCIusesEEGsignal to establish a direct communication path awaybetween an enhanced
or wired brain and external device based on signal processing system [1].

For the people suffering from neural disorders, motor imagery brain computer
interface provides a non-muscular solution [2].

EEG based invasive BCI system is immense temporal solution, relatively high porta-
bility, low-cost and non-invasive. The raw EEG signals are noisy or corrupted with
various artifacts or noises like cardiac activity, muscular activity, eye blinking etc. [3].

So, some initial steps is necessary to minimize background noise and artifacts named
preprocessing. Preprocessing of high dimensional data results in noise-free and artifact
less data which can be converted into commands by classifying the preprocessed data
using a machine learning algorithm.

The EEG signal from motor cortex is used in this paper. Which is correlate to the
environment when a subject thinking a movement like left or right-hand movement. It is
called sensory-motor activity. Movement imagined or done in real-life cases increases
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or decreases in μ activity in the device of motor-cortex-sensor. The band frequencies
μ (8–15 Hz) and beta β (15–25 Hz) rhythms are activated when the persons imagined
motor movement and the amplitude decreases before the actual movement [4].

2 Related Works

The proposed system is dealing with the BCI competition where many numbers of the
methodologyused to solve theBCI competition problemsince the start of theBCI compe-
tition. The success of brain signal classification in BCI competition significantly depends
on feature extraction from the observed data, firstly used auto-regressive (AR) model
with adaptive auto-regressivemodels (AAR) [5], fast Fourier analysis andwindowed and
cross-correlation. Then Principle Component Analysis (PCA), Common spatial patterns
(CSP) are broadly used [6]. In BCI research common spatial pattern is a very popular
method to obtain features from the EEG signal. LDA (Linear Discriminate Analysis),
ANN (Artificial Neural Network), KNN (K-Nearest Neighbor) classification algorithm,
SVM (Support VectorMachine) algorithm are used for classify into right intention [5, 7].
First developed the support vector machine (SVM) by Vapni based on statistical learning
theory k in 1995, which is used for nonlinear regression and classification. The main
concept of SVMs is to make samples linearly separable by calculating optimal planes
from high dimensional space. Based on the high dimension, local minima, non-linear
relationships, and small sample size SVMs can solve practical problems.

For the random and non-stationary nature of electro encephalography (EEG) signals
is the main difficulty of SVM to choose kernel function in practical application [8].
The concept of the Naive Bayes (NB) algorithm is to find the probability of a depen-
dent event based on occurring given the probability of another event that has already
occurred, The problem of Naïve-Baise algorithm are, produced estimated probability
can be inaccurate, sometimes maximum probability assigns to the correct class. In our
proposed methodology for feature extraction. The method we proposed here namely
filter bank common spatial pattern is the modified version of common spatial pattern
and for classification we used the Logistic Regression model.

3 Methodology

For feature extractionwe used in the paper Filter BankCommonSpatial Pattern (FBCSP)
and Logistic regression is used for identifying right intention of human thinking. Feature
selection is performed in FBCSPwhere aswe are classifying the data directly by Logistic
regression [9].

3.1 Preprocessing the Data

Cross Validation
Cross validation tests the model in training phase for the dataset in order to restrict
problems like overfitting and under fitting. It’s important that the validation and training
set is drown from the same distribution.
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Validation helps us to find out the model which will performs best on unseen data.
It also evaluates the quality of the model. It mainly depends on the number of splits and
fold in the datasets to produce random train validation split. With stratification when
splitting data, we achieve similar target distribution over different folds. Cross validation
is very useful to tackle overfitting and under fitting in addition it also determines which
parameters will result in lowest test error.

Noise Removal
Obtained signal from signal acquisition steps are usually contains a lot of artifacts
because of high frequency noise such as EOG’s and EMG’s because of electrical inter-
ference. Besides the distance between the scalp and the neurons makes it difficult to pin
point the exact location of where an activation took place can also be an issue. As a
result, preprocessing these signals is an import step for such experiments.

Band Pass Filtering
A band pass filter passes signals between two specific frequencies.

Most human brain activity produced within the frequency band of (2–40 Hz). For
while, a band pass filter with range of frequency 2–40 Hz used here. Most of the high
frequency noises can be filtered using band pass filter. The filter can have as much as sub
bands as one wants. Sub band is used because alpha beta brain rhythms resides within
such frequency [8].

Butterworth Filtering
It has amaximumflat frequency response with slow cut off and no gain ripple in pass and
stop band. In the butterworth filter zero frequency is used as stop band and maximally
in pass band.

Standard Scaling
Data have collected from multiple sources so lack of standardization can be create
problem during data preprocessing. Large scale collection development is the process
to test the neurological phenomenon across experiment and subject with robustness
of approaches. If we use only raw data without standard preprocessing then it might
create conflicts with respect to collection development. So, standardization format is
very much important to progress in large scale in EEG. This kind comparison needs to
start from datasets that are well documented and analysis ready. The important step for
preprocessing of large scale is noise removal and inefficient channel detection.

Several criteria use standard deviation of Z-score to replace the mean by the median
and the standard deviation. It also detects nan-data from the channels. So, the key step of
mining EEG across large collections is to develop a standardize preprocessing pipeline
that will allow as to preform various analysis with reference to the raw data [9].

Normalization
Normalization mainly is removal of mean and division by standard deviation which can
be performed across the band over time. There are two types of normalization:

i) Temporal: Subtraction of mean of each window and division by standard deviation.



Multiclass MI-Task Classification Using Logistic Regression and FBCSP 163

ii) Ensemble: Pointwise subtraction of an ensemble means and division by ensemble
standard deviation.

Temporal normalization is usually a good idea when possible and reasonable

3.2 Logistic Regression

We got a feature vector fi from FBCSP from both training and testing EEG dataset. Now
we used Logistic Regression model used to feed the training feature then evaluate this
model using testing feature. Classification algorithm Logistic Regression is a statistic
technique borrowedbymachine learning. It is used for estimating values fromparameters
coefficient. It predicts the outcome based on the given parameters. Logistic Regression
can be divided in to two kinds. They are:

(i) Binary (example: cancer yes or no)
(ii) Multi-linear functions (example: Book, pencil, pen).

Based on the number of parameters, there are three kinds of logistic regression:

1. Binominal: Categorical output with two values ‘0’ or ‘1’.
2. Multinomial: Categorical output with more than two values: good, better, best
3. Ordinal: If multiple categories are in orders. Like 0, 1, 2, 3, 4 or A, B, C etc.

In this paper, we are dealing with ordinal or multi-linear functions. Our feature vector
can be represented as matrix M.

M =

⎡
⎢⎢⎢⎣

m11 m12 · · · m1k

m21
...

. . .
...

mn1 · · · m

⎤
⎥⎥⎥⎦

Where ‘k’ is the feature variables. And mi,j represents values of features and
observation. A single observation can be represented as below M.

X =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
mi1

mi2

mi3

.

.

.

min

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

The hypothesis of Logistic Regression h(xi) presents the predicted response for ith

observation.



164 Md. M. H. Joy et al.

The hypothesis is described in Eq. (i):

0 ≤ hθ (x) ≤ 1 (i)

Where h(xi) = g(z) = 1
1+e−z

Logistic function can be defined using Eq. (i). This function can take input any range’s
number and produced a output value between 0 and 1, making the function useful in the
prediction in probabilities (Fig. 1).

Fig. 1. Sigmoid function outcome.

The hypothesis also can be written as:

σ(z) = σ(β0 + β1x)

Where, z = β0 + β1x
The cost function of linear regression is,
If y = 1 log(hθ (x))
If y = 0 log(1 − hθ (x)).
Cost function measures the machine learning performance for the given data. This

calculates the difference between the expected value and predicted value called error
value. Presents it in the form of a single real number which should not be negative. To
minimize the cost value gradient descent is used. A gradient descent function should be
run on every parameter to minimize the cost. The equation is:

θJ := θJ − α
∂

∂θJ
j(θ)

Hence θJ is the gradient descent and j(θ) is the cost function.

3.3 Filter Bank Common Spatial Pattern

In a task like motor imagery, FBCSP is one of the most popular features obtaining
method based on a common spatial pattern. It consists of four steps which use the
Common Spatial Pattern algorithm for feature selection and classification on selected
feature [10].
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The first multiple bandpass filter namely the Chebyshev type II filter is used to
remove the artifact from EEG.

To compute the most effective feature of the EEG signal, we used spatial filtering
with CSP on each frequency subband. For finding ERD and ERS from EEG, CSP is one
of the powerful algorithms which is used [6, 11].

The method named common spatial pattern is used to designs spatial filters that have
an ideally fixed variance between the filtered time-series data.

We have given input data denoting EEG/ECoG data from trial i for class c {1, 2, 3,
4} (e.g., left hand, right hand, tongue versus foot motor imagery). Each of the sets is
an X × Y matrix, where X is the number of channel used during recording time, and Y
denotes the number of sample points in time per channel [12].

Here used a Butterworth filter to scale those data. Low-pass Butterworth filter design
can be defined as:

v0(s)

vi(s)
= R

s3(L1C2L3) + s2(L1C2R) + s(L1 + L2) + R

After scaling the data, we will perform a Common spatial pattern on it.
Our spatial filter we obtained from the CSPmethod can be used to linearly transform

the EEG measurement in Eq. (ii) [13, 18].

Z = WTE (ii)

W e Rch*ch represents CSP projected matrix, E e Rch*s is the trial of EEG signal
measurement, andZeRch*s which are thefiltered signalswhere ch represents the number
of electrod and s represents the number of sample point per channel [14]. Projectedmatrix
Walso called a Transformationmatrix that sums up the featureswhose variance is used to
determine the EEG between two classes [15, 19]. Solving the equivalent decomposition
problem can be useful to calculate W using Eq. (iii).

Σ1W = (Σ1 + Σ2)WD (iii)
∑

1 and
∑

2 are calculated from the respective motor imagery task by estimating the
band pass filter EE measurement from the covariance matrix. The eigenvalue of

∑
1 is

contained in a diagonalmatrixD. For ith trial theCSP features for the EEGmeasurements
are calculated by Eq. (iv) by:

fi = log(
diag(W̄ TEiET

i W̄ )

trace(W̄ TEiET
i W̄ )

) (iv)

Here fi is the features which we get from the common spatial pattern. We are calculating
the diag() using transposed projection matrix and with the Eigen value. The trace is
similarly calculatedwith the same attribute. The divisor result is then passed as parameter
into a logarithmic function to calculate the features.

3.4 Random Forest

To classify our CSP feature vector fi we also used the Random Forest machine learning
algorithm as a classifier [16, 17]. The concept of this algorithm is to calculate Gini index



166 Md. M. H. Joy et al.

and information gain from the feature vector fi to build up the decision tree. Multiple
trees are created to classify EEG label in accordance with their attributes, each tree
individually gives a classification result and saves them as for appropriate class, which
has the most overall the trees is chosen for classification. For regression, the average
output by different trees is taken. Pseudocode of random forest is given below:

• A number of training features set is N. then, randomly take samples for these N cases
with replacement.

• For M input features or variables, m variables are selected as m < m. m is constant
although growing the forest. We used the best split of m to split the given node.

• Each tree is expanded as large as possible without pruning.
• By summing up the prediction odd n trees new data is predicted.
• Maximum numbers of votes are accountable for classification.
• Average votes are used for classification.

Random Forest with two decision trees is given below:

Fig. 2. Example of Random Forest implementation.

In Fig. 2, V[i] is the i-th value of the feature vector. The random forest depicted
in figure predicts one of 3 class labels: A, B, or C. Many kinds of decision trees are
used for classification in a random forest. It uses bagging and feature randomness to
build individual trees to build an uncorrelated forest of the tree, to make predictions
more accurate than individual trees. It is an ensemble machine learning algorithm, uses
a divide and concurs approach.

4 Experimental Analysis and Discussion

4.1 Dataset Description

For dataset 2a of Brain Computer Interface (BCI) competition IV that is contained
Electroencephalogram (EEG) data from 9 subjects. It has 4 types of motor imagery
tasks, these are the thinking imagination of right-hand movement, left-hand movement,
both feet movement, and tongue.
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Data has recorded from individual subject over two sessions. 6 runs combined into
one session and separated each run by a short gap. In front of a computer screen, we
make the subjects to sit comfortably. When starting a trail (t = 0), on the black screen
taxation cross was appeared.

Besides, these as a short aural warning accent was presented. Subsequently 2 s (t
= 2) a pointer in the form of an indicator is goes may be to the up, down, left, or right
(Fig. 3).

EOG 
(movement)

EOG 
(eyes closed)

EOG 
(eyes open)

RUN-1 RUN-N

Fig. 3. Timing diagram of an individual session.

One session has 288 trails in total, 48 trails per run, 12 for each of the four classes. To
record the EEG signal 22 Ag/AgCl electrode distance of 3.5 mm was used; the image is
shown in Fig. 4most signals were recorded asmono-polar with left and right side serving
as reference and ground respectively. 250Hz sampling rate was used on the signal during
signal transformation and passes those signal whose have frequency between 0.5 Hz to
100 Hz using band pass filter. The amplifier had a sensitivity of 100 μv. To discard line
noise, we used an additional notch filter of 50 Hz.

Fig. 4. International 10–20 system electrode montages.

4.2 Results

To obtain 9 band-pass filters here band pass filter is applied to cover 4–40 Hz. Later we
have used CSP for extracting features for each band.

The best results appeared for subject A01T, A02T, A07T, A08T, A09T is giving the
best possible results using our proposed method and the overall result is better than the
results we found for Naïve Base Classifier and Random Forest classifier for the same
dataset. While we are getting a comparatively less performing model for other subjects
like A03T (Table 1).
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Fig. 5. Comparison result between different classifier.

Table 1. Comparison between Logistic Regression and Random Forest Classifier results.

Subject Logistic Regression Naïve Base Classifier Random Forest Classifier

A01T 88.26 64.46 82.56

A02T 58.30 42.35 53.71

A03T 83.88 79.77 89.01

A04T 60.96 36.53 48.68

A05T 62.31 21.54 48.18

A06T 51.16 28.01 44.18

A07T 89.17 62.62 71.11

A08T 88.93 77.43 72.69

A09T 83.33 71.96 71.96

The best results appeared for subjects 1, 3, 7, 8, 9 using our proposed method and the
overall result is better than the results we found for Random Forest classifier for the same
dataset. As we can see our model is giving better results than Random Forest Classifier,
there are some factors working behind it: Sometimes Logistic regression gives better
results than Random Forest Classifier because of when the dataset has a higher impurity
or higher Gini index. In this case, this factor is playing a major role.

Random forest is better when it predicts actual result with a lower accuracy but if
the class label of a dataset is labelled correctly then logistic regression can play the role
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as well. In this case our model is giving accuracy because of the accurate labeling in the
preprocessing step (Fig. 5).

The result can be seen from the bar chart where the black bar represents our proposed
method which is significantly rising higher than the others.

5 Conclusion and Future Work

For four class EEG motor imagery classification we have used logistic regression and
FBCSP is used for feature extraction. Our experiment gives a remarkable result but the
accuracy doesn’t remain constant. Due to subject variability we were unable to find a
method that can give equally good results for every subject. FBCSP is giving a better
classification rate. As future work, we are trying to create a method which is equally
effective for every subject and every dataset.
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Abstract. Current and future cellular mobile networks, such as Long Term Evo-
lution Advanced (LTE-A) and 5G, should provide wireless broadband access
over radio channels for a growing number of users each day. However, in order
to satisfy the service requirements of the User Equipments (UEs) applications,
RadioResourceManagement (RRM)mechanisms implemented in evolvedNodeB
(eNB) need to use efficient techniques to overcome limitations such as band-
width scarcity, path loss, and channel fading. Therefore, this paper proposes a
new channel-aware scheduling algorithm. Evaluation results show that the pro-
posed algorithm is able to improve the cell edge throughput if compared to other
algorithms. In addition, it offers better fairness performance.

Keywords: LTE-A and 5G networks · Channel-aware scheduling · Cell edge
throughput

1 Introduction

The volume of data traffic generated on cellularmobile networks is continuously increas-
ing [1]. The efficient radio resource management (RRM) schemes are necessary in order
to meet this demand. The main RRM function is scheduling, which is responsible for
periodically allocate the resources to User Equipments (UEs).

One of the main features of wireless mobile communications is the fast variation in
channel conditions due to the phenomenon called channel fading, distance-dependent
path loss and interference [2]. The Signal-to-Interference-plus-Noise Ratio (SINR) level
is a parameter that enables to qualify the channel condition between the evolved NodeB
(eNB) and the UE. The greater the distance between these devices, as well as the inter-
ference, the lower the SINR and, consequently, the lower UE throughput. Therefore, the
UEs present at the cell edge are the most injured.

The Resource Allocation (RA) mechanisms that consider channel conditions, also
known as channel-aware, have better throughput performance when compared to
channel-unaware mechanisms. This is possible because channel-aware mechanisms
exploit the so-called multi-user diversity gain, which means that among several UEs
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with different channel conditions, those one with more favorable conditions for trans-
mission must use the resources. Thus, more bits can be transmitted through the allocated
resources and consequently the channel is used more efficiently [3].

Therefore, this paper proposes a new scheduling algorithm that considers the channel
conditions for the downlink LTE-A and 5G networks, with the objective of increasing
the cell edge throughput, and at the same time to improve the fairness. The remainder
of this paper is organized as follows. In Sect. 2, we present the fundamental concepts
of channel-aware scheduling, after in Sect. 3 we specifies the problem and in Sect. 4
present the solution, then follows Sect. 5 with performance evaluation, and finally, in
Sect. 6 the general conclusions are made.

2 Channel-Aware Scheduling

The scheduling mechanism or Packet Scheduling (PS) is responsible for defining which
Resource Blocks (RBs) are allocated to the UEs. The RBs, which convey the data bits,
are the elementary frequency subcarrier allocation units (12 subcarriers of 15 kHz,
totaling 180 kHz per RB) used for communication between eNBs and UEs in Long-
Term Evolution Advanced (LTE-A) networks, standardized by the Third-Generation
Partnership Project (3GPP).

The amount of RBs and the order of served UEs over time are the result of the
scheduling strategy or policy adopted. Therefore, the scheduling strategy is a decision-
making process, carried out by the MAC layer in eNB, based on input parameters such
as channel state, Quality of Service (QoS) requirements, among others [4], as shown in
Fig. 1.

Scheduling 
Strategy

QoS Requirements 
(max. delay,..)

UEi

UEj

UEz

UEz

UEi

UEj

UEz

UEz

UEz

UEi

UEj

UEk

.

.

.

RB Resource Block

...

...

Traffic Type

Channel Condi�on
(SINR)

Fig. 1. Downlink scheduling: input parameters and UE-to-RB mapping.

The PS strategy in LTE-A and 5G networks is not standardized by 3GPP, therefore
performance depends on the implementation designed by each mobile cellular network
operator or developer. In general, most of the scheduling schemes presented in the
literature can be classified according to information used for decision-making process,
such as QoS requirements, and channel conditions (Channel-Aware Scheduling).
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The scheduling scheme operation that consider channel conditions can be summa-
rized as follows. At each Transmission Time Interval (TTI), UEs estimate the channel
condition and report the Channel Quality Indicator (CQI) to serving eNB. This is so-
called CQI feedback [5]. In eNB there is a buffer for each UE, where incoming packets
are queued and has to wait for scheduling opportunity. The scheduling strategy, whose
decision-making process takes channel condition into account, can allocate one or more
RBs to particular UEs, and a RRM module determines the Modulation and Coding
Scheme (MCS) according to CQI feedback. For instance, RBs are allocated to high
SINR UEs in each cell in order to maximize system throughput because the better the
channel condition, the higher the MCS order and, hence, the higher the bit rate per RB.
This is an opportunistic scheduling example that is efficient for exploiting variations in
channel conditions to produce significant network throughput gains.

The effectiveness of these schemes depends on the channel condition information
provided by the UEs. Outdated information may result in poor performance.

In general, the PS design should consider a mathematical model, so-called utility
function, to quantify system performance. The utility function result may vary with
each TTI according to the UE-to-RB mapping established by the scheduling strategy.
The parameterization of this function depends on the project objective. Some examples
of scheduling algorithms that consider channel conditions are Maximum Throughput
(MT), whose purpose is to maximize system throughput; another example is the Propor-
tional Fairness (PF), whose objective is the balance between spectral efficiency (SE) and
fairness. In the Eqs. (1) and (2) are presented utility functions of MT and PF algorithms,
respectively [3].

pku = argmaxu
(
ruk (t)

)
(1)

Where ruk (t) represents the expected data rate at time t, u is the UE index, which
ranges from 1 to N, and k is the RB index. In this case, the UEs with better channel
conditions has resource allocation priority and it may result in traffic starvation of UEs
with low SINR.

pku = argmaxu

(
ruk (t)

Ru(t − 1)

)
(2)

WhereRu(t − 1) is the achieved throughput. In this case, theUEswith lower through-
put achieved could have resource allocation priority. Therefore, PF algorithm also gives
the scheduling opportunity to UEs with bad channel condition.

In the literature there are several proposals based on Channel-Aware Scheduling.
For example, in [6] and [7] the resource allocation decision is based on comparing one
metric, per UE, which is a function of CQI; the papers presented in [8–11] and [12]
take into account channel conditions and QoS parameters for resource allocation. The
balance between opportunistic scheduling and fairness scheduling types is the focus of
the study presented in [13] and the proposed implementation in [14, 15] and [16].
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3 Problem Description

The scheduling mechanisms performance depends on the techniques employed in their
implementation. The scheduling disciplines adopted in wired networks, such as Round
Robin (RR), are not efficient for thewireless network scenario, where channel conditions
and traffic load vary dynamically. The RR scheduling discipline aims to allocate the
same amount of RBs for each UE associated with an eNB, but the UE throughput may
significantly vary as the amount of bits available in each RB varies with the established
MCS. The MCS is set according to the channel condition because this condition defines
the SINR level and, hence, CQI value reported by UE. The amount of bits per RB
allocated to UEs with low SINR, which is typical of cell edge UEs, is smaller than for
UEs with high SINR. Therefore, scheduling disciplines that do not consider channel
conditions to allocate resources may not to be the most efficient for improving cell edge
throughput in LTE-A and 5G networks.

Even channel-aware scheduling disciplines such as MT, which optimizes system
throughput at the cost of starvation of traffic flows generated by UEs with low SINR
that are mainly those located at the cell edge, is not ideal algorithm for optimizing the
throughput of these UEs. It is noteworthy that resource allocations projects that cannot
balance spectral efficiency and fairness are not practical for real cellular mobile network
scenarios. Thus, we present in the next section a new solution to improve the cell edge
throughput while achieving fairer resource allocation.

4 Channel-Aware Downlink Scheduling Algorithm
for LTE-A and 5G Networks

To improve the cell edge UEs average throughput, we must implement a channel-
aware scheduling algorithm. Therefore, based on channel condition, we developed a
novel RRM mechanism called Resource Allocation Scheme to Optimize the Through-
put (RASOT). We present the RASOT operation in Fig. 2 and in the following pseudo
code.
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Start

End

Create 2 Lists:
edgeUE_list and centerUE_list

Average Throughput of UEs

Sort UEs According to Throughput:
edgeUE_list_throughput = [Te1,..,Ten];     %Te1 < Te2...< Ten

centerUE_list_throughput = [Tc1,..,Tcn];      %Tc1 < Tc2 ...< Tcn

Schedule Cell Edge UEs:
Allocate the highest Spectral Efficiency (SE) RBs

Schedule Center UEs:
Allocate the highest SE available RBs

Fig. 2. RASOT basic steps.
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First, there is a comparison, if the SINR level is less than a default value called
SINR_threshold, then the procedure insert UEs into the edgeUE_list array, that forms
a cell edge UEs group. However, if the SINR level is greater than SINR_threshold, the
procedure insert UEs into the centerUE_list array, that forms a center UEs group. This
has implemented in pseudo code between lines 6–15. Next, another procedure, between
lines 16–17, calculate UEs throughput, then sort the UEs in ascending throughput order,
between the lines 18–19.

We implement the procedures for allocating the highest spectral efficiency (SE)
RBs for cell edge UEs between lines 20 and 32. The variable nRBs_allocated (line 23)
represents the amount of RBs allocated to each cell edge UE, which results from the
ratio between the total of RBs that eNB can allocate (nRBs) and the number of UEs
associated with eNB (length(associated_ue)).

The variable rb_index represents the RB index and the variable se represents the
spectral efficiency value. Line 24 defines a sequence of RBs from the highest SE
value to the lowest SE value. When eRB and eUE are equal to one, the higher SE
RB (RB_grid.user_alloc (rb_index (1)) is allocated to the first UE (throug_edgeUE_id
(1)), i.e. the lowest throughput UE is serviced first, and so on. After to schedule cell
edge UEs, RASOT algorithm schedule center UEs similarly to the previous UEs, which
means to schedule first the center UE with lowest throughput, and so on. We implement
this operation between the lines 33–45.

5 Performance Evaluation

To evaluate the proposed algorithm presented in Sect. 4, we used the MATLAB soft-
ware with LTE-A System Level Simulator module developed by TUWien’s Institute of
Telecommunications [17].

We present the values of the main parameters set in this modeling and simulation in
Table 1.

Table 1. Simulation parameters values.

Parameter Value

Simulation time 100 TTIs

Inter-site distance (MC) 500 m

Inter-site distance (SC) 250 m

Max. power transmission (MC) 46 dBm

Max. power transmission (SC) 30 dBm

Bandwidth 10 MHz

Channel model PedA

CQI feedback delay 3 TTIs

The modeled scenario has 7 sites, each consisting of 3 sectors, totaling 21 Macro
Cells eNBs (MCs) and 30 Small Cells eNBs (SCs), which characterize the system as
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a Heterogeneous Network (HetNet). This model was choose because the addition of
small cells under the coverage area of traditional cells is one of the main strategies
for increasing the capacity of 5G systems. In addition, the significant amount of eNBs,
together with 825 UEs, that is the maximum number of UEs, as in [18], characterizes a
denser network than most models presented in related works.

The average throughput and the fairness are the chosen parameters to evaluate algo-
rithms performance. In the next figures, we present results with a 95% confidence
interval.

Figure 3 shows the comparison of throughput performance for cell edge UEs among
the proposed RASOT, RR, PF, and MT scheduling algorithms. RASOT outperforms the
others algorithms because it gives priority to the service of cell edge UEs, as presented
in Sect. 4. In addition, the proposed algorithm allocate more efficiently the RBs, which
can carry more bits, since they have higher spectral efficiency. Therefore, the RASOT
algorithm has better cell edge throughput for the simulated amount of UEs.

Fig. 3. Average throughput of cell edge UEs.

The results shown in Fig. 4 demonstrate that the proposed algorithm, RASOT, has a
slightly lower performance than the other algorithms, except for the MT that maximizes
the system throughput by sacrificing the cell edge UEs throughput. Thus, we can state
about the RASOT algorithm that the improved throughput performance achieved with
cell edge UEs does not occur at the expense of significant performance degradation of
other UEs.

We quantify the fairness performance using the Jain’s fairness index, represented in
Eq. (3) by the variable J, which is a function of the throughput obtained by each of the
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Fig. 4. Average throughput of system UEs.

n UEs, represented by the variable xi [19]. The higher the fairness, the greater the value
of this index, where 1 is the maximum value [20].

J =
(∑n

i=1 xi
)2

n.
∑n

i=1 x
2
i

(3)

In Fig. 5 we present the fairness index obtained by the four techniques mentioned
above. The performance of the RASOT algorithm was better than the RR algorithm,
which allocates the same amount of RBs for each UE regardless of channel condition,
and PF, which performs the distribution of RBs relatively fairly. The MT algorithm
performance was much lower than the performance of the other algorithms because it
serves only the UEs with high SINR and therefore causes traffic starvation in UEs with
low SINRs.

Since the objective of the RASOT algorithm is to improve the cell edge UEs through-
put by first scheduling one from the lowest throughput to the highest achieved through-
put, the cell edge UEs average throughput increases. However, the center UEs average
throughput decreases because it has lower scheduling priority than cell edge UEs. Thus,
the difference between the throughput values of the cell edge UEs and the center UEs
present a significantly reduction when compared to the other algorithms. This reduction
has a positive impact on the value obtained through Eq. (3), which is a function of the
throughput achieved by each UE. Therefore, the proposed algorithm is the most suitable
algorithm for providing theminimum throughput required by certain applications, which
can be performed on both center UEs and cell edge UEs.
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Fig. 5. Fairness.

6 Conclusion

In this paper, we present a new channel-aware scheduling algorithm, which gives pri-
ority to attend the traffic flows generated by UEs at the cell edge of LTE-A and 5G
HetNets. The results obtained through modeling and simulation reveal that the proposed
scheme improves the cell edge UEs throughput performance, if compared to well-known
schemes such as RR, which does not consider channel conditions, and channel-aware
schemes, such as MT and PF. In addition, the proposed scheme presented better fairness
performance if compared to the reference schemes. Thus, we can say that it is best suited
for applications with minimum throughput requirements, performed in both the center
UEs and the cell edge UEs.

As future work, we aim to minimize Inter-Cell Interference (ICI), and consequently
maximize the cell edge UEs throughput performance. We will design a power control
module based on game theory that jointly with the proposed algorithm will meet this
objective.
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Abstract. Internet of Things is emerging technology from few years where
autonomous devices and technology communicate without human intervention.
For IoT, many smart objects are interconnected and communicate through infras-
tructure of internet that is the base of a global network. The major challenge of
IoT automation is to inter-connect heterogeneous devices, sensors and real-time
application. Research has demonstrated recent development for a varied scope
of solutions and devices of IoT eco-system. However, each interoperable tech-
nology provides its proprietary infrastructure and mechanism to communicate,
which leads to IoT interoperability issue. Many research organizations, IoT indus-
try and standardization institutes are working for empowering interoperability of
resources between autonomous IoT devices. These efforts are categorized accord-
ing to its implementation and usage considerations. The interoperable communi-
cation mechanism also depends on communication protocols and its communica-
tion models used at application layer. Major devices use MQTT, CoAP, RestAPI,
AMQP and HTTP protocols at application layer for communication. This paper is
intended to describe interoperability types and its impact on seamless communica-
tion. As a solution of interoperability issue, message bridge can be implemented
between application layer protocols of request-response and publish-subscribe
communication models. This paper demonstrate message bridge approach based
on Ponte, which is open source IoT project designed by Eclipse for intercommuni-
cation between application layer protocols. The paper also demonstrates working
of Ponte with the resolution of open issue related to message retention for cross
protocol communication.

Keywords: Internet of Things · IoT protocol · Application layer protocol ·
Interoperability · MQTT · CoAP · HTTP · Message bridge · Ponte

1 Introduction

Internet ofThings is a technologywith connecteddevices to the internet having advantage
of receiving and sending information over the internet and perform task depending
on the information. Progressing towards recent technologies, it has become possible
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to interconnect any device to other device using IoT [1]. This has become possible
due to wireless networks and mobile devices with the help of which, we can control
ample of devices from remote locations. Internet is the driving element for IoT enabled
devices to have direct communication between machine-to-machine, thus coalescing
digital and physical world together. Connecting each device is still a challenge to IoT as
every IoT device has certain protocols and technologies upon which it is designed. It is
difficult to cope with the growing requirements of humans as well as modern devices.
Protocols used in majority of IoT devices which fall under Machine-to-Machine (M2M)
category.With the help of these predefined protocols, IoT devices can establish seamless
connection. To decide what kind of action a device should take, methods based on
respective protocols are used. Majority of the event processing are based on Publish-
Subscribe and Request-Response method [2], these methods are central part of MQTT
and CoAP respectively. MQTT and CoAP are playing a major role in connecting devices
to the internet. For achieving vision of connecting every device to the internet it must use
HTTP for communication. WWW is fully based on HTTP protocol that opened a path to
the internet for millions of people. The Internet of things has come so far by developing
in so many areas and it has so many applications that its diversity can be an obstacle in
its growth [16]. Each day many devices require seamless connection to the Internet, on
the parallel side these IoT things are manufactured by different thousand manufacturers.
These manufacturers are coming up with their own protocols, thus making it difficult to
make devices communicate with each other. The need for Interoperability emerges due
to heterogeneous devices and its manufacturer specific features.

2 IoT Interoperability

Interoperability can be defined as enabling devices and systems to communicate with
each other regardless of the technical dependencies of their manufacturers. The Oxford
Dictionary defines the term Interoperability as “able to operate in conjunction”. The defi-
nition of IoT says that it is global platform for communication between self-configurable
devices which have identities, use smart interfaces and connected to network without
interruption. The devices used in IoT systems are constrained by limited memory and
processing capacity. The domains using such devices and communication among them
are medical, transport, business, agriculture, health care, infrastructure, etc. There are
more than 300 IoT platforms for intercommunication in market and many more are
coming by each passing day [17]. The well-known IoT platforms providers are AWSIoT
(Amazon), HomeKit (Apple), Watson (IBM), Brillo (Google), AzureIoT (Microsoft)
and Jasper (Cisco) [22].

According to McKinsey analysis, missing interoperability is threat to IoT market. It
is stated by author that, 40% of potential benefits can be get by interoperability among
IoT devices [3]. The case inwhich interoperability is not provided for communication the
devices must bound to single system provided by manufacturers. It restricts the system
for using the defined communication mechanism by the providers [4]. Thus it becomes
difficult for users or small scale providers to take services of heterogeneous devices and
integrate them to make an information network. Such issues make interoperability a
biggest challenge of IoT along with standardization, scalability and security [18]. The
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standardization is needed for seamless communication technology amongheterogeneous
IoT things. Interoperability is raising day by day in IoT market due to heterogeneity of
devices [21]. As it is described in Fig. 1, IoT interoperability is having four types as
listed below [6],

Fig. 1. Interoperability in Internet of Things [6]

Device Level Interoperability: It deals with hardware and software features of hetero-
geneous device which have diversity based of proprietors and thus have interconnection
issues.

Network Level Interoperability: The network on which devices are performing com-
munication are distinct in nature. There may be IoT device, mobile device or any desktop
computer as “Thing” and it may use different technologies to connect to the network.

Platform Level Interoperability: It arise due to variety of platforms available for
providing service and application for communication.

Protocol Level Interoperability: As there are heterogeneous devices and each may
have different proprietor. The communication protocol and technology used may varies
from device to device.

Data Level Interoperability: The data gathered by sensors are going to be stored either
at device or at cloud for the system. The data filtration functions handle and store data
in their unique formats.

Syntactical Interoperability: The message format used by communication devices to
interconnect may uses different formats according to technical design of the device.

Semantic Interoperability: In case of M2M (Machine-to-Machine) communication,
both intercommunicating devices must follow same units. This system will not work
efficiently when communication will be obstructed by varied semantics of device.

3 IoT Interoperability Challenges

The interoperability in IoT communication can be achieved when the two devices are
compatible with each other [7]. The world of Internet of Things is facing high degree of
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heterogeneity because of hardware, protocols and technologies used by devices. Even
for one IoT system, there could be many interleaved communication technologies. Also,
for one communication protocol, there could be number of communication application
and design strategies. To handle such diversity in many aspects, communication within
constrained devices is a big challenge. With increasing demand in future, the integration
of wide variety of constrained devices will become necessary to improve [13].

The security and privacy of information and network must incorporate with basic
principles like authentication, authorization, confidentiality, integrity and availability
[8]. IoT covers many domains of real life and applicable to global economy. Thus, IoT
security and privacy problems need most attention to be resolved. The developers and
users of IoT devices and frameworks have committed for secure solution and guarantee
for application used with privacy concerns. Likewise, an aggregate solution for security
can also find optimal solution for scalability problem [4].

In IoT culture, many of the IoT device manufacturer are coming up with devices and
services. An environment of proprietary in IoT technologies constraint growth value for
users and industry. Though complete interoperability for all products and services is not
possible, users may be diffident to buy IoT products and services in case of integration
issues, ownership problems, and concern over proprietary for IoT device, service or
platform [19].

4 Interoperability Solution

IoT has varied range of communication protocols such as MQTT, CoAP, AMQP, and
HTTP at application layer [2]. Among the mentioned protocols, MQTT and AMQP use
Publish-Subscribe communication model while CoAP and HTTP are based on Client-
Server architecture. The intercommunication among different communication creates
issues as the message format is following different patterns for fundamentally different
protocols [4]. For interoperable functionality, the communication process described in
Fig. 2 is followed. Thus solution for interoperability comprised of an intermediator
platform who helps in converting messages from one to other format. There are many
brokers, gateways and interoperable devices available for resolving the issue but most
of them are having proprietary constraints [20].

Fig. 2. Interoperable communication process
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The interoperability can be achieved by various technologies of networking like vir-
tual networking, fog computing and IP based networking solutions. It can also be imple-
mented by open API, semantic web technology and service oriented architecture (SOA).
These technologies are based on basic interoperability approaches like frameworks, plat-
forms and open projects [21]. Each of the interoperable solution can be implemented in
suitable IoT system with compatible set of protocols. The interoperability approaches
are mentioned in detail as follows [22].

4.1 IoT Framework

The framework of ICT (Information and Communication Technology) system ensures
to integrate necessary entities for dependency and reliability. IoT framework is expected
to provide support to constrained devices having M2M inter-connectivity. IoT frame-
work refers to the technology which is reliable and provide appropriate infrastructure
for timely communication between constrained machines with proper analysis of data.
Many enterprises have offered framework solutions in recent years which helps in con-
necting public or private network to the cloud. The key issue in success of framework
is its robustness for implementing connection among devices of various manufacturers.
The known IoT open source frameworks are oneM2M, HyperCat, OMA LWM2M and
OpenHAB.

4.2 IoT Platform

IoT platform provides hardware and software support to build on the system. Platform
follows some basic rules of implemented framework and supports the top up application
features for allocated task. There are numerous IoT platforms are available in market and
it’s almost impossible to find out any best solutions among all available platforms. These
platforms are proprietary and thus hold its communication model and data privately.
User of the system need to have detailed knowledge for intercommunication among
different platforms. In many cases, cross platform APIs are used for data integration of
different platforms. It becomes difficult when the platform is not open source and does
not allow any API to access its data without proprietary privileges. The interoperability
can be achievedwhen data are communicated or integrated using cross-platformor cross-
domain application. The examples of popular IoT platforms are Kaa and EclipseIoT, rest
platforms are having proprietary rights and not available as open source platform.

4.3 IoT Project

IoT projects are the bridge, gateway or adaptor provided for communicating data, signals
or specifications. The project works as the middle-ware between two or more different
platforms and can be extended with the help of plugins. The major technical aspect of
IoT project depends on underlying protocol used for specific communication model.
Thus, the bridge or gateway can be designed for different communication protocols
at sender device and receiver device. This middle-ware can be a dedicated hardware
or embedded with software, which must be installed in any resource rich device. It
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has limited scalability based on underlying protocols used for interoperability. As the
number of protocol increases in bridge or gateway, so is the complexity. For making it
more usable, the standardization of protocols and its seamless integration is required. The
few well-known IoT projects with open source are Ponte, OpenIoT and FiWare. Among
the available open source projects for interoperability, this paper focuses on Ponte for
configuration of broker bridge for widely used application layer protocols MQTT and
CoAP.

5 Message Broker Bridge: Ponte

Ponte isMobile-to-Mobile bridge framework designed underEclipseTechnologyProject
[10]. It can be used as bridge between devices for different communication protocol
to interoperate. Ponte has reduced complexity of interoperability by bridging M2M
protocols like HTTP, MQTT and CoAP together. Real power of Ponte is used, when
connected devices are based on constrained protocol though it connects them to the rest
of the world. Ponte has been integrated with wide number of Data Storage Engines like
MongoDB, LevelDB and Redis which becomes handy for developers to analyze and
store data [2]. It is a full package of many publish/subscribe brokers like RabbitMQTT,
Mosquitto, ZeroMQ and also AMQP including Redis and MongoDB [4]. Ponte is a
build over on QEST and Mosca, yet another contribution by creator of Ponte and was
rewritten in Javascript [7]. Most of IoT communication occurs in publish/subscribe
communication model, thus Ponte is implemented using pub/sub model as described in
Fig. 3 [10].

– RabbitMQ with implementations of the AMQP protocol
– Redis - the key/value store by antirez
– Mosquitto with implementations of the MQTT protocol
– MongoDB - documental NoSQL web apps are built.

Fig. 3. Ponte architecture [10]
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5.1 Case Study: Home Automation

For the explanation of the system, the home automation system is taken as example. In
this case study, the communication is explained in both the ways, i.e. CoAP to MQTT
and MQTT to CoAP by considering a scenario as described below.

Accessing Light from Remote Location: In the case of accessing lights from remote
location, the services of web are used. The data can be sent over internet/web with the
help of HTTP or REST resources. The web request can be made by application, which
sends signal for accessing resource at home. The application can be considered as CoAP
client, which is sending request from remote location for switching the light on at home.
The request would reachCoAP server viamedium of internet/web, which resides locally.
The received datagram is in CoAP format and it cannot be understood by local devices
(light). Here, Ponte receives the datagram sent by CoAP server and convert in MQTT
packet format so the local devices can act upon it. The MQTT packet would be sent
to MQTT broker, which is responsible for publishing the messages. The MQTT broker
creates queue and distribute the message topic wise. The subscribed node (light) will be
forwarded the message. Thus the message received by final MQTT node, which is light,
in this case, is switched on/off as per the given message by remote user.

Check Lights Status from Remote Location: For checking the light’s status from
remote location, the event for light on/off can be driven from local source. In this sce-
nario when the light will be on/off, the application of remote user can inform about the
change in light’s status. Here when the local user send command for changing state of
light, theMQTT broker receives the command. The broker publishes the command to the
connected devices which have subscribed on the topic “light”. Thus, the devices which
have light may change its state. Along with giving command to subscribed device, the
broker also sends message to Ponte bridge. The message would be received in MQTT
format and convert into URI format for CoAP server. The CoAP server forwards mes-
sage to remote user in web response format by using web connection. The remote user
can check the status of light change (on/off) using the mobile application.

5.2 Service Model Implementation

For implementing service model, home automation system has taken into consideration.
As this domain is highly in progress and interests’ innovation. It also needs to fulfill the
commercial requirement for IoT system, which is mobility, security and reliability [9].
For demonstration of service model, the command can be sent and received by MQTT,
CoAP or HTTP using the message broker bridge of Ponte. Ponte is used as a solution for
the problem of integration among various devices, which has implementation of stan-
dard protocols likeMQTT, CoAP and HTTP. For supporting more protocols, the specific
protocol adapters can be used. The Ponte bridge can store different message semantics in
non-relational database format. InMQTT, user can propose QoS level as per the require-
ment of the system unlike CoAP and HTTP. For the same implementation in Ponte, the
message persistence can be achieved with clustering and distributed database. Thus, the
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user subscribes and receive high volume of data with proper availability as per config-
ures QoS. The system using multiprotocol tends to use API for remote operations using
CoAP and HTTP. Ponte message broker bridge integrate such characteristics of various
protocols and make the communication possible with MQTT’s publish-subscribe model
andCoAP/HTTP’s request-responsemodel. The servicemodel for communication using
Ponte Bridge is shown in Fig. 4.

Ponte is an application based on node manager, thus it requires node.js to imple-
ment as a base. Node manager can be installed by NVM (Node Version Manager) as it
allows user to install recommended version from available multiple versions of node.js
and NPM. Installing Node will automatically install NPM on the computer using any
operating system. Ponte works on node version 0.12, 4.3.1, 5.0 to any latest node version
till 12.4.0. It is stated in [10] that Ponte is not working with node version 5.7 but it is
implemented to communicate with all the three protocols. For installing Ponte, the two
options are available as follow,

Fig. 4. Ponte bridge service model

$ npm install ponte -g or
$ npm install ponte bunyan -g

First command will install Ponte with default configuration settings, while second
command demonstrates that bunyan is a functionality which outputs log messages and
provides an easy logger interface for reading ongoing process in Ponte. To start Ponte
in terminal,

$ ponte -v or $ ponte -v | bunyan
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After Ponte will be started and terminal will show following logger,

[2019-11-25T07:28:24.485Z] INFO:ponte/30351 on mak: server started
red‹→(service=MQTT, mqtt=1883)
[2019-11-25T07:28:24.491Z] INFO:ponte/30351 on mak: server started
red‹→(service=MQTT, mqtt=3001)
[2019-11-25T07:28:24.492Z] INFO:ponte/30351 on mak: server started
red‹→(service=MQTT, mqtt=5681)

Default port for MQTT will remain same every time as Ponte is a direct implementation
of MQTT. Port number for CoAP and HTTP can be changed as shown in the logger
information, default port number for CoAP and HTTP defined in Ponte is 3000 and 5683
by default. It can be done by changing port number in server.js file found at/usr/lib/node
modules/ponte/lib location.

5.3 MQTT to HTTP

In order to publish from MQTT client to HTTP client it is necessary that messages
published from MQTT protocol to be in retained mode, thus -r should be added at last
of mosquitto pub command like shown below,

$ mosquitto_pub -d -t LED -m ON –r

To receive in HTTP GET method is to be used as follow,

$ curl http:/localhost:3001/resources/LED

5.4 CoAP to MQTT

Same as HTTP in order to receive message in CoAP retain flag should be set true by
adding -r at last while publishing message from MQTT client (Fig. 5).

To receive in CoAP observe switch should be turned on.

$ mosquitto_pub -d -t LED -m ON –r
$ coap -o coap:/localhost/r/LED

5.5 CoAP to HTTP

Ponte can use PUT method to send messages from CoAP to MQTT or HTTP. CoAP
client named, CoAP-CLI can be used with PUT method for the communication.

$ echo -n OFF | coap put coap:/localhost/r/LED
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Fig. 5. MQTT-CoAP/HTTP communication in home automation system

To receive messages in MQTT client mosquitto sub can be used.

$ mosquitto_sub -d -t LED

6 Research Findings

The Ponte message bridge is lacking in the areas of IP addressing, message retention,
Host Identity protocol and such other 235 issues [14]. Due to open issues, the use of Ponte
has shrunk though it has least overheads for communication. The issue of IP addressing
and message retention is solved as demonstrated in service model section. Ponte is also
having less delay and failure compare to other interoperability solution. The payload
size for Ponte depends on the sender and receiver technology, i.e. the supported packet
size of CoAP and MQTT.

6.1 Open Issue Resolution: Message Retention

In Open project of Ponte, user of Ponte bridge has pointed that the message send by any
protocol is not preserved for view [11]. The issue can be resolved by making changes in
configuration file through set of commands. A retain flag is set to true so broker can store
last received message on a particular topic. As a broker it will only store one message
per topic that is last received. Broker will publish last receive message as soon as client
subscribes to that particular topic. When retained flag is set to false or -r is not added to
the end of the command then protocols which are working on GET/PUT method such
as CoAP and HTTP will not receive messages published fromMQTT client unless until
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first message received is from CoAP and HTTP i.e. if retained flag is set to false CoAP
and HTTP clients have to send their message first in order to receive messages from
MQTT.

7 Conclusion

The interoperability of IoT devices is been the major issue since inception of tech-
nology and with the growing market of IoT devices, the issue needs more attention.
Although there are many researches going on for IoT interoperability, no solution is able
to provide justified result for the issue. The categories of interoperability are described
with available open source solutions. All categories have different approaches and tech-
niques based on implementation domain. It is concluded that among existing solutions,
IoT frameworks are having high overload for any M2M constrained device. In addition,
the IoT platforms described are having proprietary rights reserved by the organization,
which have designed it. Ponte is most suitable among described IoT projects, which is
open source Eclipse project for IoT interoperability. It works with MQTT, CoAP and
HTTP (application layer) protocols for intercommunication. The implementation and
working of Eclipse Ponte is described which is based on Node Version Manager. Ponte
is an open source solution with few open issues for development. An open issue of mes-
sage retention is resolved by adding elements in configuration file, which can help in
achieving interoperability among application layer communication protocols. For future
work, the issue of security and Host Identifier Protocol is required to resolve for better
interoperability among IoT devices.
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Abstract. Vehicular Ad-Hoc Network (VANET) is the largest growing sector for
research in wireless communication. Advancing the research in VANET over-
comes major issues present in current in wireless technology related to vanet.
Major challenges include network reliability, security and safety. This paper dis-
cusses some current technologies related to ITS and sensor which are based on
VANET which are used in the dissemination of information in vehicular environ-
ment. This research also proposes a phase 2 mechanism, which compliance of
hardware in On Board Unit (OBU) which works as an alternative medium provid-
ing safety and an independent vehicular traffic flow which do not rely on network
connectivity.

Keywords: Ad-Hoc · VANET · OBU · Sensors ·Wireless · ITS · RSU

1 Introduction

VANET a concept which is a mainstream in today’s researches in wireless communi-
cation. The advancement in this field is recognized all over the nations. VANET which
aware us about several network related confronts like reliability, security and passen-
ger safety. To resolve these challenges a model of Intelligent Transport System (ITS)
in VANET is introduced. ITS model interchanges information among vehicles. ITS do
examined as a ascending case of Mobile Ad-hoc Network (MANET) [2], here the sys-
tem’s facilities are assign to vehicle which generates a impulsive network tracking the
motion of vehicles along road side flawless during unreliable network connection with
Road Side Units (RSU) of base station. MANET do authorize the probability of direct
wireless communication from Vehicle-to-Vehicle (V2V) as shown in Fig. 1. In other
hands ITS too is the prime technology which intensify traffic establishments and road
safety. It abets to carry signal with hotspot and also with other nearby entities through
Direct Short Range Communication (DSRC).

1.1 Architecture

This section outlines the system architecture of vehicular Ad-hoc networks. According
to the author in [6] of the architecture standard guidelines, one is capable to attain the
VANETs systemwhich can be summarized into three domains: (1) TheMobile Domain,
(2) The Infrastructure Domain, and (3) The Generic Domain.
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Fig. 1. VANET architecture [6]

1.2 Intelligent Transport System

In present view ofVehicularNetwork, theworld now is at a brink of digital revolution and
Internet of Things (IoT) which indicates the forthcoming frontier [1]. The attention after
this development is based on twomain principles i.e. (1) “Adaptive Security architecture”
and (2) “Internet ofThings”, both are listed inGartner’s strategic technology trendswhich
was published in 2016 [1]. IoT also reserves a position inVehicular Networkwhich alters
vehicles into excellent sense-and-move policy and assist in secure driving, increases
energy efficiency, decreases delay andgains control in congestionmanagement for proper
flow of traffic [1]. ITS vehicles uses sensors with lower in range and are able to sense,
communicate and process data by accumulating information of vehicles velocity and
position. The statistics are exchanged with nearby vehicle after performing computation
using DSRC having range of 300 m and authorizing vehicles to communicate [1]. It
relates to the mobile domain which consists of two parts: (1) The Vehicle Domain
and (2) The Mobile Device Domain. Vehicles such as cars and buses are comprises in
Vehicle domain and portable devices like personal navigation devices and smart phones
are comprises in mobile device domain. The methods like connection oriented and
connection less, which reveals some parts of the domain like vehicle domain which is
connection oriented, that includes:
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1. Internet infrastructure domain
2. Road side infrastructure domain
3. Private infrastructure domain
4. Central infrastructure domain.

Where on the other side, Mobile device domain is considered, as connectionless domain
that includes:

1. A raspberry prototype domain
2. Infrastructure sensor based domain
3. Li-Fi technology based domain.

Fig. 2. VANET scenario [8]
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OBU is one of the major sections in vehicular domain followed by application units
(AU’s), which combines and form a wired as well as wireless connections, however a
ad-hoc domain comprises of OBU’s and RSU’s as described in Fig. 2 [8].

1.3 Connection-Oriented

An OBU can be seen as a mobile node of an ad-hoc network and RSU is a static node
likewise.

An RSU can be connected to the Internet via the gateway; RSUs can communicate
with each other directly or via multihop as well. According to the author Shrestha R. [7],
a special case of mobile ad-hoc network (MANET) is described in which the vehicles
are itself the mobile nodes, here vehicles not only communicate with the vehicles but it
also communicate with the (RSU).

The two infrastructure domain access, Hot spots (HSs) and RSU’s. OBUs may inter-
act with Internet via RSUs or HSs. If one of those two are absent which is RSUs andHSs,
OBUs can also interact by using cellular radio networks (GSM,GPRS, UMTS,WiMAX,
and 4G) as there ismerely researches done for no network coverage or unreliable network
connection as shown in Fig. 3.

Fig. 3. VANET communication modes [8]
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The greatest challenge apart from many in VANET is Quality of Service (QoS). A
good QoS is tough to attain in VANET because of various topologies in networks and
also due to the unavailability of information for routing [2].

1.4 Connection-Less

The backbone of all the technologies can be referred as Signal connections. If the con-
nection is loses its connectivity from, base station unit (BSU) to targeted vehicles then,
a terrible scenario can be seen. To prevent this scenario, author Truong in [3] proposed
a prototype using raspberry-Pi which detects nearby vehicles with the help of Infrared
sensor.

Similarly in [6] a data dissemination model is shown where Light Fidelity (Li-Fi)
technology is used where data is disseminated in vehicular environment using (Li-Fi).
Thus, mechanism must be introduce to handle the situations in terms of unreliable
network connection in ITS. Thus, to overcome the certain issues related to connection
oriented scenario a proposed block diagram named as “ITS based OBU” is proposed in
this paper as a fall back mechanism which consist of two phases. Phase 1 of the block
diagram with the algorithm described in [10], here the network continuously tracks the
connection with making decision on commencement of phase 2. Phase 2 possesses the
actual mechanism here when network is disconnected the mechanism takes over the
vehicle and controls until the connection is reestablished.

2 Related Work

Number of technologies are working on VANET to get the best out of ITS, such as
Wi-Max, WAVE and GSM. Some of the protocols like DSRC is also proposed in [13]
that works on low latency high speed v2v and v2i communication establishment. This
technology consists of a range of band from 5850 to 5925 GHz for protocol of public
allocated by Federal Communication Commission. Here data interchange and its sensi-
tivity is the main challenge encounter in VANET. The data transmission is being done
in two ways (1) Push Model and (2) Pull Model.

Here for the proper understanding, the vehicles transmit data in the form of velocity
and location with each other in Push model. Whereas the transmission of emergency
signal to all the vehicle is done in pull model in VANET. Thus, it results in network
crowding, as it floods the network with the broadcast messages. As a result of failed
broadcastmessages transmitted for 5000 nodes obtainedwhen simulated using aVANET
simulator is shown in the paper.

Figure 4, shows the graph of average travel time observed as 900 s in Boston which
increased in non-successful of transmitted messages which eventually resulted in the
expansion in travel time. Thus when, traffic congestion increases it ultimately increase
the ratio of failure in broadcasted messages, therefore as a result an unstable network
layout is formed. This emphasize that better broadcast medium is required.

In this paper [8] author has proposed a three levels autonomous vehicle prototype
using Raspberry Pi, this system is detects the close ranged vehicles with the use of
Infrared sensor. Here the main goal is to analyze the vehicles at autonomous foam from
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Fig. 4. VANET failed broadcasted messages [2]

at microscopic level, having focus on every vehicle with their data transmission from
nearby vehicles and RSU. In this prototype a set of passive and active experiments
were run, for demonstration of the interconnectivity of the developed prototype. The
emulation based system on chip were incorporated with several sensors.

Moreover there are two systems which controls traffic that is centralized or decen-
tralized in [2], although in hybrid systems which are also termed as centralized systems
possess high computation and communication cost, whereas Artificial Intelligence (AI)
is required in the decentralized system which is a lot more expensive than other. Thus,
a white paper proposed in 2012, where autonomous vehicle uses a sensor and commu-
nication based technologies is used in which cameras and software assist driver and the
computer to handle the situation in response of any problem arises.

In a paper proposed by [3] a SpeedBasedLaneChangingSystem (SBSL) is proposed.
This system enables the cars to changes lanes when a desired gap distance meets the
defined requirement in the algorithm at a certain speed. Here a vital role is played by
OBU and it notifies the vehicle driver to change its lane. If for so called reasons the driver
does not follow instructions then, the nearby vehicle and RSU convey this information to
control center which looks over the traffic surveillance and the vehicle driver is punished.

A new method in [4] presented, does the vehicle detection and speed estimation
task. Here the computer computes the velocity of the vehicle based on its position. An
algorithm is derived as a self-locating mechanism of every vehicle on assumption basis.
Thus, it is concluded that it maintains a proper speed limit also warns the driver to change
velocity as well as lanes.

A framework of smart city in [5], is given where VANET is attracting research
community and industry at a same time as it contains the information dissemination for
both of them.
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In paper [11] a challenge also arise for unbounded network size, a frequent network
partitioning is occurred during rush hours in urban areas at day time as low traffic load is
formed in rural areas and at night time in urban areas, this frequent traffic flow during day
time in rural areas creates frequent network congestion and collision occurs in network.

Network Security is as essential as vehicle security thus various attacks are being
analyzed, and among all Paper [12] made a move for detecting a Sybil attacks in vanets,
which discusses to provide security in data dissemination in vanet, the author aware us
with a critical review on techniques to detect Sybil attacks to secure the network by such
kind of Sybil attacks.

A OBU platform based paper [14] proposes a prototype as SMARTDRIVE, it is a
application based prototypewhich accessed though navigation systemwhich allows road
maps, current locations of vehicle and rout information, this android based application
is integrated with OBU via a Bluetooth device. It also allows pedestrians to report the
authorities in case of any misfortune if application is installed in a smart phone.

A “Light Fidelity (Li-Fi) as an Alternative Data Transmission Medium in VANET”
provides a solution using Li-Fi, this system directly coordinates with the central process-
ing unit with the on board unit which are directly embedded with sensor system present
in it. Here, certain parameters of speed, acceleration and distance are measured by the
Sensors functions from the neighboring vehicle [6]. The comparative literature review
of VANET is as shown below in Table 1.

Table 1. Comparative literature review of VANET

Sr. no. Paper Year of pub. Controller Simulator Remarks

1 “VANET routing on
city roads using
real-time vehicular
traffic information”,
“IEEE Transactions
on Vehicular
technology” [1]

2009 – – This paper aims to
design and
implement a reactive
protocol RBVT-R
and a proactive
protocol RBVT-P
and compared them
with protocols
representative of
mobile Ad-hoc
networks and
VANETs

2 “Software-defined
networking for RSU
clouds in support of
the internet of
vehicles”, “IEEE
Internet of Things
Journal” [2]

2015 – – This paper aims the
use of reinforcement
learning to select
configurations that
minimize
reconfiguration costs
in the network over
the long term

(continued)
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Table 1. (continued)

Sr. no. Paper Year of pub. Controller Simulator Remarks

3 “Software defined
networking based
vehicular Ad-hoc
network with fog
computing”,
“IFIP/IEEE
International
Symposium on
Integrated Network
Management” [3]

2012 SDN Ns2 This paper aims to
propose a solution to
ensure the fog
computing ensuring
less response time

4 “DASITS: driver
assistance system in
“intelligent transport
system”, “30th

International
Conference on
Advanced
Information
Networking and
Applications
Workshops” [4]

2016 Ns2, Sumo Ns2 This paper aims to
propose a solution to
ensure the quality of
service and assistance
for lane changing

5 “A raspberry-pi
prototype of smart
transportation”,
“IEEE 25th

International
Conference on
Systems
Engineering” [5]

2017 Raspberry pi Real test bed System is focusing
on each vehicle and
their communications
with the nearby
vehicles and
road-side units using
several IR sensors

6 “Light Fidelity
(Li-Fi) as an
alternative data
transmission medium
in VANET”, “IEEE
European Modelling
symposium” [6]

2017 Li-Fi VANET simulator
[15]

Optimized latency
and introduce Li-Fi
technology but it
need to maintain a
straight position

3 Implementation and Proposed Work

Here in the proposed system it is assumed that it is the driverless and autonomous vehicle
scenario where, theOBU consist of two phase, where phase one is already derived in [10]
where the phase two consist of all the rights to take over the vehicle in control whenever
a unreliable network or signal disconnection is from with RSU is encountered.
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The proposed block diagram named as “ITS based OBU” for the mechanism is
shown below in Fig. 5 named as “Block Diagram of ITS based OBU” is separated
into two parts, phase1 and 2, here we shall observe the operation for phase 2, if the
connectivity from RSU with OBU is lost then, the activation signal from phase 1 to the
mechanism in phase 2 is send. Where, possibility of the connection reestablishment is
found then, the deactivation signal from phase 1 to the mechanism in phase 2 is send.
Here in this scenario, phase 1 consist of global system for mobile communication board
which acts as a RSU, aarduino nano micro controller board for decision making and
network service is used as a RSU signal broadcaster. A dedicated and controlled closed
environment is used to perform this test which will vary from real life and day-to-day
environment.

PHASE 1 PHASE 2

Fig. 5. Proposed block diagram

When phase 1 conveys the signal, operation of phase 2 starts. When phase 1 discon-
nects from the network the phase 2 activates and the mechanism starts. Phase 2 consists
of ultrasonic sensors as an input of data sensors is located on the front, back and both
sides of the vehicle. The sensors takes data and the mechanism starts an action to slow
down the car or speed up as described in the algorithm and parameters in Sect. 3.1.
The test bed is limited to 15 cm distance for a controlled atmosphere, where ultrasonic
sensors have 3000 cm as working range in real terms.
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Below we will have a look at the algorithm for the phase 1 followed by phase 2
which is used for the operation of this proposed work.

3.1 Proposed Algorithm

The algorithm 1 for ITS based OBU was derived for phase 1 in [10], where signal state
was given as (i), 0 is the connected state and 1 is disconnected state. There, the system
will continuously check for the signal whether it is connected or not. If the signal state
is disconnected from the road side unit then, the phase 1 will send a request to phase 2
to activate the mechanism. If the vehicle is connected with the road side unit then, the
phase 1 will send request to phase 2 to stand by the system in the on board unit placed
in vehicles.

Therefore focusing further to this paper the below given algorithm consist of phase
2 where, the input is received from phase 1. The system will be activated and will start
performing accordingly. Here, the system state is denoted as i (where, i = 0, 1) i.e. 1 =
ON and 0= OFF. The algorithm works in three phases denoted as F= Front, S= Sides
(left and right) and B = Back, where all three of the phases works simultaneously. In
the proposed block diagram when the GSM board stops receiving signal from network
provider which acts as a RSU then, the arduinonano will follow the instructions provided
in the form as shown in algorithm 2.

This algorithm is divided into 3 phases, 1st phase is front side which is denoted as
(F), 2nd is both sides which is denoted as (S) which includes left (L) and right (R) both
sides and 3rd is back side which is denoted as (B). In 1st phase the system will check for
the signal state, if the system state is off then no action will be taken but, if the system
state is on then, the mechanism will be activated.

When the mechanism is activated it will simultaneously takes readings from all the
three phases. Here, the first phase will take readings from the ultrasonic sensor which
is located in the front side of the vehicle, this readings will be send to system i.e. if the
front side sensor will detect obstacle which is having distance more than 15 cm then, no
action will be taken to the actuators. Else, the condition will apply where if the distance
will be lesser than 15 cm then, the vehicle will reduce the speed with the help of the
actuators, and if the distance will reduce the distance to 10 cm then the vehicle will stop.
Thus, this process will be carried out with all the three phases at the same time to avoid
vehicle collision.
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4 Comparative Analysis

The comparative analysis of the ITS based OBU had been analyzed and reading between
ultrasonic sensor and infrared sensor are obtained which are given as below in Table 2.

Table 2. Comparative analysis of US-IR sensor in VANET

Sr. no. Objects Ultrasonic sensor (ms) Infrared sensor (ms) Infrared sensor [9]

1 Cardboard 8.6 9 10.6

2 Paper sheet 40 20 20.2

3 Sponge 5 20 21.6

4 Wood 9 35 36.6

5 Plastic 4.3 24 25.1

6 Rubber 4.4 57 58.3

7 Tile 11 23 23.8

8 Aluminum 11 13.2 NA

9 Glass 10 NA NA

10 Smoke 4 15 NA

11 Fog 6 17 NA

12 Water 19 22 NA

The above given results are obtained under a closed and dedicated environment
which may differ from real life environment which has to be adjust accordingly when
performed in real environment. The result itself denotes the clear indication that the ultra
sonic sensor in any circumstances gives better results against infrared sensors.

Fig. 6. Comparative of IR sensor in terms of connection



208 B. A. Kayasthand and R. M. Patel

The above given Fig. 6 describes the comparative graph of response time in mil-
liseconds and in Fig. 7 the graph of the comparative results using no connection is
obtained.

Fig. 7. Comparative of US and IR Source: Fictitious data, for illustration purposes only.

5 Conclusion and Future Work

There is a lot ofwork done inVANETbut are dependent on certain connectivitywithRSU
thus, during the implementation of this proposed work a successful outcome of phase 1
in [10] and phase 2 with interconnection of boards and sensors with low response time
with the comparative outcome is obtained. It is believed that a more optimized algorithm
can be obtained and can achieve more fruitful results in future.

In future, one can also work on new design and architecture to gain more optimized
response time by using new sensor such as microwave sensor.
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Abstract. The study analyzes the bandwidth available in a segment of route in the
VANET network, since this value directly affects sporadic cloud computing. For
this purpose, the bandwidth was tested on a highly complex urban scenario, where
a number of mobile nodes were used with random conditions both in mobility and
in resources of transmission. The results of the tests show that the stability of the
bandwidth available in each region is proportional to the number of real mobile
nodes in the region. However, a considerable bandwidth is also reached with a
smaller number ofmobile nodes, but there is no stability in the region, thus causing
the network to collapse. The VANET network simulation tool was NS-3, since it is
currently one of the most commonly used free software that allows configure the
simulation parameters in a vehicular environment. The urban simulation scenario
is the historic center of the City of Bogotá, Colombia, which was created with
SUMO for obtaining the mobility traces.

Keywords: Machine learning · Proactive control · Traffic · Smart cities ·
Autonomous computing · VANET

1 Introduction

In the last decade there has been a marked increase in the communication, storage
and processing capabilities of mobile devices. These new capabilities, together with the
development ofwireless communications and the Internet, are driving the development of
new and innovative applications, leading the user to have information and entertainment
at any time and place [1, 2].

Taking advantage of these technological capabilities, Mobile Ad-hoc Networks
(MANET) and Vehicular Ad-hoc Networks (VANET) were created, and can be used
in areas of difficult access or without infrastructure. The research focuses on the design,
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evaluation and implementation of new protocols, in scenarios where the main challenge
is the continuous changes in the network, due to the variability of the position in the
nodes. These advances improve access to new communication services on the roads
[2, 3].

Consistentwith the above, it is possible to look forward to the future, since these types
of networks will be very useful in Smart Cities, due to Intelligent Transportation Systems
(ITS), which need robust communication environments to offer access in a high range
of multimedia services, upload and download of information, access to social networks,
etc. [4, 5]. Deploying these services requires storage and computing capabilities of the
nodes outside the communication devices, therefore, a solution would be mobile cloud
computing, due to its ability to provide all services bymoving the storage and computing
capabilities of the nodes to the cloud [6].

At present, the technological properties of portable devices allow to think about the
implementation of sporadic Ad-hoc networks among a certain group of users [7, 8].

In this way, vehicles can be provided with a range of communication and storage
services in a large territorial space where the coverage of networks such as GSM, 3G
and LTE does not exist or is insufficient [9]. This application goes from the network link
with users for the provision of vehicular intercommunication requests to the deployment
of smart cities through the sporadic cloud protocols and states [10].

This study focuses on the programming and simulation of state machine for the
creation of sporadic clouds, in order to illustrate and demonstrate how the system works
with the different states that could occur in a given scenario with cars.

The general objective of this research is Program and simulate the concept of spo-
radic clouds in Ad-hoc vehicle networks through the use of free software. The specific
objectives are:

1) Analyze the behavior of the state machine for the creation of sporadic clouds
according to the type of requirement.

2) Install and configure the simulation program (NS3), which allows its execution.
3) Program and simulate the state machine in NS3 for a given scenario in the city of

Bogotá in Colombia.

1.1 Underlying Concepts

This chapter studies the operation of the Cloud-Based Mobile (CBM) state machine,
developed in [11].

The project implementation is about the deployment of computer services through a
sporadic cloud, applied within a VANET network. This is done to solve the limitations
in the processing and storage capacity produced by the mobile nodes within a VANET
network. Due to the limitations of mobile nodes when executing a service, it cannot
perform its functions normally. For that reason, external resources are needed and the
concept of vehicular cloud is used and, in this case, the state machine of the CBM.

The CBM state machine is composed of 5 states (see Fig. 1), for which it allows
analyzing the requirements of the real mobile nodes and obtaining these resources within
a VANET network. For the routing process it was decided to use the VNIBR protocol,
mounted on a virtual layer, improving the performance of the services required by the
nodes in mobile environments.
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The operation of the CBM is based on several types of events, causing Physical
Nodes (PN) to be in some states: Initial, Request for resources, Distribution, Reception
and Collaboration [11, 12].

It all starts with the application layer (see Fig. 1), when the node sends a message
requesting an increase in resources (M_AugmentationRequest) and activates the CBM
process. As a first step, it verifies if this node is in a region of the road segment (note the
state in Fig. 2, using Intersection-Flag = 0).

Fig. 1. Chain on communication protocols in mobile nodes [11].

When the L1VN node receives the request, it reviews the possibility of increasing
resources with the help of the Collaborator Nodes (CN) that are in the cloud, and due to
this, the following scenarios can be presented [13]:

• If there are no CNs in the cloud, L1VN communicates to the requesting node the
M_WithoutCollaborators message, and this node returns to the initial state. The
application layer receives the M_UnavailableAugmentationService message.

• On the contrary, when there are CNs in the cloud, L1VN informs the amount of
resources available through the M_CloudResourceInfo message.

• If resources are sufficient, the distribution of tasks continues. This process takes into
account the distribution of the VNs along the segment of the road that is the cloud
and the amount of resources available.

Then, the following scenarios [14] can be presented [14]:

• In the first scenario, the requesting node enters a junction before finishing the
assignment of tasks.

• If the T_TaskDistribution timer ends its route three times before the task assignment
is completed, the node returns to the request state and sends the M_ResourceRequest
message back to the nearest L1VN, this is due to the availability of resources change
because the CNs are moving.
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• However, if the distributionwasmadebefore the time is up and the node is in the region,
the latter sends the task to the sporadic cloudVN through theM_SendTaskToVNmes-
sage. The VN presents these tasks to its collaborators through the M_SendTaskToCN
message. Finally, the node changes to the task receptionmode, only if theVN confirms
if it accepts to carry out the assigned tasks [15].

Fig. 2. Approximation of the CBM state machine [11].

The resource requesting node is notified if the CN’s have completed the task, if it
is incomplete, or did not agree to do it. Then, it sends that information to the applica-
tion layer through the M_TaskInfo message. If more resources are needed to complete
the unfinished and rejected tasks, the steps already mentioned throughout this section
are performed. Finally, the requesting node changes to the initial state upon receiving
notification of all tasks.

However, if thismessage is not received the following actions [16, 17] are performed:

• First, the requesting node transmits the M_CloudRelease message to the cloud, with
the objective that the collaborators immediately present the progress of the tasks
assigned to the collaborators.

• Next, the node waits for incomplete tasks for a period of the T_Reception timer.

With respect to the collaborating nodes that participate in the augmentation
task, they move from the initial state to the collaborative state upon receiving the
M_SendTaskToCNmessage sent by the leader of the region and the process is constituted
as follows [18–20]:
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• If the collaborator completes the requested task, it sends the results directly to the
petitioner node because it knows its MAC address, and thus avoids overloading the
leader of the region.

• When the collaborator has an incomplete task, as explained above, it must present the
progress upon receiving the M_CloudRelease message. To make this request, the CN
sends the M_IncompleteTask message to the requesting node. This message contains
very relevant information. The CN waits until the confirmation message is received,
which are M_CompleteTaskACK or M_IncompleteTaskACK depending on the case.

• The CNs, having delivered the pending tasks, release the resources and the
M_ResourceInfoFromCN message is transmitted to indicate the new availabil-
ity of resources. L1VNs are also informed thanks to the transmission of the
M_ResourceDiscovery message, which is sent periodically.

• Finally, the CN returns to its initial state, hoping to return to provide its services when
requested.

In this case, only the first 2 states will be analyzed due to the length of the topic, and
as a basis for future implementations.

2 Method

2.1 Considerations for Simulation

VANET networks are characterized by the high mobility of their nodes and their chang-
ing topology. These features produce failures in communications and communication
devices within the network. These deficiencies are mostly due to the processing and
storage capacities of the devices that make up that network, since they are less than the
required capacities. For this reason, sporadic cloud computing was used as a solution,
since it is made up of the CBM in conjunction with the VNIBR routing protocol, which
improves the communication and mobility capabilities of VANET networks [21, 22].

In this case, only the following states will be evaluated: Initial and Requirement in
sporadic cloud computing, because these states are critical for the process of communi-
cation and allocation of resources between nodes, since the VANET network manages
and organizes its components (virtual nodes), in order tomeet the requirements requested
by the mobile nodes (users) of VANET networks.

In order to verify the aforementioned, the experimentation will be carried out on a
topology similar to the historic center of Bogota. This was designed with 7 rows and
7 columns (7 × 7 streets), within which are 400 fixed virtual nodes (regions) evenly
distributed. The distribution was carried out as follows:

3 fixed virtual nodes are in the track segments, while 1 fixed virtual node is located
at each intersection, as shown in Fig. 3.

In addition to these fixed virtual nodes (regions), mobile nodes will be placed within
the fixed virtual nodes, so that they emulate the physical users of the network, generating
communications and resource requests from one region to another. SUMO0.23 software
was used to generate traffic in the chosen scenario. The generated files containing the
movement patterns of the cars were linked to NS-3 (version 3.25) by using NS2Mobility
Helper. In the simulation it is assumed that, initially, all the nodes are already within the
scenario and each node performs its route generated in SUMO [23].
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Fig. 3. Simulation scenario: historic center of Bogota.

2.2 Selection of Regions and Intersections for Simulation

Once the stage parameters are defined, the selection of a specific street where there are
regions and intersections for the simulationwill continue. To do this, first, a track segment
and two joint intersections are chosenwithin the scenario. The regions of the chosen road
segment are: 597–598–599, while the regions of the joint intersections are: 596–600,
and are physically represented by virtual nodes with identification (ID: 292–296).

After this, a number of mobile nodes are assigned to these regions, and they will
randomly request information or processing requirements. With all this, the available
bandwidth capacity in each region can be evaluated when a requirement is made. For
the simulation, the data rate was configured with 3G–4G technology for the different
mobile physical nodes.

The simulation will be carried out 3 times, increasing the number of mobile nodes
(10.50 and 100) within a track segment, with the purpose of contrasting the 3 measure-
ments of bandwidth, and thus determining if a higher density of mobile nodes improves
resources within the network.

2.3 Simulation of the CBM State Machine

TheVNIBRprotocol assigns the corresponding level to each virtual node of the topology:
the level 1 VNs, which are located at the intersections of the roads; the level 2 VNs,
which appear next to the level 1 nodes (they are next to the intersections); and finally,
the virtual nodes of level 3, which are among the nodes of level 2. As can be seen in
Fig. 4, 5 nodes are assigned for each Way Number (WN), with their respective level.
A particularity is that level 1 nodes are repeated for each WN because these nodes are
shared for the road sections that are around it [24].

Before starting the program display, a scan of the mobile and virtual nodes of the
simulation area is performed. As shown in Fig. 5, the virtual fixed nodes are 400 while
the actual mobile nodes can be adjusted in the parameters of the simulation. In this case,
3 tests were performed, the first one with 10 mobile nodes (Fig. 5), the second test was
performed with 50 mobile nodes (Fig. 6) and finally, it was performed with 100 mobile
nodes (Fig. 7).

The following chapter presents the results obtained from the simulations with the
aforementioned considerations, and an analysis of the obtained data is carried out.
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Fig. 4. Assignment of levels to virtual nodes.

Fig. 5. Scanning of virtual and mobile nodes (10 assigned mobile nodes).

Fig. 6. Scanning of virtual and mobile nodes (50 mobile nodes assigned).

Fig. 7. Scanning of virtual and mobile nodes (100 mobile nodes assigned).

3 Analysis and Results

This section will detail the results obtained from the bandwidth capabilities for sporadic
cloud computing within a VANET scenario. All these values were extracted from the
simulation.

The main objective of the simulation is to determine the capacity of the bandwidth
during some requirement of a mobile node within a region. To obtain these values,
certain conditions were established in the virtual nodes such as user density, random
bandwidth, and the network in which users operate (3G–4G). All this to check the
operation of sporadic cloud computing within a VANET scenario and determine if the
established proposal is viable.

To obtain realistic results of simulated bandwidths, simulator conditions were
maintained for all experiments.

RETRACTED C
HAPTER



RETRACTED CHAPTER: Design of a Network with VANET Sporadic 217

3.1 Bandwidth Assessment (BW) in Each Region of a Road and Intersection

In VANET networks, the speed in the transmission of information (data, images, videos,
apps, etc.) is of great importance, since certain values must meet minimum requirements
to establish vehicular communications.

Depending on the range of these values, it is possible to determine whether the pro-
posal for sporadic cloud computing for the transmission and processing of information
in VANET networks is viable. For this research, the fundamental value used to determine
the viability of this implementation is bandwidth.

3.2 Bandwidth

Bandwidth is the amount of information that can be transmitted in a second by means
of communication. It depends on the bit handling capacity, the speed of information
handling by electronic circuits [25].

the parameters were established in the previous chapter, the graphs of the available
bandwidth in a track segment were obtained. Different values were obtained for each
metric depending on the transmission rate, range and density of mobile nodes in each
virtual node [26, 27].

Figures 8, 9 and 10 show that the implementation of the CBM state machine and the
VNIBR routing protocol in a track segment of a VANET network is efficient, because the
bandwidth available as a collaboration resource is constant throughout the road segment,
but only when there is a large number of real mobile physical nodes within the region
of operation. This is understandable since having a greater number of users within a
region can provide more resources for it. In addition, these resources are equitable and
prolonged in each region of the analyzed road segment.

Another case is when there is a small number of realmobile nodes, since the available
bandwidth is not constant and is limited to the mobility of the nodes. This occurs due

Fig. 8. Available bandwidth by region, simulated with 10 mobile nodes.
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Fig. 9. Available bandwidth per region, simulated with 50 mobile nodes.

to the small number of mobile nodes, since these nodes can change region quickly
and the available resources will vary according to the position of the node within the
road segment. Although, it would be convenient only in the collaboration of resources
since with a small number of users there is less load on the network. Therefore, the
implementation shown is efficient in communication tasks in locations similar to the
presented topology, but its main deficiency is the stability in the delivery of resources.

Fig. 10. Available bandwidth by region, simulated with 100 mobile nodes
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4 Conclusions

VANET networks are in a position of great expectation, especially due to the scenarios
that have several intersections, in which there is lack of coverage, or loss of it due
to existing obstacles (buildings, geography, etc.). A fundamental characteristic for the
proper functioning of a VANET network is sporadic cloud computing. In this study, the
implementation of the sporadic cloud in the VNIBR protocol has begun, simulating a
real environment made up of intersections and road segments [28, 29].

In the study, the programming and simulation of a sporadic cloud over VANET
networks was projected for a given scenario in the city of Bogotá. This could be achieved
through the use of NS-3 and SUMO, which are free software. SUMOwas used to obtain
the traces that simulate the historic center, which are distributed as grids emulating roads
and intersections, and to implement vehicular traffic (mobile nodes) on this. These traces
were then used in the NS-3 program to implement the VNIBR protocol and sporadic
cloud computing. These programs are widely accepted by Ad-Hoc network researchers
due to their high reliability.

VNIBR protocol was used because it is the one that has the greatest adjustment
for the proposed scenario, since it is developed to work in environments composed of
roads and intersections, and also because it is used in conjunction with the CBM state
machine, in which, for its implementation, the first two states (initial and requirement)
were used because of their importance, since they serve for the management, location
and allocation of resources to users within the network. Between these two states, an
analysis was made on the amount of bandwidth available within a region for an urban
scenario.

The bandwidth available in the communication is indispensable, since it determines
the speed in the transmission of information. In this case, it can be mentioned that the
implementation of the 2 states in sporadic cloud computing works optimally due to the
stability of the available bandwidth only with a large number of users within a track
segment. When there is a low number of mobile nodes, there is the availability of the
resource, but this is unstable because it depends on the mobility of the collaborating
nodes.

In addition, it can be mentioned that cars work with 3G and LTE (4G) networks
which allow better access to the Internet, making it possible for vehicles to handle
large bandwidths in scenarios where traffic is slow and bulky. Therefore, the available
bandwidth per region is limited by the number of mobile nodes, causing the scalability
of the CBM to have restrictions due to the aforementioned characteristic.

Basedon the objectives achieved in this study, research lines are generated to continue
the development of the entire sporadic cloud, and the implementation could be achieved
in a real scenario in future research or projects.
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Abstract. As cities continue to grow in size and population, the design of public
transport networks becomes complicated, given the wide diversity in the origins
and destinations of users [1], as well as the saturation of vehicle infrastructure
in large cities despite their attempts to adapt it according to population distribu-
tion. This indicates that, in order to reduce users’ travel time, it is necessary to
implement alternative road solutions to the use of cars, increasing investment in
public transportation [2, 3] by conducting a comprehensive analysis of the state of
transportation. This situation has made appear the solutions and development ori-
ented to transportation based on Internet of Things (IoT) which allows, in a first
stage, monitoring of public transport systems, in order to optimize the deploy-
ment of transport units and thus reduce the time of transfer of users through the
cities [4]. These solution proposals are focused on information collected from user
resources (data collected through smart phones) to create a common database [5].
The present study proposes the development of an intelligent monitoring andman-
agement system for public transportation networks using a hybrid communication
architecture based on wireless node networks using IPv6 and cellular networks
(LTE, LTE-M).

Keywords: Machine learning · Proactive control · Traffic · Smart cities · Public
transport networks

1 Introduction

This paper presents the first part of a scalable platform that allows to connect diverse
sources of monitoring and information through a hybrid network, formed by different
wireless networks [6]. This platform is designed to adapt to the new needs of the city of
Medellin in Colombia as it is implemented, offering a way of intercommunication with
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new and existing systems which allows to start the conversion to an intelligent city, by
first facing one of the most important problems at this time: Public transportation [7].

Public transport is a determining factor in mobility. This statement offers a perspec-
tive of individuals in their socioeconomic and spatial reality (age, gender, social and
labor category) broader than the term transport, which is limited to a relation of supply
and demand expressed schematically, on the one hand, in the amount of infrastructures
and means of transport and, on the other hand, in the number of trips per day, mode,
itinerary, time [8–11].

Public transport and traffic are associatedwith the economic and technical factors that
determine the movement of people, while mobility is focused on individuals and their
environment. Although they are different dimensions, it is clear that proper transport
planning has a positive impact on mobility. This new conception of public transport
materializes in the recent policies, plans and projects inMedellin—at least in discourse—
under the concept of comprehensiveness or integration: comprehensive or integrated
transportation in which various means of transportation are articulated, according with
the territorial ordering in the area of the city-region. Thus, an attempt has been made
to overcome the conception of public transport as simply satisfying the conditions of
the supply and demand for travel, based on the delimitation of the economically active
population, to recognize its importance in transforming the socioeconomic structure and
the social space based on the participation of the population [12–16].

The proposal is focused on solving the challenge of knowing the status of public
transport, dividing it into three essential parts: the first part deals with the general hard-
ware and software modules required for the proper operation of the system [17], then
briefly describes the network architecture that will be used and the technologies and
protocols required for the operation of the network. Finally, the third part describes the
general architecture of the system and defines the way to communicate the information
collected from the bus network to an information system for subsequent deployment to
the users’ devices.

2 Development

Based on the characteristics of the different types of transport systems analyzed
(Metrobus, Transmilenio, etc.) and the different needs of the users, a modular, scalable
and minimally invasive solution is proposed, which uses new generation and low-cost
technologies. These characteristics allow the implementation of monitoring and com-
munication devices in a simple way, making use of existing infrastructure. The following
is a general description of the elements that make up the system at the hardware and
software levels [18].

2.1 System Elements

The elements of the system are divided into: Monitoring modules, which include the bus
and station modules; Web and mobile application; and Information system [19].
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2.1.1 Bus Monitoring (A: Thread, and B: Thread+LTE)

With the purpose of informing the level of saturation in transport lines, modules will be
implemented for obtaining the number of users in the unit at all times. In the sameway to
know the location of the units, a GPS module will be installed to operate in conjunction
with a BLE transceiver to detect micro location devices “Beacons” to inform the user
about the station in which he is through a web application of the system [20]. As it can
be seen in Fig. 1, it is proposed to distribute this monitoring in two types of modules
according to the type of transport in which the systemwill be implemented. For transport
systems with marked stations, for example RTP, type B nodes will be used, on the other
hand, for transport systems with stations with fixed structures, for example MB, type A
or B nodes can be used indistinctly.

The design of the nodes is shaped as follows [21, 22]:

• Control unit.
• Ascent/descent counters with direction detection
• GPS Module
• Beacons reading module
• Thread communication module
• LTE communication module (Type B only).

Figure 2 shows the block diagram of the ascent/descent modules. The monitoring
modules will be distributed at each of the unit’s ascent and descent points [23], and
will be responsible for obtaining the ascent and descent information at each point of the
unit, and communicating it to the central bus module to calculate the current number of
people within the unit.

Fig. 1. Diagram of the central module of the bus.
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Fig. 2. Diagram of the bus ascent/descent monitoring module.

2.1.2 Station Modules

As previously mentioned, this system focuses on distributing the devices on the buses,
with the aim of ensuring the versatility of the solution, in other words, that any transport
system is applicable to the solution with the least possible adjustments. However, it is
necessary to place identification modules in the stations for a correct synchronization
and deployment of user information. These modules can be completely autonomous and
with minimal impact on the current infrastructure. According to the type of transport
system in which the solution will be implemented, two types of modules are proposed
[24, 25]:

– Signalled stations

In the case of routes that only have signposted stations, “Beacons” will be placed at
each station. This device will allow to obtain the proximity of the buses to the station
based on the signal intensity, that is, whether they are arriving, departing or standing
at the station. The device in conjunction with the GPS module will obtain information
on the location of the unit, allowing users who have the mobile application on their
devices to visualize the station they are in automatically and without consuming their
data packet or GPS module, as long as they are compatible with the protocol to be used
in the Beacons [26–28] (Fig. 3).

– Fixed structure stations

Thesemodules only act as repeaters andborder nodes of theThreadnetworkdeployed
between stations and buses. The main feature to highlight about these nodes is their
capability to adapt to the communication technology at the Internet level that is available
in the place, i.e. you can implement the system communication at the Internet level from
a module, LTE, 3G, Wi-Fi or Ethernet, among others [29].
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Fig. 3. Station module diagram with fixed structure.

– Web application

For the deployment of information to users, a web application will be developed for
allowing access to system information from any compatible device, and adapt this web
application to run on smartphones with Android and iOS operating systems.

Themobile application would allow transport users to visualize the status of the lines
including: arrival time of the next bus at a specific stop, level of saturation of the bus
(number of people/specified capacity), different transport routes registered in the system
that stop at the same stop, as well as to automatically detect the stop it is at by detecting
the “Beacon” installed in the stop [30].

2.2 Information System

The information collected from the transport systems shall be communicated through
the LTE modules with the information system. This is the one in charge of processing
and storing all the information of the network so that it can be displayed in an easy and
understandable way by means of graphics and indicators of the different variables of the
system [31].

The information system will be hosted in a private cloud platform and managed
through the use of REST services. These will interconnect the different nodes of the
system, as well as the mobile clients and web applications [32].

2.3 Network Architecture

For the communication of the different monitoring points, a hybrid network architecture
is proposed, consisting of a network ofwireless nodes that provides a first communication
infrastructure between the transport units and a set of LTE links that allow all the nodes
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to communicate to an information system in the cloud which distributes the information
to the users of the transport network (Fig. 4).

Fig. 4. Basic communication architecture.

It is necessary to place monitoring nodes at different points of the transportation
unit. These points will communicate wirelessly via a Bluetooth Mesh network [2]. The
informationwill be concentrated in themain node of the vehiclewhichwill communicate
the monitored variables with the nearby nodes using the Thread network and, in case
the vehicle has a LTE modem, the information will also be sent by this means to the
information system (Fig. 5).

Fig. 5. Distribution of nodes in transportation units.

In order to interconnect the different transportation units with the fixed structure
stations and later communicate with the information system, Thread-based nodes will
be deployed in the stations, which will allow direct communication between stations
and transport units, optimizing the distribution of the variables monitored at each point
in an independent way, thus helping to feed the automatic learning algorithms that will
be implemented in the node network (Fig. 6), in the same way that in the transport units
some specific stations will be selected (based on their geographical location) to include
in their node an LTE modem for allowing the communication of the nodes with the
information system [33–35].
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Fig. 6. Distribution of nodes in transportation stations

In the case of stations that do not have the necessary features to operate a communi-
cation node, such as those consisting only of a sign on a road, “Beacons” micro location
devices will be placed to allow transport units to know and report the location of the unit
through the station identifier (Fig. 7) and, in the case of users with compatible mobile
devices, to obtain information on the next transport units through the mobile application
developed [36–39].

Finally, the users of the system (passengers, operators and managers of the transport
network) will view the information collected from the system through a web application
on any device compatible with an internet connection.

2.4 System Architecture

For the communication at a logical level of all the components of the system, a modular
software architecture is proposed to allow themonitoring and notification to the modules
by using REST services for the first case and PUSH notifications for the second one.

Fig. 7. Proximity detection at signaled stations.

This architecture is greatly simplified in the communication with the Thread nodes
because this protocol allows redirecting the information frames directly thanks to the
implementation of IPv6 within the node communication [8].

The nodes distributed in the buses communicate the information collected through
the BluetoothMesh network deployed inside the bus, later this is communicated through
the Thread network until reaching a border node from which it will communicate to the
Web server using Web services [40, 41].
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Once on the server, this information will be processed and stored in the information
system database, and then, based on the source of the information, the nodes and users
will be notified at the relevant stations through the notification channels. PUSH, which
will prevent the Web application and the network nodes from constantly “pulsing” [42].

3 Implementation

Up to this moment, the analysis and design of the monitoring modules inside the bus
has been carried out. These modules manage the users’ account inside the transport
units. Two prototypes were developed in this way, the first one using the nRF24L01+
transceiverwith theobjective of communicating thedifferent nodes installed inside aunit.
Due to the modularity of the system, the characteristics of the wireless sensor network
can be modified, so the second prototype was chosen to use a set of different sensors and
transceivers. In this second case, an infrared cut sensor was added in conjunction with
the infrared distance sensors and an XBee S2C as a communication module between
nodes (Fig. 8).

Fig. 8. Monitoring module PCB design using XBee.

Finally, an adaptable module was designed to which any of the two transceivers can
be connected, as well as the different sensors analyzed. This last design was made in
EAGLE and seeks to be compact and compatible with any of the transceivers tested,
using ZigBee throughXBee using the XB1module or through BLE through nRF24L01+
using the JP3 connector (Fig. 9).

Likewise, the researchprocess included thedevelopment of cards basedonnRF52840
for the deployment of bus and station nodes. These modules are in charge of generating
the multiprotocol Thread network with BLE for the communication of the different
transport units.
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Fig. 9. Monitoring node PCB design at EAGLE.

4 Conclusions

The proposed system differs from other similar implementations in the communication
architecture of transport vehicles which allows the node to know the status of other nodes
besides its own.

The main advantages of the proposal are

• Easily scalable architecture.
• Wireless nodes that allow high flexibility in the installation within the transport units.
• Communication of the transport units without internet connection
• Possibility of using different types of transport units and different routes within the
same system.

As future work, the communication network between buses and stations based on
the Thread protocol will be developed, the LTE-M communication modules will be
developed, and the information system will be developed with the necessary communi-
cation technologies to verify the correct operation of the system, some nodes will also
be deployed in designated vehicles which will be monitored on a defined road within
the city, in order to carry out operational tests in a real environment and verify the
functionality of the system.

In a next stage, it is considered to visualize the possibility of integrating the payment
of the transport service through the platform, aswell as acting as an identification creden-
tial for access to the transport route. This can be developed through the implementation
of NFC or through some dynamic two-dimensional code (QR, PDF417, etc.).

Finally,we consider that it is important to develop solutions focused on IoT, including
Smart Cities that allow the integration of the diverse existing infrastructure to the new
trends in information systems, so that the different services offered by cities can be
optimized, reducing, in the case of public transport, transfer times and improving the
efficiency of fuel consumption, gradually improving the quality of life of the inhabitants.
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Abstract. SDN provides flexibility, centralized control, and cost-cutting. SDN
decouples the main two functions of a traditional network viz. packet switching
and routing. The switch is responsible to forward packets only without any con-
cern about routing decisions or any security checks in SDN. The control plane
is responsible for routing decisions. Distributed SDN solves issues of availability
and scalability, which are the weakness of a centralized or single control plane.
Fault Tolerance and load balancing are the key features of any network. A brief
description of our primary research goal of the proposed DCFT (Distributed Con-
troller Fault Tolerance) model is given here. A major focus is given on a coordi-
nator controller election algorithm to provide failsafe through load balancing in
the SDN control plane. Implementation of the said algorithm verified with flood-
light controller with and without a coordinator, Implementation results reveals
that throughput and communication overhead will be increased with coordinator
controller, packet delay (latency) will be decreased with coordinator controller.

Keywords: Software Defined Networking · Fault tolerance · Switch migration ·
Coordinator election · Load balancing · Data plane · Control plane

1 Introduction

Software defined networking (SDN) is innovative method in network management and
enable innovation in networking. Current traditional network are multifaceted and dif-
ficult to manage especially in the light of changing routing and other quality of service
demands by the administrators. SDN controllers are considered as “brain” of the control
plane. Controllers connects with network devices through south bound interfaces (SBI)
such as openflow protocols. The control plane exposes some features and APIs through
the Northbound Interfaces (NBI) to network operators to design various management
application exploiting such as a set of REST API. East-West bound API used for inter-
controller communication among multiple controllers. Control functionality is removed
from network devices that are considered as simple packet forwarding elements. The
forwarding decision is flow based rather than destination based [1].
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SDN have flow tables. Flow means combinations of match criteria and its associated
actions in the set of packet field. All the packets of the same flow will have to follow the
same service polices at the forwarding devices. The flow abstraction permits uniting the
performance of the different types of network devices such as routers, switches, firewalls,
and middleboxes. Flow programming empowers extraordinary flexibility, limited only
to the capabilities of the implemented flow tables. The separation of the control plane
and data plane can be appreciated by means of well-defined programming interface
between switches and SDN controller. Openflow switch has one or more tables of packet
handling rules. Each rule matches a subset of traffic and plays out specific activity on
traffic. Contingent upon the rules installed by controller application, an openflow switch
trained by controller to behave like a router, switch, firewall or perform any other roles
[1].

Lack of flexibility, centralized control, and cost are such limitations of traditional
networks. Software Defined Networking is a novel way to deal with these issues of
traditional networking. SDN decouples the main two functions of a traditional network
viz. packet switching and routing. In SDN switch is responsible to forward packets
only without any concern about routing decisions or any security checks. The control
plane is responsible for routing decisions. Control plane implemented in a distributed
fashion where multiple controllers act with synchronization. Openflow [2] APIs are
used by SDN to set up forwarding rules and collect statistics in the data plane, which
allows controller software and data plane hardware to progress independently.With SDN
physical connectivity between two endpoints does not guarantee they can interconnect
with each other – the underlying (logical) communication graph be contingent on the
network policies reflected by the flow entries installed by the controller. For scalability
and reliability, the logically centralized control plane (“networkOS”) is often appreciated
via multiple SDN controllers (see Fig. 1) forming a distributed system. OpenDayLight
[4] and Open Networking Operating System (ONOS) [5] and are two such Network OS
examples supporting SDN controllers for high availability.

Fig. 1. SDN control plane setup [6]

Themain focus of this paper is to propose coordinator controller election algorithm to
provide load balancing among distributed SDN controller, provide consistency reliabil-
ity, scalability, transparency, and immediate deployability in distributed SDN controller
using state replication at the cost of little degradation in performance.
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The remaining paper is arranged as follows: in Sect. 2 previous paper is discussed,
the Objective of the proposed work is given in Sect. 3. Section 4 shows the proposed
coordinator election algorithm with a brief description of the DCFT model Evaluation
and results in Sect. 5, the conclusion is included in Sect. 6.

2 Related Work

2.1 Architecture of Distributed SDN Control Plane

Our prime research goal is fault management through load balancing in distributed SDN
control plane. Architecture of the distributed SDN controller is briefly discussed here.

Fig. 2. Hierarchical model [7] Fig. 3. Flat model [7]

DistributedSDNcontroller share their network information in the SDNcontrollers.A
worldwide network wide state is a product of aggregation from multiple network states.
SDN controllers store the worldwide network state in the data store. SDN controllers
can use any data store system whether it is relational database, non-relational database,
distributed hash table, or distributed file system [7]. SDN adopter can use any schema
within their data store. A controller can dominant control the network because it has
a perspective of the whole network. Thus to provide a logically dominant control in
distributed SDN controller, there must be at least one controller from the group that has
a worldwide network state. Our survey summarizes following design choice.

(i) Hierarchical model: As shown in Fig. 2, one or few SDN controllers in the group
have the worldwide network state. Two local controllers maintain the switch of
each domain.Meanwhile the root controller accomplishes themanagement between
local controllers. Theworldwide network state which is kept in the data store is only
available to the root controller. Thus the resident controller should initially question
arrange data from the root controller before it can execute any inter domain activity.
Because of this procedure this model is also called as client-server model, where the
root controller acts as a server and local controller acts as a client. OpenDayLight
[4], ONOS [5], Onix [8], and HyperFlow [9] are flat SDN distributed controllers.

(ii) Flat model: It is also called as horizontal architecture. As appeared in Fig. 3, three
SDN controllers control switches in their space and every one of them have an
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information store and keep upworldwide system state. The entirety of the SDNcon-
troller additionally own east/west bound API association with different controllers.
Subsequently they can contact and tell other straightforwardly.

Before a SDN controller can build worldwide system state, it should initially get the
neighborhood state from every SDN controller in the group. Additionally any progres-
sions occurs inside the space of a controller must be shared to other controller with the
goal that they can refresh their worldwide system state tomirror the changes. At the point
when the bunch will have the option to play out each system data dispersion effectively,
all the SDN controller ought to have the equivalent worldwide system state. Because of
this procedure, administrators called this model as shared model since each controller
can reach legitimately to different controllers during system data circulation. Others may
called this model as repeated state machine on the grounds that the bunch duplicates all
nearby system states from SDN controller to each other. Our model followed flat model
architecture.

2.2 Related Work Done on Coordinator Election Algorithms in Distributed
Computing Environment

Consistency and state replication in distributed SDN is represented by Zhang et al. [6]
throughRaft in SDN.Complicated interdependency introduced between networkOS and
network under its control on introducing consensus protocol for maintaining a consistent
network state. Which generates new failures and instabilities. The connectivity among
these controllers can be provided either in-band or out of band via data plane under
their control. In either case (dedicated or virtual) it refers to the network connecting the
controllers as the control network. Openflow switches with flow rules installed by the
same controller cluster to which it provides connectivity in the network.

Esteban Hernandez [10] has discussed the performance of the OpenDayLight con-
troller under the cluster architecture schema. The author has discussed the protocol of
the network in the communication between controllers, different message exchanges
between controllers. Message communication is done through the RPC mechanism,
the authors proposed the coordinator election algorithm by “request vote” and “append
entries”. To get the values from the other nodes request vote is used and to replicate
log entries, append entries are used by the coordinator. This request vote is in the form
of RPC messages. When this RPC message is blank, it is called “heartbeat” messages.
The coordinator election process is executed for the arbitrary duration called “term”. A
term always starts with an election process, where one or more nodes in the candidate
state try to become a coordinator. When one of the candidates wins the election and
became a coordinator, the term is conserved until it fails. There are also some situations,
in which during a term there is not coordinator election, this can be caused by a split
vote’s situation. In such a situation term will be completed without any coordinator,
then a new election taking place with a new term. This ensures that only a node can
become a coordinator within a given term. When nodes are started up, they begin in the
follower state. They remain in that state as long as they do not receive any message from
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a coordinator or candidate. If they don’t receive any message over a specified interval
called “Election Timeout”. Then they will change their status to a candidate, assuming
that there is no current coordinator.

Authors of [11] have utilized Raft consensus. A raft is a consensus algorithm for
managing repeated logs. The consensus is an algorithm that enables controllers to work
together as a unique coherent system that is able to handle the failure of some of the
controllers. It can be done by replicating the state of the machine of the coordinator. Raft
algorithm is divided into coordinator election, log replication, and safety.

Ricardo Mxacedo et al. [12] had represented algorithm based on controller perfor-
mance. A controller having maximum performance is elected as coordinator. For that,
at every regular interval, there is a need to measure the performance of each controller
to find the best coordinator which can degrade the performance by overhead.

Scott D. Stoller [13] has used a modified Bully algorithm for coordinator election in
which a separate failure detection module is required. We propose load calculation and
decision making of the load balancing based on the controller threshold value.

Mazzini et al. [14] proposed dependability of SDN with distributed controllers over
leader election algorithm and colored petrinet technique. The master controller will
calculate the dependability rate of each node (controllers, switches) and link of the
system. This calculation will be based on the proposed RDSDN [15] by the same author.
The dependability of the systemR (G) will be calculated as the possibility that every pair
of the node can send and receive the data. Dijkstra algorithm will be used to calculate
the link loss rate. Controller with highest reliability rate among all controllers and their
children will be considered as coordinator controller.

We propose a coordinator election based on the load of the controller. All the con-
trollers including the coordinator controller will calculate its own load using separate
functions available with each controller, and send their load information to the coor-
dinator controller at regular intervals. The load of the controller will be calculated by
accumulating average message arrival rate, flow table entries, and propagation delay.

3 Objective of the Proposed Work

SDN is still in its maturing state so it suffers from issues such as scalability, reliability,
and fault tolerance. Following objectives are derived from the reviewed literature:

• To find a suitable coordinator controller election algorithm to balance the load of the
distributed SDN control plane.

• Provide more reliability, scalability, transparency and immediate deployability to
distributed SDN controller using coordinator controller election algorithm.

• Verify claimed throughput (load balancing rate), latency (packet delay) with simula-
tion results for with coordinator and without coordinator case.

4 Design and Implementation

Our primary research goal is to provide fault tolerance through load balancing in the
distributed SDN controller. We have created a model called the DCFT (Distributed
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Controller Fault Tolerance) model [1]. Figure 4 has described all the modules used in
our model.

A sub-layer called fault tolerance layer, in SDN stack as shown in Fig. 4 is proposed
in our model between application (management) plane and control plane by extending
the application (management) layer. This layer holds different modules such as switch
migration module, DCFT module, fault tolerance module, and transaction management
module. The rest of the modules of the DCFT model are coordinator controller election
module, Inter controller synchronization, load calculation and decision making modules
are resting at the control plane. Out of all these modules, the coordinator controller
election module, load collection & decision-taking module are focused on this paper.

The data plane contains forwarding switches as shown in Fig. 4. The control plane did
the routing task based on the policy decision of the management plane. Each controller
may have no switches with it. Openflow protocol will manage internal communica-
tion between controller and switches. Controllers are having three roles master, slave
and equal [16]. Openflow protocols 1.5.1 specification [2] included the capacity for a
controller to set its part in the multi-controller condition.

DCFT module is the main module of the proposed system, it stores the current state
of the system. It will also save changes/updates by switch migration, fault tolerance
modules. Publish updates/sync controllers with the help of inter controller messenger,

Fig. 4. SDN stack with additional sub-layer of fault tolerance in the DCFT model (Color figure
online)
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It will receive input from the user program about the state of the controller, the output
will be informing the user program about fault management.

Switch migration module provides load balancing and avoids failure on overload-
ing. The overloaded switch will be migrated to a least loaded controller, selected from
arraylist, maintained in store. The detail of this module is not presented in this paper due
to a lack of space.

Control plane did routing task based on the policy decision of management plane, a
load of each controller calculated, coordinator controller will be decided, inter controller
messanger will publish update/sync controllers.

Different modules are described below.

Application plane: Store user program, perform event/command ordering, command
execution, sharing distributed log records, zookeeper coordinating service is installed at
application plane

Fault tolerance plane:
3 i/p: subscribe updates of the state of each controller of the cluster
3 o/p: publish/sync update of the state of each controller using zookeeper
4 i/p: overloaded controller from the load calculation module
4 o/p: select the least loaded controller from the arraylist maintained in a distributed data store
4 o/p: select least loaded controller from arraylist maintained in-store, failure of any controller
of the cluster due to any reason, orphan switches need to migrated to least loaded controller
selected from array list maintained in the distributed log
5 i/p: Events generated by switches on receiving packet or states of the port changes
5 o/p: call transaction management module, provide ACID (atomicity, consistency, isolation
and durability properties with NIB, Optimistic Concurrency Control (OCC) and distributed log
6(a) i/p: coordinator (master) controller failed before duplicating accepted events in the
distributed log
6(a) o/p: call transaction management module, slave controller accept and buffer all events, no
events are lost, first new master must finish processing any events logged by the old master,
events marked as processed have their resulting command filtered
6(b) i/p: coordinator(master) controller failed after duplicating the event but before commit
request
6(b) o/p: the event was replicated in the distributed log, the master that crashed may or may
not have issued the commit request message. Therefore new master must carefully verify if the
switch has processed everything it has received, before resending the command and commit
requests
6(c) i/p: coordinator (master) controller failed after sending commit request
6(c) o/p: since old master send commit request before crashing, the new master will accept the
confirmation that the switch processed the respective commands for that event and will not
resend them (guaranteeing exactly-once semantics for commands)
7 i/p: It will receive updates from user programs about the state of the controllers. DCFT
module saves the current state of the system, it will also reflect the changes/updates done by
switch migration/fault tolerance/transaction management module. The inter controller
messenger module provides coordination services through zookeepers via the DCFT module.
While fault occurs, it will tolerate fault through fault tolerance and transaction management
module
7 o/p: It will inform user programs runs on application plane about occurrence and
management of fault

(continued)
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(continued)

Application plane: Store user program, perform event/command ordering, command
execution, sharing distributed log records, zookeeper coordinating service is installed at
application plane

Control plane: 2(a) i/p: Distributed SDN controller from the cluster
2(a) o/p: coordinator controller decided
2(b) i/p: module stores load information, perform load balancing and routing of packets
2(b) o/p: store switch controller mapping information
2(c) i/p: failure of the coordinator can be detected by its slave controller on timeout
2(c) o/p: On failure of the coordinator, the next coordinator will be elected from priority
arraylist of coordinator maintained in a distributed log
1(a) i/p N- no of flow table entries, F-average message arrival rate, D-Propagation delay
1(a) o/p Cload = w1*N + w2*F + w3*D

Data plane: Forwarding packets as per the routing instructions received by the controller

4.1 Load Calculation and Decision Making Module

Proper load balancing gives better fault tolerance, better throughput of the system. Our
model gives better load balancing rate, reduce packet delay. In the load calculation
module, all the controllers including the coordinator controller calculate its own load
and send load information to the coordinator controller. The current packet_in_rate of a
controller is considered as a load of a controller. The coordinator controller collects load
information and stores it in the distributed database. Coordinator store load information
as an array list sorted in ascending order. The firstmember of the array list is theminimum
loaded controller and the last member is a maximum loaded controller without any
duplicate entry. After a specified time-interval of every 5 s, the load calculation module
calculates the load and sends it to the Coordinator. The time interval can be adaptive
or dynamic. The time interval can be set by the aggregate of the current load and the
previously calculated load.

4.1.1 Load Calculation Threshold

T = Tmax/(|CurrentLoad – PreviousLoad| + 1)
Tmax = initially set interval
CurrentLoad = Controller’s Current Load
PreviousLoad = Controller’s Previous Load
Load of Controller = packet arrival rate of Controller (packets/Sec) [2].

After receiving the load information coordinator store load of each controller and
aggregate load of all the controllers in a distributed data store.

4.1.2 Decision-Making Process

To balance the load of all the controller nodes, a threshold value C is decided to detect
overload and under load conditions. Based on this threshold value coordinator decide to
balance the load or not.
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C = (Average of a load of all the controllers)/(a load of a maximum loaded
controller)

0 ≤ C ≤ 1, C is the load balancing rate. If C will be close to 1 load is evenly
distributed and if a load is close to 0 uneven load distribution is there. We have selected
an initial load balancing rate is 0.7. if the value of C is less than 0.7 than load balancing
is required. If the value of C is greater than 0.7 no need for load balancing [8]. In case
of overloading few switches need to be migrated from an overloaded controller to an
underloaded controller, which is decided by the coordinator controller.

4.1.3 Selection of Destination Controller and Switch to Be Migrated

After the decision taken by a coordinator to migrate a switch the next work to do is to
select a destination controller to migrate a switch and selection of a switch to migrate.
The selection of a destination controller can be from a sorted array list stored at the
distributed data store. The lightest loaded controller has selected whose load is less than
the bellow capacity CT. The selection of switch to migrate can be based on a packet in
the rate of a switch. The maximum loaded switch should be select to migrate. Before
the migration coordinator must check that the migrated switch should not overload the
destination controller. It can be checked by the following formula. If the migration can
create overload to destination coordinator should choose another switch to migrate.

Load_of_Switch_to_Migrate ≤ CT – Load_of_Target
CT = Controller Capacity (packets/Sec).

4.2 Internal Controller Messenger Module

There are two different ways to obtain organize data from other SDN controllers. Polling
and, Publish and Subscribe [12].

(i) Polling: Each SDN controller intermittently demand for another system data from
different controllers in the bunch. For example a SDN demand for another switch
data at regular intervals. It will execute the solicitation intermittently in any event,
when there is no update occur in the other controller. In this manner it might get
same system data as the last one. Along these lines this strategy isn’t effective [16].

(ii) Publish and subscribe

Each SDN controller can publish/subscribe in the system data from other controller in
the group. For example controller c1 needs arrange data from neighboring controller
c2, the controller c1 can subscribe in the switch data from c2. Right now goes about
as c1 acts as subscriber and c2 goes about as publisher. Later c2 will advise c1 when
there is a change with respect to the switch data in the area. Right now c2 will inform
c1 just when there is a change accordingly this technique is increasingly proficient for
our model [16].
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Internal controller messenger module is responsible to provide all the updates of
controllers of the cluster to each other. It synchronizes state between the controllers by
letting all of them access updates published by all other modules in the controller. ZMQ,
the asynchronousmessaging service used for internal communication among controllers.
Distributed coordination service such as zookeeper [17] glues cluster of the controllers
to share the information about a link, topology, etc. it’s used for updating the status of
the controllers.

4.3 Coordinator Controller Election Module

Coordinator controller performs two roles, one is its ordinary role of routing incoming
packets and second is special role, coordinator role,where it has to collect the load of each
controller of the cluster and information about switch controller mapping and store it as
an array list at the distributed database. All the controllers send their load information and
switch information to the coordinator controller. The coordinator controller calculates
the aggregate load of all the controllers and stores it in the distributed database. Based
on a load of the cluster, the coordinator controller takes the switch migration decision.
Controllers can communicate with coordinator using messaging services provided by
zookeeper and sync service of floodlight controller.

This module is providing fault tolerance to the coordinator controller. There must be
a coordinator controller all the time available in the cluster to take various coordination
decisions in case of load imbalance as well as controller failure and to collect and calcu-
late controller statistics. The election module continuously running in the background,
when it detects the failure of a current coordinator it starts re-election and elects a new
Coordinator. The election module can elect a new coordinator if and only if the 51%
of the controllers are active otherwise it sets the controller having id one as the default
coordinator.

Controllers of a distributed control plane form a logical cluster. Consider the con-
trollers C1, C2, C3…Cn from Fig. 4, all the controllers are joined with switches in three
different roles, master, equal and slave. C1 joined with S1 as master, S2 as a slave, C2
joined with S2 asmaster, S3 as a slave, similarly controller are joined with amaster-slave
relationship in the different switches of the clusters.

All controllers of a cluster are assigned a controller id as per they joined the controller
cluster viz. C1, C2…Cn.When cluster start, the controller havingmaximum controller id
is elected as a coordinator controller using our election algorithm. Proposed coordinator
controller election algorithm
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13 once coordinator has confirmed by-election it proceeds to coordinate or follow state 
14 case SPIN: This is resting state of coordinator after the election 

CheckForCoordinator: This function ensures that there is only one coordinator, set for  
an entire network, none or multiple coordinators causes it to set the current state to  
ELECT. 

15. case COORDINATE: This is resting state of coordinator after election keep sending  
heartbeat message and receive a majority of acceptors otherwise, goto ELECT state  

16.} 
17. check for only “one” coordinator in the network
18. Ask each node if they are the coordinator, all the nodes should get an ACK from only 
one of them, if not reset the coordinator. 
19. //Election performed  
20.   if (connected controllers >= majority (51%)) then  
21. if (elected coordinator present == true) 
22. if (no of coordinator ==1)  
23. commit; coordinator elected as controllerID=1 
24.  else  
25. call checkForCoordinator function. 
26. else  
27. Check for new node to be connect and controller having highest controllerID will  

become Coordinator. 
28. Nodes joined after the election:  It follows the current coordinator 
29. Nodes joined before the election: It participates in the current election process, a

coordinator will be elected from current active and configured controller 
30. Nodes joined during the election: It waits for election to be completed, does not   

participate in the election, and starts following elected coordinator after the election.  

Algorithm 1: Coordinator controller election algorithm 

1. pollTime=5 seconds // Election class is polled every “pollTime” 
seconds such that it checks if a new coordinator present in the network 

2. Once the coordinator specified and the follower’s role decided, the current coordinator 
is used to managing network vide publishing and subscribing updates across all nodes 

3 pollTime=5 seconds, timeout=6 seconds  
4. First, try to get a coordinator 

if (coordinator==none) then coordinator=controllerID1; timeoutFlag=true 
5. else if (coordinator.equals (ControllerID)) then 
6. roll based function such as initiates publish/subscribe by the coordinator,   

//publish means ask all the nodes to call publish hook, subscribe means ask all the  
nodes to subscribe to updates from all other nodes as well as by calling this in a loop 

7. There are different possible states of the controller during the election process 
8. switch (current-state) // current state of the controller 
9. { 
10. case CONNECT: Network block until the majority of nodes connected 
11 case ELECT: check for the new node to connect to, and refresh socket connection, 
ensure the majority of nodes connected otherwise, goto CONNECT state. 
12 start elections if the majority of a node connected. 

(i) Failure in coordinator controller

The coordinator is the in-charge of the coordination of all the other controllers, controllers
may have a different number of switches. Failure occurs in the coordinator node leads
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Fig. 5. Failure in coordinator controller, the election of new coordinator controller

to failure of a whole distributed control plane. Failure of coordinator can be detected
by using separate functions available with all the controllers in the cluster which will
be synchronized with zookeeper services. Coordinator controller fails, aggregate load
calculation stopped, a decision of load balancing cannot be taken, which leads towards
the failure of an overloaded controller.

To overcome the failure of a coordinator controller we plan to run an election algo-
rithm to elect a new coordinator on a failure of the current coordinator. Controller id
decides priority among controllers. After a specified time interval, a check performed
that the elected coordinator is active or failed. If the coordinator failed, the re-election
starts. A controller having maximum controller id from the cluster, elected as a new
coordinator of a distributed control plane. A new coordinator has to migrate switches
of the failed controller to a lightest loaded controller by proposed switch migration.
All the controllers may have a different number of switches. Figure 5 shows failure in
the coordinator controller. C10 is a current coordinator, Switch of C10 migrated to C7
(lightest loaded backup controller from the array list. C9 becomes a new coordinator.
Similarly array list from distributed data store updated at every time t seconds.

In our model, the coordinator controller periodically checks the status of the con-
trollers, to perceive the failure of the controller, coordinator controller utilizes controller
data, Every particular time coordinator controller checks last refreshed time of con-
trollers If last refreshed time surpasses a certain threshold, coordinator controller think
about this controller as failed and proceeds recovery steps.

(ii) Failure in coordinator controller

All the controllers are mapped with the no of switches. The controller is responsible for
the flow table stored at switch mapped with that controller. If the controller gets failed,
we have to migrate its switches to another controller to keep switches functioning.

(iii) Load imbalance between controllers

Similarly, load imbalance occurs on the overloading of a controller, the overloaded
controller needs to migrate its highest loaded switches to the least loaded controller
from an array of a distributed database.
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5 Evaluation and Results

We have created a custom topology named mytopo.py. Here in our topology four flood-
light controllers included. Each having two switches with a master role. There is only
one master controller and many slave controllers in the topology. The controller may
have more than one switch. There are many slave controllers for the switches. If the
original master fails, a slave controller will be chosen as a new master. We consider
custom topology in Fig. 4. Traffic patterns are shown in Table 1 used for all simulations.
For example Controller c0 is connected with switches s1 and s2 with the master role and
with switches s3, s4, s5, s6, s7 and s8 with slave role. A red dotted line indicating the
master connection of the controller with its switch. To minimize the complexity here we
have not displayed slave connections of all the controllers and switches. The topology
is created using miniedit, a graphical user interface of Mininet.

Fig. 6. The topology used in the experiment

5.1 Implementation of Coordinator Election Module

This module provides fault tolerance to the control plane when the current coordinator
gets failed and at the same multiple instances of the controller are running. It uses
ISyncService in order to store the data. Few updates published by all other modules in
the controllers this module synchronizes state between the controllers, In addition, it
runs a coordinator election process, in order to enable modules to perform role-based
programming in a distributed system with multiple controllers running, in addition, be
able to communicate between controllers as well.

In case of failure of the current coordinator there are the following cases:

Case 1: Majority of the controllers are active:
A normal coordinator election takes place and a new coordinator pops up, and the system
operates normally.

Case 2: Less than 51% of configured controllers are active:
In this case, the system by default, elect controller 1 as a new coordinator. This is because
the coordinator must be available all the time to perform its role.
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Case 3: Node joins before the election: It participates in the election, the coordinator is
elected amongst the currently active and configured controllers.

Case 4: Node joins during the election: It waits for election to be completed does not
participate in the election, following the elected coordinator.

5.2 Experimental Setup

We have used Ubuntu 14.04 with 4 GB RAM, Intel Core i3-2370 M CPU@ 2.40 GHz
processor system. The bandwidth of the system is 1 GBps. In four terminal windows,
four floodlight controllers are started with similar IP address along with port no 4242,
4243, 4244, and 4245. The default Coordinator will be ControllerID1 but after starting 3
controllers, packet arrival rate (throughput) will be tested by changing the number of the
controller node. The throughput and latencymode of the cbenchwill be used in the flood-
light controller to check the throughput (packet arrival rate), latency, communication
overhead of the floodlight controller.

TCP flows generation needed to simulate the distribution of network traffic the aver-
age flow requests. It’s done by hping3. The average packet arrival rate of 500 packets/s.
Floodlight controller will be used to process packets received by the switch. To reduce
the effect of packet delay and packet loss link bandwidth between switches and hosts
to 1000 Mbps. Packet in rate P = 30 Bytes/s. we set no of switches managed by one
controller is from 2 to 10. All the simulations run for 12 h readings noted at every 20min.

Table 1. Traffic design used in the experiment

Traffic sequence Source Destination

T1 H1 H4

T2 H3 H7

T3 H1 H8

5.2.1 Paket Delay (Latency)

Consider traffic patterns T1, T2 and T3 of Table 2. Traffic T1 generated from host
H1 to host H4. Both are connected by controller C1. The simulation experiment starts
with a packet delay of 12–14 ms for all traffics. Initially, there is no coordinator, so by
default C1 will be chosen as coordinator, as all the four controllers joined with topology
and if C1 failed, the coordinator election algorithm will be executed. Figure 9 reveals
that packet delay will be decreased in T1 and T2 with the coordinator. Because the
proposed algorithm followed the state replication approach. All the controller followed
the log replication of the coordinator. The average packet delay of T1, T2 and T3 traffic
sequences is decreased by 56.13%.
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Table 2. Comparison of with coordinator/without coordinator controller in the cluster
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5.2.2 Throughput

Figure 7 shows the comparison of the cluster throughput (packet/s) with and without
the coordinator controller. Packet_in_rate is considered as the throughput of the system.
Table 2 and Fig. 5 reveals that with respect to the topology shown in Fig. 6, packets are
captured through Wireshark and analyzed from all the traffic sequences like T1, T2, and
T3 at different times. Average throughput will be increased by 22.63%.

5.2.3 Communication Overhead (KB/S)

Figure 8 shows the comparison of the communication delay (KB/s) with and with-
out the coordinator controller. It is calculated between switch-controller and controller-
controller for all the traffic sequences T1, T2, and T3. With the coordinator controller,
communication overhead between switch-controller will be increased by 7.09 KB/s. and
between controller-controller, it is increasedby23.47KB/s. In the availability of the coor-
dinator controller, the replication state machine approach followed, so log replication
carried out at regular intervals resulted increase in communication overhead.
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6 Conclusion

This paper proposed a coordinator controller election algorithm in the cluster of dis-
tributed SDN controllers. Our primary research goal is to propose the DCFT (Distributed
Controller Fault Tolerance) model to provide fault tolerance through load balancing in
the distributed SDN controller. The coordinator controller election is one module of
the model. To provide a fault tolerance mechanism in the distributed SDN controller
cluster, one additional fault tolerance sub-layer will be added in the SDN stack by
extending an application plane of SDN. The coordinator controller election algorithm,
load calculation, and decision-making modules are described in detail. There are four
floodlight controllers in the sample topology (Fig. 4), taken for the simulation. The
result of the simulation will be tested for three different traffic sequences as shown
in Table 1. Comparison of with coordinator controller and without coordinator con-
troller is demonstrated by Table 2. With the coordinator, Considering an average of
all three traffic sequence, the throughput of the cluster will be increased by 22.63%,
packet delay(latency) will be decreased by 56.13% and communication overhead will
be increased between switch-controller is 7.09 KB/s and between controller-controller
is 23.47 KB/s. So by introducing coordinator controller in the distributed SDN con-
troller, consistency, reliability, scalability and immediate deployability of the system are
improved at the cost of communication overhead.
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Abstract. User’s security and privacy are of increasing concern with
the popularity of Android and its applications. Apps of malicious nature
attempts to perform activities like information leakage and user profiling,
detection of which is a challenge for security researchers. In this paper,
we try to solve this problem by proposing a behavior based approach to
detect malicious nature of applications in Android. Events and behavioral
activities of an application are used to generate signature, which then is
matched with signature database for detection. Behavioral signatures are
designed on the basis of information leakage attempt, jailbreak attempt,
abuse of root privilege and access of critical permissions. 260 popular
apps of different nature were evaluated in addition to 42 android apps,
which were flagged malicious by Government of India. The proposed
system shows promising results to detect malicious behaviors. It also
defines the nature of malicious activity exploited by an app.

Keywords: Malware · Android · Security · Dynamic analysis ·
Information leakage

1 Introduction

Android, an open source OS provides us with an interactive platform for running
multiple applications. Android OS since its release in 2008, has grown as the most
prefered choice in the market with over 2.5 billion active devices worldwide and
74.13% share in December 2019 [16]. Smartphones today being equipped with
sophisticated sensors, from camera and microphones to gyroscopes and proxim-
ity sensors, creates a new paradigm for user experience. Sensors generates data,
which contains sensitive information thus opening new attack surfaces to be
exploited by developers with malicious intent. When a malware (malicious app)
is installed on an android device, the user is open to serious privacy and security
issues such as information leakage and over privilege permission exploitation.
Benign and alternative malicious applications are released on the android mar-
ketplaces [19,25,27]. These apps are also pushed into the market without third-
party reviews [1,5,22]. Google Play Store, Android’s official application hosting
service has over 2.57 million apps generating about 140 million USD [17].
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Spotted in 2010, the first Android Malware was DroidSMS, which would
subscribe users to premium SMS services. Since then multiple genres of malware
have targeted Android ranging from downloaders to clickers, spyware to bank-
ing trojans and adware to ransomware [3,6,12,18,23]. Recently CamScanner a
popular document scanning application on Google Play store was identified to
be infected with AndroidOS.Necro.n dropper, which once installed attempts to
install another malware [21]. Recently, 983 cases of known vulnerabilities and
655 zero-days were found among the top 5,000 free apps (each with 1M to 500M
downloads) available on Google Play Store.

Applications running on Android performs system interacts at different lev-
els. These system and application interactions can be recorded in the form of
logs. Logs are generally classified into either system generated logs or applica-
tion generated logs. System generated logs record events taking place in the
execution of the operating system in order to provide a trail that can be used
to understand the activities of the system and to identify problems. Application
generated logs are events logged by a running application on the OS. It logs,
events, warnings and errors. Information logged in it is determined by the app
developer not the OS. Malicious app developers avoid detection by evading log-
ging of its behavior [26]. Application logs are thus less reliable than system logs
for behavior detection. Logcat is an operating system debug tool designed for
Android. It monitors the system in real-time and creates a dump of system and
application log messages, thus making it a suitable choice to collect information
from Android OS.

In this paper we try to detect application behavior using log dumps from
logcat. The approach is based on system generated logs rather than application
logs. As system logs will contain activities and events of all running applica-
tions, a filtering mechanism is then employed to constrain on monitoring the
selected application only. Behavior based signatures are generated on the basis
of malicious activities for purpose of information leakage, jailbreak, abuse of root
privilege or access of critical permissions.

Paper Organization: Following Sect. 2 discusses the prerequisites. Section 3
overviews the proposed solution. Section 4 discusses dataset preparation, experi-
mental setup, results and analysis. Related work is covered in Sect. 5. Concluding
remarks and future scope are discussed in Sect. 6.

2 Background Information

Android OS has a linux based stacked architecture, with linux kernel closest
to the hardware and interact with the device hardware. Stacked representation
of Android architecture as illustrated in Fig. 1. Linux kernel is customized for
smart devices with power, memory and computational constraints. It includes all
the key hardware drivers for camera, keyboard, wireless, audio, screen etc. It is
responsible for power management, process management and memory manage-
ment. Above kernel, HAL provides standard interface to the Java API framework
that exposes device hardware capabilities. Each process in Android version 5.0
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Fig. 1. Android architecture diagram

and above runs with its own Android Runtime (ART), which converts application
dex bytecode into native code to be executed. Prior Android versions comprised
of Dalvik Virtual Machine, a kind of Java VM optimized for low processing and
memory constrained environment. The app works with its own copy of the vir-
tual Dalvik VM. Dalvik for security was designed to efficiently operates multiple
virtual machines. Dalvik executable (.dex) file of an application is optimized and
run in its Dalvik VM. Most key components and utilities of Android system such
as ART and HAL are designed using native codes with C and C++ compatible
libraries. Above ART and Native Libraries resides Java API framework. Features
of Android are accessed by apps using it to help developers write apps easily and
quickly. It includes APIs to design UI, work with databases, handle user inter-
action, etc. On top of the stack are applications for user interactions. Android
contains a set of preinstalled system apps to ensure minimum functionalities of
SMS, internet browsing, contact management, calendar, music and more. These
system apps provide vital capabilities that developers can access from their app,
for instance sharing a message by system messaging app [11,20].
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2.1 Android Security Mechanisms

Android due to its popularity, is a popular target of malware authors. Android
OS installed with advanced hardwares and softwares generates enormous amount
of valuable data for and about users. Cybercriminals are continuously crafting
applications to maliciously take advantage of users’ valuable data. Various secu-
rity mechanisms employed by Android for application security are discussed
below.

Android Permissions Framework. Permissions are key components and
plays a vital role in the identification of malware. Permissions are intended to
safeguard the user’s privacy. Apps must request permission to user information
such as text messages, contacts and certain system elements like the microphone,
the camera and network access. Depending on the function, Android could auto-
matically give the authorization or the scheme could encourage the customer to
agree or reject the application. Permissions are categorized into Normal, Danger-
ous, Signature and SignatureOrSystem level permissions. Normal permissions
are lower-risk permissions for apps requiring access to other apps. Dangerous
permissions are those which accesses user data or vital device functionalities.
Dangerous permissions are used by applications to gain device access and user
privacy. Signature permission are allotted automatically during app installation
only if app being installed has the same signature to an existing installed app
with the permission. SignatreOrSystem earlier known as Signature|Privileged, is
granted by system only to applications that are in a specific location or has the
same signature as that of an app declaring it. It is designed for multiple vendors
sharing specific features or folders on the system.

Android Sandboxing. Application sandboxing feature creates a contained
environment for process to be executed. Each running app is limited to its sand-
box, which is quarantined from other apps. An app may get at resources outside
its sandbox, only the ones which were permitted by users during installation.
Discretionary Access Control (DAC) is used for resource management outside
the sandbox. If an app X tries to read application Y’s resources, it is prevented
because of the lack of user privileges. As apps are digitally signed with the devel-
oper’s private key, apps with same developer’s certificate are assigned same UID
for resource and permission sharing. Thus malware authors with developer’s key
can design an app with the same certificate to access private resources of other
apps developed by the developer.

Inter-component Communication (ICC). Android employs ICC mecha-
nism or Binder for apps to communicate with each other or system. It is respon-
sible of request migration from the originating process to the target process.
Using ICC an application component can request data access from another com-
ponent within the same application or other application within the same device
or a remote service. For example, a product delivery application may use Map
application for device’s location by ICC.
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2.2 Android Security Threats

Android smartphones being hub of users’ private data is always under the lense
of app developers. Users now have high probability of facing information leakage
such as mobile number, email address, IMSI (International Mobile Subscriber
Identifier), IMEI (International Mobile Equipment Identifier), Contact list, and
other personal identification information. IMEI or IMSI numbers do not imme-
diately expose user identity, but with malicious service or app having access to
it there is always a risk of privacy violation [7,13]. Android security being based
on permission model, lacks fine permission control and management.

Apart from threat on user’s private information, there is always a threat on
exploiting the underlying Android system. Attackers may exploit a vulnerability
in the underlying linux sytem to gain root privilege of the device. Attackers
with root privileged can easily over powers Android security framework. These
attacks can result in unauthorized actions from malicious applications, which
thus will cause security and privacy violations.

3 Proposed Solution

Our aim is to design and implement a system, that can collect and select real-
time app interactions specific for a target application and check the behavioral
activity for malicious nature.

The proposed solution offers a dynamic analysis approach to analyse appli-
cation behavior. Figure 2 gives overview of the proposed architecture containing
an Android system and a server. System generated logs are collected from the
Android device at kernel-level. Thus any attempt by malicious application to
evade application level logging would be detected. Collected logs are filtered and
then matched with signatures for analysis.

Fig. 2. Work flow of the proposed solution
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Logging. Android OS and app activities of different types can be logged using
the Android system debugger called logcat. It logs both system and application
generated logs as depicted in Fig. 3. A log entry from logcat includes tag and its
priority. A tag indicates the component responsible for its generation (for exam-
ple, OpenGLRenderer). The priority defines the priority level amongst Assert
(A), Error (E), Warning (W) and Verbose (V) from high to low.

A log entry format of logcat contains:

<date> <time> <PID>-<TID>/<package> <priority>/tag: <message>

PID stands for process identifier and TID is thread identifier. Below is a sample
logcat entry.

14-11 17:31:21.320 74-113/com.example.application I/Application:
IN CLASS: (ENAppn.java:27)

Application generated logs are events logged by apps running on the OS. Infor-
mation logged in application logs is determined by the app developer not the OS.
Malicious app developers can easily avoid detection by not logging its activities.
Application logs thus cannot be relied upon for behavior detection.

Fig. 3. Log collection

Log Filtering. The quantity of logs prevents manual analysis of kernel-level
logs. A logging module at the kernel level gather records of log information from
all events which take place on the operating system. The collected information
consists of entries irrelevant w.r.t. our target activity. Furthermore, given the
restricted storage capability on a smartphone the quantity of record information
needs to be reduced. We only gather logs associated to interested system calls
for malware detection in order to address these issues. Linux OS has around 300
system calls, which can be categorized based on their functionality. Thus system
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calls responsible for critical activities (such as process, memory and device man-
agement) are considered for further analysis. This enables us to acquire log data
containing entries of concerned system calls. But it includes system calls related
to all processes running on the OS. We therefore further remove entries related
to irrelevant process by selecting only the concerned process entries. Using logcat
tool process ID of concerned app and child processes are selected for filtering.
Critical permissions accessed by application during runtime are captured in logs
(Fig. 4).

Fig. 4. Log filtering for selected process with PID 1

Signature Matching. The proposed system is based upon pattern matching
of signatures with the filtered logs from the above step. Signatures are care-
fully crafted for high detection accuracy. They if designed to be too specific will
lead to high false negative, and if too considerate of various activities will lead
to high false positive. Keywords responsible personal information such as mail
account, IMEI, phone number, etc. were considered for user’s personal identifi-
able information. For detecting jailbreak application and applications exploiting
root privilege, name of known exploit binary files and commands respectively
were selected for signatures. And for detecting requested critical permissions at
runtime, critical permission request command were listed as signatures. List of
signature is given in Table 1.

4 Results and Analysis

A system prototype of the proposed solution was implemented. System logs
for the targeted application were generated and filtered, followed by pattern
matching with the signatures. Popular applications of different categories were
collected.

In total 260 applications were collected from Google Play Store and other
Third party app stores for analysis. Selection of applications was done on the
basis of popularity. Popular applications from each category (social network-
ing, games, productivity, messaging, etc.) were selected. Apart from the above,



258 V. Sihag et al.

Table 1. Signatures for detecting malicious behaviour

Threat Signatures and keywords

Information leakage

IMSI and SIM

IMEI and Android

CLONE FILES

TEL and MAIL

quattrowirelesssdk

admob

adwhirl

flurryagent

Jail break

asroot

exploid

rageagainstthecage

gingerbreak

Root abuse

êxecve(”/(system/)?(bin|sbin|xbin)/su”

ôpen(”.*/iptables”

êxecve(”.*/(chmod|chown|ls\b|mkdir|rmdir)”

busybox

daemonsu

kingroot

kinguser

supersu

superuser

adfree

greenify

kerneladiutor

setcpu

shootme

stericson

titanium

Critical permissions

SEND SMS NO CONFIRMATION

WRITE SMS

READ LOGS

INSTALL PACKAGES

MOUNT UNMOUNT FILESYSTEMS

READ PHONE STATE

READ HISTORY BOOKMARKS

WRITE SMS

READ SMS

READ CONTACTS
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42 applications listed malicious by Government of India were also selected for
analysis. Analysis results are shown in Table 2 and 3.

Table 2. Analysis results of popular applications

Threat Number of detection

Information leakage 91

JailBreak 10

Abuse root 15

Critical permissions 277

Table 3. Analysis results of 42 Apps listed malicious by GOI.

Threat Number of detection

Information leakage 43

JailBreak 12

Abuse root 16

Critical permissions 63

Of 260 applications, 43 applications which taking sensitive data from device
and 2 application fetching email data. 21 applications were also detected showing
advertisement services. Additionally we have found 10 applications which try to
jailbreak the device, 4 applications which is try to root the device, 4 applications
run rageagainthecage which is used to root the device. Additionally, we found
out 16 applications which use superuser activity in the device.

5 Related Work

Takamasa et al. in [8] describe the system architecture for signature pattern
based detection of malicious applications for Android. Ma et al. in [13] intro-
duces a novel attack vector called as “shadow attacks”, which tries to evade the
behavior based detection by partitioning a process into multiple shadow pro-
cesses. Deguang Kong et al. in [10] describes a system which automatically assess
the review to behaviour reliability of mobile applications. According to author,
Autoreb uses artificial intelligence to identify linkage between user reviews and
privacy compromises. They collected reviews from multiple sources thus to iden-
tify issues from reviews towards the application. Burguera et al. in [4] describes
the system and framework to perform behavioral analysis of application to detect
malware. Crowdroid collected information traces about application from multi-
ple real-time users. It employs crowdsourcing approach to differentiate normal
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and malicious behavior. It also illustrated similarity between newly generated
test malware and real samples. [4] considered system calls as they give low
level information. They were able to detect all malicious execution for their
self developed malicious apps. Andrea et al. in [15] presents the behaviour based
detection system which analyses and correlates function. The functions selected
were responsible for package-level, user-level, application-level and kernel-level
interactions. A framework based on machine learning is introduced in [11] by
Kong and Jin to address permission prediction problem. It captures the rela-
tions amongst textual descriptions, permissions, and app category. They tested
the approach on 11k applications ranging from 30 categories. [14] and [2] clas-
sified malicious and benign applications based on system calls captured using
strace tool. They then employ machine learning for classification. Wu et al. in
[24] used call frequency and dependency for detection. They then fed LASSO, RF
and SVM based machine learning classifiers to achieve accuracy of 93%. System
logs and system calls are employed by Jang et al. in [9] for malware detection
and familial classification. They reported accuracy of 99% for their approach.

6 Conclusion

We have presented a behavior based android malware detection approach. Sys-
tem generated logs are collected and filtered at runtime for application under
analysis to be further matched with generated signatures. Signatures were gen-
erated taking into account the application behavior responsible for information
leakage, jail break attempt, priviledge escalation attempt and access of critical
permissions at runtime. Behavior based detection approaches provides insight
into running applications as compared to static analysis approaches and thus
need to be employed by market places for detecting behavior deversion of appli-
cations from intended behavior. Our approach was found to be effective as it
gives considerable insight into malware interactions responsible for security and
privacy compromises.

In future, a multi level hybrid approach including static analysis can be
envisioned to improve scalability and efficiency of the detection system.
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Abstract. Security of Virtual Machines (VMs) is a major concern with the virtu-
alization environment. Virtual machines are a primary target for an adversary
to acquire unethical access to the organization’s virtual infrastructure. Tradi-
tional security measures are not enough for advanced malware detection. Today’s
advancedmalware can easily avoid detection by using a number of evasion tactics.
Process or code injection is one such technique to evade the detection of malware.
Various process injection techniques are employed bymalware to gainmore stealth
and to bypass security products. Detection of process injection attack is achieved
with little effort on a physical machine as compared to a virtual machine. In this
paper, we propose a novel approach to detect malware based on API function
calls. API function call information has the ability to trace malware behavior.
We found that the presence of certain API function calls may confirm the exis-
tence of malware. We implement dynamic malware analysis using the volatility
framework.

Keywords: API function call · Hypervisor ·Malware detection · Process
injection · Virtual machine · Virtualization

1 Introduction

Cloud computing emerging as a future computing model. Virtualization is a key under-
lying technology to enable cloud computing. Virtualization creates and runs multiple
VM or guest operating systems on a single physical machine using Virtual Machine
Monitor (VMM) or Hypervisor. Hypervisor facilitates the abstract of physical machine
resources such as CPU, Memory, I/O and NIC, etc., among several virtual machines.
The sharing of resources increases the security challenges for the cloud service provider.
The proliferation of unknown malware and sophisticated rootkits, are more prevalent to
tamper the critical kernel data structures. Traditional In-host anti-malware solution is
inadequate to ensure the security of the guest operating system, particularly in a virtu-
alized environment [1]. VMI is able to gather the state information of the running VMs
while functioning at VMM. Obtaining meaningful state information such as process list,

© Springer Nature Singapore Pte Ltd. 2020
N. Chaubey et al. (Eds.): COMS2 2020, CCIS 1235, pp. 263–276, 2020.
https://doi.org/10.1007/978-981-15-6648-6_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6648-6_21&domain=pdf
http://orcid.org/0000-0002-5138-8979
http://orcid.org/0000-0001-6575-7723
https://doi.org/10.1007/978-981-15-6648-6_21


264 D. Tank et al.

kernel driver module, etc., from the viewable raw bytes of the live guest virtual machine
memory named as semantic gap [2].

One of the main reasons for using introspection in malware detection is that malware
using advanced techniques such as rootkits are not detected using traditional automated
malware-detection systems. The other reason is the advanced features that this technol-
ogy provides, which allows the user to have a deep insight into each action happening
in the virtual machine [3].

The rest of the paper is organized as follows: Sect. 2 provides background infor-
mation on virtual machine introspection, memory mapping under a hypervisor and also
introduces the concept of rootkits. Section 3 presents the related work of using the
VMI technique to detect and characterize known and unknown malwares. Section 4
outlines LibVMI as a VM Introspection tool. Section 5 introduces volatility as a mem-
ory analysis framework. The architecture of our proposed malware detection method is
described in Sect. 6. Evaluation and preliminary results are presented in Sect. 7. Finally,
the conclusion and future work are discussed in Sect. 8.

2 Background

2.1 Virtual Machine Introspection

Virtual machine introspection is the process of observing the runtime state of virtual
machines. Introspection can be achieved either from the hypervisor or from some virtual
machine other than the one being supervised. VMI is an art of safeguarding a security-
critical application running on virtual machines from security attacks [4]. VMI-based
approaches are widely adopted for security applications, software debugging, and sys-
tems management. One can introspect the VM from inside or outside of the VM. VMI-
based tools may be located inside or outside of the VM. VMI tools can also be used for
malware analysis to analyze the behavior of the malware and to detect the latest mal-
ware attacks. VMI coupled with existing virtual infrastructure management solutions
can become a powerful tool for memory analysis and event correlation. The semantic
gap is one of the main restraints of virtual machine introspection [5]. In a virtualized
environment, the semantic gap can be defined as the extraction of high-level information
of guest OS state from low-level information obtained externally at the hypervisor level
[6]. One can do introspectionwithin the virtual machines or outside the virtual machines.

2.2 Memory Mapping

In a normal scenario, there are two levels of memory: virtual memory and physical mem-
ory of the physical machine. But when we talk about hypervisors, there are three levels
of memory: virtual memory and physical memory of the virtual machine, and physi-
cal memory of the host machine. The hypervisors only allocate memory to the virtual
machine. By default, hypervisors have no knowledge of what types of activities being
performed inside the virtual memory of the virtual machine. To get that information,
additional tools have to be installed. Below is a generalized example of memory-sharing
within the virtual machine. Figure 1 shows the three levels of memory addressing under
hypervisor [7].
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Fig. 1. Memory mapping under the hypervisor

One of the primary objectives of the VMI tools is to translate the memory addresses
of the virtual machine’s virtual memory: first, from the virtual to the physical memory
of the virtual machine, then to the physical memory of the host machine. This will help
the hypervisor to access the correct memory area during introspection.

2.3 Rootkits

Rootkits are malwares allowing permanent or consistent, undetectable presence in a
computer system. Rootkits can hide specific system resources to achieve the goal of hid-
ing the intrusion into the compromised computer. Rootkits deviate the normal behavior
of the system by injecting malicious code into an operating system [8]. Kernel rootkits
execute in privileged mode on Ring 0, making it very hard to detect. Kernel rootkits
have posed serious security threats due to their stealthy manner. More advanced rootkits
can launch Direct Kernel Object Manipulation (DKOM) attacks, which directly modify
the core data structure of the OS kernel in memory. Malicious library injection and code
injection are also common means for rootkits to subvert the system.

3 Related Work

Researchers and security experts have introducedmany ideas and prototypes formalware
detection and classification. Malware detection methods can be categorized into two
classes: Signature-based static analysis and Behavirol-based dynamic analysis. Static
analysis is accomplished without executing the samples while dynamic analysis is per-
formed by executing samples in the virtualization environment. Huseinovic et al. [9]
proposed a process monitoring mechanism in a VMware VM runningWindowsXP. Hua
et al. [10] have designed and implemented a process detection system called VmRecov-
erySystem. Their proposed architecture usesKVMas a hypervisorwhich consists of four
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modules. Tien et al. [11] introduced a VMI method to monitor the presence of malware
in the volatile memory of the VM through the analysis of its processes, files, registers,
and network activities. Case et al. [12] presented a new kernel-based rootkit detection
technique applicable to theMac OSX system. They have used the most popular memory
forensic framework Volatility to analyze the features of malwares.

For detecting malwares in Android, Yang et al. [13] proposed a general tool named
AMExtractor for volatile memory acquisition for Android devices. For malware detec-
tion in a virtualization environment, Kumara et al. [14] leveraged memory forensic tools
such as Volatility and Rekall to analyze the memory state of the VMs, which can address
the semantic gap problem existing in VMI. Hua et al. [10] designed and implemented a
VMM-based hidden process detection system to investigate rootkits by identifying the
lack of the critical process and the target hidden process from the aspect of memory
forensics. Tien et al. [15] introduced a memory data monitoring method against the
running malware outside the VM, various features were observed from the memory.
Kumara et al. [16] proposed an automated multi-level detection system for Rootkits and
other malwares for VMs at the hypervisor level. Mosli et al. [17] proposed an automated
malware detection method using artifacts in forensic memory images. Kumara et al.
[18] proposed an advanced VMM-based machine learning technique at the hypervisor.
Machine learning techniques were highly used to analyze the executables that were
mined and extracted using MFA-based techniques. Tank et al. [19] presented a review
of Mobile Cloud Computing (MCC), its security & privacy issues and vulnerabilities
affecting cloud computing systems, analysed and compared various possible approaches
proposed by the researchers to address security and privacy issues in MCC. Tank et al.
[20] analyzed security issues in an open-source cloud computing project - OpenStack
Keystone. Tank [21] identified a need for a lightweight secure framework that provides
security with minimum communication and processing overhead on mobile devices.
Tank et al. [22] presented a critical study and comparison of virtualization vulnera-
bilities, security issues, and solutions. Tank et al. [23] discussed Cache Side Channel
(CSC) attacks as prominent security threats and introduced a novel approach to detect
cache attacks in virtualized environments. Tank et al. [24] explored virtualization aspects
of cybersecurity threats and solutions in the cloud computing environment. From the
above researches, one can conclude that live memory analysis is an effective way to
detect advance malwares.

4 LibVMI - VM Introspection Tool

LibVMI is an open source introspection library. LibVMI focuses on writing and read-
ing memory from VMs. LibVMI is an extended version based on XenAccess Library.
LibVMI is designed to work across multiple platforms [25]. LibVMI allows accessing
the memory of running virtual machines. In addition to memory access, LibVMI also
supports memory events. LibVMI can be utilized to bridge the semantic gap between
the hypervisor and guest operating systems [26]. It offers the following features.

• Easily extensible and optimized performance.
• It provides near-native speeds.
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• Address the semantic gap problem.
• Access a VM’s state from outside of the VM and broad platform support.

5 The Volatility Framework

Volatility is an advanced memory analysis framework. It supports analysis for Linux,
Windows, Mac, and Android systems [27]. Various volatility plugins are also developed
and maintained by the community to extract information frommemory samples. Volatil-
ity can be utilized as a memory forensic toolkit to detect advanced malware with a real
case scenario [28]. The volatility framework offers the following features.

• An advanced & open source memory analysis tool.
• Support live analysis of virtual machines.
• Runs on Linux, Windows, Mac, and Android systems.
• It can be used to detect advanced malware with a real case scenario.
• Support a variety of file formats.
• Plugins can be developed and distributed independently.

The volatility tool supports a wealth of perceptions into the working of a system [29].
We usedVolatility 2.6.1 in our research to extract higher-level semantic information from
the live Windows 7 virtual machine. The LibVMI also adds improved integration with
Volatility [30].

6 Proposed Malware Detection Method

Malware refers to malicious programs. In this work, we propose a method for malware
detection based on examination of API function calls and API function calls sequences.
Wemonitor API function calls and function calls sequences indicative of various types of
process injection attacks.The extractedAPI function calls to be represented as a feature of
the machine learningmodel. Various malware injectors are executed onWindows virtual
machines and their runtime memory is acquired. Behavior-based dynamic analysis is
carried out using a volatility framework.

Dynamic malware analysis is performed using the Volatility framework. We use
impscan [31] and procdump [32] volatility commands. The impscan command is used
to extract API function calls from thememory image. The procdump command is used to
find the base address of the process.Wemakeuse ofVirtualAllocEx andVirtualAllocAPI
functions as Indicators of Compromise (IoC) or malicious activity. The VirtualAllocEx
and VirtualAlloc [33] functions allow to allocate memory in the address space of another
process. We utilized VirtualAllocEx and VirtualAlloc functions as a precursor to code
injection because malware needs to create space in the victim process. Figure 2 shows
the generic architecture of our proposed malware detection approach.
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Fig. 2. The architecture of the proposed approach

Fig. 3. Work flow of our proposed malware detection process

The work flow of our proposed malware detection process is depicted in Fig. 3. The
malwares were executed on Windows virtual machines and their memory is acquired.
Dynamic malware analysis is performed using the Volatility Framework. The impscan
command from the volatility tool is used to extract API function calls from the dumped
memory image. In the memory, the API function calls existed in the Import Address
Table (IAT). The impscan command scans the memory image looking for API function
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calls in the IAT table. The procdump command can be used to find the base address of
the process.

Fig. 4. Classification process using SVM binary classifier

The extractedWindowsAPI function calls utilized as features of themachine learning
model. We employed a machine learning method for the classification process. We
used scikit-learn, a machine learning library in python. Scikit-learn features various
clustering, regression, and classification algorithms including SVM, RF, GB, k-means,
and DBSCAN, and is designed to interoperate with the Python numerical and scientific
libraries NumPy and SciPy [34].We applied SVM (Support VectorMachine) supervised
machine learning technique for the classification process. It classifies the given sample
as either benign or malicious class as shown in Fig. 4.

7 Experimental Setup and Preliminary Results

We used the Kernel-based Virtual Machine (KVM) as our Virtual Machine Monitor
(VMM). We perform experiments on the host system, which had the specifications
shown in Table 1.

LibVMI python bindings (version-3.4) integrated with the Volatility framework
(version-2.6.1) set up on the host operating system. Virtual Machines launched by the
KVM hypervisor have Windows 7 and Ubuntu 12.04 guest OS running on it. We gath-
ered experimental data from multiple scenarios. We divided the overall scenarios into
two classes, a positive class which represent malware injector scenarios and a negative
class which represents standard operations running on a virtual machine.
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Table 1. Testbed configurations

Host OS Ubuntu 16.04.6 LTS

Host OS Type 64-bit

Linux Kernel Linux 4.15.0-74-generic

Architecture X86_64

Processor Intel(R) CoreTM i5-8265U CPU @ 1.60 GHz x 8

Disk 1 TB

Number of Cores & Threads 4 & 8

Physical Memory (RAM) 8 GB

Hypervisor (VMM) KVM

VM – 1 OS – Windows 7, vCPU - 1
Memory – 2 GB, Storage – 30 GB

Tools /Framework Used LibVMI python bindings (version-3.4) &
Volatility framework (version-2.6.1)
(Both are open source tools)

Table 2 highlights all collected scenarios for experimental evaluation.We run various
process injection techniques collected from different Github repos to extract data for the
positive class. In the idle condition, the virtual machine runs standard operations. We
extracted the Windows API function calls from a dumped memory image and utilized it
as features of the machine learning model.

Table 2. List of collected scenarios for evaluation

Positive class scenario Negative class scenario

GitHub - theevilbit/injection [35] Runs standard operations (Idle
Condition)GitHub - fdiskyou/injectAllTheThings [36]

GitHub - secrary/InjectProc [37]

GitHub - marcosd4h/memhunter [38]

GitHub - stephenfewer/ReflectiveDLLInjection [39]

The above figures show snapshots captured from live VM. Figure 5 shows a list of
active VM on our host & acquiring a memory sample of the live VM. Figure 6 shows
the working of the imageinfo command to identify the profile. Figure 7 shows working
of procdump command to dump a process’s executable and to get the base address of
process. Figure 8 shows working of impscan command to extract API function calls
from the memory image.
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Fig. 5. List of active VM on our host & acquiring a memory sample of the live VM

Fig. 6. imageinfo command used to identify the profile

Fig. 7. procdump command to dump a process’s executable & to get the base address of the
process
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Fig. 8. impscan command to extract API function calls from the memory image

7.1 Experiment: DLL Injection Detection

Remote DLL (Dynamic Link Library) injection or Classic DLL injection is a form of
process injection where the injected item is a DLL that is loaded within the context of
the remote process. The program that performs the injection is called an injector. In this
experiment, we detect the injector process running on a virtual machine (Figs. 9, 10 and
11).

Fig. 9. The injector process is called through command prompt window
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Fig. 10. Malicious DLL was loaded in process space

Fig. 11. The thread that loaded the DLL

We examine the captured memory image of VM to detect possible malicious
DLL injection activities. The above images show how the injector process injects
malicious DLL via the CreateRemoteThread function into the legitimate process. In
the above images, the injector process is injectAllTheThings.exe, the injected pro-
cess is notepad.exe and the injected DLL is dllmain.dll. As shown in the image the
corresponding thread that loaded the DLL executes the LoadLibraryW API function.

We identified themalicious injector process by examining the process’s API function
call information from the captured memory image. Table 3 describes the identified
malicious processes.
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Table 3. Detection of malicious processes

Captured memory image Process name Process Id Detected as

win7-Guest-clone.mem injectAllTheThings.exe 2320 Malicious

8 Conclusion and Future Work

The malware leverages various process injection methods. Process injection attacks are
the most damaging exploits faced by a large number of internet users today. Process
injection or code injection techniques are used by malwares to gain more secrecy and
to bypass employed security mechanisms by injecting malicious code that performs
sensitive operations to a process that is privileged to do so. Detection of process injection
attack is achieved with little effort on a physical machine as compared to a virtual
machine. As there is no direct access mechanism to the physical memory of VMs in
a virtualized environment, the detection of injector malwares running in user mode
memory is more difficult.

In this paper, we introduce a new approach to detect malware running on virtual
machinememory.Our objective ofwork is to detectmalicious process injection activities
running inside virtual machines based onAPI function call information.We successfully
detected remoteDLL injection usingAPI function call details. As a containment plan, we
can execute a command to kill the execution of malicious processes inside the VMs. We
would like to automate the entire malware detection process. We also plan to measure
the detection accuracy of our proposed method and to evaluate the robustness of our
proposed system using publicly available known malware samples.

References

1. Ajay Kumara, M.A., Jaidhar, C.D.: VMI based automated real-time malware detector for
virtualized cloud environment. In: Carlet, Claude, Hasan, M.Anwar, Saraswat, Vishal (eds.)
SPACE 2016. LNCS, vol. 10076, pp. 281–300. Springer, Cham (2016). https://doi.org/10.
1007/978-3-319-49445-6_16

2. Zhang, S., Meng, X., Wang, L., Xu, L., Han, X.: Secure virtualization environment based on
advanced memory introspection. In: Security and Communication Networks (2018)

3. More, A., Tapaswi, S.: Virtual machine introspection: towards bridging the semantic gap. J.
Cloud Comput. 3(1), 16 (2014)

4. Rakotondravony, N., et al.: Classifying malware attacks in IaaS cloud environments. J. Cloud
Comput. 6(1), 26 (2017)

5. Dolan-Gavitt, B., Leek, T., Zhivich, M., Giffin, J., Lee, W.: Virtuoso: narrowing the semantic
gap in virtual machine introspection. In: 2011 IEEE Symposium on Security and Privacy,
pp. 297–312. IEEE, May 2011

6. Fu, Y., Lin, Z.: Bridging the semantic gap in virtual machine introspection via online kernel
data redirection. ACM Trans. Inf. Syst. Secur. 16, 1–29 (2013). https://doi.org/10.1145/251
6951.2505124

7. Virtual Machine Introspection in Malware Analysis. https://resources.infosecinstitute.com/
virtual-machine-introspection-in-malware-analysis/. Accessed 17 Dec 2019

https://doi.org/10.1007/978-3-319-49445-6_16
https://doi.org/10.1145/2516951.2505124
https://resources.infosecinstitute.com/virtual-machine-introspection-in-malware-analysis/


A Method for Malware Detection in Virtualization Environment 275

8. Wikipedia contributors: Rootkit. In Wikipedia, The Free Encyclopedia, 12 March 2020.
https://en.wikipedia.org/w/index.php?title=Rootkit&oldid=945263481. Accessed 15 Mar
2020

9. Huseinovic, A., Ribic, S.: Virtual machine memory forensics. In: 2013 21st Telecommunica-
tions Forum Telfor (TELFOR), pp. 940–942 (2013)

10. Hua, Q., Zhang, Y.: Detecting malware and rootkit via memory forensics. In: 2015 Interna-
tional Conference on Computer Science and Mechanical Automation (CSMA), pp. 92–96
(2015)

11. Tien, C., Liao, J., Chang, S., Kuo, S.: Memory forensics using virtual machine introspection
for Malware analysis. In: 2017 IEEE Conference on Dependable and Secure Computing,
518–519 (2017)

12. Case, A., Richard, I.I.I., Golden, G.: Advancing Mac OS X rootkit detection. Digital Invest.
14, S25–S33 (2015). https://doi.org/10.1016/j.diin.2015.05.005

13. Yang, H., Zhuge, J., Liu, H., Liu, W.: A tool for volatile memory acquisition from android
devices. DigitalForensics 2016. IAICT, vol. 484, pp. 365–378. Springer, Cham (2016). https://
doi.org/10.1007/978-3-319-46279-0_19

14. Kumara, A., Jaidhar, C.D.: Execution time measurement of virtual machine volatile artifacts
analyzers. In: 2015 IEEE 21st International Conference on Parallel and Distributed Systems
(ICPADS), pp. 314–319. IEEE (2015)

15. Tien, C., Liao, J., Chang, S., Kuo, S.: Memory forensics using virtual machine introspection
for Malware analysis. In: 2017 IEEE Conference on Dependable and Secure Computing,
pp. 518–519 (2017)

16. Kumara, M.A., Jaidhar, C.D.: Automated multi-level malware detection system based on
reconstructed semantic view of executables using machine learning techniques at VMM
(2018)

17. Mosli, R., Li, R., Yuan, B., Pan, Y.: Automated malware detection using artifacts in forensic
memory images. In: 2016 IEEE Symposium on Technologies for Homeland Security (HST),
1–6 (2016)

18. Kumara, M.A., Jaidhar, C.D.: Leveraging virtual machine introspection with memory foren-
sics to detect and characterize unknown malware using machine learning techniques at
hypervisor. Digit. Invest. 23, 99–123 (2017)

19. Chaubey, N.K., Tank, D.M.: Security, privacy and challenges in Mobile Cloud Comput-
ing (MCC): - a critical study and comparison. Int. J. Innov. Res. Comput. Commun. Eng.
(IJIRCCE), 4(2), 1259–1266 (2016). https://doi.org/10.15680/ijircce.2016.0402028

20. Tank, D., Aggarwal, A., Chaubey, N.: Security analysis of OpenStack keystone. Int. J. Latest
Technol. Eng. Manag. Appl. Sci. (IJLTEMAS) 6(6), 31–38 (2017)

21. Tank, D.M.: Security and privacy issues, solutions, and tools for MCC. In: Munir, K. (ed.)
SecurityManagement inMobile CloudComputing, pp. 121–147. IGIGlobal, Hershey (2017).
https://doi.org/10.4018/978-1-5225-0602-7.ch006

22. Tank, D., Aggarwal, A. Chaubey, N.: Virtualization vulnerabilities, security issues, and solu-
tions: a critical study and comparison. Int. J. Inf. Technol. (2019). https://doi.org/10.1007/s41
870-019-00294-x

23. Tank, D., Aggarwal, A., Chaubey, N.: Cache attack detection in virtualized environments. J.
Inf. Optim. Sci. 40(5), 1109–1119 (2019). https://doi.org/10.1080/02522667.2019.1638001

24. Tank, D. M., Aggarwal, A., Chaubey, N.K.: Cyber security aspects of virtualization in cloud
computing environments: analyzing virtualization-specific cyber security risks. In: Chaubey,
N., Prajapati, B. (eds.),QuantumCryptography and the Future ofCyber Security, pp. 283–299.
IGI Global, Hershey (2020). https://doi.org/10.4018/978-1-7998-2253-0.ch013

25. Introduction to LibVMI. http://libvmi.com/docs/gcode-intro.html. Accessed 11 Jan 2020

https://en.wikipedia.org/w/index.php?title=Rootkit&amp;oldid=945263481
https://doi.org/10.1016/j.diin.2015.05.005
https://doi.org/10.1007/978-3-319-46279-0_19
https://doi.org/10.15680/ijircce.2016.0402028
https://doi.org/10.4018/978-1-5225-0602-7.ch006
https://doi.org/10.1007/s41870-019-00294-x
https://doi.org/10.1080/02522667.2019.1638001
https://doi.org/10.4018/978-1-7998-2253-0.ch013
http://libvmi.com/docs/gcode-intro.html


276 D. Tank et al.

26. Xiong, H. Liu, Z., Xu, W.: Libvmi: a library for bridging the semantic gap between guest
OS and VMM. In: Proceedings - 2012 IEEE 12th International Conference on Computer
and Information Technology, CIT 2012, pp. 549–556 (2012). https://doi.org/10.1109/cit.201
2.119

27. An advancedmemory forensics framework. http://volatilityfoundation.org/. Accessed 17Nov
2019

28. Finding Advanced Malware Using Volatility. https://eforensicsmag.com/finding-advanced-
malware-using-volatility/. Accessed 11 Jan 2020

29. Memory Forensics Investigation using Volatility. https://www.hackingarticles.in/memory-for
ensics-investigation-using-volatility-part-1/. Accessed 11 Jan 2020

30. Ainapure, B., Shah, D., Ananda Rao, A.: Performance analysis of virtual machine introspec-
tion tools in cloud environment. In: Proceedings of the International Conference on Informat-
ics and Analytics (ICIA-16). Association for Computing Machinery, New York, NY, USA,
Article 27, pp. 1–6 (2016). https://doi.org/10.1145/2980258.2980309

31. GitHub, volatilityfoundation/volatility - Command Reference Mal, https://github.com/volati
lityfoundation/volatility/wiki/Command-Reference-Mal. Accessed 08 Jan 2020

32. GitHub, volatilityfoundation/volatility - Command Reference, https://github.com/volatilityfo
undation/volatility/wiki/Command-Reference. Accessed 08 Jan 2020

33. VirtualAllocEx function (memoryapi.h) - Win32 apps | Microsoft Docs. https://docs.micros
oft.com/en-us/windows/win32/api/memoryapi/nf-memoryapi-virtualallocex. Accessed 08
Jan 2020

34. Wikipedia contributors. Scikit-learn. InWikipedia, The Free Encyclopedia (2020). https://en.
wikipedia.org/w/index.php?title=Scikit-learn&oldid=948478961. Accessed 11 Jan 2020

35. GitHub - theevilbit/injection. https://github.com/theevilbit/injection. Accessed 08 Jan 2020
36. GitHub - fdiskyou/injectAllTheThings: SevendifferentDLL injection techniques in one single

project. https://github.com/fdiskyou/injectAllTheThings. Accessed 08 Jan 2020
37. GitHub - secrary/InjectProc: InjectProc - Process Injection Techniques. https://github.com/

secrary/InjectProc. Accessed 08 Jan 2020
38. GitHub - marcosd4h/memhunter: Live hunting of code injection techniques. https://github.

com/marcosd4h/memhunter. Accessed 08 Jan 2020
39. GitHub - stephenfewer/ReflectiveDLLInjection:ReflectiveDLL injection is a library injection

technique in which the concept of reflective programming is employed to perform the loading
of a library from memory into a host process. https://github.com/stephenfewer/ReflectiveDL
LInjection. Accessed 08 Jan 2020

https://doi.org/10.1109/cit.2012.119
http://volatilityfoundation.org/
https://eforensicsmag.com/finding-advanced-malware-using-volatility/
https://www.hackingarticles.in/memory-forensics-investigation-using-volatility-part-1/
https://doi.org/10.1145/2980258.2980309
https://github.com/volatilityfoundation/volatility/wiki/Command-Reference-Mal
https://github.com/volatilityfoundation/volatility/wiki/Command-Reference
https://docs.microsoft.com/en-us/windows/win32/api/memoryapi/nf-memoryapi-virtualallocex
https://en.wikipedia.org/w/index.php%3ftitle%3dScikit-learn%26oldid%3d948478961
https://github.com/theevilbit/injection
https://github.com/fdiskyou/injectAllTheThings
https://github.com/secrary/InjectProc
https://github.com/marcosd4h/memhunter
https://github.com/stephenfewer/ReflectiveDLLInjection


Crime Prediction Using Spatio-Temporal Data

Sohrab Hossain1(B), Ahmed Abtahee1, Imran Kashem1,
Mohammed Moshiul Hoque2, and Iqbal H. Sarker2(B)

1 Department of Computer Science and Engineering, East Delta University,
Chittagong, Bangladesh

sohrab.h@eastdelta.edu.bd
2 Department of Computer Science and Engineering, Chittagong

University of Engineering and Technology, Chittagong, Bangladesh
iqbal@cuet.ac.bd

Abstract. A crime is an action which constitutes a punishable offence by law. It
is harmful for society so as to prevent the criminal activity, it is important to under-
stand crime. Data driven researches are useful to prevent and solve crime. Recent
research shows that 50%of the crimes are committed by only handful of offenders.
The law enforcement officers need early information about the criminal activity to
response and solve the spatio-temporal criminal activity. In this research, super-
vised learning algorithms are used to predict criminal activity. The proposed data
driven system predicts crimes by analyzing San Francisco city criminal activity
data set for 12 years. Decision tree and k-nearest neighbor (KNN) algorithms are
applied to predict crime. But these two algorithms provide low accuracy in predic-
tion. Then, random forest is applied as an ensemble methods and adaboost is used
as a boosting method to increase the accuracy of prediction. However, log-loss is
used to measure the performance of classifiers by penalizing false classifications.
As the dataset contains highly class imbalance problems, a random undersampling
method for random forest algorithm gives the best accuracy. The final accuracy is
99.16% with 0.17% log loss.

Keywords: Crime prediction · Crime ·Machine learning · Spatio-temporal
activity · Data analytics · Ensemble methods

1 Introduction

Criminal activities are present in every aspect of human life in the world. It has direct
impact on the quality of life as well as on the socio-economic development of a nation.
As it has become a major concern almost for all countries, governments are prone to
use advance technologies to tackle it. Crime Analysis is a sub brunch of criminology
which studies the pattern of the crime and criminal behavior and tries to identify the
insinuations of such event. A machine learning agent typically uses dataset for predic-
tive analysis where it employs different techniques to find patterns [18, 20, 26]. Besides
these, a receny-based analysis and corresponding patterns are also effective in predictive
analytics [19]. A machine learning agent can learn about a crime and analyze the pattern
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of occurrence of a crime based on the previous reports of criminal activities, and thus
find the crime hotspots based on time, type and other factors. This technique is known
as classification problem, and it allows predicting nominal class labels [32]. Classifica-
tion techniques are used in many different domains such as financial market, business
intelligence, healthcare, weather forecasting etc. [17]. Law enforcement agencies use
analytical information, and employs different patrolling strategies to keep an area secure.
In this paper, dataset from San-Francisco open data [1] is used which contains records
of criminal activities for the last twelve years. It uses classification techniques such as
decision tree, KNN as well as ensemble methods like random forest, adaboost that are
well-known in the area of machine learning [25], to find hotspots of crime zone for spe-
cific time of day. Later, the results of algorithms are compared, and the most effective
approach also registered for future use.

Criminal law and sociology scholars studied the pattern of crime and its relation to
socio-economic development. Studies show that notable amount of crimes committed
in the micro level of a region. These clusters are knows as hotspots. Researcher claim
that a good neighborhood often has few streets or certain areas where higher amount
of criminal activities happened compared to other areas. Geographical topology and
micro structures are more important for dealing with hotspots. Machine learning can
implement the same theory by taking data driven approach to identify hotspots [31].
The main goal of this research is to use various machine learning algorithms to find
the clusters, and analyze the previously reported criminal activities to discover hidden
patterns. Law enforcement agencies can deal with crimes effectively if they have prior
hints about crime activities and information about crime hotspots.

Crimes are being treated as spatio-temporal events. These events can be explained in
termof space, time, and attributeswhere space specifies the location of the crime and time
describes the time instant and attributes specify occurred events. Finding spatio-temporal
patterns of crime help us to explain the association among crimes, space, and time.
Machine learning approaches focus on the analysis of a single attributes such as robberies
or on a specific pattern such as crime hotspots [29]. Spatio-temporal outliers, hotspots,
coupling, and partitioning are very crucial for crime prediction. Spatio-temporal outliers
are eventswhose attributes varies significantly fromother objects in its neighborhood and
are used to find unexpected events (e.g., crime). Spatio-temporal coupling occurs in close
spatio-temporal proximity. For example, frequent occurrences of robberies occur close to
a bar and supermarket on weekends. Spatio-temporal clustering means grouping similar
crimes based on time and space. It is used to discover the hidden pattern of criminal
activities. Spatio-temporal hotspots are places where the number of events is extremely
high. It helps law enforcement organization to detect and limits the criminal activities
[13].

2 Related Research

Researches in criminal activities prediction are given priority in all over the world.
Most of the researches study relationship among criminal activities, poverty and socio-
economic variables like income level [15], unemployment [8], race [4], and level of
education [7]. Crime hotspots are located by analyzing demographic data and mobile
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networks in London [3]. They have implied that anonymized data, collected by mobile
networks, contain indicators for predicting crime levels. It combines two data sets –
i) 1990 US LEMAS and ii) crime data 1995 FBI UCR, and then applies traditional
classification algorithms like naive Bayesian algorithm and decision tree classifier. Thus,
83.95% accuracy has been achieved for predicting a crime category of various areas in
USA [9]. However, this paper fails to explain imbalanced classes of crime category, if
any. Somayeh et al. [28] used some advanced machine learning techniques by using
same databases, where KNN algorithm prediction accuracy is higher (89.50%) than
other machine learning techniques. They also used chi-square test to improve the feature
selection. Wang et al. [30] proposed a different machine learning technique known as
series finder. It find the underlying patterns of criminal activities committed by same
person or group of persons.

Clustering is also another common technique used to predict patterns of geographic
criminal history and behavior [8]. Remond and Baveja [16] proposed case-based rea-
soning (CBR) system which filtered out police cases for better prediction. It worked on
noisy data, and explained how police reports show only individual criminal activities
and do not addresses gang crimes. Social networks are also used as a potential source
of criminal activity indicators. Sadhana and Sangareddy [10] used twitter information
to find real time criminal offences. They also used the same data set to find the concen-
tration of crime occurrences, and find large scale of hotspots. Thus several techniques
[6, 11, 12, 14, 27] are used for analyzing crimes.

3 Dataset Analysis

3.1 Crime Dataset and Attributes

The experiment is conducted on a specific dataset. The dataset is provided by San
Francisco (SF) open dataset from SFPD crime incident reporting system [9].

It provides information about crime incidents that occurred in San Francisco from
1/1/2003 to 5/13/2015. The dataset is in a csv file which contains 8,78,049 rows. The

Table 1. Attributes of the crime dataset.

Date time A timestamp of crime occurrence

Category Type of crimes. This is the target label for the data. There are 39 types of crimes
listed in the data set Crime Description A detailed description of specific type of
crimes

Day Day of week

pDistrict Police department’s district name. There are total 10 police districts in the data

Resolution How the crime was solved.17 types of resolution are stated

Address Incident/occurrence street address

X It signifies the latitude of the location of the crime

Y It signifies the longitude of the location of the crime
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features and label can be determined from the list of attributes in Table 1. The target label
needs to be predicted is the category of a crime incident. The attributes crime description
and resolution are also related to the target label. Hence, all other attributes apart from
these three attributes are used as features.

Table 2. Attributes of the crime dataset.

Category Frequency

Theft of property 174900

Other offences 126180

Non-criminal 92300

Physical assault 76876

Illegal drug 53970

Theft of vehicle 53781

Damage property 44725

Warrants 42214

Illegal entry 36755

Suspicious activity 31414

Kidnappings 25989

Robbery 23000

Fraud 16679

Forged 10609

Secondary codes 9985

……. ……

Trespassing 6

There are 39 types of crimes in the San Francisco crime dataset shown in Table 2.
These types are considered as classes. Hence, 39 classes made San Francisco a multi
class classification problem. There are few crimes that occur very frequently, and some
crimes are really rare. Larceny/Theft is the most common crime with a frequency of
174900, and Trespassing (TREA) is the least common crime with a frequency of 6.
There are 14 crime classes that occurred more than 10,000 times and 14 crime classes
occurred less than 2,000 times. It resembles that the classes are not evenly distributed.
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3.2 Features

From date time stamp, four main features are extracted which are year, month, date,
hour.

Fig. 1. Crimes in different months

Fig. 2. Crimes in different days

The plots shown in Figs. 1, 2, and 3 indicate the criminal activities occurring through-
out of the year. It is observed that summer and winter have less criminal activities com-
pared to other seasons. Most of the crimes occur on Friday, where least crimes occur
on Sunday. Crime rates almost gradually increase fromMonday to Thursday. This how-
ever does not seem indicative of any pattern. The time of crime occurrence depicts an
interesting picture (Fig. 4).
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Fig. 3. Crimes in different hours

Fig. 4. Crimes in different police districts

Most crimes occur during afternoon to evening where as it is low at midnight to
morning. There is an upsurge of criminal activities at 6 PM and 8 PM. Criminal activ-
ities are drastically reported around 9 AM, and it continues to show a gradual increase
throughout the day, peaking at 6 PM. Among the ten police districts, criminal activities
in the southern district are higher than any other districts.

4 Methodology

4.1 Preprocessing

Python library scikit-learn (sklearn) is used for preprocessing the dataset. Some attributes
in the csv files contain string values as well as numeric values. In order to use this dataset
in machine learning models, the text features need to be converted into a numeric value.
Python library numpy is used to convert string into numeric values. Attributes with string
data type are “Day”, “Category”, “Address” columns. Scikit-learn have a preprocessing
package that converts string data into numeric data. This package gives an integer value to
each unique item after sorting items in ascending alphabetical order. Date-time attribute
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is also a string data type which is converted into a date-time object, and four different
attributes such as “Hour”, “Date”, “Month” and “Year” are obtained from it.

4.2 Training and Testing Dataset

To avoid over fitting, and getting more realistic accuracy, the dataset is divided into two
portions: testing dataset and training dataset. Training dataset contains all features along
with the target label. Testing dataset only contains the features from which a machine
learning model predicts the target label. Scikit-learn’s model selection package contains
a class test train split that splits the original dataset into testing and training dataset. The
default value of the test dataset size is 25% of the original dataset. This default value is
used in the conducted experiments.

4.3 Feature Extraction and Selection

While the given features give sufficient information about a crime incident, new features
can be extracted from the given features which might be proven to be useful. Analysis
of different features shows that there is a specific pattern in occurrence of crime during
different parts of a day. A new feature can be extracted by dividing a day in few different
parts rather than considering 24 h. Although, in [22, 23] the authors presented a dynamic
time segmentation technique, we consider a static segmentation based on our crime data.
Figure 3 shows that crimes start falling after midnight, and rise gradually from afternoon
to evening. Therefore, a day can be divided into following parts:

– Early morning: 1 AM–7 AM.
– Late morning: 8 AM–1 PM
– Afternoon: 2 PM–7 PM
– Night: 8 PM–12 AM

With blocks of time introduction, a clearer picture of time can be found which performs
better than 24 hour-cycle-time. With blocks of time, a linear data is achieved compared
to an arbitrary sequence of occurrence of criminal activities that does not reflect any
indication. Principal component analysis (PCA) is a method of linear dimensionality
reduction. It projects data in a lower dimensional space and maximizes variances. PCA
class of sklearn.decomposition package is used to obtaining variable features from the
existing 9 features. An N component in the PCA class indicates the number of new
features with lower dimension to be extracted from the old features.

After preprocessing, total number of features is 9. One assumption is made before
using any predictive model is that some features might be more useful than others. Too
many features can make classification complicated and cause overfitting while more fea-
tures describe the data better. Sklearn.feature selection module uses univariate statistical
tests to find features that are best related to the target label. It can select percentile class
of this module takes a percentage input, and returns that percentage of best features.
Different percentages of features are used in different models to see which arrangement
features gives better performance.
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5 Result Analysis

We have used supervised classification method for this experiment. Performances of
different machine learning models are discussed below:

5.1 Decision Tree

Decision tree classifier can solve both regression and classification problems. It has
many parameters like like n_estimators, criterion, max_depth, min_samples_split,
max_features, max leaf nodes, n jobs, random state, verbose, class weight but only
two parameters are convenient to use in this case. The number of splits can be made by
decision tree, and indicated by min_samples_splitand. The function is to measure the
quality of a split, is indicated by criterion. Information gain and impurity are the two
types of functions which are used for measuring quality of split [21].

Table 3. Classification result for different parameters of Decision Tree.

Split Function Accuracy Log-loss

50 gini 28.26% 8.41

100 gini 29.80% 5.45

300 gini 30.72% 3.31

500 gini 30.45% 2.83

50 entropy 29.24% 8.41

100 entropy 30.43% 5.52

300 entropy 31.17% 3.31

500 entropy 30.56% 2.91

600 entropy 30.46% 2.76

We considered the criteria “gini” for the gini impurity and “entropy” for the infor-
mation gain [24]. In this case, four columns - split, function, accuracy, and log-loss are
used for showing the output in Table 3. The best accuracy is 31.17% when log loss is
3.31, function is entropy, and 300 split. The lowest accuracy is 28.26% when log loss
is 8.41%, function is gini, and 300 split. It is observed that split and function have very
little impact on accuracy.

5.2 K-Nearest Neighbor

Sklearn.neighbors offers KNeighborsClassifier function. KNN has many different
parameters like n_neighbors, metric, metric_params, weights, algorithm, leaf_size, p,
n_jobs but metric and n_neighbors are very useful among these parameters. Here param-
eter n_neighbor = 50 is giving us best accuracy score of 28.50% when log loss is 5.04.
The lowest accuracy score is 27.91% when n_neighbors = 500, and log loss is 2.62.
This shows that log loss is high when accuracy is low. Now, we use feature selection
methods to find out whether the accuracy can be improved or not (Table 4).
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Table 4. KNN result for different neighbor value.

Features Log n
neighbor

Accuracy (%) Log Loss

All 30 28.14 6.61

All 50 28.50 5.04

All 70 28.39 4.26

All 100 28.41 3.71

All 200 28.35 3.02

All 300 28.15 2.78

All 400 27.96 2.69

All 500 27.91 2.62

5.3 Adaboost

In adaboost, base_estimator and n_estimator are two parameters, where n_estimator
means the number of weak classifier that is used in boosting, and base_estimator is
used to terminate the boosting. We are going to boost the decision tree result through
adaboost ensemble method. Adaboost classifier shows same log loss value but reduces
misclassification. Accuracy measurement shows that when we used 100 estimators for
decision tree it gives very low accuracy (8.80%) with the log loss 3.10. However, the
accuracy is improved when we used the estimator value 10. Predictive ability for both
estimator values remains same (Table 5).

Table 5. Result for Adaboost.

Number of trees Accuracy Log loss

10 31.22 2.34

50 31.70 2.28

100 31.71 2.28

5.4 Random Forest

Random forest classifier also has various parameters like decision tree but only
min_samples_split, criterion, and n_estimators parameters are used in this paper. We
used n_estimators to find the number of trees in the forest, criterion indicates the func-
tion which measures the quality of a split, and min_samples_split indicates minimum
number of samples which is required to split an internal node. Both accuracy and log
loss are improved while the numbers of trees in random forest are increased. Ten, 50,
and 200 estimator gives accuracy of 31.22%, 31.70%, 31.71% and log loss of 2.34%,
2.28, 2 respectively (Table 6).
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Table 6. Random forest’s result.

Number of trees Accuracy Log loss

10 31.22 2.34

50 31.70 2.28

100 31.71 2.28

5.5 Oversampling Dataset

Oversampling method makes the dataset more balanced by synthesizing new minority
class samples [2]. Many functions are available to balance an imbalanced class using
oversampling method. In this research, we use SMOTE oversampling technique. In
SMOTE, KNN are used for generating synthetic minority classes by operation on feature
space. Here, value of k relies on the number of samples need to be created [2].

5.6 Undersampling Dataset

Undersampling is applied to the majority classes in an imbalanced dataset. It under-
sampled the majority classes by compensating minority classes [5]. It tells the machine
learning agents not to become biased and not to ignore the false positives. We use
imblearn function from scikit-learn package to do the undersampling in the imbalance
data.

Fig. 5. Class frequencies after random undersampling.
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5.7 Random Undersampling

Random undersampling is an efficient and effective technique to balance the data by
randomly selecting a subset of data for the targeted classes [5]. Here, random undersam-
pling reduces the frequency ofmajority class when consideringminority class frequency.
As a result, classes become balanced, hence same models and parameters can be used.
SMOTE oversampling and random undersampling methods are used to boost the result,
andmade the classmore balanced. Figure 5 shows that both classes are balance in the best
possible manner. All the classifiers give a better result after introducing oversampling
and undersampling methods. Results are improved by a very good margin. After resam-
pling with random undersampling, random forest shows 99.16% accuracy score along
with the log loss value of 0.17. Finally, best accuracy score is obtained after applying
undersampling (Table 7).

Table 7. Classification result after ENN undersampling.

Sampling Method Models Accuracy Log loss

Over sampling SMOTE Random forest (num of tree
= 100)

73.89 0.58

Undersampling Random undersampling Random forest (num of tree
= 100)

99.16 0.17

6 Conclusion

Machine learning agent can classify a criminal activity using basic details of a crime
occurred in an area with time and location. San Francisco dataset has 39 classes, and
frequencies of all classes were not equally distributed. As the classes were poorly imbal-
anced, machine learning agent failed to perform well in the original dataset. From the
original dataset, machine learning agents managed to provide a poor accuracy score of
31.71% that is pretty low. So we divided the 39 classes into two classes. One is frequent
class and other one is rare class. The frequent class consists of most frequent crimes, and
the rare one consists of least frequent crimes. As we expected, machine learning agents
performed well in remodeled dataset and resulted accuracy is 68.03%. To overcome
the imbalanced problem, we used oversampling and undersampling methods. Machine
learning agents can be highly benefited after using these two methods. With an accu-
racy of 99.16%, random forest performed the best decision making classifier than other
machine learning algorithms.

We like to improve our crime prediction accuracy in future. Currently, we use few
machine learning techniques like decision tree, KNN, adaboost, and random forest. We
plan to use deep learning technique to improve prediction result. In addition, we try to
incorporate cybercrime prediction with the real world crime prediction.
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Abstract. Image watermarking is one of the techniques used for copyright pro-
tection of digital images. In this paper, copyright protection of color images using
watermarking is presented with the help of data encryption. Themain contribution
in this algorithm is that the color image converts into an encrypted image using
compressive sensing (CS) based encryption and then watermark logo is inserted
into the encrypted image to get the watermarked encrypted image. After that, CS
based decryption is applied to the watermarked version of an encrypted image
to get a watermarked color image. Experimental results of this algorithm show
that this technique effectively works for copyright protection of color images
and provide better robustness compared to existing algorithms available in the
literature.

Keywords: Compressive sensing · Color image · Encryption · Watermarking

1 Introduction

With the growth in social media in recent time, many images are transferred over social
media is a very easy task. But sometimes images are transferred without any knowledge
the actual creator or owner of it. This situation creates a problem regarding copyright
protection of image and it is a very serious crime. The tackle with this crime, one of this
technique is a digital watermarking [1]. In this technique, some secret information of
creator hides into images or videos to prevent copyright protection of it [2]. Recently,
many researchers are presented solution for copyright protection of images using dif-
ferent watermarking algorithms. The details of these algorithms are described as per
below.

Savakar et al. [3] proposed hybrid watermarking algorithm based on DWT and
SVD for color images. In this algorithm, U, V matrix values of wavelet coefficients
of cover image are used for hides watermark into it with the help of PN sequences.
This is blind extraction method. This algorithm provides robustness against all kind
of attacks. Su et al. [4] proposed schur decomposition based watermarking algorithm
for color images. Here, watermark hides into the approximate maximum value of schur
coefficients of cover color image usingweight factor to get the color watermarked image.
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Bal et al. [5] proposed an image watermarking algorithm using cryptography where bit
pair matching used for embedding and extraction of watermark image. This algorithm
provides good invisibility with good payload capacity. Boris Escalated-Ramirez et al.
[6] proposed Hermite transform (HT) based image watermarking algorithm. In this
algorithm, the characteristics ofHVSwhich is extracted usingHT are used for generation
of watermarked image while watermark mask is generated using brightness model. This
algorithm provides robustness against all kinds of image watermarking attacks. Darwish
et al. [7] proposed hybrid domain color image based intelligent watermarking algorithm
using DWT+ SVD and genetic algorithm (GA). Here, two watermarks are inserted into
the singular values of Y channel and Cb channel of cover image with help of optimized
scaling factor. The optimized scaling factor is generated with the help of a genetic
algorithm.

Kazemivash et al. [8] proposed an image watermarking algorithm based on firefly
optimization and liftingwavelet transform. In this algorithm, first, wavelet coefficients of
the host image are selected using firefly optimization. Then, the encrypted watermark is
inserted into this selectedwavelet coefficients to get awatermarked image. For encryption
of watermark, Arnold scrambling uses in this algorithm. Pan-pan et al. [9] proposed
geometric feature extraction and LSB substitution based color image watermarking
algorithm. In this algorithm, the color image feature is extracted using probability density
gradient,Hessianmatrix, andSURF feature extraction.After that, this feature divides into
bit plane and thewatermark is inserted into last bit planewith the help of LSB substitution
to get the color watermarked image. Mehran Andalibi et al. [10] proposed an image
watermarking algorithm based on wavelet transform and adaptive logo texturization. In
this algorithm, first, texture feature of the host image is obtained with the help of HVS.
Then adaptive iteration logo scrambling via Arnold transform is applied to the obtained
similarity in texture feature. Finally, the watermark is inserted into these features with
the help of wavelet based additive watermarking.

In this paper, compressive sensing (CS) based encryption is applied to the Y channel
of host color image and converted into an encrypted for watermark content embedding.
A logo watermark content along with PN sequence is embedded into the blocks of the
encrypted image. In this proposed scheme of paper, logo watermark is inserted into an
encrypted version of the color image indicates that this scheme is watermarking in the
encryption domain. The paper is organized with Sect. 2 gives cs based encryption and
decryption, Sect. 3 gives steps of the proposed scheme, Sect. 4 gives experimental results
of the proposed scheme. Finally, Sect. 5 gives the conclusion of the obtained results of
the scheme.

2 CS Based Encryption and Decryption

Compressive sensing is one kind of signal processing theory based on linear algebra and
sparsity of data. This theory state that ‘signal or image can be recovered from its sparse
few information’. This theory was introduced by D. Donoho and Candes around 2006
[11, 12]. Initially, this theory was proposed for the compression of data. After a few years
of these, many researchers saw the use of this theory in the area of data encryption and
decryption [13]. This theory provides simultaneously compression as well as encryption
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to data. The basic steps for encryption process and decryption process are described in
the next subsection.

2.1 Encryption Process

The encrypted image is generated using sparse data of image and measurement matrix
in this process. The basic steps of process are as follows:

Step 1: Sparse data (S) of image (I) is generated with help of transform basis function
(Ψ ).

S = � × I × �
′

(1)

Where S is sparse data of the image, Ψ is a transform basis function, and I is an original
image.
Step 2: Measurement matrix (A) generates with the help of Gaussian normal distribution
with mean value is zero and the variance value is one.
Step 3: Encrypted image generates bymultiplication of sparse information andmeasure-
ment matrix according to the below equation:

EI = A × S (2)

Where EI is an encrypted image.

2.2 Decryption Process

In this process, the encrypted image can be decrypted with the help of the measurement
matrix and CS based recovery algorithms. These recovery algorithms are two types such
as L norm based minimization and iterative based algorithm [14]. Here, the orthogonal
matching pursuit algorithm [15] is used. The reason behind choosing this algorithm are
that it is very simple and high simulation time compared to other recovery algorithms.
The basic steps of process are as follows:

Step 1: The decrypted sparse data (xR) of image from encrypted image (EI) can be get
using orthogonal matching pursuit algorithm along with correct measurement matrix
(A).

xR = OMP(EI ,A) (3)

Step 2: After that, the decrypted image (DI) is generated with help of transform basis
function (Ψ ).

DI = �
′ × xR × � (4)

3 Watermarking Algorithm

Thewatermark logo is inserted into encrypted color cover image toget colorwatermarked
image while extraction of watermark from color watermarked image with the help of
correlation properties of PN sequences. This algorithmhas divided into processes such as
embedding ofwatermark logo and extraction ofwatermark. The steps for these processes
are described as per below:



Color Image Watermarking in Encryption Domain 293

3.1 Watermark Logo Embedding

The processing steps for embedding of watermark logo into the cover color image using
below steps:

Step 1: The cover color image is taken, and the image converts into YCbCr colorspace
using colorspace conversion of RGB to YCbCr.
Step 2: Y channel of the cover color image is chosen for the further process of watermark
logo embedding.
Step 3: The encrypted Y channel of cover color image is generated using CS encryption
process. Then, this encrypted channel of cover color image breaks into non-overlapping
block with the size of 8 × 8.
Step 4: Two highly uncorrelated, random noise sequences are generated using PN
sequence generator. The size of each sequence equals to block size.
Step 5: Then, the mask of watermark W is generated based on bits of watermark, size
of encrypted channel of cover image and noise sequences using below steps:

• If watermark logo has a value of bit 1, then add noise sequence for one bit is added
to that portion of mask.

• Otherwise, noise sequence for zero bit uses for generation of watermark mask.
• This process repeats for all blocks of encrypted channel of cover image.

Step 6: The watermark mask (W ) is inserted into the encrypted Y channel of cover color
image (EI) using weight factor (α) to get watermarked encrypted Y channel of the cover
color image (WEI).

WEI = EI + α × W (5)

Step7:ApplyCSbaseddecryptionwatermarked encryptedYchannel to getwatermarked
Y channel of the cover color image.
Step 8: Finally, inverse colorspace conversion of YCbCr to RGB is performed to get a
watermarked color image.

3.2 Watermark Logo Extraction

The steps for extraction of watermark logo from the watermarked color image are as per
below:

Step 1: The watermarked color image is taken, and the image converts into YCbCr
colorspace using colorspace conversion of RGB to YCbCr.
Step 2: Y channel of the watermarked color image is chosen for the further process of
watermark logo extraction.
Step 3: The encrypted Y channel of watermarked color image is generated using CS
encryption process. Then, this encrypted channel of watermarked color image breaks
into non-overlapping block with the size of 8 × 8.
Step 4: Two highly uncorrelated, random noise sequences are taken which generates
during watermark logo embedding process.
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Step 5: The watermark bits’ extract from watermarked encrypted Y channel of color
image (WEI) using the following equations:

S0 = corr2(WEI , N0)

S1 = corr2(WEI , N1) (6)

Where corr2 is a correlation, N0 is a noise sequence for zero bit, and N1 is a noise
sequence for one bit.
Step 6: If S0 < S1, the set watermark bit as one bit. Otherwise, set watermark bit as zero
bit. These extracted bits vector to obtain the extracted watermark logo.

4 Experimental Results

This watermarking algorithm is tested and analyzed using standard color image database
which is taken from SIPI database [16]. The size of the color image is 256 × 256 pixels
(shown in Fig. 1(a to d)). The binarywatermark logowith a size of 50× 20 pixels (shown
in Fig. 1(e)). The quality of resultant image and performance of the proposed algorithm
is measure using quality evaluation parameters [17] such as peak signal to noise ratio
(PSNR), normalized correlation (NC), and structural similarity index measure (SSIM)
[18]. The PSNR is used for impartibility of the algorithm while NC, SSIM are used for
the robustness of the algorithm.

(a) (b) (c) (d)

(e)

Fig. 1. Test color image (a) lena (b) peppers (c) F16 airplane (d) barbara (e) watermark logo

Here, first, Y channel of the color image gets using RGB to YCbCr colorspace
conversion. The CS based encryption is applied to the Y channel of a color image to get
the encrypted Y channel of the color image. After that, the watermark mask is added to
the encrypted Y channel of a color image with help of weight factor α. Then CS based
decryption is applied on this resultant image to get watermarked encrypted Y channel of
the color image. Finally, YCbCr to RGB color space conversion to get a watermarked
color image. The resultant images using this proposed watermarking algorithm is shown
in Fig. 2.
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(a) (b) (c) (d)

(e) (f)

Fig. 2. (a) Original lena image (b) watermarked lena image (c) encrypted Y channel of lena image
(d) watermarked encrypted Y channel of lena image (e) original watermark logo (f) extracted
watermark logo

Table 1 shows the quality parameters of the proposed watermarking algorithm for
different weight factor values are summarized. The result in Table 1 shows that PSNR
value is high for low weight factor while NC, SSIM value is high for high weight
factor. The robustness of the proposed watermarking algorithm is tested and analyzed
using various standard watermarking attacks such as JPEG compression, adding noise,
filtering, geometric attacks such as rotation, cropping, blurring and histogram equaliza-
tion. Table 2 summarized the NC and SSIM value of proposed watermarking algorithm
against watermarking attacks. The results in Table 2 indicated that this algorithm pro-
vides robustness against watermarking attacks. The algorithm provides less robustness
against filtering attacks and rotation attack.

Table 1. Quality parameters of proposed watermarking algorithm for different weight factors

Test
images

K = 15 K = 30 K = 45

PSNR
(dB)

NCC SSIM PSNR
(dB)

NCC SSIM PSNR
(dB)

NCC SSIM

Lena 33.97 0.673 0.989 31.28 0.685 0.991 28.88 0.871 0.997

Pepper 33.78 0.759 0.992 31.26 0.764 0.993 29.14 0.829 0.996

F16
plane

32.33 0.660 0.989 30.40 0.740 0.991 28.62 0.757 0.992

Barbara 31.78 0.751 0.992 30.03 0.709 0.992 28.26 0.840 0.996

The robustness of the proposedwatermarking algorithm is comparedwith the robust-
ness of the recently published watermarking algorithm and summarized in Table 3.
Here, the value of NCC is used for robustness performance of watermarking algorithms.
The comparison result in Table 3 shows that this proposed algorithm provides better
robustness compared to existing algorithms.
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Table 2. NC and SSIM values of proposed watermarking algorithm against different
watermarking attacks

Attacks Lena Peppers F16 plane Barbara

NCC SSIM NCC SSIM NCC SSIM NCC SSIM

JPEG (Q = 90) 0.829 0.995 0.772 0.993 0.700 0.989 0.770 0.994

JPEG (Q = 80) 0.787 0.994 0.722 0.991 0.656 0.988 0.670 0.990

JPEG (Q = 60) 0.718 0.991 0.718 0.992 0.639 0.987 0.638 0.988

JPEG (Q = 50) 0.710 0.990 0.687 0.989 0.635 0.986 0.642 0.988

Gaussian noise (σ = 0.001) 0.849 0.996 0.813 0.995 0.741 0.992 0.833 0.995

Salt & pepper noise (σ = 0.005) 0.868 0.996 0.809 0.995 0.736 0.992 0.826 0.995

Speckle noise (σ = 0.005) 0.883 0.996 0.815 0.995 0.753 0.992 0.825 0.995

Median filter (3 × 3) 0.638 0.986 0.558 0.982 0.532 0.980 0.554 0.983

Mean filter (3 × 3) 0.452 0.975 0.410 0.972 0.410 0.972 0.526 0.981

Histogram equalization 0.887 0.997 0.849 0.996 0.817 0.995 0.829 0.995

Rotation (90°) 0.481 0.978 0.522 0.980 0.524 0.979 0.504 0.979

Cropping (20%) 0.872 0.997 0.829 0.996 0.756 0.992 0.841 0.996

Sharpening 0.912 0.998 0.845 0.996 0.797 0.994 0.854 0.996

Motion blurring 0.709 0.991 0.598 0.985 0.627 0.986 0.639 0.986

Table 3. Robustness compression of watermarking algorithms

Attacks Pan-pan et al. [9] Escalante-Ramirez et al. [6] Bal et al. [5] Proposed

JPEG 0.45 0.05 0.650 0.829

Gaussian 0.25 0.215 0.640 0.849

Speckle Not reported Not reported 0.840 0.868

Salt & peppers Not reported 0.13 0.840 0.883

5 Conclusions

In this paper, the watermarking algorithm in the encryption domain has proposed, ana-
lyzed and simulated for a color image. Specifically, CS based encryption and decryption
are used in this proposed algorithm for copyright protection of color images and results
show that this algorithm can be used for this purpose. The comparison of algorithms is
also indicated that the robustness of the proposed algorithm provides better than exist-
ing watermarking algorithms. This proposed algorithm is indicated that new way of
watermark logo embedding.
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Abstract. Different kinds of computer threats exist to damage the computer sys-
tem, and Malicious programs is one of them. Internet can be the main source to
spread some threats. Experts continuously detect those which can slow down the
system, or totally damage it. Malware creators have always been a step ahead.
To detect malware threat, there are two basic approaches, based on signature and
heuristic. For accurate and efficient result of malware detection there are detection
techniques based on heuristic method. Polymorphic malwares are growing day by
day and heuristic method is combined with machine learning to get more precise
and effective detection. Malware detection system using data mining and machine
learning methods have been proposed by many researchers to detect known and
unknown malware. In this paper we present the ideas behind our malware detec-
tion framework by PCA based ANN to detect known and unknown malware. To
design the proposed framework we have used MATLAB GUI.ANN is used to
detect the presence of malware in CSDMC2019 API dataset. The computational
time for ANN classifier is less than 0.2 s compared to NB classifier which has a
computational time of 0.82 s.

Keywords: Malware ·Malware detection system · PCA · ANN

1 Introduction

Computer threats is created to corrupt confidential information and malicious ways to
irritate users, well malware is one of these threats. Malware is increasing at alarming
rate to ruin the system. Due to that security incidents is to be grown [1, 2]. Propagation
ability of malware is like chain reaction which is dangerous due to none centralized
control therefore it is not easy to detect. Malwares are crucial threat to computer security
according to studies [3]. Malware intelligent are trying to create program which cannot
be traced easily, and time to time they are changing their techniques so malware can
be transformed into the malicious code without detection. These simple ideas start first
with encryption which go further with oligiomorphic, polymorphic and metamorphic
viruses. As per studies existing techniques are found limited therefore combination of
the Artificial Intelligence, Machine Learning and Data mining methods are increased
efficiency of detection of malware [4]. Signature based detection methods are efficient
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to detect known malwares but not enough to detect unknown malware and polymorphic
malware due to its signature changes nature. Heuristic based detectionmethods can trace
known and unknown malwares but result can be found high rate of false positive and
negative therefor it requires to develop detections methods with accuracy. The heuristic
based detection techniques are combined with machine learning method to get accurate
and efficient result of malware detection, due to alarming increasing rate of polymorphic
malwares. So current condition requires for everyone to find better solution. The paper
is organized as follows: Sect. 1 describes the introduction, Sect. 2 describe the literature
review, Sect. 3 describe the proposed malware detection system and Sect. 4 describes
the results. In this research work ANN is used to detect the presence of malware in
CSDMC2019 API dataset. We have tested the proposed malware detection systemwhile
connecting it to a mobile OS and transferring a file from mobile OS to desktop OS. We
use MALTABGUI to design the proposed malware detection system, whereas in Sect. 5
we give the conclusion.

2 Literature Review

Mariantonietta La Polla [5] surveys the different threats, vulnerabilities and security
solutions for more than decade specifically in the period 2004–2014, by focusing on
high-level attacks, which are on user applications. We can group existing approaches
keeping in mind to protect mobile devices against different classes of attacks into differ-
ent categories, based upon the detection principles, architectures, collected data and OS,
main focus is on IDS-based models and tools. With this categorization, we aim to pro-
vide clear and concise view of the underlyingmodel accepted by each approach. Sujithra
M. [6] focused on various threats and vulnerabilities that affect the mobile devices and
discussed how biometrics could be a solution to the mobile devices ensuring security.
These systems are proved highly confidential portable mobile based security systems
which is very much required. Comparing various biometric features such as fingerprint,
face, gait, iris, signature and voice. Iris is proved the most effective biometric feature
due to its reliability and accuracy. We have also reviewed some research papers based
on Malware detection for known and unknown malware. In the following table describe
the comparison of studied papers (Table 1).

Table 1. Comparison of studied papers [13]

STUDY Classifiers Conclusion

Detecting unknown malicious
code by applying classification
techniques on OpCode patterns
(2012) [7]

ANN,DT,LR,NB,RF,SVM and
their boosted version BNB and
BDT

Evaluated number of experiments
& found that setting of 2-gram, TF,
using 300 features selected by DF
measure outperformed. The
performance of DT and boosted DT
was very well as compared NB

(continued)
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Table 1. (continued)

STUDY Classifiers Conclusion

Detecting scareware by mining
variable length instruction
sequences-2011 [8]

JripSMO,DT,Ibk,NB,Random
forest

This paper presents the static
analysis method based on data
mining which extends the general
heuristic detection technique using
a variable length instruction
sequence mining approach for
scareware detection

Accurate Adware Detection
using Op-code Sequence
Extraction (2011) [9]

ZeroR,Naïve Bayes, SMO, IBk,
J48, JRip

Detects adware using data mining &
ML method. KNN, and SVM were
effective when the data was noisy,
KNN’s performance is superior
incrementally when new training
samples are introduced, JRip and
J48 algorithms are expensive in
term of time consumption to train
and generate the model but it is easy
to analyze the rules and trees
generated to differentiate the
non-Malicious and malicious

Detection of Spyware by Mining
Executable Files(2010) [10]

ZeroR, Naïve bayes, SMO, J48,
Random forest, JRip

Detects spyware by using data
Feature set generated by CFBE
selection method generally
produced better results with regard
to accuracy than feature sets
generated by FBFE method

2.1 Summary

In the above sections, we have presented a brief review about the malware detection and
prevention techniques introduced in the past decades. Day by day themalwarewriters are
improving and evolving camouflage techniques from simple encrypted virus to extreme
complex and difficult to detect polymorphic and metamorphic viruses. Based on the
literature review we have designed malware detection Model for known and unknown
malware.

3 Proposed Malware Detection Framework by PCA Based ANN

A smart host-based system was developed to detect malware on mobile devices and was
evaluated. The framework is designed to be light on the system such that it consumes
minimum CPU, memory and battery. It continuously samples various features on the
device and collects data which is then analyzed using machine learning and temporal
reasoning method and the state of the device. The features of the framework are divided
into two categories namely Application Framework and Linux Kernel respectively. Fea-
tures such as Messaging, Phone calls and Applications belong to the former whereas
Keyboard, Touch Screen, Scheduling and Memory belong to the latter.
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Fig. 1. Malware Detection Framework

The above Framework helps in the detection of malware and in finding the weak
points in the Mobile OS. KBTA (Knowledge Based Temporal Abstraction) is normally
used for showing the malware behavior in the Mobile OS. The behavior pattern is
classified using a Classifier. The data passing through the System is scanned by an
Anomaly Detector for incoming anomalies. There are certain preset parameters which
are used to dividing the inputs and they are known as Rule Based processes. The above
mentioned four processes are used to overcome the malware intrusion.

We now exhibit the work process of our proposed ANN-based malware location
framework as appeared in Fig. 1. The entities in Fig. 1 are explained below.

Graphical User Interface
Graphical User Interface (GUI) allows the users to interact with electronic devices with
the help of graphical icons and visual pointers such as secondary notation instead of
Command Line Interfaces (CLI) which required the user to type commands or use
text navigation. CLIs were not very user friendly due to the extensive typing of com-
mands to perform simple operations. Hence GUIs were introduced. The GUI used in
this Framework was designed using MATLAB.

Processor
A processor is a logic chip that reacts to and processes the basic instructions that are
initiated by the computer. The four basic functions of a processor are fetching, decoding,
executing and writing back.

Feature Extractors
This unit is used to extract the useful and required information from the layers. It also
contains the necessary hardware and software units in it.
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Alert Manager
The Alert manager handles alerts sent by client applications. It takes care of duplicating,
grouping, and routing them to the correct receiver integration such as email, Pager Duty,
or OpsGenie. It also takes care of silencing and inhibition of alerts.

Threat Weighting Unit
It is used to determine the results from all active processors and applies an ensemble
algorithm to derive a final decision of device’s infection level.

Feature Manager
This interface allows you to edit feature lists, which you can assign to packages that
you apply to cPanel accounts. Feature lists provide or prevent access to specific cPanel
features.

SQL
SQL is used to perform operations on the records stored in the database such as updat-
ing records, deleting records, creating and modifying tables, views, etc. We might want
to stress that the work process is common and can be utilized for authorization based
recognition and framework call-based discovery. In disconnected preparing stage, we
initially gather true kindhearted and noxious applications. Then, the gathered appli-
cations are executed and the information sources are discarded. Utilizing the mapped
information as info, we at that point prepared the neural system. In the online identifica-
tion stage, we dumped the information sources from new applications and the prepared
neural system would be utilized to decide if the new application is malware or kind.
As authorizations and framework calls contain diverse highlights and have distinctive
configurations, we initially present consent based discovery and after that framework
call based identification in the accompanying subsections.

3.1 Permission-Based Detection

Step 1: Collecting Information sources and arranging them.

The primary step in the standalone preparing stage is gathering information from the
running applications.With the help of credible applications and malware tests, the appli-
cations of a similar class should give comparable data such that the data can be used in
the irregularity profile. Using these profiles we can classify applications as friendly or
malicious.

Step 2: Discarding Data Source Permissions.

With the help of a kind application and corresponding malware tests, the consents asked
for by every applications are scrapped. All the consents in an Android Framework are
integrated in the AndroidManifest.xml document. For gathering the apk documents a
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device called Android Asset Packaging Tool (aapt) is used. It helps in recreating the
source code and in obtaining the AndroidManifest.xml consents for all applications.

Step 3: Feature extraction.

A set of files consisting of consents requested by an application are collected. For the
training part the data is processed as well as mapped to the prerequisite format given
by the ANN. To convert the original consent into system readable input a mapping
algorithm was designed. In this algorithm an integer is assigned to each feature and the
value assigned defines whether it was called for by the application. An application can
request only once for a consent. If a consent is requested, its assigned value is 1, else it
is 0.

As the ANN acknowledges integers as information, we allocate the consent names to
awhole number for preparing the list of authorizations.Outputs such as “01, 02,03,06,09,
15, and 20” are produced by mapping. For example BLUETOOTH is mapped to 12,
READ CALL LOG is mapped to 14, and READ CONTACTS is mapped to 8. We
can map out this plan to use 2-gram to recognize inclusion by applying two con-
tinuous consents in place of one. For instance, we join two consecutive whole num-
bers and the mapping results are “0102, 0203, 0304, and 0405” where “0102” speaks
to the authorizations ACCESS NETWORK STATE and GET ACCOUNTS respec-
tively. After the number grouping, the following stage is to obtain the purpose of
each component. It is to be noted that the presence of consent is treated as compo-
nent esteem. For each element that comes up, its esteem is termed as 1. For those
which don’t show up, their qualities are termed as 0. After the last two for cir-
cles, we get the component vector pointing to the contribution of the ANN as takes
after: 1,0,0,0,0,0,0,0,0,0,1,0,1,0,1,0,0,0,1,0,0,0,1,0,1,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0, 0,0,0,0,0,0,0,0,0,0,0, 0,0,0,0,0,0,0,0,0,0,0,0,1,0

Step 4: Classifier learning.

The learning module is used in this step and it is used to build up the neural system
for analyzing the application conduct from preparing information. The element vectors
are input to the Matlab Neural Network Toolbox which is in Matlab R2016a (8.1.0.604)
to execute consent based recognition. The quantity of hubs in a shrouded layer is set
to 10 and after that 20. The online identification step is similar to that portrayed in
the disconnected preparing stage. Ideally, to group an application, the initial step is to
dump the consents and guide the authorization list to the organization required by the
ANN. The prepared ANN is used to decide if an application is malware or friendly.
The prepared ANN and test information are used as benchmarks for fresh applications.
The preparation document has a vaguely different composition from the test file, which
houses the component vector relatedwith all applications. The recognition process yields
an outcome file which has the order result. The outcome is+1 or−1 in this framework.
When there is a positive outcome the application is characterized as friendly, whereas
in a negative outcome the application is characterized as malicious.
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Pseudocode for permission based Detection:
Step 1: Begin
Step 2: Gather the information from executing application
Step 3: Dump the permission asked for by every application
Step 4: Utilize Android Asset Packaging (aapt) to recreate the
source code and acquire the AndroidMainFest.xml request for every
application
Step 5: Feature Extraction
Collect set of files with permission
Step 6: Processing and mapping the data to the prerequisite format
of the ANN.
Step 7: Assigning an integer to every feature
Step 8: If permission is requested then feature value=1 else 0
Step 9: Input vector send to Matlab NN Toolbox to execute the per-
mission based recognition
Step 10: If output is +1 then no malware
Else if output is -1 then malware

3.2 System Call-Based Detection

The detection system based on system calls has a comparable procedure to the detection
system based on permissions. The biggest difference is that it uses a varied data source.
In these next few steps, there is a brief introduction to the working of system call-based
detection.

Step 1: Data set collection and classification.

The primary step is to gather the data set. The data set has real time friendly applications
and malware samples and we segregate them into different groups.

Step 2: System calls recording.

A recognized tool trace is employed to record the system calls requested by the friendly
applications as well as the malware samples. Nexus Root Toolkit v1.6.2 is used to avail
root permission on Android devices so as to install the trace. Then the trace is run and
the system calls made by both the friendly and malware applications are recorded. An
Android Debug Bridge (ADB) is used to install the malware on an Android device from
a remote computer.

Step 3: Feature extraction.

Each executed application generates a file which contains the system calls and all such
files are recorded in a set. The data has to be mapped and processed to prerequisite
format provided by the ANN. Each system call is mapped to an integer. As an example,
get current process ID – getpid is mapped to 1, readfile is mapped to 3, and readconsole
is mapped to 6. We can use 2-gram protocol by using two consecutive system calls as
a detection feature instead if one. In order to map the 2-gram, all pairs of continuous
integers are combined and generate an outcome similar to “0101 0103 0306 0601 0116
1616 1616 1616 1608” where “0103” denotes system calls getpid and readfile being
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executed in order. The proportion of density of the system calls is calculated by finding
the ratio of the number of each system calls to the total number of system calls generated.
Hence we can denote a feature and its value.

Step 4: Classifier learning.

The step 4 of system call based detection is similar to the step 4 of permission-based
detection. After this step, the training process of the ANN is complete and is ready to be
used for online malware detection. The procedure of the online detection phase is same
as the offline training phase. Now, we execute the application, discard the system calls
and map the sequence of system calls to the prerequisite format of the ANN to classify
the application. Using the ANN trained by the offline training phase, we can identify if
a new application is malicious or friendly.

Pseudocode for call based Detection
Step 1: Begin
Step 2: collect the dataset
Step 3: record the system calls and obtain root
permission
Step 4: Running trace and capturing the system calls used by the
friendly as well as malicious applications.
Step 5: to install malware utilize Android Debug Bridge (ADB)
Step 6: Feature Extraction record a set of files
Step 7: Processing and mapping the data to the prerequisite format
of the ANN.
Step 8: Assigning an integer to every feature
Step 9: If permission is requested then feature value=1 else 0
Step 9: Input vector send to Matlab NN Toolbox to execute the per-
mission based recognition
Step 10: if output is +1 then no malware
Else if output is -1 then malware

4 Simulated Results

Simulated results area is included in the experimental results and performance evaluation
of malware detection. The assessment requires two experiments in which one utilizes
the public dataset MalGenome and other one is based on a private dataset. MalGenome
experiment used k-fold cross validation, otherwise known as the tenfold method. K-
fold cross validation utilizes the holdout scheme and runs in a loop, K-fold times. Two
segments of dataset are, as the testing set is K subsets and as the training set is K-1
subsets. In the end, the median of all K trials are calculated for getting the result of
evaluation. During the newest malware experiment used for both test set. To discover
the potential for a forecast relationship, the training set is used as a set of data. Whereas
the other test set contributes a principal role in examining how efficient the classifier
is. It is worthless by not using the test dataset in the training dataset. Finally, the ideal
classifier was determined as the experimental results of both situations. Our data set
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consists of 1449 apps in total. We collected 1008 top free apps across different category
from Google Play to create a benign set. Our malware set consists of 441 apps taken
fromAndroid malware Genome Project. We used ApkTotal to make sure that our benign
set is free from any malware.

4.1 Results of ANN

In this research work ANN is used to detect the presence of malware in CSDMC2019
API dataset. This dataset is composed of a selection of windows API/System call trace
files, intended for testing on classifiers treating with sequences.

Fig. 2. Structure of Neural Network

We use MALTAB GUI to design the proposed malware detection system which is
shown in Fig. 2. The GUI design is flexible and can be comfortable for all the three
stages of the proposed system such as malware creation, detection and prevention. Also,
we have tested the proposed malware detection system while connecting it to a mobile
OS and transferring a file from mobile OS to desktop OS. Once the mobile device is
connected it request for the access and the access will be granted if the verification
process is successfully completed. The features from the OS will be extracted and using
PCA the dimensionality of the extracted features is reduced. The reduced features will
be compared with the malware features based upon the training data stored in ANN. If
any similarities found between the features the system detects the presence of malware
which is created while transferring the data.

Figure 3 shows the structure ANNwhile training for malware detection after loading
the downloaded database and after the completion of feature extraction process and
feature reduction by PCA.
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Fig. 3. Screenshot of GUI design window for training ANN

The OS customization initially scans the data in the desktop for malwares. Once the
process of desktop OS customization completes the process of file transfer from mobile
device will be initiated. As of an initial step a request window will appear to connect the
mobile device. Then, the mobile device gets access to the data from the mobile device, it
will be correlated and the proposed system loads and scans the data for further processing
(Figs. 4 and 5).

Fig. 4. Screenshot of command window

The mobile OS get customized the user id will get verified to initiate the process of
file transfer from the mobile device to the desktop system. Then, the verification process
completed successfully then the process starts with accessing the files from the mobile
device. Once the files are accessed the files from the appropriate device get tracked and
transferred via API.
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Fig. 5. Screenshot of GUI design window after mobile device access

Fig. 6. Loading files to transfer

Figure 6 shows the screenshot captured while selecting the files which is to be
transferred and processed. Again the verification process takes place to improve the
system security.

Figure 7 shows the screenshot captured after when the file transfer process get com-
pleted and accessed completely. After the completion of file transfer the process of mal-
ware detection get initiated again. It checks the presence of malwares occurred during
the process of file transfer (Fig. 8).
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Fig. 7. File transfer completed

Fig. 8. Intimation of Malware detected via mail

With the presence ofmalware detected,mail intimationwill be directed to the authen-
ticated mail id usingMATLAB. The mail also contains the label of the detected malware
with the intimation of corrupted file (Figs. 9 and 10).

Trivial hash based deadlock algorithm prevents the overall system and files from the
harmful malwares which may create during file transfer (Fig. 11).
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Fig. 9. Corrupted file

Fig. 10. User Verification for malware prevention

The process from user verification to OS customization will repeat to prevent the
entry of malwares in any system. To prevent Malwares using trivial hash deadlock the
malware detection process will be initiated and once if detected any suspicious activity
the internal and external operations of the system get blocked and no one can access any
files from the system.
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Fig. 11. User verification succeed

Fig. 12. Operation blocked while malware is received

Now an intimation to reboot the system along with malware intimation will be sent
to the users’ mail and can operate the system only after rebooting the system. Figure 12
shows the intimation of operations blocked when a malware enters into the system. Then
the system is intimated to reboot after detection of malware to prevent further harm to
the system. Once the above process gets succeeded the system OS get customized along
with the mobile OS and also a successful file transfer was performed and the rebooted
system will completely free from malwares and also protected from future malwares.
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5 Conclusion

The principal aim of this presentation was to show the efficiency of updating anti-
virus tools with new unfamiliar malwares. We can detect new malware by using an
updated classifier which can be used for sustaining an anti-virus tool. Labeled files must
be modernized for both the anti-virus and its detection model called as classifier. The
labeling can be done physically by experts, consequently the aim of the classification is
focused effort on labeling files which are likely to be malware or new information added
files about benign files.

In this research, evaluation of various machine learning classifiers are to increase the
detection ofmalware outcome for a strong and large collection of file samples and acquire
the optimum classifier which can detect mobile malware. The classifiers were Artificial
Neural Network (ANN), Bayes network, decision tree (DT) (J48), K-nearest neighbor
(KNN) and support vector machine (SVM). Our experiment comprised 49 separate
families containing 1,260Androidmalware samples included by theMalGenome project
samples whereas only 1000 were utilized. There are three phases in themachine learning
process: (1) data collection, which captures network traffic; (2) feature selection and
extraction; and (3) the machine learning classifier.
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Abstract. The classical algorithm which is dedicated to resolve job sequencing
problem with a deadline (JSD) needs exponential time O(n2), where sorting algo-
rithm [O(nlog(n))-(Merge Sort)] must have to use to sort all the jobs in decreasing
order of their profit and it is a greedy technique. To reduce the complexity of this
classical algorithm, we nullify the sorting algorithm using dynamic programming
approach in the proposed algorithm. The time complexity after using this app-
roach reduces to O(mn), where no sorting algorithm [O(nlog(n))-(Merge Sort)]
needed, which has been shown by proper explanation. Here, we were also given a
novel approach to resolve the job sequencing problem using Dynamic Program-
ming and it is a unique approach that always finds an optimal solution. By using
this approach, a proper algorithm has been developed in this paper. Besides, find-
ing maximum profit and the sequence of the job to obtain maximum profit, this
algorithm gives the sequence of jobs for a specific profit or near a specific profit.

Keywords: Job sequencing problem · Dynamic programming · Sorting ·
Tabulation · 2D array

1 Introduction

Job Sequencing Problemwith Deadline (JSD) is a popular algorithm to find the sequence
of jobs to obtain maximum profit. In this problem, normally, deadline and profit of
each job are given. The profit is achieved, when the job is completed before the given
timeframe. Single unit of time is taken by every job. So, the minimum possible deadline
for any job is 1. We have to find a maximum profit if only one job can be scheduled at
a time. In the classical greedy algorithm, they have to sort the jobs according to profit,
they have to sequence the jobs. In our proposed algorithm, we need not sort the job,
using the dynamic programming-tabulation method this algorithm reduced this time
complexity for sorting. So, a novel approach to solve the job sequencing problem using
dynamic programming also proposed in this paper. Besides, reducing time complexity
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this algorithm gives the sequence of jobs for finding a specific profit or near the specific
profit because in all steps total profit is memorized in the first column of a 2D array. This
algorithm is unique and always finds an optimal solution. There are various uses of Job
Sequencing problems in real life which are described in the related works section such
as, network scheduling technique, flow-shop and job-shop scheduling, task scheduling
and many more.

2 Related Works

Minimizing the sum of the overheads of delayed jobs in a machine is given in paper [1].
Here, they proposed amethod named as “Range-and-Bound”. The aim of the paper [2] is
to develop an improved polynomial-time approximation algorithm. Paper [3] solved the
single processor job sequencing with deadlines. In this paper, they have used dynamic
programming type algorithms to get best and optimal solutions.

Job-shop-sequencing problem solved by the “network scheduling technique” cov-
ered in paper [4]. In this paper, for obtaining least total execution time, a new network
scheduling based method with resource constraints has proposed. This paper is best
suited where the resource is limited and the jobs are in arbitrary order. This procedure
returns an optimal solution with the minimum duration of time. In addition to these fea-
tures this algorithm also able to solved those problems that are not possible or difficult
to solved using a heuristic algorithm or technique to resolve the Job Shop Sequencing
problem.

Another new technique for an optimal solution of the Job Sequencing problem using
the “path optimization algorithm” proposed in paper [5]. In this paper, they use the
Johnson rule to solve this problem. This procedure finds a sequence of substructure and
every time they take the best possible sequence that fills up the criteria for job sequencing
problem. This procedure ensures an optimal solution for the job sequencing problem.

Finding minimum finish time for both preemptive and non-preemptive is NP-
complete. It is the main objective of the paper [6]. This paper mainly discussed the
time and space complexity for job-shop and flow shop scheduling. Also, it discusses
the time complexity of different techniques for solving job shop scheduling problems
such as a heuristic algorithm for job sequencing, Johnson rule for sequencing job shop
problem.

An optimal solution for multi-objective distributed permutation Flow Shop Schedul-
ing problem is discussed in paper [7]. Job sequencing problems are of various types,
depending on the number of machines, resources and populations this problem varies.
Here, they discussed when the number of populations is of two. Here they used the
Taguchi method for solving this problem.

Generating a new job one by one is the proposedmethod for job sequencing problems
in paper [8]. Themachine for performing jobsmay vary according to their characteristics.
This method considers the characteristics of the machine and finds the best- suited
machine for every position. For example, first, we chose fourmachines then nextmachine
five then six. And this technique returns a feasible solution and the large computation
may be reduced.

In paper [9], a novel heuristic method called “Time Deviation” for finding Job
Sequencing problem is used to minimize the total consumed time. This technique is
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both applicable for one machine n jobs and n machine m jobs and the time complexity
is considerably lower than other proposed techniques. In paper [10] about advanced
heuristic technique.

Sequence-dependent set up time means considering the setup time is discussed on
paper [11]. In general, we read the papers before we observed that the proposed method-
ology considers the setup time as processing time but this procedure considers the setup
time and analyzes the setup time. But there are some problems with this method. It may
not provide an optimal solution.

The technique for job shop for large data is the proposed methodology or procedure
in paper [12]. Here Brain k proposed a technique where large data for example data of
a company in a spreadsheet is given. This solution generates both optimal and feasible
solutions and heuristic solutions.

The intelligence-based genetic algorithm discussed in paper [13]. This procedure is
a combination of both heuristic algorithm and the genetic algorithm. When n machines
and m jobs are given the heuristic algorithm finds the best-suited job at each line of the
machine and then the genetic algorithm is applied. The combination of both heuristic
algorithm and the genetic algorithm reduces the complexity of the large data input.

In paper [14], Bożejko et al. proposed a “hybrid single-walk distributed tabu search
method” to solve flexible job shop problem. In Paper [15], G.S. Paiva et al. have used
graph representation, local search and heuristic methods to solve the Job Scheduling
problem. N number of jobs sequencing on a single machine with an obstructive com-
mon due window problems has discussed in paper [16]. To solve this problem a new
“Backtracking Simulated Annealing (BSA)” algorithm and an efficient codingmethod is
proposed. Paper [17] proposed anew“TabuSearch” algorithm to solve the Job scheduling
problems including precedence constraints.

3 Proposed Methodology

To implement this proposed algorithm first read the jobs (means job id, job deadline,
job profit for each job). Take a table and fill the first row by 0 and find the maximum
deadline. In the table, column numbers are deadline and row numbers are job id, so total
columns are maximum deadline and total rows total number of jobs.

For each job, first fill up the present row by the previous row then search maximum
deadline/last column no. to 1 and find row’s minimum job profit, if row’s minimum job
profit is less than present job profit, then lock this minimum profits box and put the job id
in this box. Sum all the job profit of this row and store it in the first column. If all the jobs
are traversed, then print the last row, where 1st value is maximum profit and all other are
sequence to obtain this profit. If all the jobs are not traversed, then go the next row and
repeat this procedure by searching the last column no. to 1. By this process using the
Dynamic Programming and tabulation method, we can find the maximum profit among
all jobs and the sequence for obtaining maximum profit. Besides all the other things can
be found from the table by applying a specific condition. Here the table stores all the
information for each step. We have to apply specific conditions in the table for getting
a specific solution (Fig. 1). Let’s see the flow chart:-
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Fig. 1. Flow Chart of our proposed algorithm.

3.1 Pseudocode of Proposed Algorithm

In this research paper, the following algorithm can solve ‘The Job Sequencing Problem
withDeadlines’ and canfind themaximumprofitwith a sequence of the jobs.Herewe can
also find maximum profit for fixed/flexible number of jobs and also for fixed/flexible
deadlines. The following algorithm also gives the solution to obtain a specific profit
which jobs had to do in which order if the specific job can’t achieve then it can find the
nearest profit (less or greater) of the specific profit and can also find its job sequence.
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4 Experimental Result and Complexity Analysis

4.1 Step by Step Simulation for Sample Input

Here, given an array of jobs. Every job has a deadline and profit, if the job is finished
before the deadline, then the profit is achieved. Every job takes single unit of time, so
the minimum possible deadline for any job is 1. Find maximum profit if only one job
can be scheduled at a time (Tables 1 and 2).

Table 1. Sample input of Dataset.

Job id: 1 2 3 4 5

Deadline: 2 1 2 1 3

Profit: 100 19 27 25 15
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Table 2. Initialization step.

Jobid (profit, deadline) 0 1 2 3

0(0, 0) 0 0 0 0

1(100, 2)

2(19, 1)

3(27, 2)

4(25, 1)

5(15, 3)

Step 1: Take all the jobs according to jobid in which indicate row number. Take all the
deadlines in increasing order as column number. Here every box contains jobid except
the 1st column boxes which contain total profit for each row. When jobid = 0, then put
0 in every column of this 1st row. Go to the next row (Table 3).

Table 3. Step 1 simulation.

Jobid(profit, deadline) 0 1 2 3

0(0, 0) 0 0 0 0

1(100, 2) 100 0 1 0

2(19, 1)

3(27, 2)

4(25, 1)

5(15, 3)

Step 2: Here, first put the previous row values in this row. Then, compare the 1st job’s
deadline with the column’s no./deadline from the maximum/last row deadline 3 to 1. If
the 1st job’s deadline matches the column no. or greater than the column number then
find minimum profit’s job (2, 3) among those jobs and if the 1st job’s profit is greater
than this minimum profit’s job(2, 3) (100 > 0), then lock this box (2, 3) and replace this
box (2, 3) by 1st job’s id. Calculate the sum of all the job’s profit of this row and put it
in this row’s 1st column (100). Go to the next row/job (Table 4).

Table 4. Step 2 visualization

Jobid (profit,
deadline)

0 1 2 3

0(0, 0) 0 0 0 0

(continued)
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Table 4. (continued)

Jobid (profit,
deadline)

0 1 2 3

1(100, 2) 100 0 1 0

2(19, 1) 100 + 19 = 119 2 1 0

3(27, 2)

4(25, 1)

5(15, 3)

Step 3: Here, first put the previous row values in this row. Then, compare the 2nd job’s
deadline with the column’s no./deadline from the maximum/last row deadline 3 to 1. If
the 2nd job’s deadline matches the column no. or greater than the column number then
find minimum profit’s job (3, 2) among those jobs and if the 2nd job’s profit is greater
than this minimum profit’s job (3, 2) (19 > 0), then lock this box (3, 2) and replace this
box (3, 2) by 2nd job’s id. Calculate the sum of all the job’s profit of this row and put it
in this row’s 1st column (119). Go to the next row/job (Table 5).

Table 5. Step 3 visualization.

Jobid (profit,
deadline)

0 1 2 3

0(0, 0) 0 0 0 0

1(100, 2) 100 0 1 0

2(19, 1) 100 + 19 = 119 2 1 0

3(27, 2) 100 + 27 = 127 3 1 0

4(25, 1)

5(15, 3)

Step 4: Here, first put the previous row values in this row. Then, compare the 3rd job’s
deadline with the column’s no./deadline from the maximum/last row deadline 3 to 1. If
the 3rd job’s deadline matches the column no. or greater than the column number then
find minimum profit’s job (4, 2) among those jobs and if the 3rd job’s profit is greater
than this minimum profit’s job (4, 2) (27 > 19), then lock this box (4, 2) and replace this
box (4, 2) by 3rd job’s id. Calculate the sum of all the job’s profit of this row and put it
in this row’s 1st column (127). Go to the next row/job (Table 6).
Step 5: Here, first put the previous row values in this row. Then, compare the 4th job’s
deadline with the column’s no./deadline from the maximum/last row deadline 3 to 1. If
the 4th job’s deadline matches the column no. or greater than the column number then
find minimum profit’s job (5, 2) among those jobs, but the 4th job’s profit is not greater
than this minimum profit’s job (5, 2) (25 < 27), so do not lock this job. Calculate the
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Table 6. Step 4 visualization.

Jobid (profit,
deadline)

0 1 2 3

0(0, 0) 0 0 0 0

1(100, 2) 100 0 1 0

2(19, 1) 100 + 19 = 119 2 1 0

3(27, 2) 100 + 27 = 127 3 1 0

4(25, 1) 100 + 27 = 127 3 1 0

5(15, 3)

sum of all the job’s profit of this row and put it in this row’s 1st column (127). Go to the
next row/job (Table 7).

Table 7 Step 5 visualization.

Step 6: Here, first put the previous row values in this row. Then, compare the 5th job’s
deadline with the column’s no./deadline from the maximum/last row deadline 3 to 1. If
the 5th job’s deadline matches the column no. or greater than the column number then
find minimum profit’s job (6, 4) among those jobs and if the 5th job’s profit is greater
than this minimum profit’s job (6, 4) (0 < 15) then lock this box(6, 4) and replace this
box (6, 4) by 5th job’s id. Calculate the sum of all the job’s profit of this row and put it
in this row’s 1st column (127). Go to the next row/job.
Step 7: If all the jobs/row are traversed, then print the value of the last row, where 1st

column of this row (142) which is maximum profit and print all next values of this row
(3-> 1-> 5) which is required sequence. Besides, we can find for profit- [127] sequence
(3- > 1) 2 jobs needed, for, profit- [119] sequence (2- > 1) 2 jobs needed, if needed
profit near 130 then profit– [127] sequence (3- > 1) 2 jobs needed.

4.2 Time Complexity Analysis

In this proposed algorithm time complexity depends on input size. Time complexity
directly depends on the number of jobs and the maximum deadline. Let, the number
of jobs is n and the maximum deadline is m and the function T(n) denotes the number
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elementary operations performed by the function. Then the recurrence relation for this
proposed algorithm is:

For i = 1 : T(n) = m ∗ T(n − 1) + m ∗ c ∗ 1

For i = 2 : T(n) = m ∗ T(n − 2) + m ∗ c ∗ 2

For i = 3 : T(n) = m ∗ T(n − 3) + m ∗ c ∗ 3

For i = k : T(n) = m ∗ T(n − k) + m ∗ c ∗ k

Best Case
When all the jobs are traversed then, best case complexity:

T(n) = m ∗ T(n − k) + m ∗ c ∗ k

= �(m ∗ n), (without sorting)

Here, all the jobs and deadlines have to traverse. No sorting is needed for this algorithm.
The best case of this algorithm is m*n where n is the number of jobs and m is the
maximum deadline.

Average Case
The average case complexity of this proposed algorithm has occurred,

T(n) = m ∗ T(n − k) + m ∗ c ∗ k

= �(m ∗ n), (without sorting)

Here all the jobs and deadlines have to traverse. No sorting is needed for this algorithm.
The average case of this algorithm is m*n where n is the number of jobs and m is the
maximum deadline.

Worst Case
Here, the recurrence relation:

T(n) = m ∗ T(n − k) + m ∗ c ∗ k

for i = 1 : T(n) = m ∗ T(n − 1) + m ∗ c ∗ 1

for i = 2 : T(n) = m ∗ T(n − 2) + m ∗ c ∗ 2

for i = 3 : T(n) = m ∗ T(n − 3) + m ∗ c ∗ 3

When all the jobs are traversed, then: (n = k) So,

T(n) = m ∗ T(0) + c ∗ m ∗ n [T(0) is some constant c0]

T(n) = m ∗ c0 + c ∗ m ∗ n

= O(m ∗ n), (without sorting)

So, Best case of this algorithm is m * n where n is the number of jobs and m is maximum
deadline.
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4.3 Space Complexity

In this proposed algorithm space complexity depends on the input data. Inputs are not
constant. So, if there are n number of input jobs and maximum deadline m, then space
complexity will be n * m. In this proposed algorithm because of using a 2D array, the
space complexity of this 2D array is O(n * m).

4.4 Experimental Result Comparison with Classical Algorithms

Here, experiment results show that for the different number of jobs and different
maximum deadlines proposed algorithm execution time is less than the classical
algorithm.

Here, Table 8 shows that for the different number of jobs and different maximum
deadlines proposed algorithm execution time is less than the classical algorithm.

Table 8. Execution Time Comparison with other classical algorithms.

No. Number of
Jobs

Maximum
deadline

Execution time for the
proposed algorithm(in µs)

Execution time for the
classical algorithms(in µs)

1. 4 2 969.13 1048.67

2. 5 3 952.35 999.95

3. 6 4 993.13 993.56

4. 7 4 1420.4 1566.55

The column in Fig. 2 showswith increasing of both the number of jobs andmaximum
deadlines execution time increasing but the rate of increasing execution time for new
algorithms is less than the classical algorithm.

(4,2) (5,3) (6,4) (7,4)
Classical Algorithm 1048.67 999.95 993.56 1566.55
New Algorithm 969.13 952.35 993.13 1420.4
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Fig. 2. Comparison Between Classical Algorithm and proposed Algorithm.
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The line graph is shown in Fig. 3 with an increasing of both the number of jobs and
maximum deadlines execution time increasing but the rate of increasing execution time
for the new algorithm is less than the classical algorithm. (Used device in experiment-
Intel, CORE I7, 8th Generation, RAM-8 GB, Graphis-4 GB) (Table 9).

(4,2) (5,3) (6,4) (7,4)
Classical Algorithm 1048.67 999.95 993.56 1566.55
New Algorithm 969.13 952.35 993.13 1420.4
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Fig. 3. Execution time comparison graph between classical algorithmand the proposed algorithm.

Table 9. Overall Complexity Comparisons with previous classical algorithms.

Algorithm
Name

Best Case time
complexity

Average Case time
complexity

Worst-case time
complexity

Space complexity

JSD �(n2) �(n2 + nlogn) =
�(n2), (with
sorting)

O(n2 + nlogn) =
O(n2), (with
sorting)

O(n)

Paper [1] �(n2 logn + n2/e) �(n2 + nlogn +
n2/e)

O(n2 + nlogn +
n2/e)

O(n2/e)

Paper [2] �(n2/e) �(n2/e) O(n2/e) O(n2/e)

Paper [3] �(min(2n, nM )) �(min(2n, nM )) O(min(2n, nM )) O(min(2n, nM ))

Proposed
Algorithm

�(mn), (without
sorting)

�(mn), (without
sorting)

O(mn), (without
sorting)

O(mn)

5 Conclusions and Future Recommendation

The Job Sequencing with Deadline (JSD) is studied and researched by a lot number
of researchers. In this paper, we have designed an algorithm by using the dynamic
programming approach. By using these approach we have reduced the time complexity
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O(mn), where no sorting [O(nlogn)-Merge Sort] is needed, where n is the number of jobs
and m is the maximum deadline. So, the time complexity is reduced and a new approach
for solving JSD is proposed in this paper. Normally the time complexity for the general
JSD algorithm overall O(n2) where n is the number of jobs. We are able to show that our
algorithm is better which gives results faster and it is a new approach. Besides, solving
JSD this algorithm also finds the sequence of jobs for a specific profit or near a specific
profit. Because of using 2D array the space complexity of our proposed algorithm is
O(mn). In the future, we will try to do further research to reduce the space complexity
of JSD as well as time complexity.
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Abstract. Quick Sort is considered as the fastest sorting algorithm among all the
sorting algorithms. The idea of selecting a pivot was introduced in classical Quick
Sort in 1962. This sorting algorithm takes favorably less time compared to other
methods. It needs a complex time O(nlogn) for the best case and O(n2) for worst-
case which occurs when the input array is already sorted or reversely sorted. To
reduce the worst-case complexity we provide a strong algorithm where it makes
fewer comparisons and the time complexity after using this algorithm becomes
a function of logarithm O(nlogn) for worst-case complexity. We experimentally
evaluate our algorithms and compare themwith classical algorithms andwith other
papers. The algorithm presented here has profound implications for future studies
of handling worst-case complexity and may one day help to solve this occurrence
of the fastest sorting method.

Keywords: Quick Sort · Reversely sorted · Time complexity · Best case ·Worst
case · Logarithm

1 Introduction

Quick Sort is one of the most efficient sorting algorithms. It is capable of sorting a list of
data elements comparatively faster than any of the common sorting algorithms. Quick
sort is also called as partition exchange sort. It is based on the splitting of an array into
smaller ones. Basically it works on the idea of divide and conquer rule. It divides the array
according to the partition function and the partition process depends on the selection
of pivot. Its worst case complexity made this fastest algorithm a little bit vulnerable.
Many authors researched for reducing the worst case complexity O(n2) either to O(n)
or to O(nlogn). In [1] author optimized the complexity of Quick Sort algorithm to O(n)
using Dynamic Pivot selection method. The author R. Devi and V. Khemchandani in
paper [2] have used Median Selection Pivot and Bidirectional Partitioning to reduce
the worst-case complexity. The general Quick Sort algorithm takes O(n2) time. Here,
in this paper, we presented an algorithm which divides the array as half portion to
calculate the pivot and then we use this pivot in partition function that divides the
main input array. After recursive calling of the quicksort again and again finally we
get the sorted output of input array. Although this algorithm is not unique as we took
help from various papers and sources. The paper includes some section describing the
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whole project more significantly. Section 2 provides the discussion of the related work
with associated limitations. Section 3.1 describes the outcomes of this research paper.
Section 3.2 includes the preliminaries where the main idea of Quick Sort has been
described. Section 3.3 describes the overview of proposed methodology including a
diagram explaining the whole process. Section 3.4 shows the algorithm of proposed
methodology in details including the pivot selection. Section 5discusses the experimental
results of the proposed method. Finally, Sect. 6 concludes the paper and shows the future
directions to this paper.

2 Related Works

Jaja, A. et al. [3] has mentioned the partitioning process of the QuickSort algorithm.
The process of a randomized selection of pivot has been discussed in detail. But the
limitation is that the proof of randomized Quick Sort is difficult to understand. The
basics of Quick Sort where the storage of computers has been given the priority and
basic algorithm has been discussed on paper [2]. The key contributions are partition,
comparison of quicksort with merge sort and cyclic exchange. But the limitation is that
it says nothing about reducing the worst-case complexity of Quick Sort.

Paper [4] also discusses the preprocessing of large data sets using the QuickSort
algorithm. Here, the method of random reference selection has been used. Key contribu-
tions are the comparison of complexity, handling of the large input set. But the random
reference element selection method is difficult to understand and implementation of this
method has not yet been discussed and these are counted as big limitations.

Paper [5] has reduced the complexity of the worst case of Quicksort algorithm to
O(n) from O(nlogn) for unsorted arrays and Dynamic Pivoting method has been used.
The key contribution is the median of five/seven/nine. Random pivot selection, recursive
calls, Boolean variable to see if the array is already sorted. The limitation is that as per
empirical analysis the proposed algorithm could not runwithO(nlogn) complexity. Paper
[6] depicts an overview of the pivot selection method. A new pivot selection method
Median of five has been introduced. Paper [1] discusses improving the complexity of
quick sort algorithmwhere key contributions are dividing the array into two equal halves
anddynamic pivoting.Dynamic pivoting,Recursive calls, Boolean variables are the basic
contributions. But the paper could not prove the experimental research.

Many parallel sorting algorithms among which three types of algorithm and their
comparative analysis has been discussed by author Sha, L. in Paper [7] and Singh Rajput,
I. et al. in paper [11]. The analysis has taken place based on average sorting time, parallel
sorting and comparing the number of comparisons. Two versions of Quick Sort the
classical and the proposed one has been discussed by Devi, R. et al. In[2]. The worst-
case running timeof quicksort has been discussed and reduced toO(nlogn) fromO(n2). In
paper [8] pivot based selection technique has been discussed and the dynamic selection of
pivot has been introduced. In this paper [8], a new dynamic pivot selection procedure has
been introduced that allows the database to be initially empty and grow later. Lakshmi, I.
et al. in paper [9] discusses four different types of basic sorting algorithm where sorting
algorithms are compared according to In paper [6] tried to explain controlling complexity
is the simplest way possible and to do this a simple reliabilitymodel has been introduced.
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Conceptual framework, forward recovery solution, N version programming are the key
contributions. But the explanation of controlling complexity is hard to implement and
neither assumption is easy in practice.

Schneider,K. et al. in paper [7] described aMultiwayQuicksort tomake the algorithm
more efficient which gives reason to believe that further improvements are possible with
multiway Quicksort. Aumüller, M. et al. in paper [8] explained multi-pivot Quick Sort
which refers to a variant of a classical quicksort wherein the partitioning step k pivots
are used to split the input into k + 1 segments.

Aumüller, M. et al. in paper [9] tried to introduce a model that captures all dual-
pivot algorithms, give a unified analysis, and identify new dual-pivot algorithms that
minimize the average number of key comparisons among all possible algorithms and
explained that dual-pivot quicksort benefits from a skewed choice of pivots. In paper
[10], Kushagra, S. et al. proposed a 3-pivot variant that performs very well in theory and
practice that makes fewer comparisons and has better cache behavior than the dual-pivot
quicksort.

Authors Faujdar N and Ghrera P in paper [11] showed an evaluation of quick sort
alongwithmerge sort usingGPA computing which includes the parallel time complexity
and total space complexity taken by merge and quick sort on a dataset. In paper [12],
authors showed an comparison of parallel quick sort with the theoretical one. A special
kind of sorting which is double hashing sort can be known with the help of paper [13].
With the help of paper [14], optimized selection sort and the analysis of the optimization
process can be understood very well. A dynamic pivot selction method is presented in a
very well method on the paper [15].

3 Methodology

The authors of many papers tried in many ways to reduce the complexity of Quick Sort
using different ways. In this algorithm worst case of Quick Sort has been modified by
calculating mean as the pivot element. The pivot selection method has been done by
dividing the array into two sub-array of equal size. Then the maximum and minimum
element of both sub-array is calculated. The average value of all these four values is
considered as pivot element. Then the partitioning is happening by comparing each
element of both sub-array with the pivot element. Thus the loop will be running half of
the array only. Here, if the element of the right subarray is smaller than the pivot, the
loop variable will increment. Similarly, if the element of the left subarray is greater than
the pivot, the loop variable will decrement. After that swap function is called. When the
size is equal or less than 3 then the Manual Sort procedure is called which is actually a
compare between the elements. As there is no loop in this function, the time is reduced
because the recursion function is not called. Thus this algorithm does not lead to the
worst case of O(n2) and it becomes near to O(n) (Fig. 1).

Here in the above flow chart, the algorithm has been presented in short. When the
QuickSort function is called, it checks whether the input size is greater than 3 or not. If
input size is greater than 3 then it calculates pivot taking the average of maximum and
minimum values from both sub-array. After calculating the pivot, the partition function
is called where the values are compared with pivot. After completing all the functions,
we get a sorted array which is our desired output.
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Fig. 1. Flow chart of our proposed algorithm.

3.1 Pseudocode of the Classical Algorithm

The classical algorithm consists of two portions. The main function Quick Sort is called
in the first portion where the last element is selected as pivot and passed as an argument
in the second portion which is partition function where each element is compared with
the pivot i.e. last element.
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3.2 Step by Step Simulation of the Classical Algorithm

Let an array be [9,−3,5,2,6,8,−6,1,3] and obviously not sorted. In the classical Quick
Sort last element 3 is considered as a pivot. Each element is compared with pivot and
divided into two array where left array is less than pivot and right array is greater than
the pivot element. From the divided two array last element is again selected as pivot and
again they are divided into sub arrays. This process continues until we get a final sorted
array (Fig. 2).

Fig. 2. Step by step simulation of classical Quick Sort.

3.3 Pseudocode of the Proposed Algorithm

This algorithm has three portions. In the first portion, Quick Sort function is called if
the size is greater than or equal to 3 otherwise Manual Sort will be called. Then the
second portion contains the partition details where each element is compared with the
pivot element.
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3.4 Step by Step Simulation of the Proposed Algorithm

Let, an array be arr [88,77,66,55,44,33,22,11]. Here, the array is not sorted and as the
size is greater than 3 it will not call manual sort. So by the pivot selection method this
array will be divided into two sub-array of right [88,77,66,55] and left [44,33,22,11].
The max element of the right subarray is 88 and the Min element is 55 whereas the Max
element of the left subarray is 44 and the Min element is 11. So the pivot will be the
mean of the array. Now each element of two sub-array will be compared with this pivot
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element and after applying our proposed Quick Sort algorithm to this array, the results
we get are shown through a tree below (Fig. 3, Fig. 4and Fig. 5):

Fig. 3. Tree diagram of PIVOT selection method in Quick Sort.

INITIALLY: 

PIVOT UNSORTED ARRAY

AFTER IMPLIMENTING QUICK SORT: 

ELEMENT<PIVOT UNKNOWN ELEMENT ELEMENT>PIVOT 
 i  j

Fig. 4. Comparison with PIVOT in Quick Sort.

Here, LP = Left Part
RP = Right Part

4 Complexity Analysis

The Best case time complexity of this Quick Sort algorithm is O(nlogn), the Worst case
time complexity of this algorithm is O(nlogn). Analysis of this complexity is described
below:

4.1 Time Complexity

Time taken by quicksort, in general, can be written as follows:

T(n) = T(k) + T(n− k− 1) + (n)



336 Md. S. Hossain et al.

Here, the first two terms are the two recursive call and the last term is the partition of
n elements. The time taken by this algorithm depends on the input of the array and the
partition process.

Best Case Analysis
The best-case occurs the algorithm is conducted in such a way that always the median
element is selected as the pivot and thus reduces the complexity. The following time is
taken for the best case.

T(n) = 2T(n/2) + (n)

The solution of the above recurrence is O(nlogn). It can be solved usingMaster Theorem.
So, the best case of this algorithm is nlogn where n is the size the array.

Average Case Analysis
In average case analysis, we need to consider all possible permutations of an array
and calculate the time taken by every permutation. The average case is obtained by
considering the case when partition puts O(n/9) elements in one part and O(9n/10)
elements in other parts. The following time is taken for this:

T(n) = T(n/9) + T(9n/10) + O(n)

Although the worst-case time complexity of Quick Sort is O(n2) which is more than
many other sorting algorithms Quick Sort can be made efficient by changing the pivot
selection method.

Worst Case Analysis
The proposed algorithm gives a better running time than a classical quick sort algorithm.
The pivot selection procedure is repeated for each iteration of the quick until the size
of the array becomes less than or equal three. In this case, we go for a manual sort
where we compare two elements normally. There might be a situation where a worst-
case partitioning will be required. When the array will be already sorted or sorted in
descending order then worst case partitioning will be needed. Thus mean is calculated
and it always comes between extreme values, so, partitioning splits the list into 8-to-2.
Thus, the time taken for the proposed algorithm is:

T(n) = T(8n/10) + T(2n/10) + cn

The recurrence comes to an end when the condition is log10/8(n). The total time taken
becomes O(nlogn). An 8-to-2 proportional split at every level of recursion making the
time taken O(nlogn), which is the same as if the split were right down the middle.

Space Complexity
Quick Sort is mainly an in-place sorting algorithm which means it does not need any
extra memory. This algorithm works on the 1D array and so it consumes space of n
which is basically the size of an array. Thus the space complexity of the full algorithm
is O(n) means that the program is running on a linear space algorithm.



Optimizing Complexity of Quick Sort 337

5 Experimental Result

In the previous section, we have shown the calculation of the time complexity and space
complexity of our proposed algorithm asymptotically. As the new proposed algorithm
is not unique, it has some similarities with some sources as all of these are based on the
same idea. We have compared our proposed algorithm with these existing algorithms
for different input sets in the following sections.

28500000
29000000
29500000
30000000
30500000
31000000
31500000
32000000
32500000

Best Case Average Case Worst Case

COMPARISON BETWEEN CLASSICAL AND 
PROPOSED QUICK SORT

 Classical Our algorithm

Fig. 5. Runtime comparison chart between the proposed algorithm and the classical algorithm.

Table 1. Runtime(nanosecond) of our proposed algorithm.

Number of input set Number of elements Best case Average case Worst case

01 25 1000000 1100000 1230000

02 50 2000000 2120000 2230000

03 100 30000000 31000000 32000000

Table 2. Runtime(nanosecond) of the classical algorithm.

Number of input set Number of elements Best case Average case Worst case

01 25 1000000 1100000 1230000

02 50 2000000 2100000 2220000

03 100 30000000 31000000 32300000
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Table 3. Time complexity comparison with previous works.

Algorithm Best time complexity Average time
complexity

Worst time complexity

Paper[1] O(nlogn) �(nlogn) O(n2)

Paper[3] O(nlogn) �(nlogn) O(n)

Paper [9] O(nlogn) �(nlogn) O(n)

Proposed Algorithm O(nlogn) �(nlogn) O(nlogn)

Here, we present the run time using time function for three different sizes of input
sets. For each input set, we have calculated the best case, average case and worst-case
execution time in nanoseconds (Table 1 and Table 2):

In Table 3 we represent the comparison of time complexity with other previous
works.

6 Conclusion and Future Recommendation

Many researchers researched on the algorithm of Quick Sort to reduce the complexity
and make this sorting algorithm more efficient. We presented an algorithm where we
tried to use a different method of pivot selection that reduces the comparison and we
successfully turned the time complexity to a logarithmic function.We turned it O(nlogn)
fromO(n2) for the worst time complexity. Obviously, the final choice of implementation
will depend on circumstances under which the program will be used. In the future, it
seems possible to do further research to calculate pivot in a different way, make the
partition process more efficient and handle the worst-case time complexity as perfectly
as possible. Moreover, this algorithm is not optimal for large datasets. So in the future,
a scope will be created to work with this issue also.
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Abstract. Currently many organizations have adopted the development of soft-
ware projects with agile methodologies, particularly Scrum, which has more than
20 years of development. In thesemethodologies, software is developed iteratively
and delivered to the client in increments called releases. In the releases, the goal
is to develop system functionality that quickly adds value to the client’s business.
At the beginning of the project, one or more releases are planned. For solving the
problem of replanning in the context of releases, a model is proposed considering
the characteristics of agile development using Scrum. The results obtained show
that the algorithm takes a little less than 7 min for solutions that propose replan-
ning composed by 16 sprints, which is equivalent to 240 days of project. They
show that applying a repair operator increases the hypervolume quality indicator
in the resulting population.

Keywords: Genetic algorithm · Agile software projects ·Multi-target

1 Introduction

During the execution of the project, it is common to note events that affect the plan, which
will be called disruptive events [1]. An example of a disruptive event is an employee
leaving or a new requirement being added (called user stories in the agile context) [2,
3]. The action of adjusting or updating the original plan after the occurrence of a disrup-
tive event is known as replanning [4]. Because software development is expensive and
usually has defined deadlines, project managers must immediately perform replanning
to minimize economic and operational impacts and meet defined deadlines [5].

In addition, there are at least three other important objectives that must be assessed
in a real project. It is desirable that, when a replanning is carried out, it does not differ

The original version of this chapter was retracted: The retraction note to this chapter is available
at https://doi.org/10.1007/978-981-15-6648-6_28

© Springer Nature Singapore Pte Ltd. 2020, corrected publication 2021
N. Chaubey et al. (Eds.): COMS2 2020, CCIS 1235, pp. 340–351, 2020.
https://doi.org/10.1007/978-981-15-6648-6_27

RETRACTED C
HAPTER

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6648-6_27&domain=pdf
http://orcid.org/0000-0003-2673-6350
http://orcid.org/0000-0001-7036-4414
http://orcid.org/0000-0003-3595-8086
http://orcid.org/0000-0002-8239-3906
https://doi.org/10.1007/978-981-15-6648-6_28
https://doi.org/10.1007/978-981-15-6648-6_27


RETRACTED CHAPTER: Software Project Planning 341

too much from the original one, since it is considered that the initial planning is the best
option for the development of the project [6]. Similarly, the history of user (HU) with
the highest priority for the release must be assigned to the first sprints and thus develop
the most important HU first [7]. In software development, equipment is expensive and
the development time of the employees must be used in the best way to avoid wasting it
[8]. Therefore, five objectives could be considered when performing replanning: time,
cost, stability, release value andwasting development capacity. Therefore, the replanning
problem is a multi-objective optimization problem.

This replanning problem can be seen as a generalization of the assignment problem,
which is well known to belong to the NP-difficult class [9]. In addition, some of the
objectives considered are in conflict, for example, if the development team seeking to
minimize the delivery time increases, the project will be more expensive. For this reason,
the solution proposed for this problem is based on a multi-objective genetic algorithm,
which considers each objective equally important and seeks to result in a set of replanning
proposals that serve as support for the project leaders.

2 Bibliographic Review

In this section we will present the most important ideas of some articles, in addition to
those focused on agile methodologies, we will also take some that propose solutions to
the re-planning problem.

According to the literature review so far, only [10, 11] study the re-planning problem
in agile methodologies, which are only introductory and only present the characteristics
of the problem, so they do not present a tool to support managers of software projects in
the context of agilemethodologies. Theyuse heuristics and focus on agilemethodologies.
In the first [12], amodelwithout re-planning is proposed, so it presents a staticmodel, that
is, without changes over time. They present a proposed solution to the project planning
problem, the authors propose a genetic algorithmand their objectives are the time and cost
of the project. They focus on the release phase, but without presenting disruptive events
and planning is done for each sprint, but does not consider re-planning from an existing
plan. The model seeks to assign employees to tasks. The second [13] only proposes
characteristics for the project planning/re-planning model in agile methodologies since
it does not present an algorithmormodel for the problem. In this paper, only the objectives
that they will seek to use are mentioned, which are time, cost, robustness, stability and
fragmentation of HU (impact of delayed HU). Being only a proposal, it has no further
detail and only mentions general disruptive events.

Most articles found take characteristics of the models developed for traditional
methodologies, such as assigning employees to tasks or that planning is done only
at the beginning of the project [14].

[15] considers project planning in an agile context, proposes an entire scheduling
method to solve it, and only targets the time it takes to develop. We did not find any re-
planning, but it presents employee assignment to tasks and does not consider an adequate
estimate for HU.

The articles in which the re-planning problem is modeled emphasize that software
development is a dynamic system. Changes occur during the execution phase because
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disruptive events occur. But, without counting the works of [16–18], in all cases they
focus on traditionalmethodologies. They present proposals that seek to solve the problem
of planning software projects, but now in a dynamic environment. In [19] we can find a
model for the re-planning problem, as a solution proposal implements a genetic algorithm
that seeks to minimize project time and cost. Stability is introduced as the objective of
the problem and the disruptive events that it considers are two: arrival of new tasks and
the movement of employees (when they arrive or leave).

As previously mentioned, the re-planning problem is current and in the last two years
we can highlight three documents directed at traditional methodologies, beginning with
that of [20], in which the authors seek to minimize time, cost and project stability. The
disruptive events that trigger a re-planning are: the arrival or withdrawal of employees to
the project, as well as when tasks arrive that were not had in the original planning. The
authors seek tomodel teamproductivity and how it affects the development of their skills.
As in the previous cases, the proposed solution is based on a genetic algorithm [21].

In the study by [11] we found for the first time a multi-objective function proposed in
the model, in this way each objective is calculated independently. The proposal presents
as a solution to a set of possible re-planning proposals. The objectives to be optimized are:
project duration, development time, stability and robustness. They consider the arrival
of new tasks, the withdrawal of an employee from the project and when an employee
joins, as disruptive events. To validate their work, they used three real-world projects
and compared them with the proposals that their algorithm gave as a solution. As in
the previous case, [22] also presents a multi-objective function which is made up of:
the duration of the project, the cost of development, the stability between plans, the
robustness to look for an event-tolerant plan and introduce the objective of employee
satisfaction when being assigned to tasks of your liking. As a solution proposal they use
an algorithm composed of two heuristics. As a global solution they propose a genetic
algorithm which results in a planning proposal, then they try to improve this proposal by
applying an AMDE (Angle Modulated Differential Evolution) algorithm. They mention
that to validate their algorithm, they were compared with real projects, in addition to
cases created for testing [23].

We realize that in addition to time, cost, and stability targets, some of the items
consider robustness. This objective is defined as how prone is re-planning to delay
delivery dates and cost when a disruptive event occurs. That is, robustness is the ability
of rethinking to cope with small changes [24].

To propose a model closer to reality, in the work of [25–27], the authors model the
communication necessary between employees to carry out a task. This communication
affects the project if many employees are assigned to the same task, because they spend a
lot of time communicating. Finally, we find that inmore current jobs the productivity and
learning curve of employees is modeled, we can see that this characteristic is presented
in [28, 29] and improve the model presented in [30].

As we can see, few articles talk about the re-planning problem and only three are
focused on agile methodologies. None have characteristics of agile development using
Scrum, since they do not use concepts such as sprint speed and story points. There-
fore, there is no tool that presents proposals to solve the re-planning problem in agile
methodologies.
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Our work seeks to propose a re-planning model of projects developed with method-
ologies agile. The model that we present takes into account five objectives to optimize:
time, cost, stability, use of development capacity and release value. These last two
objectives are part of our contributions and are explained later.

3 The Problem of Replanning Releases in Agile Software Projects

The research proposes amodel for the planning problem in agilemethodologies (Scrum),
especially focused on the replanning of releases. Thiswill be called the release replanning
problem in agile software projects (RPASP).After a disruptive event, the planning should
be adjusted as soon as possible andwith the least number of changes, so that the total cost
and time of completion are not affected or, if not, that the increase is minimal, since the
increase in cost must be absorbed by the company that develops it and this is translated
into loss [31].

Releases are focused on delivering specific functionality and mark the delivery dates
of the increments to the system. Each release is divided into one or more iterations,
called sprints, as shown in the example in Fig. 1. In the release planning, the user stories
needed to fulfill the objective of each release are selected and assigned to some sprint to
schedule the order in which they will be developed [32]. When performing a replanning,
the assignment of HU to the sprint that best suits the plan is considered, taking into
account the duration, priority and dependencies of these.

Fig. 1. Representation of an example of release planning, which consists of three sprints.

The re-planning of releases has its own characteristics, which are mainly aimed at
making the scheduling of HUs more flexible and agile. Before presenting the model, it

RETRACTED C
HAPTER



344 J. Silva et al.

is important to introduce some concepts that are important in the agile context, and more
specifically in Scrum.

– Story points. In Scrum, the estimation of the effort required to develop user stories
rests with the work team. HUs are estimated with a unit called history points, which
represents the effort required to develop a HU relative to a reference one. This tech-
nique is known as planning poker [33]. In this paper we consider that the team has
made an effort estimate for all HUs before release is planned.

– Sprint speed. On the other hand, sprint speed is a historical metric of the ability that
the team has shown to fully develop user stories in a sprint.

Our model considers the extra time that a development team can work. If a team
works overtime they may have more development capacity in a sprint (sprint speed
increases) [29], but the project will become more expensive, since it is necessary to pay
extra time. In this work we consider 22.5% of extra work, in an 8-h day this percentage
represents 2 extra hours1.

When a disruptive event occurs and a re-planning has to be made, these events are
intended to have the least impact on the project, considering the following criteria.

– Cost. It is the cost of the work equipment plus the extra hours that are needed in the
re-planning. To calculate it, the regular sprint speed and the sprint speed are obtained
considering the extra work.

– Weather. It is the number of sprints that are necessary in the re-planning.
– Stability. Refers to the differences in user story assignment to sprints between the
original release schedule and that resulting from the re-planning. It seeks to minimize
this objective.

– Waste of development capacity. This target measures the sprint speed that re-planning
is “wasting”. We will consider as waste in the same way that extra time is used when
there is still regular time available. In the projects, the development time must be used
in the best way, since, as mentioned before, it is very expensive. A good re-planning
should ensure that themaximum amount of time available (sprint speed) is occupied in
each sprint. When adjusting the plan after a disruptive event, the new HU assignment
should look for the best combination according to the sum of the history points of
each sprint, so that the sprint speed in each one is occupied, preferably in its entirety.

– Release value. For the model to fit properly, in a planning or re-planning, the HUs
with the highest priority must be developed in the first sprints. In a release we seek
to deliver functionality that brings the greatest value to the customer’s business. For
example, in an online store the priority HUs are those that allow a purchase. When
re-planning after a disruptive event, higher-priority HUs should be assigned to the first
sprints, in order to increase the likelihood of having enough time to develop them.

4 Multi-objective Genetic Algorithm to Solve RPASP

Thementioned solution seeks to provide project leaderswith a set of replanningproposals
in a few minutes, since in real projects an expert usually presents a replanning proposal
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in at least 180 min [16], without guaranteeing that it is a good solution. By modeling
the replanning problem as a multi-objective one, the result is ideally a set of solutions
that present the best values found for each of the objectives and solutions that present a
compensation.

This algorithm calculates the suitability of each of the replanning proposals by imple-
menting the concept of dominance. It is said that a solution x dominates another solution
y if x is at least as good as y for all the objectives and is strictly better in at least one of
them. The solutions with the best aptitude are those that are not dominated by any other,
this is known as non-dominance.

To know the performance of multi-objective algorithms, quality indicators are used,
for example, the hypervolume,which results in a value that represents the performance of
one algorithm with respect to another. The hypervolume (HV) indicator [13] measures
the space covered by the non-dominated solutions with respect to a reference point
and this gives some information on the convergence and diversity of individuals in the
population. Therefore, one population is better than another if its HV is higher.

There are several methods to solve multi-objective optimization problems: exact,
heuristic and metaheuristic. Due to the characteristics of the problem under study, we
have used a metaheuristic method, in particular, a genetic algorithm (AG) based on
NSGA-II [14].

Genetic algorithms are based on the principles of evolution through natural selection.
Broadly speaking, a genetic algorithm considers a function to be optimized, a represen-
tation of the solution called the chromosome, genetic operators, and a function that
measures the fitness of the chromosome. The search performed by an AG must have
a balance between exploiting and exploring the search space. An algorithm for an AG
consists of [14]:

1. Representation of the solution as a chromosome.
2. Generation of a population.
3. Repeated application of genetic operators.

For our proposed solution to the re-planning problem, NSGA-II [14] was imple-
mented, which is a multi-objective genetic algorithm that presents elitism and conserves
the diversity of the population. Each individual (chromosome) in the population repre-
sents a re-planning.NSGA-II implements a rapid classification based on non-dominance,
in which all individuals in the population are compared and assigned a level. Each indi-
vidual’s fitness depends on their level of non-dominance, where zero represents the best
fitness. The second feature of NSGA-II is an individual’s stacking distance. In order to
calculate this distance, individuals are increasingly arranged in each of their objectives
and the distance between them is measured. This is obtained by calculating the distance
that the individual has with his two closest neighbors. If the individual is at one end of
the target space, then an infinite distance is assigned to him, since there are no more
individuals next to him. After calculating the level of non-dominance and the stacking
distance, the selection of individuals that will form part of the population in the next
generation begins. Asmentioned before, NSGA-II implements elitism so that generation
after generation only the individuals with the best aptitude survive, that is, those with
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the lowest level of non-dominance [17]. The diversity in the new population depends on
the stacking distance. When the selection of surviving individuals is being carried out,
if two or more individuals have the same level of non-domination, then those who are
in a less populated area, that is, the one with the largest stacking distance, are selected.

4.1 Proposed Multi-target Genetic Algorithm

So far, a function was defined for each of the objectives to be optimized: time, cost,
stability, waste and release value. Likewise, the function that calculates the aptitude of
individuals, which is based on the non-dominance of solutions [13, 14]. Next, the parts
of the GA are defined: representation of the solution as chromosome, creation of the
population and the genetic operators.

– Chromosome. A chromosome is a representation of the shape a1 a2 a3 · · · an, where
each position i is called a gene and ai is known as an allele. Each gene represents a
HU and its value is equal to the sprint it is assigned to in the replanning. The first gene
represents h1, the second one h2 and so on [15].

– Creation of the population. For the creation of the population, the first time the algo-
rithm is executed the individuals are created from the initial planning. This means that
from the initial planning a chromosome is built. The other members of the population
are variations of this chromosome, which are obtained by mutating the random values
of the original schedule [16].

Selection. It is done with a random binary tournament: two individuals are selected
at random from the population and the one with the best aptitude wins. If they are tied
in the non-dominance range, then the one with the greater stacking distance is chosen
[17].

– Crossing. The crossing will be at a single point and will have a probability of 0.9.
This value was selected because it presented the best preliminary results, and it is
recommended by the authors of NSGA-II. It should be noted that the two-point cross
was also tested, but the results were not satisfactory [18].

– Mutation. To implement this operator, each gene on the chromosome will have a
probability of 0.2 of being mutated. A gene to gene mutation is implemented, where
the entire chromosome is traversed and each gene has a probability between 0 and 1 at
random. If it is less than or equal to 0.2, then a new sprint is assigned, different from
the one that was assigned, which is also obtained at random. This value was chosen
because it also gave the best results in the preliminary tests [19].

Due to the probabilistic nature of GAs, when applying one of the genetic operators
to an individual it may no longer be feasible. The algorithm looks for all individuals in
the population to be, so a repair operator is implemented.

– Chromosome repair. Sometimes solutions leave one or more sprinkles empty. So,
although it is a valid chromosome, it is something undesirable in real projects. At
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this stage of repair, the chromosome is validated and if it has an empty sprint, it is
removed. The procedure is as follows: The empty sprint is identified. The HU of the
next sprint is run through, to the empty sprint. If there are more empty sprints, the
HU are still run to avoid leaving spaces. If there are no more empty sprints, the empty
sprint(s) that were run at the end of the replanning is eliminated as a result of the
repair [20].

5 Results

Since there are no studies related to the replanning of projects focused on agile method-
ologies, there are no public test cases to compare this proposal [1, 5, 11, 15, 16]. There-
fore, artificial test cases were created and the experiments were divided into two classes.
The first one, with small cases, 12 and 17 HU, to test if the algorithm offers coherent
solutions. The second class considers larger test cases, from 40 to 100 HU, to know if
the repair operator really brings improvement to the performance of the algorithm.

5.1 Experiments with Small Test Cases

Two small test cases were created. The first one, 12 HU and 4 employees, was specially
created to show the impact of the objectives. The results for this test case were consistent
and small, so the impact of the objectives could be visually observed and the behavior
was as expected when simulating some of the disruptive events. The results were similar
to the second test case. It consists of 17 HU and 4 employees. The replanning that
presented the maximum release value has an empty sprint [3].

The repair, as mentioned above, adjusts the history of users so that there are no empty
sprints within the replanning. After the implementation, the results shown in Fig. 2 were
obtained.

Fig. 2. Release planning after implementing empty sprint repair.

The algorithm results in a set of proposals for replanning, which present a balance
in their objectives or present the best value found for any of them.
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5.2 Experiments in Large Test Cases

The test cases for this phase were created with the Alba and Chicano test case generator
[12], which was configured to randomly create plans with 40, 70 and 100 HU. For the
number of employees, 4, 5 and 6 were considered, respectively. By running the test case
generator, plans with up to 16 sprints were obtained. In each of the tests, two disruptive
events were modeled: one employee leaves and a new HU is added, as these have the
greatest negative impact on the planning [19, 20].

To check if the empty sprint repair really contributes to the performance of the algo-
rithm, a test case with a number of HU and employees is obtained with the generator.
Then, a disruptive event is simulated and the algorithm is run 10 times. In each exe-
cution, the same amount of HU is obtained, the same number of employees, the same
disruptive event and the sprint repair is applied. From the 10 repetitions, an average of
the algorithm’s run time and the maximum values of all the runs for each of the targets
are obtained. This procedure is repeated again, but now without the sprint repair.

Now there are 10 repeats with repair and 10 without it, besides two sets of maximum
values. From the two sets, a new comparison is made again to get the overall maximums
of the 20 runs. The globalmaximumare the reference pointswithwhich the hypervolume
of each resultant population is calculated. Finally, the average hypervolume of the 10
populations with repair and the average of the 10 without repair were calculated. The
summary of the results of the experiments is shown in Table 1. In the first column is the
number ofHUs, the second column shows the number of employees and the third column
shows the disruptive event: A indicates that an employee leaves and B represents that a
new HU is added. The last four columns represent, respectively, the average execution
time in seconds (t) and the average of the hypervolume for the algorithm without repair
and with repair.

Table 1. Data of test cases, disruptive event and summary of results obtained with themulti-target
genetic algorithm, without and with repair operator.

No. HU No. Employee Event No repair With repair

t HV t HV

40 2 A 112.352 168524.12 110.147 192541.65

40 3 B 104.100 112654.35 135.50 135201.42

70 3 A 245.20 265275.47 212.62 320354.24

70 4 B 262.70 223014.69 252.54 295241.85

100 4 A 310.54 342315.01 336.25 330124.32

100 5 B 306.24 335201.05 342.47 425842.01

The results show that the empty sprint repair helped the algorithm reach a higher
hypervolume. It can be then interpreted that, when empty sprint repair is applied, the
replanning of the result population shows a greater diversity and better results in the
target functions. That is, they find better replanning, since, in general, the population
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converges to better results for the objectives of time, cost, stability, waste and release
value. It can be noted that, in most cases, the average execution time increases when the
repair is applied, but this is not considerable.

In fact, for the first and fourth experiments, the average execution timewith the repair
is less than without it. The results show that applying the repair in the algorithm results
in a population with a higher HV, therefore, the algorithm has a better performance and
does not significantly affect the runtime.

6 Conclusions

This paper presents the replanning of agile software project releases as a multi-objective
optimization problem. The literature review indicated that there is not much work on
optimization problems in agile software development methodologies. Furthermore, a
single one that develops its characteristics was not found. So, as a first contribution, the
proposal of a model for the problem of replanning releases of agile software projects is
presented. Unlike the studies found in the literature review, this model presents specific
characteristics of agile development such as: the concepts of history points and sprint
speed.

The study introduces the objectives of waste and release value, besides implementing
the extra time of development of a team as a configurable parameter, since each team is
different.

The problem of re-planning of releases can be considered as a generalization of the
allocation problem, which is a problem of the NP-difficult class. Therefore, to solve
it, a multi-objective genetic algorithm that implements NSGA-II is proposed. Being
a population-based algorithm, it covers the need to quickly obtain release re-planning
proposals after a disruptive event occurs. In the results we can see that our algorithm
presents a set of proposals to re-plan releases in less than 7 min for the most difficult
cases that were tested. The analysis of the results shows that when applying the repair
in all cases the HV hypervolume increases and therefore the algorithm has a better
performance without hardly affecting the execution time. These solutions present 100
HU, covering 15 or 16 sprints, which we can compare with approximately 240 days of
project development. In real projects, an expert generally presents a re-planning proposal
in at least 180 min [7], without guaranteeing that it is a good choice.

As future work it is proposed to obtain data from real projects and with that data run
the algorithm, simulate disruptive events and verify that solutions are feasible in real
projects. Likewise, it will seek to implement other types of heuristics, such as MOEA /
D and SMS-EMOA. It will seek to implement a second heuristic to improve the result
population (local optimization). Other quality indicators that are important to our results
will be investigated and implemented. Finally, it will seek to generate a support tool for
real projects.
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