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Preface

Computing techniques like Big Data, Cloud Computing, Machine learning, Internet of
Things (IoT), etc. are playing a key role in the processing of data and retrieving of
advanced information. Several state-of-art techniques and computing paradigms have
been proposed based on these techniques. This volume contains papers presented at 4th
International Conference on Advances in Computing and Data Sciences (ICACDS
2020) organized during April 24–25, 2020, by the Faculty of Information & Com-
munication Technology, University of Malta, Malta. Due to the COVID-19 pandemic,
ICACDS 2020 was organized virtually. The conference was organized specifically to
help bring together researchers, academicians, scientists, and industry experts and to
derive benefits from the advances of next generation computing technologies in the
areas of Advanced Computing and Data Sciences.

The Program Committee of ICACDS 2020 is extremely grateful to the authors who
showed an overwhelming response to the call for papers, with over 354 papers sub-
mitted in the two tracks of Advanced Computing and Data Sciences. All submitted
papers went through double-blind peer-review process, and finally 46 papers were
accepted for publication in Springer CCIS series. We are thankful to the reviewers for
their efforts in finalizing the high-quality papers.

The conference featured many distinguished personalities like Prof. J. S. P. Rai,
Vice Chancellor at Jaypee University of Engineering and Technology, India; Prof.
Alfred J. Vella, Rector at the University of Malta, Malta; Prof. Ing. Saviour Zammit,
Pro-Rector at the University of Malta, Malta; Dr. Neeraj Saxena, Advisor at the Policy
& Academic Planning Bureau, AICTE, India; Prof. Shailendra Mishra, Majmaah
University, Saudi Arabia; Prof. Viranjay M. Srivastava, University of KwaZulu-Natal,
South Africa; Prof. Adrian Muscat, University of Malta, Malta; Prof. Ram Bilas
Pachori, IIT Indore, India; Prof. Arun Sharma, Indira Gandhi Delhi Technical
University for Women, India; Prof. Shashi Kant Dargar, University of KwaZulu-Natal,
South Africa; Prof. Prathmesh Churi, NMIMS University, India; among many others.
We are very grateful for the participation of all speakers in making this conference a
memorable event.

The Organizing Committee of ICACDS 2020 is indebted to Prof. Ing. Carl James
Debono, Dean Faculty of ICT, University of Malta, Malta, for the confidence that he
gave to us during organization of this international conference, and all faculty members
and staff of Faculty of Information & Communication Technology, University of
Malta, for their support in organizing the conference and for making it a grand success.

We would also like to thank Mr. Sameer Kumar Jasra, University of Malta, Malta;
Mr. Hemant Gupta, Carleton University, Canada; Mr. Nishant Gupta, MGM CoET,
India; Mr. Arun Agarwal, Delhi University, India; Mr. Kunj Bihari Meena, JUET
Guna, India; Dr. Neelesh Jain, JUET Guna, India; Dr. Nilesh Patel, JUET Guna, India;
Dr. Vibhash Yadav, REC Banda, India; Dr. Sandhya Tarar, GBU Noida, India;
Mr. Abhishek Dixit; Mr. Vipin Deval from Tallinn University of Technology, Estonia;



Ms. Kriti Tyagi, JUET Guna, India; Mr. Rohit Kapoor, SK Info Techies, India; Mr.
Akshay Chaudhary; Ms. Akansha Singh; Ms. Neha Agarwal; and Mr. Tarun Pathak,
Consilio Intelligence Research Lab, India; for their support.

Our sincere thanks to Consilio Intelligence Research Lab, India; the GISR
Foundation, India; SK Info Techies, India; Print Canvas, India; and VGeekers, India;
for sponsoring the event.

April 2020 Mayank Singh
P. K. Gupta
Vipin Tyagi
Jan Flusser

Tuncer Ören
Gianluca Valentino
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A Computer Vision Based Approach
for the Analysis of Acuteness of Garbage

Chitransh Bose(B), Siddheshwar Pathak, Ritik Agarwal, Vikas Tripathi,
and Ketan Joshi

Graphic Era Deemed to be University, Dehradun, India
chitransh0211@gmail.com, pathak.siddheshwar@gmail.com,

agarwalritik91@gmail.com, vikastripathi.be@gmail.com,

ketanjoshi4477@gmail.com

Abstract. As the population is increasing rapidly day by day the pollution level
is also increasing significantly. Several campaigns like Swachh Bharat Abhiyaan
(SBA) are aiming to reduce the pollution level. Our approach is to use computer
vision technique to classify the garbage based on its severity. For this we have rated
garbage on a scale of 1 to 5 with 5 as cleanest and 1 as the dirtiest. To achieve
our aim, we have used Faster-RCNN Inception v2 model, and have procured an
accuracy of 89.14% using SVM and 89.68% using CNN in detecting different
classes of garbage.

Keywords: Garbage detection · CNN · SBA · SVM · kNN · Random Forest

1 Introduction

Computer vision plays a key role in the object detection and classification. It is a field
that aims to detect and analyze the objects in the same way as the human vision does
to extract the information from the images and videos. As the tracking of garbage and
its classification as per the quantity is an important task for its timely disposal and
maintaining hygiene in the society computer vision based approach can be very helpful
in the detection of severity of garbage and classify them according to the need of urgency
of their disposal. The work of municipal corporations also reduces to much extent, if the
acuteness of the garbage is known by some automated systems.

According to the study of 60 major cities of India it was estimated that around 4,059
tons of plastic waste are generated per day and more than 1.50 lakh metric tons of waste
is being produced in the county everyday [1]. According to [2] India was the third largest
producer of garbage in the world in 2017 and by 2050 the generation of waste in India
is expected to reach the mark of 436 million tons. According to a blog by Samar Lahiry
[3], in 7,935 towns and cities of India over 377 million urban people live there and a
solid waste of 62 million tonnes is generated per annum. As the generation of garbage
is in such a huge amount therefore the areas having not considerable amount of littering
garbage got neglected as there is no proper solid mechanism for its tracking and its
detection as garbage. To deal with this problem, a computer vision based automated
system is required.
© Springer Nature Singapore Pte Ltd. 2020
M. Singh et al. (Eds.): ICACDS 2020, CCIS 1244, pp. 3–11, 2020.
https://doi.org/10.1007/978-981-15-6634-9_1
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In this paper, we have proposed a framework that uses computer vision approach
for detecting and classifying the garbage on the basis of their quantity. For this we have
used machine learning algorithms like CNN and SVM. Although some work on the field
of garbage detection has been already done [4] but none of them took the acuteness of
garbage into the consideration. Our approach detects and classifies the garbage and rates
it on the scale of 5 (1 being the least and 5 as the highest rating).

Rest of the paper is structured as follows: Sect. 2 consists of the previous works in
the field of garbage detection. In Sect. 3, our approach to analyze the garbage has been
discussed. Section 4 gives the result and discussion of our proposed work. And in Sect. 5
we have concluded our work with its future aspects.

2 Literature Review

With increase in amount of garbage in recent years, a lot of work in the field of garbage
detection has also been carried out. Some works include waste management system for
smart cities while some are in the area of garbage classification. Also there were several
approaches based on computer visions, using IOT, etc. [5, 6]. In [4], Rad et al. has pro-
posed a computer vision system that localizes and classify littering wastes on the streets.
In this they have classified garbage as cigarettes, leaves, bottles, cans, etc. Manikandan
et al. presented a smart waste management system for managing the city wastes. In this
they have proposed a system that sense the gases emitted from the dustbins and send
the information of the garbage to the municipality on regular basis [3]. Arebey et al. in
[6] has used matrix feature extraction approach for solid waste bin level detection. The
features extracted were used as an input for the multi-layer perceptron and KNN classi-
fiers. Bobulski et al. [7] proposed a system for the classification of plastic waste using
Image Processing and Convolution Neural Network. Their proposed system classifies
plastic waste as polythene terephthalate, high-density polyethylene, polypropylene and
polystyrene. In [8] Bhor et al. also presented a sensor based garbagemanagement system
using IR sensor so that they could detect the level of garbage present in the dustbin so that
this information could be used to notify the authorities when the garbage level reaches
its maximum. In [9], Peng et al. have proposed an intelligent garbage bin. The system
is based on Narrow Band Internet of Things (NB-IOT) technology. In their work they
have performed the garbage detection and classification using infrared sensors and odor
sensors and NB-IOT module for the transmission of information obtained. Shah et al.
[10] has given a CNN based system for the detection of potholes and garbage. They used
CNN for auto-identification of the image that the user captures. Anagnostopoulos et al.
[11] in their work have presented a survey of ICT-enabledmodels for wastemanagement.
In this, they have focused on the adoption of smart devices that work as a key enabling
technology in the field of waste management. Agarwal et al. [12] in their paper have
discussed various initiatives taken in India in the area of waste management. This paper
also discusses various scopes for improvingwastemanagement techniques in India. Patil
et al. [13] in their paper discussed the various hazards associated with the health-care
waste management. They also identified the shortcomings in the current system. Along
with this, they summarized the management and handling rules of biomedical wastes.

Machine learning algorithms like Convolution Neural Network (CNN) and Support
VectorMachine (SVM) plays a vital role in the field of object detection and classification
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as they provide the result with higher accuracy and precision. In several works of classi-
fication these algorithms have provided very good results. Pathak, et al. has highlighted
the state of art approaches based on deep CNN [14]. In [15], authors have combined the
SVM and CNN for the classification of the animals. Danadas et al. [16] compared the
kNN and SVM algorithms by classifying the water quality status. Based on the result,
they obtained the higher accuracy with SVM which is 92.40% using the linear kernel.
The accuracy they obtained through kNN by keeping the value of k as 7.

In this paper, we have used CNN because the patterns that are complex and difficult
to perceive can easily be extracted using CNN. In comparison to CNN we have worked
on various algorithms like Random Forests, KNN but we found that SVM gave the best
results among all.

3 Methodology

Image classification involves the extraction of features and on the basis of the extracted
features the algorithm classifies the image to the suitable class. The architecture of our
proposed framework is shown in Fig. 1. In our approach, we have taken images as an
input. Firstly, the images are taken and are separated into the testing and training data
in the ratio of 7:3 or 70% and 30%. After that the training data is converted into gray
scale and fed to the image embedder for the extraction of features and the embedding of
images. For image embedding, we have used Inception V3 model which is a Google’s
pre-trained image recognition model. It uses Convolution Neural Network in the back-
end for the feature extraction. After this, the model is trained using different machine
learning algorithms. In our framework,wehaveusedSupportVectorMachine (SVM)and
Convolution Neural Network (CNN), k-nearest neighbors (kNN) and Random Forest.
For the CNN, the images are taken as input and it is passed in the first convolution layer.
The image is dot product with the feature vector and the result is stored in feature map
and a convolution is formed. After that, pooling is done. In our work, we have used
max-pooling which chooses the maximum value from the feature map and thus reduces
the size of image. We are using 3 convolution layers in our work out of which two are
having 32 batch sizes and the last one has 64 batch size. The activation function used is
Rectified Linear Unit (ReLU). ReLU is an activation function that is used for converting
all negative values to positive values. It converts values to either 0 or the other positive
value. The equation of the ReLU is given by the Eq. 1.

y = max(0, x). (1)

After the pooling in first layer, the output of first convolution is passed to second
convolution layer and the process is repeated and the output of second is passed to
third convolution layer. After the third layer the output is flattened and converted to a
1-D vector which is thus passed to the fully connected layer. This layer is to detect a
feature and preserve its value which is thus matched with the features of all the class
and the prediction is made and the output is passed to the output layer. The working
of convolution layer is shown in Fig. 2. In case of SVM, firstly the data is fed as an
input. After that the points which are closest to the classes (support vectors) are located.
After that the distance between support vectors and the hyperplane is computed. Thus
the distance computed is maximized and the decision boundary is computed. Figure 3



6 C. Bose et al.

Fig. 1. A Proposed framework for the classification of garbage.

shows the SVM classification using two classes. After the model is trained using CNN
or SVM, the test image is input for predicting the class of the test image. The kernel
used is radial basis function. The Eq. 2 shows the radial basis function (RBF) kernel
function.

k
(
x, x′) = e‖x−x′‖2

(2)

Fig. 2. Structure of Convolution Neural Network.



A Computer Vision Based Approach for the Analysis of Acuteness of Garbage 7

Fig. 3. SVM classification using 2 classes.

Algorithm:

1. Divide data into training and testing.
2. Convert the images into gray scale.
3. Input the images into image embedder.
4. Dot product the image and feature descriptor.
5. Pass the feature map into pooling layer.
6. Select the values from the feature map according to the specified pooling method.
7. The new feature map is passed to another convolution layer and the process is

repeated for 3 convolution layers.
8. Pass the result into flattening layer.
9. Train the model using the desired ML algorithm.
10. Predict the class.
11. Output the prediction.

The other algorithms used are kNN, Decision Tree and Random Forest. In kNN
classification is done by calculating the ‘k’ nearest neighbors. For this the distance
between the features is calculated and the mode of ‘k’ nearest neighbors is taken. It uses
Manhattan distance for finding the neighbors which is given by Eq. 3.

∑k

i=1
|xi − yi| (3)
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In Decision Tree algorithm uses the probability which is calculated for the informa-
tion gains or entropies of parent and child for the prediction of classes. Random Forests
are the extension of Decision Tree as it contains multiple trees and their voting is used
for the prediction of the class.

4 Result and Discussion

The model have been trained using Convolution Neural Network and Support Vector
Machine classifiers, on a system having configuration as Intel Xeon (R) CPU E3-1231
v3, 3.40x8 GHz processor with 16 GB RAM on the dataset of garbage which consists
of 5 classes which are rated on the scale of 1 to 5, 1 being the dirtiest and 5 being the
cleanest. Some sample images from our dataset are shown in Fig. 4. Since, there was no
garbage dataset as per our requirement was available therefore we have created our own
dataset and categorized it as per the amount of garbage available in a particular region.
For the creation of dataset some of the images are clicked by us and some are collected
from internet [17–20].

CLASS 1 CLASS 2 CLASS 3

CLASS 4                          CLASS 5

Fig. 4. Sample images of used dataset (Source: pixaby.com [17], unsplash.com [18], shutter-
stock.com [19], istockphoto.com [20])

Each class is having an average of 100 images. We have trained our model in 110
epochs and 25000 iterations. 30% data is used for testing purpose and 70% is used
for training purpose and 20% of this training data has been used for validation. We
have used Faster R-CNN as it gives comparatively good results in comparison to other
embedders like VGG-16, VGG-19. The comparative analysis shows that VGG-16 gives
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64% accuracy with Neural Networks and 66% with SVM, similarly VGG-19 gives
63.8% accuracy forNeural Networks and 66% for SVMwhereas Faster R-CNNprovides
accuracy of 89.68% for Neural Networks and 89.14% for SVM.

Table 1. Statistics representing the accuracy, precision and recall obtained through SVM.

Class Accuracy (%) Precision (%) Recall (%)

1 94.8 82.1 97.0

2 86.5 65.5 68.3

3 81.9 56.5 41.9

4 89.0 75.0 67.9

5 93.5 77.8 93.3

Average 89.14 71.38 73.68

Table 1 depicts the comparative accuracy, precision and recall of each individual class
and the average of each of them obtained by using SVM classifier. The average accuracy
obtained by SVM is 89.14%. Table 2 shows the accuracy, precision and recall of these
classes with an average of each of them obtained by using CNN classifier. Accuracy is
the ratio of the true results to the total number of results. The average accuracy procured
by the CNN is 89.68%. Table 3 shows the comparative result of accuracy, precision
and recall obtained by using kNN algorithm and Table 4 similarly shows the results of
classes using Random Forest.

Table 2. Statistics representing the accuracy, precision and recall obtained through CNN.

Class Accuracy (%) Precision (%) Recall (%)

1 94.2 80.0 97.0

2 89.0 69.7 76.7

3 82.6 61.1 35.5

4 88.4 71.0 71.0

5 94.2 81.8 90.0

Average 89.68 72.72 74.04

The accuracy, precision and recall obtained for the classes 2, 3 and 4 are compara-
tively less because the acuteness of garbage in these 3 classes has very less distinction.
The classes 2, 3, 4 all are a part of moderate garbage, thus there is some level of ambi-
guity in determining these classes, thus reducing the overall precision and recall in both
the cases i.e. SVM and CNN. But our framework is capable enough to predict these
3 classes with very high accuracy ranging from 81% to 89%. The classes 1 and 5 can
clearly be classified.
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Table 3. Statistics representing the accuracy, precision and recall obtained through kNN.

Class Accuracy (%) Precision (%) Recall (%)

1 90.1 69.0 87.9

2 82.6 50.0 66.7

3 76.2 29.6 26.7

4 84.3 65.2 44.1

5 90.1 85.0 75.6

Average 84.66 59.76 60.2

Table 4. Statistics representing the accuracy, precision and recall obtained through Random
Forest.

Class Accuracy (%) Precision (%) Recall (%)

1 91.9 75.0 81.8

2 81.4 47.4 60.0

3 78.5 33.3 23.3

4 81.4 52.9 52.9

5 94.2 88.6 90.7

Average 85.48 59.44 61.74

Also, the images are converted into gray scale and then are trained. Andwe have such
a high accuracy thus this system is capable enough to detect the garbage in the absence
of light also. Moreover the images used are covering the distant areas also which proves
that our model detects garbage at a distance also.

5 Conclusion

In this paper, we have proposed a computer vision based approach for the detection
and classification of acuteness of garbage. Our approach is capable enough of detecting
the garbage and classifying them according to its severity with an accuracy of 89.14%
using the SVM algorithm and an accuracy of 89.68% using CNN. There is a scope of
increasing these accuracies if the features of classes 2, 3 and 4 are enhanced or some
other algorithm is used that can recognize them more distinctively and proficiently. This
work has an active application in the campaigns like SBA, and can be very helpful for
the municipal corporations to detect the garbage and collect them. This work can also
be incorporated with previous works of garbage classifications in which garbage were
classified on the basis of type of garbage like bottle, leaf, etc. Also, there is scope of
incorporating an alert system that will send the notification to the concerned authority
with the image and rating of the garbage area.



A Computer Vision Based Approach for the Analysis of Acuteness of Garbage 11

References

1. https://www.indiatoday.in/india/story/india-s-trash-bomb-80-of-1-5-lakh-metric-tonne-
daily-garbage-remains-exposed-untreated-1571769-2019-07-21

2. https://swachhindia.ndtv.com/waste-management-india-drowning-garbage-2147
3. https://www.downtoearth.org.in/blog/waste/india-s-challenges-in-waste-management-

56753
4. Rad, M.S., et al.: A computer vision system to localize and classify wastes on the streets. In:

Liu, M., Chen, H., Vincze, M. (eds.) ICVS 2017. LNCS, vol. 10528, pp. 195–204. Springer,
Cham (2017). https://doi.org/10.1007/978-3-319-68345-4_18

5. Manikandan, R., Jamunadevi, S., Ajeyanthi, A., Divya, M., Keerthana, D.: An analysis of
garbage mechanism for smart cities (2019)

6. Arebey, M., Hannan, M.A., Begum, R.A., Basri, H.: Solid waste bin level detection using
gray level co-occurrence matrix feature extraction approach (2012)

7. Bobulski, J., Kubanek, M.: Waste classification system using image processing and convo-
lutional neural networks. In: Rojas, I., Joya, G., Catala, A. (eds.) IWANN 2019. LNCS, vol.
11507, pp. 350–361. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-20518-8_30

8. Morajkar, P., Bhor, V., Pandya, D., Deshpande, A., Gurav, M.: Smart garbage management
system. Int. J. Eng. Res. Technol. (IJERT) 4(03) (2015). https://doi.org/10.17577/IJERTV4IS
031175

9. Pan, P., et al.: An intelligent garbage bin based on NB-IOT research mode. In: IEEE Interna-
tional Conference of Safety Produce Informatization (IICSPI), Chongqing, China (2018)

10. Shah, B., Singh, T., Patil, A., Ambadekar, S.: Pothole and garbage detection using convolu-
tion neural networks. In: 2nd International Conference on Advances in Science&Technology
(ICAST) 2019 on 8th, 9th April 2019 by K J Somaiya Institute of Engineering & Information
Technology, Mumbai, India (2019)

11. Anagnostopoulos, T., Zaslavsky, A., Kolomvatsos, K.: Challenges and opportunities of waste
management in IoT-enabled smart cities: a survey. IEEE Trans. Sustain. Comput. 2(3), 275–
289 (2017)

12. Agarwal, R., Chaudhary, M., Singh, J.: Waste management initiatives in india for human well
being. Eur. Sci. J. ESJ 11(10) (2015). http://eujournal.org/index.php/esj/article/view/5715

13. Patil,A., Shekdarf,A.:Health-carewastemanagement in India. J.Environ.Manag.63(2), 211–
220 (2002). https://doi.org/10.1006/jema.2001.0453

14. Pathak, A.R., Pandey, M., Rautaray, S., Pawar, K.: Assessment of object detection using deep
convolutional neural networks. In: Bhalla, S., Bhateja, V., Chandavale, A.A., Hiwale, A.S.,
Satapathy, S.C. (eds.) Intelligent Computing and Information and Communication. AISC,
vol. 673, pp. 457–466. Springer, Singapore (2018). https://doi.org/10.1007/978-981-10-7245-
1_45

15. Manohar, N., Kumar, Y.H.S., Rani, R., Kumar, G.H.: Convolutional neural networkwith SVM
for classification of animal images. In: Sridhar, V., Padma,M.C., Rao, K.A.R. (eds.) Emerging
Research in Electronics, Computer Science and Technology. LNEE, vol. 545, pp. 527–537.
Springer, Singapore (2019). https://doi.org/10.1007/978-981-13-5802-9_48

16. Danades, A., Pratama, D., Anggraini, D., Anggriani, D.: Comparison of accuracy level K-
Nearest Neighbor algorithm and Support Vector Machine algorithm in classification water
quality status. In: 2016 6th International Conference on System Engineering and Technology
(ICSET) (2016)

17. https://pixabay.com/images/search/garbage/
18. https://unsplash.com/s/photos/waste
19. https://www.shutterstock.com/search/garbage
20. https://www.istockphoto.com/in/photos/garbage?mediatype=photography&phrase=gar

bage&sort=mostpopular#close

https://www.indiatoday.in/india/story/india-s-trash-bomb-80-of-1-5-lakh-metric-tonne-daily-garbage-remains-exposed-untreated-1571769-2019-07-21
https://swachhindia.ndtv.com/waste-management-india-drowning-garbage-2147
https://www.downtoearth.org.in/blog/waste/india-s-challenges-in-waste-management-56753
https://doi.org/10.1007/978-3-319-68345-4_18
https://doi.org/10.1007/978-3-030-20518-8_30
https://doi.org/10.17577/IJERTV4IS031175
http://eujournal.org/index.php/esj/article/view/5715
https://doi.org/10.1006/jema.2001.0453
https://doi.org/10.1007/978-981-10-7245-1_45
https://doi.org/10.1007/978-981-13-5802-9_48
https://pixabay.com/images/search/garbage/
https://unsplash.com/s/photos/waste
https://www.shutterstock.com/search/garbage
https://www.istockphoto.com/in/photos/garbage%3fmediatype%3dphotography%26phrase%3dgarbage%26sort%3dmostpopular#close


The Moderating Effect of Demographic Factors
Acceptance Virtual Reality Learning

in Developing Countries in the Middle East

Malik Mustafa1(B), Sharf Alzubi2, and Marwan Alshare1

1 Gulf College, Seeb, Sultanate of Oman
malikjawarneh@gmail.com, marwan@gulfcollege.edu.om

2 Jordan University of Science and Technology, Ar-Ramtha, Jordan
sharaf_alzoubi@yahoo.com

Abstract. Innovations of technology keep expanding particularly within the sec-
tor of virtual reality and this have sparked competition, transforming the man-
ner of businesses operation. This has stimulated the acceptance towards virtual
reality learning in developing nations in the Middle East. Accordingly, the fac-
tors impacting consumer acceptance of virtual reality learning are examined in
this study, which will further expand the current knowledge particularly on what
motivates individuals to utilize virtual reality. A quantitative strategy supports this
study and theUnified Theory of Acceptance andUse of Technology (UTAUT)was
utilized in deciding the components influencing the reception of people towards
virtual generated reality learning. An online survey was performed in the Middle
Eastern developing countries to gather data from sample obtained through the
technique of snowball sampling. The 432 valid obtained responses were analyzed
using SPSS. Scale reliability, normality, correlation and multiple linear regres-
sions were tested for conceptual model establishment. The model was tested for
fit by comparing the observed results from the survey tool. The results show that
the intent of a person to accept virtual reality learning was significantly impacted
by (according to their succession of influencing strength), Execution Expectancy,
Effort Expectancy, Social Influence, Facilitating Conditions, Personal Innovative-
ness (PInn). This examination clarifies how segment factors and factors sway the
reception of virtual reality learning administrations in developing countries. This
consequently will greatly contribute to increased acceptance level of virtual real-
ity learning in these regions. Furthermore, behavioral intention was significantly
impacted by Personal Innovativeness (PInn) on actual acceptance Use behavior.
Hence, educational bodies in theMiddle East should consider investing massively
in virtual reality learning and in other innovations of information technology to
increase their support towards efficient service delivery while also increasing the
services of virtual reality learning.

Keywords: Virtual Reality · UTAUT · Performance Expectancy · Effort
Expectancy · Personal Innovativeness · Learning
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1 Introduction

The conventional classroom method has been changed by the technological evolutions
particularly with respect to combination, appropriation and correspondence related to
educating and learning. The use of computer mediated communication (CMC) has sig-
nificantly enhanced availability and quality in education sectors, taking education to the
succeeding level [1]. As reported by several studies [2–5], the study syllabi or programs
all over the world are advocators of learning via CMC. Relevantly, Virtual Reality (VR)
is part of computer mediated communication (CMC) due to its technology involvement
which includes computer in addition to other devices of electronic communication in
the construction of virtual environment (VE). VE comprises a situation that allows the
participation of user in real time application in circumstances fabricated by computer
technology. According to [6], the fabricated illusions may have high identicalness with
Virtual Reality (VR).

The literature is demonstrating a serious scarcity of studies that explore virtual reality
learning in the Middle Eastern developing countries. As such, this study will attempt to
explore various middle eastern countries, which fits the criteria, in terms of this issue.
This study will hopefully bridge the identified research gap within the context of the
Middle East nations. Accordingly, the available literature on the acceptance of virtual
reality learning will be reviewed. Then, a conceptual model will be constructed with the
use of UTAUT, and the most significant factors impacting use intention and behavior of
consumer to accept virtual reality learning will consequently be determined.

2 Research Background

Countless researches have been carried out to examine the factors that influence Virtual
Reality learning acceptance. Such researches involve the application of diverse theories
and models as described below:

Blended learning (BL) are still progressing in its early stages in the United Arab
Emirates [7]. Somehow, interest and acceptance towards this learning type within this
region is expanding. In addition, the university under scrutiny provides its largely autho-
rize graduate projects and programs utilizing the arrangement of BL which allows
synchronous virtual classrooms, face-to-face sessions, and asynchronous self-study.
Accordingly, this study qualitatively examines the perceptions of students regarding
their involvement related with BL model in their fairly traditional cultural background.
This research likewise evaluated these students’ suggestions for course structure design
which would satisfy their necessities as adult learners while additionally improving
their experience of learning. In such a manner, an aggregate of 21 alumni students par-
ticipated in their study and the results show a large positive perspective in regards to
involvement in a strong positive effect on female empowerment. The most striking top-
ics for viable instructional methodologies inferred the significance of student-cantered
practices, particularly as for joined ventures and understudy directed tasks.
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3 Theoretical Background and Conceptual Model

This research recommends a reasonable model-based based on UTAUT with one added
factor and the purpose is to inspect at the variables that influence acceptance of user of
virtual reality learning in countries located in the Middle East region. Accordingly, the
constructs included in the proposed model will be detailed in this section. Aside from
the factors that might impact the acceptance of user of virtual reality learning, one more
construct is added into UTUAT with regards to development and establishing Middle
Eastern nations. In this specific circumstance, users of virtual reality are explained in
the model (Fig. 1).

Performance 
Expectancy

Facilitating 
Conditions 

Effort Expectancy 
Use
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Fig. 1. Conceptual model

4 Methodology

This study applies quantitative research strategy which means that it will provide a
numerical measurement as well as analysis of the factors that impact acceptance. Data
are obtained through the use of survey questionnaires. This study will ascertain if the
independent factors significantly affect the acknowledgment of VR administrations.

4.1 Sampling and Location

The legitimacy of the questionnaire poll utilized in this examinationwas resolved through
a pilot study carried out on 45 respondents from developing countries. In selecting the
sample, this study used the convenience sampling method. In order to be eligible for
this study, the respondents must be at least 20 years old. The survey was carried out
online in Middle East countries. Accordingly, the technique of snowball sampling was
used to obtain the data. Via the self-administered questionnaire, this study obtained 432
completed cases.
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4.2 Measurement of Variables

The survey applied in this study involves two segments, where the first covers the items
on the respondent’s personal data, while the other covers the items that represent the
variables selected. The second segment of the questionnaire consists of 25 statements
where each is provided with five-point ordinal scale for estimating conduct goal of
acknowledgment of computer-generated virtual reality (3 statements) and Use Behavior
(3 statements) and the factors chose including performance expectancy (4 statements),
effort expectancy (3 statements), social impact (4 statements), facilitating conditions (4
statements) and Personal Innovativeness (PInn) (4 statements). The items were adapted
from [8, 9].

4.3 Data Analysis

This research has utilized Statistical Package for Social Science for Windows (SPSS for
WindowsVersion 13.0) to obtain the final result from information analysis. A descriptive
analysis investigation was carried out to examine the respondents’ profile. Frequency
and percentage rates were utilized in this test. Different tests utilized in this investigation
incorporate a trial of Pearsonmoment correlation, Independent sample T-test, Chi-square
test of independence and multiple linear regressions. As for the essential level, this test
has chosen to implement the probability level of 5%.

5 Research and Findings

This section presents respondents profile, Goodness of Measures for the construct
validity, and Exploratory Factory Analysis (EFA), as shown below:

5.1 Profile of the Respondents

Therewere 432 respondents fromMiddle Eastern countries partaking in this study,where
they responded to the questionnaire online. The details of these respondents’ personal
data are shown in the Table 1.

As Table 1 highlighted, virtual reality learning is dominated by males at 55.1%. In
addition, the biggest percentage of respondents comprises those aged between 20 and
30 (38.0%) followed by those age between 31 and 41 (25.0%), and between 42 and 52
(22.2%). Meanwhile, the smallest portion of respondents (14.8%) was of the age of 53
above. In the context of virtual reality learning, 12.0% of respondents indicated “No
experience”, 19.3% had between 1 and 2 years of experience, 19.0% had between 3 and
4 years of experience 3–4, 17.5% had between 5 and 6 years of experience, 14.8% had
between 6 and 7 years of experience, while 17.4% had more than 8 years of experience.
The table also provides the data on the background of education of the respondents as
follows: 14.3% had up to Elementary School education, whereby 19.4% had up to High
School education, 31.7% held College degree, and 35.3% held Graduate degree. The
construct validity of all factors is evidenced by the factor analysis outcomes.
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Table 1. Profile of respondents (N = 432)

Measure Item Frequency Percentage (%) Cumulative %

Gender Male 238 55.1 55.1

Female 194 44.9 100

Age 20–30 164 38.0 83.0

31–41 108 25.0 63.0

42–52 96 22.2 85.2

53 and Above 64 14.8 100

Experience No experience 58 12.0 12.0

1–2 Years 86 19.3 31.3

3–4 Years 82 19.0 50.3

5–6 Years 80 17.5 67.8

6–7 Years 64 14.8 82.6

8–above 80 17.4 100

Educational background Elementary school 62 14.3 14.3

High school 84 19.4 33.7

College degree 134 31.0 64.7

Graduate degree 152 35.3 100

Total 432 100%

In this regard, the dependability of the score size of the sample is determined. For
the reason, a dependability test was completed to analyze and re-examine the sample.
Next, the elements factors are for the most part additionally tested. This will affirm their
inner consistency, through the utilization of Cronbach’s alpha.

Meanwhile, an iterative procedure was done to decide the reliability quality of the
scale. Affirmation was established on whether the elimination of certain item would
cause the reliability of the scale to increase. In the situation that it is so, the item will be
eliminated and the analysis is re-executed. Somehow, following the advice of [10], no
elimination would be done of it results only in small increases, and since the alpha
attribution qualities for all factors in this study are more prominent than 0.7 (refer
Table 2), no elimination was done.

As shown in Table 2. The 24 items used in this study underwent several constant
treatments of reliability testing. Furthermore, as shown by the statistical figures of these
items, for Compatibility, the Cronbach’s alpha scores are at 0.726 at least, implying the
adequateness of reliability of the whole construct.
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Table 2. Cronbach’s Alpha Test Results of the Framework Study

Constructs No of item Item deleted Alpha

Performance Expectancy (PF) 4 Null 0771

Effort Expectancy (EE) 3 Null 0.775

Social Influence (SI) 4 Null 0.771

Facilitating Conditions (FC) 4 Null 0.726

Personal Innovativeness (PInn) 3 Null 0.762

Behavioral Intention (BI) 3 Null 0.751

Use Behavior (UB) 3 Null 0.771

5.2 Descriptive Analysis

A specific descriptive test analysis, presented in Table 3, depicts the overall situation of
the universities in Middle East. This analysis produces the mean, the standard deviation,
maximum and minimum of the constructs. Meanwhile, to make the five-point Likert
scale easily construable, three categories are applied in this study as follows: scores less
2.33 [4/3+ lowest rate (1)] were considered as low; scores of 3.67 [highest value (5) −
4/3] were considered as high and those in the middle table were referred as moderate.

As can be seen from Table 3, the base estimation value of majority of the hypotheses
was 1.00 while the maximum was 5.00; these surely imply the base minimum and
maximum levels degrees of the Likert scale that this study is utilizing.

Furthermore, as shown by the obtained data, social influences have themost supreme
mean worth of 3.7876 while its standard deviation is 3.7346. Meanwhile, Facilitating

Table 3. Descriptive statistics analysis, reliability factors (α) and correlations (N = 432)

Constructs M SD 1 2 3 4 5 6 α

Performance
Expectancy

3.7823 3.5432 0.76 0.57** 0.45** 0.55** 0.34** 0.75** 0.75

Effort
Expectancy

3.7653 3.7857 0.46** 0.42** 0.54** 0.39** 0.66** 0.81

Social
Influence

3.7876 3.7346 0.37** 0.62** 0.58** 0.56** 0.72

Facilitating
Condition

3.7649 3.8346 0.58** 0.62** 0.69** 0.75

Personal
Innovativeness

3.7894 3.7349 0.77** 0.52** 0.76

Behavioral
Intention

3.7124 3.6576 0.77** 0.91

Use Behavior 3.7834 3.8218 0.73
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Conditions obtained the minimum mean value of 3.7649 while its standard deviation is
3.8346. It can thus be said that the three categories of mean values were greater than 2.33
and below (low), but less than 3.67 (moderate), and 3.67 and above (high) which means
that the respondents had the inclination to show an elevated level of perceptions as far
as performance expectancy, effort expectancy, social influence, facilitating conditions,
personal innovativeness (PInn), behavioral Intention, and use behavioral. Table 3 has
further details.

5.3 Evaluation of the Model Quality for PLS-SEM

The information was analyzed using the product package Smart-PLS, Version 2.0 M3
[11]. In fact, as indicated [12] the use of Smart-PLS is common particularly in the domain
ofmarketing andmanagement science. Usually, amodel PLS is evaluated then construed
in two phases [13, 14]. During the first stage, test is carried out on the measurement
model (outer model). This will assure the model’s validity and reliability. Furthermore,
an assessment was performed on the estimation properties of multi-item develops. These
incorporate focalized legitimacy, discriminant legitimacy, and unwavering quality. For
the purpose, corroborative factor examination (CFA) is completed. During the second
stage, analysis is performed on the structural model. Here, R square, effect size, the
prescient importance of the model, the GoF and path coefficient are evaluated using.

5.4 Original Study Model

In the initial study model, there were 25 insightful estimation measurement items (man-
ifest variable or display indicator) for eight factors (latent variables factors). These
include five independent reliable or antecedent variables factors, two moderating factors
and one dependent variable. Here, fourteen relationships between them were proposed
in accordance with the proposed hypotheses. Figure 2 provides the details.

5.5 R Square (R2)

PLS-SEM has been chosen in this study in the appraisal of the structural assessment
model. As instructed in the work of [15], the preliminary criteria in surveying the PLS-
SEM structural model include the R2 esteems just as the level and noteworthiness of the
way coefficients. Approach for PLS-SEM is prediction-oriented and it is primarily used
for depicting the endogenous latent variable using the exogenous latent variables.

The degree ofR2 is directed by the exploration discipline given. For example, shopper
conduct, R2 of (.20) is regarded as high, while R2 of (.75) would be considered as high
in the domain of achievement driver module. In general, for studies in marketing, the
value of R2 of (.75), (.50), or (.25) for endogenous inert factors in the basic model
is individually translated as generous, moderate, or frail. R2 worth can be utilized in
the assessment of the structural model’s quality. The value depicts the variation in the
endogenous variable by method for the exogenous factors.
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Fig. 2. Original study model

As can be observed in Fig. 3, R2 of Behavior Intention (BI) is (.934) which implies
that PerformanceExpectancy (PE), Effort Expectancy (EE), Social Influence (SI), Facili-
tating Conditions (FC), Personal Innovativeness (PInn), collectively make up (93.4%) of
the adjustment behavior aim, demonstrating significance. Furthermore, the R2 variables
of Use Behavioral (UB) is (.865) which indicates that Behavior Intention (BI) makes up
(86.5%) of the adjustment in Use Behavioral (UB), demonstrating significance as well.

5.6 Hypotheses Testing – Regression

Briefly stated, the prescient model encompasses 15.6% of the difference in Behav-
ioral Intention (BI), and this is clarified through Performance Expectancy (PE), Effort
Expectancy (EE), Social Influence (SI), and Personal Innovativeness (PInn) (PR). Fur-
thermore, the model makes up 65.7% of the variance in Use Behavior (UB), and UB is
directly depicted by Facilitating Conditions (FC). Overall variance (65.8%) depicted in
Use Behavior (UB) is directly described by behavioral intention (BI).
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Fig. 3. Path coefficient and R2 values

Accordingly, Fig. 4 provides the details of the prescient models with R2 and way of
coefficients in the exploration model. The variables of each factor that are considered as
predicting m-banking acceptance amongst citizens the most are discussed in the ensuing
section.
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Fig. 4. PLS bootstrapping (t-values) for the Study Model

Table 4. Summary of various regressions factors for variables forecasting behavioral intentions
(with moderating effects)

Constructs B T Sig. (p)

PE × Gender −.0768 −2.210 .047*

EE × Gender .0540** 1.325 .187

SI × Gender .031 .873 .382

PInn × Gender .056* 1.514 .114

FC × Gender .045** .368 .713

PE × VR Experience −.129 −1.162 .248

EE × VR Experience .113 .992 .322

SI × VR Experience .051** .472 .636

PInn × VR Experience −.135 −1.142 .286

FC × VR Experience .112** .865 .637
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As can be construed from the results, the addition of the moderating variables did not
cause the model’s predictive power to improve significantly. Accordingly, the multiple
relapses for factors that foretell social intentions (with direct moderating effects) are
summarized in Table 4.

6 Conclusion, Implications and Recommendations

The impact of factors on behavioral intention to accept virtual reality learning in Middle
East countries was successfully scrutinized in this study research. The influence of per-
sonal innovativeness and its relationship with the behavioral intention are also explored
in this study. It is anticipated that this research study will contribute to the awareness of
how factors Personal Innovativeness impact the acceptance virtual reality learning in the
context of Middle East countries as this consequently will greatly impact the acceptance
level virtual reality learning in these countries. Forthcoming studies are recommended
to look into the impact of demographic factors as moderators, particularly the factors
of Income and awareness, and their potential impact on the reception of virtual reality
learning.

Furthermore, all the factors impacting the adoption of virtual reality need to be
scrutinized. In the context of developing countries, the introduction of virtual reality in
learning services and applications must not neglect these contributing factors. Likewise,
providers of virtual reality learning services should consistently strive to simplify the
needs of users, in this context, learners. As for education institutions, it is crucial that
they establish applications that could satisfy clients’ needs. These institutions must
consistently prove their capacity in making available high-quality applications equipped
with secure value-added services.

Moreover, both education institutions and clientswill reap benefits from the increased
acceptance of virtual reality in learning applications. For these institutions, expenses
related to the establishment of more platforms for virtual reality learning will be
decreased, whereas for clients, they will need to make less effort while also saving
money and time. The acceptance of virtual reality is increasing and platforms for virtual
reality learning are now being offered by many institutes. Such positive progression
generates a great opening to education institutions to reach those with low-income and
low education level.
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Abstract. In the last few years, microcontroller producers started to produce SoC
boards that are not only used to collect data from implemented sensors but also
can be used for small neural networks implementation. The goal of this paper
is to analyses the possibility of simple neural network implementation for sports
monitoring but we will try to use the state of art technologies on that field. Sport
monitoring devices can be used in most sports, but in this paper, the device that
can recognize forehand and backhand strokes in table tennis will be developed.
This task is not so complicated for development but the focus will be on the
flexibility and possibility of using this system for other sports. According to the
final test results in laboratory conditions, the system that has been developed is
96% accurate in table tennis forehand and backhand stroke recognition. Finally,
in our implementation trained neural network was transferred to microcontroller
and this approach opens some new possibilities that can be developed in future
versions.

Keywords: Table tennis · Neural network · Stroke recognition

1 Introduction

Advances in sensor development and data analysis opened possibilities for wearable
sensors usage in various fields. One of that field is sport and in the last two decades many
devices were developed that sportsmen can wear without activity disrupting. Sensors
and microcontrollers/SoC become so small and powerful that they can be integrated
into body-worn accessories. Accelerometers and gyroscopes have special place within
wearable sensor because they are cheap and do not need software ‘training’ or ‘patterns’
programming before usage [1]. Machine learning and artificial intelligence development
also supported wearable sensors and devices usage because there are many algorithms
that can be easy used for sensor data analysis today.

In this paper,wearable sensors that canbeused for sportsmonitoringwill be analyzed.
After that, the focuswill bemoved on themethods and systems for tennis and table tennis
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monitoring. Finally, the device based on the microcontroller board will be developed
with the main goal - table tennis forehand and backhand stroke recognition. The state
of art technologies will be used (Tensor Flow 2, Tensor Flow Lite, Arduino Nano 33
BLE Sense board, p5.js JavaScript library) and stroke recognition will be done with an
artificial neural network. It is not so complicated for development but in the available
literature, only one paper deals with neural networks usage for the described task. On the
other hand, our implementation includes neural network transfer to the microcontroller
and this approach opens some new possibilities.

2 Wearable Sensors

There are dozens of wearable sensors available today that can be used for human body
monitoring. Park et al. analyzed wearable sensors from different angles and proposed
taxonomy for wearables. There are different keys that can be used to classify wearable
sensors so Park et al. proposed next:

a) functionality (single function and multi-functional)
b) Type (active and passive)
c) Deployment mode (invasive and non-invasive, where non-invasive can be classified

as in body contact and no body contact)
d) Communication mode (wired and wireless)
e) Field of use (health, public safety, entertainment, military, information processing,

acoustic sensing, pressure sensing and position tracking) [2].

In this section, some of them will be shortly described.
Tao et al. have analyzed sensors that can be used for gait analysis and they men-

tioned accelerometer as a sensor that can measure acceleration along its sensitive axis,
gyroscope as an angular velocity sensor and magneto resistive sensor that can estimate
changes in the orientation of a body concerning themagneticNorth. They alsomentioned
flexible goniometer that can be used to measure a relative rotation between human body
segments and electromagnetic tracking system that can be used to determine the posi-
tions and orientations of the object concerning the electromagnetic transmitter. Same
authors also mentioned sensing fabric that is based on piezo resistive, piezoelectric or
piezo capacitive materials based on polymers and finally force and electromyography
sensors. Force sensors can be used to measure GRF, the force exerted by the ground on
a body in contact with it, and electromyography sensors can detect voltage potentials to
provide information on the timing and intensity of muscle contraction [3].

Morris et al. have described textile-based devices for the real-time analysis of
sweat pH and sodium levels. They suggest that the system has applications in sports
performance and training analysis but it can be expanded to other health monitoring
applications [4].

Ryan et al. have suggested that wearable devices and sensors are becoming
more available to the population and they described heart rate monitor, accelerome-
ter/gyroscope, temperature monitor, GPS (global positioning satellite) and pedometer
[5].
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James and Petrone analyzed sensors and wearable technologies in sport and they
suggest next categorization:

a) Load and Pressure Measurement,
b) Inertial Sensors,
c) Optical and Other Sensors,
d) Angle and Displacement Sensors,
e) Garment and Apparel [6].

In this paper Arduino Nano 33 BLE Sense board has been used because it has
a LSM6DS3 module that includes 3D accelerometer and 3D gyroscope. This sensor
belongs to Inertial Sensors group. Diaz et al. [7]. LSM6DS3 module is implemented in
a plastic land grid array package and it can be seen in the Fig. 1.

Fig. 1. LSM6DS3 module (figure from datasheets)

3 Table Tennis and Tennis Monitoring Systems

Table tennis is “invented in England in the early days of the 20th century and was
originally called Ping-Pong. The name table tennis was adopted in 1921–22 when the
old Ping-Pong Association formed in 1902 was revived” [8]. A player starts to play by
serving the ball to other player and the rest of the game includes two kinds of strokes:
forehand and backhand. Difference between these two strokes is the same in tennis and
table tennis, and “is the side of the body where you make contact with the ball. With
forehand ground strokes, the ball is struck off to the player’s dominant side. For example,
if you are right-hand dominant, you contact the ball off to the right side of your body
when hitting a forehand” [9].
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Table tennis is a fast sport, and many papers deal with table tennis monitoring.
Wong et al. developed a system that can be used to identify table tennis ball from match
scenes. Their system uses artificial neural network for classification and it can be used
for fast and precise decision-making over the validity of a table tennis service. They
claim that developed algorithms can be used in other sports for verification purposes in
key umpiring decisions [10–12].

Gastinger et al. designed, developed and constructed a monitoring table tennis net to
minimize mistakes in net adjusting as well as to detect ball-net contacts during service.
Their device makes it possible to standardize net tension and can provide similarly
playing conditions worldwide [13].

Hyunju and Sangchul have developed game controller based on a 3-axis accelerome-
ter sensor that is part of everymodern smartphone. Their project and paper are interesting
because they used data from the accelerometer to decide if the user move racket as a
forehand, backend or a service shot. They did not use neural networks but they achieve
the successful hitting rate between 97% and 98%without errors. They used a smartphone
as a handheld controller for tennis but the main strokes are the same for both games [14].

Ahmadi et al. have developed the wearable device for skill assessment of a tennis
player during the first serve. Their device contains three gyroscope sensors and they are
used to determine the upper arm rotation, shoulder rotation, and wrist flexion of a tennis
player. Authors have had problems with gyroscopes speed but they introduced simulated
gyroscopes to rich their goal. Finally, they proved that measured performance during the
first tennis serve could be used to classify the athletes [15].

Pei et al. have developed a device that can be inserted in tennis racket and can
recognize tennis strokes. It acquires more than 98% accuracy for shot detection and
96% accuracy for stroke recognition (forehand and backhand). They do not use neural
networks but they use a product of one angular velocity component and one gravity
component to decide is shot forehand or backhand. They used a sensor that has a 3-axis
accelerometer with a range of ±16g, and a 3-axis gyroscope with a range of ±2000°/s
[16].

Connaghan et al. have described an approach to automatically index a tennis match
with a device that is attached to a tennis player’s forearm and it can index a tennis match
based on strokes played. They used accelerometers, magnetometers and gyroscopes to
detect tennis events and they use Support Vector Machine (SVM) classifiers and K-
means nearest-neighbor clustering to classify tennis strokes (forehand, backhand and
serves) [17].

Wang et al. presentedmethodbasedonSupportVectorMachine for table tennis stroke
recognition. They used velocity and acceleration data to recognize five different stroke
actions (forehand chop, flat push, backhand chop, forehand stroke and smash). They
tried to use K-Nearest Neighbors method but it had lower recognition rate. With SVM
they reached almost 97% recognition rate. Fifteen table tennis players were included in
the research and 50 strokes were recorded for every player [18].

Blank et al. used 3D accelerometer and 3D gyroscope for stroke detection and clas-
sification, but they put sensor in rackets. They compared multiple classifiers but RBF
SVM had best performing classifier with accuracy of almost 97%. They collected more
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than 3 thousand ball contacts but about two thousand ware labeled as valid strokes. They
used eight stroke categories [19].

Chunyu used only data from 3D accelerometer that was fixed on the player wrist.
He reached the accuracy of more than 98% in left/right movement and two stroke types
identification. Author used KNN and decision tree algorithm for classification [20].

Ebner and Findling found a SVM classification method as the most effective for
tennis stroke classification. They used sensors on a wrist and on the racket and they
reached around 98% accuracy but when they made model with one player data. With
user independent model they reached around 90% accuracy. They used accelerometer
and gyroscope data for eight different strokes recognition [21].

Liu et al. collected acceleration and angular velocity data from sensors placed on
upper arm, lower arm and back. They reduced feature dimensions with PCA and rec-
ognized strokes with SVM. They reached more than 97% accuracy and they used five
stroke categories (forehand drive, forehand chop, block shot, smash and backhand chop).
They collected 270 ball contacts [22].

Finally, Fu et al. reached 95% recognition accuracy but they used acceleration, angu-
lar velocity and magnetic field intensity data from Huawei smart watch. They collected
data with smart phone that was connected with smart watch over Bluetooth connection.
More than 2 thousand strokes were collected and eight different strokes were recognized
(Backhand Drive, Backhand Dial, Backhand Twist, Backhand Chop, Forehand Drive,
Forehand Attack, Forehand Pick, Forehand Chop). Authors used convolutional neural
network for classification [23].

4 Hardware Part

In this paper, Arduino Nano 33 BLE Sense board is used. This microcontroller devel-
opment board was announced in July 2019 [24]. It is powered by Nordic nRF52840
processor that contains a Cortex M4F with 1 MB flash memory and 256 Kb SRAM.
Clock speed is 64 MHz and it has many interfaces (USB, I2S, I2C, SPI, UART). Blue-
tooth 5wireless connectivity is supported byNINAB306module and the board is packed
with lots of sensors so it can be used without additional sensors for most applications.
These sensors are an accelerometer, gyroscope, magnetometer, pressure sensor, temper-
ature and humidity sensor, proximity sensor, light sensor, color sensor and microphone.
It can be seen on the Fig. 2 [25].

The key component on Nano 33 BLE Sense board for our application is LSM9DS1,
3D accelerometer, 3D gyroscope and 3D magnetometer. The LSM9DS1 has a linear
acceleration full scale of±2g/±4g/±8/±16g and an angular rate of±245/±500/±2000
dps. It also includes an I2C bus interface as well as SPI standard interface. This sensor
is in a plastic land grid array package (LGA) on the board [26].

Salazar et al. suggested that wearablemonitoring sport systems use different wireless
communication standards for transmission between sensor device and storage device
(IrDA, MICS, Zigbee, Bluetooth and 802.11g) [27]. In this paper Bluetooth is used for
transmission. The Nano 33 BLE Sense board includes Bluetooth 5 wireless module, so
it needs only a power source to work. On Fig. 3, a player hand with the wristband can
be seen and under the wristband is a breadboard with Arduino Nano 33 BLE Sense. The
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Fig. 2. Arduino Nano 33 BLE Sense

white cable that can be seen is a micro USB cable that is connected to the 2000 mAh
power bank.

Fig. 3. Arduino Nano 33 BLE Sense under the wristband

5 Software Part

Software development is divided into four steps. They are:

a) Program for Arduino Nano 33 board to collect data
b) Program for a personal computer to convert collected data to CSV files
c) Neural network training
d) Program for Arduino Nano 33 board that use trained neural network

The first part was developing the program for Arduino Nano 33 board to collect data.
Offline Arduino integrated development environment has been used for that and source
code can be found on GitHub (https://github.com/kristian1971/tabletennis/tree/master/
ArduinoIDE). After component initialization program waits in the loop for a strong
movement and then it starts to measure acceleration and angular velocity and send it to
a personal computer over Bluetooth connection.

On the personal computer that was connected with Arduino Nano 33 board over
Bluetooth connection, JavaScript library called p5.js has been used. It is an open-source

https://github.com/kristian1971/tabletennis/tree/master/ArduinoIDE


30 K. Dokic et al.

library that enables easy connecting to Arduino Nano 33 board and easy converting
collected data toCSVfiles. On the Fig. 4, a part of the screen beforeBluetooth connecting
can be seen. source code can be found on GitHub (https://github.com/kristian1971/tab
letennis/tree/master/JavaScript).

Fig. 4. Screen before Bluetooth connection

Neural network training has been done onGoogleColaboratory service, and Jupyther
notebook can be found on the GitHub (https://github.com/kristian1971/tabletennis/tree/
master/Python). TensorFlow 2.0 has been used and high-level Keras API. A neural net-
workwith two hidden layers has been built, with 50 and 15 neurons, and relu and softmax
functions have been used as activation functions. The trained model was converted to
Tensor Flow Lite format as well as to constant byte array with a model that can be
imported and used in Arduino IDE.

Finally, the last part was developing the program for Arduino Nano 33 board that use
trained neural network. Offline Arduino integrated development environment has been
used for that and source code can be found on GitHub (https://github.com/kristian1971/
tabletennis/tree/master/ArduinoIDE).

6 Procedure and Results

In the first part, only ten forehand and ten backhand strokes have been recorded. Every
stroke record consists of three hundred values because there were three accelerometers,
and three gyroscope values in every sample and therewere fifty samples per stroke. These
twenty samples have been combined in two files. The first file named forehand.csv
includes ten forehand records and the second file named backhand.csv includes ten
backhand records. These files have been uploaded to Google Colaboratory for neural
network build and train. Google Colaboratory can import many libraries that can be used
for data visualization and Matplotlib has been used to display data from these CSV files
graphically. On the Figs. 5 and 6, acceleration values for forehand and backhand strokes
can be seen and on the Figs. 7 and 8, gyroscope values for both strokes can be seen.
Values from all ten forehand strokes are displayed.

https://github.com/kristian1971/tabletennis/tree/master/JavaScript
https://github.com/kristian1971/tabletennis/tree/master/Python
https://github.com/kristian1971/tabletennis/tree/master/ArduinoIDE
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Fig. 5. Forehand acceleration values for all strokes

Fig. 6. Backhand acceleration values for all strokes

Finally, Arduino Nano 33 BLE Sense board with transferred neural network has
been tested in laboratory conditions that include two series of fifty real time forehand
and backhand strokes but with another player. Results from the implemented neural
network have been saved and analyzed and can be seen in Table 1 and Fig. 9.
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Fig. 7. Forehand gyroscope values for all strokes

Fig. 8. Backhand gyroscope values for all strokes

Table 1. Accuracy of shot detection

Sample Accuracy
%

Forehand 50 100

Backhand 50 96
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Fig. 9. Neural network output histogram

7 Discussion and Conclusion

It is obvious that the neural network is not precise with backhand stroke recognition (red
points). Backhand stroke is more complicated for right-hand players because it consists
of more arm moves. Pei et al. also had a little bit better accuracy with forehand stroke
type in tennis [16].

This research was more focused on the possibility of using the state of art technolo-
gies, and we used too few data to train a reliable neural network. On the other hand,
results are promising and in the future, more players and more samples should be used.
Connaghan et al. used magnetometer data in their research, and they suggest that it can
rise accuracy so in the future research magnetometer data should be used, too [17]. Inter-
estingly, the usability level of used libraries and technologies is so high that the most
code used in this research is forked examples adjusted for our specific purpose.

Finally, in our implementation trained neural network was transferred to micro-
controller and this approach opens some new possibilities that can be developed in
future versions. Neural network transfer was possible because Arduino Nano 33 BLE
Sense board includes 3D accelerometer, 3D gyroscope, Bluetooth and it is supported by
TensorFlow Lite Micro.
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Abstract. Tuberculosis is an infection that influences numerous individuals
worldwide. While treatment is conceivable, it requires an exact conclusion first.
Especially in developing countries there are by and large accessible X-beam
machines, yet frequently the radiological aptitude is missing for precisely sur-
veying the pictures. An automated vision based framework that could play out
this undertaking rapidly and inexpensively could radically improve the capacity
to analyze and at last treat the sickness. In this paper we propose image analy-
sis based framework using various machine learning techniques like SVM, kNN,
Random Forest and Neural Network for effective identification of tuberculosis.
The proposed framework using neural network was able to classify better than
other classifiers to detect Tuberculosis and achieves accuracy of 80.45% .

Keywords: Image processing · Neural Network · Tuberculosis · Chest X-Ray ·
Machine learning

1 Introduction

Tuberculosis (TB) is a potent killer of over millions of people all around the world.
Mycobacterium tuberculosis is an etiological agent of TB and according to WHO in
2017, the estimated number of TB incidents was 10.0 million, comprising 3.2 million
incidences in women and one million cases in children. Almost 1.6 million deaths were
caused from TB including 0.4 million death of people with HIV [1]. At present, TB is
the second leading cause of death from an infectious agent worldwide, after the Human
ImmunodeficiencyVirus (HIV) [2]. The diagnostic and cure of tuberculosis is an obstacle
that many researchers have been trying to overcome from several decades.

Diagnosis of pulmonary infection needs a combination of radiographic study, appro-
priate microbiological problems and clinical awareness. Chest X-ray is an inexpensive
technique that is used for rapid detection of pulmonary abnormalities [3]. The radiol-
ogist faces a challenging situation during diagnosis of the patient with the pulmonary
infection because various infections shares similar sign and symptoms.
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The study of image processing will be helpful to identify the minors that the radiol-
ogist misses during the X-ray investigation. Drastically improving quantitative perfor-
mances of image processing tools and algorithm is used for the recognition, detection and
segmentation of features. Deep learning jointly with language and image learning tasks
helps in knowledge-guided transfer learning, in image captioning and visual question
answering [4].

In this paperwe have showcased computer aided image analysis for easily identifying
and discriminating tuberculosis from normal person’s chest X-ray images.

Further paper is structured as follows: Sect. 2 consists of the literature work related
to our work. In Sect. 3, our framework for the identification of tuberculosis is mentioned.
Section 4 gives the result and discussion of our proposed work. And in Sect. 5 we have
concluded our work with its future aspects.

2 Literature Review

Investigation of Pulmonary infection has been a diagnostic challenge since decades and
the misdiagnosed patients have suffered from the ill treatment course. A case report of
Cupples & Blackie and a case study on 105 patients done by the Dr. Barnes at USC
School of Medicine, Los Angeles have suggested that clinical and radiographic features
of pulmonary infections may sometimes be indistinguishable [5, 6]. A case study on a
22-year-old manwas done by Pinto et al., reported that there can be occasional situations
when pulmonary tuberculosiswith respiratory failure canmasquerade as pneumonia, and
entertained as pneumonia by the physicians [7]. Similar case report of 16-year-old female
was presented by Singh et al. [8]. The girl was suffering from non-productive cough, sig-
nificant weight loss, joint pains, nocturnal fever and fatigue. The primary treatment for
cough and fever was done by physician, and the differential diagnosis for pneumocystis
pneumonia, viral/fungal pneumonia ormiliary tuberculosiswas performedwithHIV test.
After the demise of the patient, disease was diagnosed as Tuberculosis after seeing the
result of Nucleic Acid Amplification [Xpert™MTB/RIF]. But unfortunately, the misdi-
agnosis had killed the little angel [8]. The proper, accurate and inexpensive diagnosis is
needed to distinguish between the pulmonary infections. The radiologist and physicians
primarily rely on Chest X-Ray report for diagnosis of pulmonary infection. Rohmah
et al., have presented an image processing-based approach to identify pulmonary tuber-
culosis. They tried to reduce the waiting time of diagnosis result. They have used the
minimum distance classifier as classification method to detect the tuberculosis through
chest X-ray images [9]. Poornimadevi et al., implemented an automated approach by
using registration-based segmentation methods for detecting tuberculosis [10]. Fatima
et al., have also developed an automated tuberculosis detection technique [11]. Parveen
& Sathik, have used unsupervised fuzzy c-means classification learning algorithm for
detection of pneumonia infection [12]. Sharma et al., have used a novel approach for
detecting pneumonia clouds in chest X-rays [13]. Stephen et al., have deployed several
data augmentation algorithms and improved the accuracy of CNN model for detecting
pneumonia [14]. They have showcased the usage of deep neural network for detection
of pneumonia.
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Since inception of machine learning algorithms, application are of these algorithms
have been grown exponentially. In today’s world almost everywhere we can find appli-
cation of machine learning like smart city development, medical analysis, business,
education etc. In medical field itself various algorithms have been proposed like SVM,
kNN, Decision tree and its variations etc. for disease diagnostics. Fatima et al. have
presented a comprehensive survey on usage of machine learning algorithms for identifi-
cation and analysis of various diseases like heart, liver, hepatitis etc. [15]. In [16] authors
have presented comparative analysis between the kNN and SVM algorithms. CNN have
been efficiently used for activity detection in given video shown in [17].

The main motive of this paper is to provide an effective mechanism to identify TB
in given Chest X-Ray images. As show cased on above literature survey, it is still a
challenging task to identify disease in given X-Ray images. Further for identification of
suitable machine learning algorithm our survey suggest that comparative analysis should
be used to show case effectiveness of any specific algorithm for TB analysis.

3 Methodology

Machine learning has a wide variety of applications like cancer detection, helmet detec-
tion etc. We proposed a framework that will detect chest tuberculosis using neural net-
work. Our framework is shown in Fig. 1. As shown in Fig. 1, images are fed in framework
then features are extracted from images further training and testing is performed.

Fig. 1. A framework proposed for identification of Tuberculosis in chest X-Ray.

To get training and testing images, first we divide our database in the ratio of 7:3 and
used 70% of the data for training, in training first we applied image embedding on our
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databasewhich has two classeswith TB andwithout TB,with TB class depicts the people
which are suffering from tuberculosis. Image embedding is used to calculate a feature
vector for each image. It calculates features by reading an image and then uploading
them to a remote server or evaluates them locally by using different machine models.
Further we used these extracted features to train the neural network model which will
be further used for prediction.

We have used different algorithms to compare our results. Image embedding has
been done using Google’s pre-trained Inception V-3 model. It uses CNN for the feature
extraction. It takes images as input and passes it to the first convolution layer. The
images are then dot product with the feature descriptor and a feature map is obtained.
This feature map is further sent to pooling layer; in our case max-pooling has been
used. The feature map is thus reduced and a convolution is formed. The process is
repeated for the entire convolution layer and then the resultant feature map is converted
to 1-D vector. The output is thus sent to ANN and the classification is done. In case of
SVM the classification is done with the help of hyperplanes. The aim is to maximize
the distance or margin between the supporting hyperplanes and to obtain the optimal
decision boundaries. The third algorithm used is kNN inwhich the classification is based
on finding the ‘k’ nearest neighbors. These k neighbors are calculated and the mode of
the class of these k neighbors is chosen as the required class. And the last algorithm used
is Random forest. This algorithm is the cluster of multiple decision trees that provide
output by calculating the information gain or entropies of parent and child classes. After
that the required class is chosen by voting the output of each decision tree.

4 Result and Discussion

To achieve results and deployment ofmachine learning algorithms, the experiments were
run on Machine in which configuration includes Windows machine with Intel(R) Core
(TM) i5-6200U CPU @ 2.30 GHz × 4 with 6 GB RAM. The chest x-ray image dataset
is taken form [18] and separated into two different classes. As per benchmark settings
used for analysis, we divided the dataset into the ratio of 7:3, 70% of the images are used
for training and 30% of the images are used for testing, validation size is kept 20% and
we have used batch size of 10. The model was created using three convolution layers
with filter size of 3 and number of filters used is 16, 32 and 64 respectively. To extract
features for classification, flattening is used to convert multi-dimensional array into 1-D
vector with layer size of 128, the model was trained with 1000 iterations and calculated
epoch is 28. Some sample images of our dataset are shown in Fig. 2.

Figure 3 and Fig. 4 shows comparative ROC curve for both the classes respectively,
both ROC curve contains comparison between different machine learning algorithms.
These curve shows that performance of each algorithm is quite stable.

Table 1 includes proportional scrutiny in the form of various statistics like F1 score,
recall and precision for both the classes when neural network classification have been
deployed. We can see that the recall value of normal people is better than abnormal
people means it is detecting normal people with more accuracy than abnormal people
but the precision of detecting the abnormal people is more than precision of detecting
normal people which is a good sign. Further results can be improved by incorporating
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Fig. 2. Sample Chest X- Ray Images of TB and without TB

Fig. 3. ROC Curve of various algorithms for class TB
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Fig. 4. ROC Curve of various algorithms for class without TB

more images on training and testing. Since images are limited and especially TB images
are comparatively different in structure, framework is not able to classify all images of
TB accurately however it is still giving efficient results.

Table 1. Comparison between F1-Score, Precision, Recall of different classes.

Class F1-Score (%) Precision (%) Recall (%)

With TB 78.9 87.0 72.0

Without TB 82.0 76.0 89.0

Average 80.45 81.5 80.5
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Further to show case the suitability of neural network for analysis of TB and Non TB
images, comparisons have been performed with other classification techniques. Table 2
includes proportional scrutiny in the form of recall, precision, AUC, CA and F1-score
for different machine learning algorithms. As we can see that Neural Networks provides
most efficient results as compared to other techniques. Although results of all techniques
are very close to each other however it is clearly visible from table that neural network
outperform other techniques in each parameter. Average of all technique show case
that deviation of values in different parameters are stable in nature hence framework is
effective. Figure 5 and 6 demonstrate stability of framework and effectiveness of neural
network. It is clearly visible that neural network outperforms other techniques.

Table 2. Proportional scrutiny of different models.

Model AUC CA F1-score Precision Recall

Neural Networks 0.894 0.811 0.811 0.811 0.811

SVM 0.870 0.795 0.790 0.793 0.796

kNN 0.853 0.796 0.795 0.803 0.792

Random Forest 0.851 0.782 0.782 0.782 0.782

Average 0.867 0.796 0.795 0.797 0.795
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Fig. 5. Precision Statistics of various machine learning algorithms over TB dataset
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Fig. 6. Recall Statistics of various machine learning algorithms over TB dataset

For more insight of result Table 3 is presented. Table 3 includes true positive, true
negative, false negative, false positive values for both the classes. The overall accuracy
for detecting normal people is 88.7% and detecting abnormal people is 72.2%.Aswe can
see in table (row1withTB) the false positive score is 28,whichmeans that framework has
detected x-ray of people having TB as normal people which is not correct similarly row
2 also provide valuable information about effectiveness and limitations of framework.
This limitation of efficiency can be corrected by increasing the dataset.

Table 3. Statistics representing the True Positive, True Negative, False Positive, False Negative
values along with accuracy and average accuracy.

Class True Positive True Negative False Positive False Negative Accuracy

With TB 87 73 28 11 88.7%

Without
TB

73 87 11 28 72.2%

Average accuracy 80.45%
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5 Conclusion

In the current study we have proposed a novel framework to classify chest X-ray image
data into two categories i.e. with TB and without TB. Various classification algorithms
have been compared to showcase that neural network is most suited for identification of
TB from given X-ray image. The framework is capable to classify all the studied classes
with high accuracy. The accuracy can be increased in future by addingmore images to the
TB class and removing unwanted objects from the chest X-ray images. It is the first study
where the investigation between the tuberculosis is performed which is differentiating
the X-Rays according to the presence and absence of TB. The discrimination between
the pulmonary diseases, pneumonia, tuberculosis, lung cancer is a complex task and our
work can be used as a base for this.
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Abstract. Our study proposes a novel method of key frame extraction, useful for
video data. Video summarization indicates condensing the amount of data that
must be examined to retrieve any noteworthy information from the video. Video
summarization [1] proves to be a challenging problem as the content of video
varies significantly from each other. Further significant human labor is required to
manually summarize video. To tackle this issue, this paper proposes an algorithm
that summarizes video without prior knowledge. Video summarization is not only
useful in saving time but might represent some features which may not be caught
by a human at first sight. A significant difficulty is the lack of a pre-defined dataset
as well as a metric to evaluate the performance of a given algorithm. We propose
a modified version of the harvesting representative frames of a video sequence
for abstraction. The concept is to quantitatively measure the difference between
successive frames by computing the respective statistics includingmean, variation
and multiple standard deviations. Then only those frames are considered that are
above a predefined threshold of standard deviation. The proposed methodology is
further enhanced by making it user interactive, so a user will enter the keyword
about the type of frames he desires. Based on input keyword, frames are extracted
from the Google Search API and compared with video frames to get desired
frames.

Keywords: Video skimming · K-means · Google images scraping · Key frames

1 Introduction

Video content analysis is an integral part of today’s fast-paced world. Be it the security
forces using it for detection of theft or crimes and scientific researchers using it for
mobility; it’s found a varied usage in every field. Any video analysis process is performed
on the original frames. The consecutive frames in a video differ in a slightmanner,mostly
projecting redundant information. Therefore, to speed up the tedious process of video
analysis, key frame extraction [2, 3] which represents the core information of the entire
video in a miniscule frameset is showcased. Thus, owing to the reduced amount of
video information, low bit rate channel transmission, reduction in the physical memory
space, and faster and better video viewing experience can be provided. We define key
frames as those frames which represent a significant change from one frame to another.
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Considering an example of night CCTV footage of a bank, we may define key frames to
be those that provide information of suspicious activity. Such frames must be extracted
from what may be hours of video content containing little to no activity.

1.1 Need for Video Summarization in Today’s World

Video summarization proves to be significantly useful in a modern day context. For
example, a Football Committee wants to decide players for next season for which they
need to evaluate the performance of players by going through all the matches for the
previous year. The solution to such problems is key frame extraction as it helps to
summarize a video effectively narrowing down hours of video into important snippets.
Video analysis can also be used for generating highlights of a match which is a manual
process right now.Moreover, the security forceswould be an advantage asCCTV footage
of a surveillance camera can be analyzed in minutes by using key frames rather than
going through entire footage as time is an important factor in case of crimes. Video
summarization can also be used to deal with the problem of people not wearing helmets
in India by installing CCTV cameras at various junctions or traffic stops and using a
dynamic system of video analysis to identify people not wearing helmets.

1.2 Drawbacks of Current Methods [4]

The comparison based method chronologically matches each frame with the previously
mined key frame for feature differences. This method is very effortless and easy to
instigate. However, the extracted key frames contain only local properties and may
generate superfluous information and also there is a high chance of the algorithm to get
stuck in the local optimum. The reference frame based method espouses the algorithms
to spawn a virtual reference frame and harmonizes each frame with it. Based on this
comparison key frames are decided. Nonetheless, the accuracy of this model solely
depends on the selection of reference frame which is more sort of a hit and trial process.
However, these algorithms are not only computationally expensive but also strongly rely
on highly specific heuristic rules. Most importantly none of them considers the user
input as this has become an important aspect of video analysis as everyone user has a
different perspective. So some content may be useful for one user but could be worthless
for another user.

2 Related Works

Janko Calic and Ebroul Izquierdo [5] developed a key frame extraction method using
difference metrics curve simplification by discrete contour evolution algorithm. They
suggested the extension of their work to further improve by using faster discrete curve
simplification.

Lei Zhang and Paul Bao [6] developed a wavelet-based edge detection scheme by
scale multiplication. They compare their algorithm with Canny edge detection and LOG
algorithms and found relatively better results with their algorithm.



48 N. P. Shetty and T. Garg

Yi Liu andXuCheng [7] experimented on the application of wavelet multi resolution
technology in medical image analysis and found their technique superior to Canny and
Mallat. The problem they are facing with is setting the appropriate threshold value.

B V Patel and B BMeshram [8] conducted a survey on extracting useful information
from the video. They emphasize on developing a user interactive process for video
analysis.

3 Methodology

The algorithm is a 5 step pipeline where the input is a video formatted in the .3GP format
and the output is a set of key frames as shown in Fig. 1. If the user wants specific results
then he can give an input about the type of frame he needs and further processing will
be done according to it.

Fig. 1. Key frame pipeline

3.1 Preprocessing with Frame Skipping

The first step in the extraction of key frames is Frame Skipping [9]. It mainly refers to
selecting frames at predefined intervals from an input source video. In the sample test
video, we started with 1300 frames. After applying a simple algorithm to skip frames
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after every second of video we end up with 128 frames. Hence for each 1 s of video, we
are able to generate a single frame to summarize the content. To perform extraction the
OpenCV library [10] - a library aimed at computer vision and video processing were
utilized. To get every second frame of video frames-per-second count is extracted.

The frames which satisfies the following equation are picked for analysis:

frame_number%frame_per_second (1)

If the video has a frame-per-second count as 10 fps then a frame for every 10 frames
is extracted. This process effectively compresses a video down into much fewer data and
non-reductant data.

3.2 Extracting Images from Google

This is an optional stage (Fig. 2) if a user is not satisfied with the results of video
summarization. Then he can go for extracting images from google which pertain to his
requirements, so then the frames are extracted from video based on similarity from that
images. Basically, sometimes the user is keener on particular contents of video then the
video as a whole. Scraping from Google is done using google images API, it enables the
user to extract images from google image search with the particular keywords provided
by the user. It has the limit of extracting 100 images at a time. The scraping code is
written in python and user can give other attributes such as the color of the images
according to his needs. Now instead of comparing every frame with the previous frame,
the frames are compared with the scrapped images and then clustered which gives us
the desired key frames.

Fig. 2. Sunset images extracted from google

3.3 Greyscale Conversion and Pixel Difference Calculation

The next stage in the extraction of key frames is to quantitatively compute the difference
between two successive frames. The input to the pixel difference calculator is the set
of frames chosen by the frame skipping a stage. Then iterate through all the chosen
frames and convert them to a greyscale image. Every single pixel is defined by a triple
RGB value. OpenCV defines a luminosity function to convert the frame to greyscale.
The greyscale [11] is performed on images because color information doesn’t aid in
identification of important edges or other intricate features. In terms of time complexity,
let make an postulation that administering a three-channel color image takes three times
as long as treating a grayscale image or possibly four times as long, so for scrutinizing
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thousands of images from a database, it is imperative to save processing time by resizing
images, exploring only portions of images, and/or abolishing color channels we don’t
need. Shrinking processing timeby a factor of three to fourmakes a significant difference.

The luminosity function is as follows:

Luminosity = 0.21R + 0.72G + 0.07B (2)

Simultaneously scale the frames and apply a Gaussian blur [12, 13] (Fig. 3). These
stages remove redundant information and make the pixel difference calculation more
robust to noise. This is now the modified frame. A Gaussian blur effect is typically
generated by convolving an image with a kernel of Gaussian values. The Gaussian blur
is a type of image blurring filter that uses a Gaussian function (which also expresses the
normal distribution in statistics) for calculating the transformation to apply to each pixel
in the image.

Fig. 3. Scaling with Gaussian blur

The equation of a Gaussian function is:

G(x) = 1

2πσ 2 e
−

(
x2+y2

2σ2

)
(3)

Further, perform a simple subtract function - provided by the OpenCV library
between each modified frame and the preceding one. Then store each modified frame
along with the computed difference. Finally, the computed statistics such as the mean,
median and standard deviation for the list of computed differences. The formulae for
computing the same are given as

x̄ = x1 + x2 + . . . + xn
n

(4)

σ =
√√√√ 1

N

N∑
i=1

(xi − μ)2 (5)
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3.4 K-Means Clustering [14, 15]

In this stage, frames having a computed difference above a predefined threshold is defined
to be a key frame. The predefined threshold is calculated using the computed standard
deviation. The formula for computing the threshold is as follows.

Threshold = σ ∗ 1.85 + μ (without user input) (6)

Threshold = σ ∗ 0.75 + μ (with user input) (7)

All the frames corresponding to the value bigger than the threshold value are clustered
using the K-Means approach. Clustering is a very effective technique used in many areas
like pattern recognition and information retrieval. K-Means clustering intents to partition
n observations into k clusters ensuring each observation belongs to the cluster whose
mean value is closest to it. The algorithm extracts a predefined number of dominant
colors from an image by using K-Means on the pixels and then returning the centroids
of the colors. The algorithm assigns each pixel in the frame to the closest cluster. An
output of the clustering is saved into a new file in the folder defined by the user.

4 Results

To gage the operation of the projected technique the algorithm is tested on 5 source
videos obtained from YouTube. The obtained output key-frame and expected key frame
are discussed here.

4.1 Example 1

The first video, Surveillance.3GP (Fig. 4 and Fig. 5), is a video of women trapped in
a building whose activities are captured on the security camera of the building. In this
video, she is moving from one room to other. The algorithm extracts only frames which
show her movement of moving from one room to another not the movements of her
walking in the room. Four shots of this video are below:

Fig. 4. Surveillance.3GP without user input
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Fig. 5. Surveillance.3GP with user input

4.2 Example 2

The second video, Candy.3GP (Fig. 6 and Fig. 7), is a video of slow camera movement,
in which little gems combine to form shapes moving from one place to another. As
camera movement is small, changes between frames are not rapid so according to the
algorithm, most of the frames are treated as redundant which is not accurate. Shots of
this video are below:

Fig. 6. Candy.3GP without user input

Fig. 7. Candy.3GP with user input

4.3 Example 3

The third video, Timelapse.3GP (Fig. 8 and Fig. 9), is a video of fast camera motion.
The original video is a time lapse that covers two days’ worth of data in just 5 min. The
key-frames extracted are appropriate in that all different transitions scenes in the video
are extracted. The algorithm obtains the best results with this video. Shots of this video
are below:
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Fig. 8. Timelapse.3GP without user input

Fig. 9. Timelapse.3GP with user input

4.4 Example 4

The fourth video, Effects.3GP (Fig. 10 and Fig. 11), is a video of special effects(artificial
editing effects which can also give rise to huge changes between frames) in which a boy
produces different color lighting strokes using his hand movement and other devices.
Unfortunately, key-frames extracted using the algorithm cannot reproduce the event.
Shots of this video are below:

Fig. 10. Effects.3GP without user input

Fig. 11. Effects.3GP with user input

4.5 Example 5

The fifth video, Starwars.3GP (Fig. 12 and Fig. 13), is a video of scrolling captions, in
which a small episode of Star wars is displayed in scrolling text. However, the algorithm
does not achieve the expected result of extracting the key frames that display the plot
and instead only the title sequence has been extracted. Shots of this video are below:
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Fig. 12. Scrolling.3GP without user input

Fig. 13. Scrolling.3GP with user input

5 Conclusion and Future Work

Here, a method for programmed extraction of key-frames for video summarization is
exhibited that computes the difference between two consecutive frames present in a
video sequence or computes the difference between images extracted from google image
search upon user assistance and frames present in the video, subsequently clusters key
frames. Results on the test video show a good summary of a shot while maintaining a
low execution time. The experimental results show that maintaining a good threshold
value can give quite accurate results. As in the case of example videos, it is seen that
algorithm can produce a summary of entire video content in just 5-10 key frames. For
example in the case of surveillance video, key frames are the ones in which there is
movement from one room to another which is what extracted by our algorithm. If a user
is not satisfied with the result, he may opt for a user-assisted video summarization by
giving the algorithm particular keywords which describe the desired content. Based on
the keywords images are retrieved from Google and compared with video frames. Slow
camera movement gives the more accurate result of user input. However, the proposed
approach does not work well for long videos owing to the significant processing time.
CUDA [16] can be utilized to reduce execution time for a faster summary of video
content. Video summarization can be extended for filtering spam or vague contents from
Facebook and other network sites. In the future, we would like to produce a more robust
model using parallel computing and better analysis of user input.
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Abstract. This paper focusses on review and an analysis of the observational
studies or case control studies for identification of the threats to the neonatal stage
as it is the critical phase for the adaption of the extrauterine life so that significant
risk factors are deduced and aiming at the reduction in the mortality of neonatal.
Vulnerabilities with respect to both maternal as well as neonatal threatened the
survival of neonates. These threats impact economically, socially, psychologically
and physical. Predictive analytics to be done through the techniques of machine
learning. Supervised learning techniques are adopted for analysis of threats to
the neonatal stage. This process splits in two sets: from a give data set, unknown
dependencies are to be estimated for training the model and outputs of the system
is to be predicted or tested by using estimated dependencies. In future, model can
be designed to predict the threats and diseases.

Keywords: Threats · Neonatal mortality · Machine learning

1 Introduction

Pollution is a serious concern globally that impact the life of neonates. Exposure to it
through different way like as occupation, in polluted working environments, different
agents or pollutants are being consumed by the workers. It impacts adversely to their
health as well as their offspring in their womb. The list of some pollutants with their side
effects is shown in Table 1 [1].

Not only limited to the pollution, but also vulnerabilities in the different parameters
of socio demographic factors like income, education level, nutrition so on threaten the
survival of neonates. The list of nutrition and their deficiencies is shown in Table 2 [2].

Below is the list of adverse outcomes on neonates

• Preterm Birth
• Birth Defects
• Still Birth
• Mortality

As one threats may cause the occurrence of another threat that will lead to the mor-
tality of the maternal as well as neonatal. There is a close association between the
mothers and their child growing in their wombs so whatever consumed or absorbed by
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https://doi.org/10.1007/978-981-15-6634-9_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6634-9_6&domain=pdf
https://doi.org/10.1007/978-981-15-6634-9_6


A Threat Towards the Neonatal Mortality 57

Table 1. Pollutants with their side effects

Agents Effects of Maternal exposure to foetus

Organic Solvents in General Fetal Loss and Birth Defects

Benzene Low Birth Weight and Fetal Loss

Tetrachloroethylene Toluene Fetal Loss

Some Ethylene glycol ethers and their acetates Fetal loss and Birth Defects

Inorganic Mercury (Hg) Fetal Loss

Lead Fetal Loss, Preterm Birth, Low Birth Weight,
Birth Defects

Pesticides Childhood leukemia, fetal loss, birth defects,
preterm birth, reduced fetal growth

Nitrous Oxide Reduced birth weight, fetal loss

Carbon Monoxide Preterm Birth, Intrauterine death

Table 2. Micronutrients and their impact on their neonates

Micronutrients Impact

Vitamin B2, Niacin Risk of malformations of the urogenital tract

Vitamin B12, Vitamin B6
Zinc

Preterm Birth
Higher Neural Tube Defects risk

Iron, Magnesium, Vitamin C Lower risk of cleft formation

Vitamin A Risk of inadequate lung maturation in preterm birth

Folate Higher risk of Neural Tube Defects

Folic Acid Spina Bifida, Anencephaly

B-Vitamins Risk of malformations of the cardiovascular system

Iodine Low Birth Weight

Iron, Magnesium, Niacin Higher risk of Neural Tube Defect(s)

Protein Low Birth Weight, Abortion, Prematurity

mother is also communicated to their offspring and leaves its impact on them. Hence
Vulnerabilities in parameters directly or indirectly threatens towards the adaptation
of the neonates to their extrauterine life.

2 Literature Review

From the neonatal perspective [3, 4] proposed the risk factors on neonatal threats. [5]
considered the various risk factors that impact the life of neonates from the neonatal
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Table 3. Birth weight and mortality relationship

7 Days 7–28 Days ≥28 Days

2500+ g Neonatal Health Infant Health Infant Health

1500–2499 g Neonatal Health Neonatal Health Infant Health

0–1499 g Maternal Health Maternal Health Maternal Health

perspective. [6] analyzed the association of birthweight and contribution of health factors
from both maternal as well as neonatal towards the mortality of neonates (Table 3).

By reviewing the above-mentioned papers these are the following threats that affect
the neonatal mortality from the neonate’s perspective

• Prematurity & Low birth weight
Prematurity is the tenure of the gestation before a neonate is mature enough to be
born. Gestation is measured in number of weeks. This condition is generally, before
37 weeks. Low Birth weight is having a weight < 2,500 grams at the time of birth.

• Birth Asphyxia & Birth trauma
Birth Asphyxia is the indication of an asphyxia at the time of birth due to inadequate
of oxygen and respiration. Birth injury is an injury to the baby while delivering. It is
also known as birth trauma (Fig. 1).

Neonatal 
Infec on

Pneumonia

Diarrhea

Sepsis

Tetanus

Fig. 1. Types of Neonatal Infections

• Neonatal Infections
• Other noncommunicable diseases
• Ill-defined or cause unknown
• Congenital Anomalies
• Injuries
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The transmissionmedium frommaternal to neonates is contact while during delivery
and breastfeeding (Fig. 2).

Neonatal 
Infec on

Sepsis

Tetanus

HIV

Diarrhea

Acute 
Respiratory 

Infec on

Meaningi s

Fig. 2. Disease due to neonatal infections

From the maternal perspective [7] proposed the risk factors on neonatal threats from
the maternal perspective. [8] considered the various risk factors that impact the life of
neonates from the maternal perspective.

Below is the list of threats from the maternal aspects for the neonatal mortality

• Birth Asphyxia- is the indication of an asphyxia at the time of birth due to inadequate
of oxygen and respiration [9, 10].

• Prematurity- is the tenure of the gestation before a neonate is mature enough to be
born. Gestation is measured in number of weeks. This condition is generally before
37 weeks [11].

• Occupation- Consumption of pollutants in abundance poses the threats towards
mortality [12, 13].

• Multiple gestation- it is the count of foetus carried in the maternal womb [14–16].
• Maternal Disease- it may act as an agent that can be the source for congenital disease.
Below is the list of severe agents.

– Chronic hypertension- When the Systolic level of blood > 120 mm Hg and the
diastolic pressure > 80 mm Hg then it is the stage of high blood pressure. [17]
analyzed the impact of maternal blood pressure on neonates. Following are the
outcomes
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Intrauterine Fetal Death (IUFD)
Intrauterine Growth Restriction (IUGR)
Still Birth
Preterm Baby
Perinatal/Neonatal Mortality and Morbidity
Low Birth Weight (<2500 g)
Necrotizing Entrocolitis (NEC)
Retinopathy of Prematurity (ROP)/Retrolental Fibroplasia (RLF)/Terry Syndrome
Hypoxic-ischemic Encephalopathy (HIE) caused by Birth Asphyxia result in
Cerebral Palsy (CP) disabilities and infant death.
Fetal Asphyxia
Meconium Aspiration

– Diabetes before or during pregnancy-When the sugar level of blood > 200 mg/dL
(11.1 mmol/L) then it is the stage of diabetes. [18] analyzed the impact of maternal
diabetes on neonates. Following are the outcomes

Low Birth Weight
Over Birth Weight
Macrosomia
Apgar Score
Jaundice
Intrauterine fetal death and perinatal asphyxia
Premature birth
Polycythemia, hyperviscosity, and hyperbilirubinemia
Birth Injuries
Hypoglycemia
Neonatal respiratory distress
Hypertrophic cardiomyopathy
congenital malformations

– Heart Disease- Heart is a muscular organ of having size approximate to size of an
average fist. It works like a pump, and is situated at left of the center in Chest. Heart
disease is described as the different kinds of conditions that may have adverse effect
on the heart function. These different conditions include:

Coronary artery type of heart disease-it may have adverse effect on the arteries of
the heart
Valvular type of heart disease- it may have adverse effect on the normal function
of the valves that is responsible for the inflow and outflow of the blood to the heart.
Cardiomyopathy type heart disease-it may have effect on squeezing of the heart
muscles
Heart infections-in case of heart infections, some structural problems developed in
the heart before birth i.e. congenital heart disease.
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[19] analyzed the impact of maternal heart disease on neonates. Following are the
outcomes

Congenital heart disease
Neonatal mortality
Term neonates having low birth weight i.e. <2500 g
Neonatal Intensive Care Unit Admission
Preterm neonates having ≤36 gestational age
stillbirth

– Asthma- An asthma can cause the conditions in which a patient airway become nar-
row, inflamed and swell that makes difficult to breathe. In some of the cases asthma
attack may be life threatening. The common symptoms of asthma are coughing,
wheezing, difficulty in normal breathing etc.

– Epilepsy- a type of disorder that make cause the disturbance in nerve cell activity of
the brain. It can cause Seizures. This disease is usually diagnosed by self. In case a
person starts showing abnormal behavior and sometimes the loss of consciousness
during seizure are the symptoms of epilepsy.

– Thyroid (hyper or hypothyroidism)- Thyroid is a gland of small size and in the
shape of butterfly found in the mid part of the lower neck. The primary function of
gland is to control the metabolism of our body. In general, it produces T3 and T4
hormones that control the metabolism and also tells the body cell that the amount of
energy to use. When thyroid functions in proper way the right amount of hormones
will be maintained that is needed to keep the metabolism of the body to function
at a good rate. In case the thyroid starts producing the excess hormones so the
body has to use energy faster than normal such condition is called hyperthyroidism
and whenever it produces less amount of hormones the body has to use energy
slower than the normal and such condition is called hypothyroidism. There are
many different reasons that are responsible for thyroid as below:

Thyroiditis-this is the condition in which the thyroid gland is inflamed. As a result,
it produces relatively the lower amount of hormones.
Hashimoto’s thyroiditis- it is generally hereditary.
Postpartum thyroiditis- postpartum is the phase after birth giving and this type of
thyroid is generally found in women after giving birth. It is not a long term but a
temporary condition.
Iodine deficiency – iodine is a food supplement that can control the thyroid. Iodine
deficiency can cause the hypothyroidism.
Non-functioning thyroid gland-in some cases the thyroid gland doesn’t function
at all so no production of hormones. If this is not treated properly it can severely
affect the child and will make them physically and mentally retarded.

– Polycystic ovarian disease- Poly Cystic Ovarian Syndrome (PCOS) is a condition
of disorder in hormones that causes enlargement of ovaries with small cysts [20].
Analyzed the impact of PCOS on neonates. Following are the outcomes.
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Special care Nursery (SCN) admission
Cesarean Delivery
Birth Weight < 2500 g and Birth Weight > 4000 g
Small for Gestation Age (SGA)
Preterm Birth
Stillbirth
Apgar Score at 5 min <7
Perinatal mortality

– Any others [21–23].

• Infectious diseases during pregnancy- maternal infections can be transmitted to the
child either when the mother delivers the child or when she feeds her baby.

– Malaria
– HIV aids
– hepatitis (A, B or C)
– Zika virus
– Renal infection
– Bladder infection
– Pneumonia
– Any Other [24, 25].

• Socio/Demographic Factors- The maternal lifestyle can also have the impact on
neonates. Following are the parameters.

– Education Level
– Income
– Nutrition [7, 13, 26].

The development of an embryo can be disturbed and, it causes birth defects through
different agents termed as teratogens. They are categorized into different classes as
follows (Fig. 3):

The list of teratogens and their effect is shown in Table 4 [27].
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Fig. 3. Classes of Teratogens

Table 4. Teratogens with their impact

Teratogens Impact

Infection

HIV HIV Neonatal Transmission

Cytomegalovirus Lungs, Infected Kidney, Liver

Rubella Heart Defects, Congenital Rubella Syndrome, Cataracts, Deafness

Parvovirus, Varicella, Mumps Nerve Deafness

Herpes Simplex, Syphilis Microcephaly, Mental Retardation

Toxoplasmosis Central Nervous System Lesions

Drugs

Anaesthesia Structural Deformities, Miscarriages

Dilantin, valproic Acid Microcephaly, Cleftpalate, Hean Malformations, Retardation

Cocaine Addiction, Prematurity, Retardation

DES (Diethylstilbestrol) Genital Deformities, Vaginal Cancer

Barbiturates Retardation, Hean Defects, Microcephaly

Thalidomide Deformed limbs (Phocomelia)

Alcohol Facial Defects, Mental Retardation, Microcephaly

Ionizing Radiation

Nuclear Radiation or X rays Mental Retardation, Microcephaly, Central Nervous System Disorders

Chemicals

Dioxin Miscarriage, Physical Deformities

Smoke Low Birth Weight, Miscarriage, Prematurity

Cadmium, Methyl Mercury, Lead Neurological Disorders, Miscarriages, Mental Retardation
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3 Result

By reviewing the literature of many papers, the different threats of neonatal mortality
from thematernal aswell as neonate’s perspective are analyzed and listed out. To identify
the issues that has to be occurred in future is to be done using the machine learning
techniques. By the use of Machine Learning techniques, predictive analysis is to be
performed for this case. Prediction of this case can be done on the basis of the two
factors i.e. mother side and infant side factors.

4 Conclusion and Future Scope

The neonatal mortality depends on the several factors occurred on maternal as well
neonatal side. Various threats on neonatal mortality are observed and analyzed. In future
we can design a predictive modelling with these variables using different machine learn-
ing techniques. List of threats are identified based on case control studies or observational
studies towards the neonatal stage as it is the vital phase of their extrauterine life for their
survival. It focused on the mitigation in their mortality from both the aspects mother as
well as neonates.

5 Discussion

The different threats of neonatal mortality have been found out based on the study of
different literatures. The contribution of different threats can be further explored by using
different machine learning techniques. There are three categories of techniques. They
are supervised learning technique, unsupervised learning techniques and reinforcement
technique. It will help in reduction of the mortality of neonate and its impact will also
mitigate several factors economically, socially and psychologically.
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Abstract. Digital marketing is one of the fastest-growing advertising
channels and crossed the $330 billion mark in 2019. With exponentially
increasing budgets, measuring the impact of marketing investments and
driving effectiveness becomes essential for brands. The complexity of
the digital ad-tech ecosystem is constantly evolving with brands running
marketing activities across multiple channels, new targeting capabilities,
and different formats. Due to this intricacy, traditional digital measure-
ment metrics like cost per click, return on investment, cost per conver-
sion, etc. just scratch the surface while measuring the actual impact of
marketing strategies remains unsettled. We bridged this gap in market-
ing measurement by using the incremental lift as a metric to measure
the impact of a marketing strategy. Incrementality testing is a mathe-
matical approach to differentiate between correlation and causation. We
formulated the Viewability Lift method by applying the concepts of A/B
testing which can be implemented in the digital marketing ecosystem.
In this method, we measure the effectiveness of an ad by comparing
the users who are exposed to an ad versus users that are not exposed
to an ad. Our methodology covers concepts of test environment setup,
randomization, bias handling, hypothesis testing, primary output and
understanding different ways of using this output. We used this out-
put for digital marketing strategy planning and campaign optimizations
leading to improved campaign efficiency.

Keywords: Digital marketing · Incrementality · Incremental lift ·
Statistics · Optimization · Hypothesis testing · Artificial intelligence ·
Machine learning · Marketing measurement · A/B Testing

1 Introduction

The dynamic nature of the digital marketing industry leads to constant advance-
ments within its ad-tech ecosystem in terms of new channels, multiple ad formats,
and targeting capabilities. Due to this, approaches to measuring the effective-
ness or success of digital marketing need to keep evolving. In digital marketing,
effectiveness is measured by various metrics called KPI or Key Performance
Indicators. The traditional digital marketing KPIs are Cost per Click, Return
c© Springer Nature Singapore Pte Ltd. 2020
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on Investment, Cost per Acquisition, Conversion Rate, and Ad Viewed Rate
[1]. These KPIs are calculated by various modeling techniques like Conversion
Attribution models [2], Last Touch Attribution [3], Revenue Attribution [4] and
Multitouch Attribution [5].

In the current digital marketing scenario, one brand runs marketing on mul-
tiple channels like email, SEO, programmatic, digital out of home, etc. and the
above mentioned KPI’s and attribution model alone fall short in measuring the
effectiveness of a single channel [6]. This is because the above mentioned KPIs
do not measure causality and fails to consider impact by exposure to brand ads
on multiple channels and if the user would have made a purchase even without
seeing an ad. That’s why the industry started focusing on the KPI of Incre-
mentality to measure effectiveness. There are various methods in the industry
for calculating Incrementality like Geo Experiments [7], Ghost Ads [8] and A/B
Testing using charity ads [9]. These methods require significant resources from
the experiment setup and cost point of view. We formulated the Viewability
Lift method by applying concepts of A/B testing and using data signals col-
lected while running a digital campaign, that does not require major changes in
campaign setup, is cost-effective and hence can be used as an always-on solution.

In the next section, we define incrementality and demonstrate how to calcu-
late incremental lift using data signals collected from the marketing campaign.
Section 3 is on statistical inference methods used to validate and build confidence
in the results generated in Sect. 2. Section 4 covers results from one of the digi-
tal marketing campaigns on which we tested this viewability method. Section 5
concludes with observations drawn from tests till date and limitations of the
approach.

2 Incrementality Testing

Incrementality testing [10] is a mathematical approach to measure the causal
impact of ad investments. In simple words, incrementality is that additional
impact in your campaign performance which happens because of your marketing
budget. The need for incrementality is because of the marketing industry’s lack
of a unified measurement solution that can differentiate between an organic
conversion compared to conversion because of the advertiser’s marketing budget.
Although traditional KPIs like CVR, CTR, CPA [1], are still popular in the
industry, these can not quantify if the user purchase action on a website is
because of the advertisement or was he going to make the purchase anyway?

2.1 Incrementality Testing

Incrementality testing is achieved from the concept of measuring the impact of
a variation from baseline by analyzing and comparing the performance between
two user groups (Fig. 1):
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Fig. 1. Test vs Control groups

– Users exposed to advertiser Ad
– Users not exposed to advertiser Ad

The difference in the conversion performance is what we say as conversion lift
[11]. There are various techniques to achieve the split in the audience like con-
ventional A/B Testing, Ghost Ads [8], and Geo-Experiments [7]. The approach
we took in this paper considers the viewability [12] as a measurement tool to
identify when ads have been served to a consumer but not viewed for whatever
reason.

2.2 Viewability Lift Method for Incrementality Testing

In digital marketing, the way ads are delivered in the ad-tech ecosystem, they
will either be above the fold (viewable to the user) or below the fold (not viewable
to the user, unless the user scrolls down to see), refer Fig. 2 below. Every digital
marketing campaign always has some ads which do not end up being viewed by
the user and are deemed as budget wastage. This is because, campaign targeting
strategies are set to reach a specific audience group, demographic, geography or
browsing behavior while managing optimal ad serving cost ranges [13]. This data
point of the ad viewed or not viewed by a user is leveraged as an input in our
approach to create the control and test groups. By using the ad viewability data
point as a data asset, this approach does not require extra cost for experiment
setup and data collection. Additionally, the campaign can run the business as
usual and measurement can be done after the campaign as an always-on solu-
tion. Due to its cost-effective nature, implementation can be scaled easily. Unlike
in other Controlled experiments [14], where we manually split control and test
groups, we are here synthetically creating users who saw the ad (inView users)
and users who didn’t see the ad (out view users) from the same campaign tar-
geting data.

Here you can treat users who have not been served to a single viewed ad as
the control group/outview group and the users who were served at least one ad
which was viewed as test group/inView group.
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Fig. 2. Viewability as a measurement approach

After the ad serving, campaign data is collected and users are tagged to Test
and Control groups and Incremental response rate is calculated as below,

test performance =
users converted in test group

users in test group
=

inView users converted

Total inView users

= inView Conversion Rate

(1)

control performance =
users converted in control group

users in control group
=

outView users converted

Total outView users

= outView Conversion Rate

(2)

Incremental Lift =

[
test performance

control performance
− 1

]
∗ 100

=

[
inView Conversion Rate

outView Conversion Rate
− 1

]
∗ 100

(3)

Incremental Response Rate (IRR) = treatment conversion rate − control conversion rate

(4)
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In the next section, we will be discussing more about the analysis stage which
mainly focuses on calculation of uplift based on incrementality and its validation
using statistical techniques like hypothesis testing [15] and confidence interval
estimation.

3 Statistical Inference

After targeting the users and generating the data, based on the techniques dis-
cussed in Sect. 2.1, the main focus now will be mostly on how to validate whether
there was an uplift (3) through the incremental approach or not. The following
subsections provide a building ground on how to calculate uplift and build con-
fidence in that.

3.1 Formulating the Hypothesis

In the experiment we have defined two population groups, inView Users (Test
Group/Exposed to Ads) and outView Users (Control Group/Not exposed to
Ads). Of these two groups, the output of the experiment is whether the user
converted or not. The target variable, i.e., the conversion, follows a binomial
distribution,

p(C) =
(

n

x

)
pxqn−x (5)

Where,

x = no of success out of ‘n’ finite trials
p = the probability of success for a single trial or the (hypothesized) popula-
tion proportion
q = the probability of failure for a single trial or the (hypothesized) population
proportion such that p + q = 1
n = number of trials

Using the Central Limit Theorem [16], for a large number of samples we can
assume the binomial distribution of the target variable to be virtually identical
to standard normal distribution.

Now, when we know the probability distribution of our target variable let’s
define the population proportion for hypothesis testing. If C is the number of
converted users in a population N , the population proportion P or conversion
rate (CVR) can be defined as P = C

N . Similarly, the corresponding sample
proportion is given by p = c

n .

Step 1: Stating the Null hypothesis and Alternative Hypothesis

– Ho (Null Hypothesis): There is no significant difference in the conversion
rates of two groups, i.e., p1 ≈ p2

– Ha (Alternate Hypothesis): There is a significant difference between the
conversion rates of two groups, i.e., p1 �= p2
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Where, p1 = inView CVR and p2 = outView CVR

Note:- Hypothesis constitutes a two -Tailed test. The null hypothesis will be
rejected if the proportion from test group is too big or if it is too small.

Step 2: Specifying the Level of Significance
In our methodology, we mostly use confidence intervals of 99%, 95% and

90% depending on the size of the data. The values of significance level at various
confidence interval are shown below (Table 1):-

Table 1. Significance Level of different Confidence Intervals

Confidence interval α (Significance level)

99% 1%

95% 5%

90% 9%

Step 3: Defining the test Statistic
Since, the target variable, C, follows standard normal distribution according

to Central Limit Theorem, we are using Z-test at various confidence intervals
shown above. Generally, Z-test for two population is given by:-

Z =
(p1 − p2)√
p1q1
n1

+ p2q2
n2

(6)

where,

p1 = inView CVR =
c1
n1

=
inView users converted

Total inView users
q1 = 1 − p1

p2 = outView CVR =
c2
n2

=
outView users converted

Total outView users
q2 = 1 − p2

After defining the test statistic, we calculate the value Zo on the data
obtained through techniques from Sect. 2.1 and obtain the p-value from the stan-
dard normal table.

Step 4: Decision Rule
The p-value is the probability of getting an extreme result from the sample

obtained assuming the null hypothesis is true.
Generally,

1. If p-value ≥ α, we accept the Null Hypothesis
2. If p-value < α, we accept the Alternate Hypothesis and reject the null
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3.2 Calculations for Interval Estimation

Since this is a two-tail test so, let’s say, for Zα/2 = 0.05/2, the critical value is
1.96 and confidence interval for the difference in two population proportions can
be stated by:

(p1 − p2) −Zα/2(
√

p1q1
n1

+
p2q2
n2

) < (p1 − p2) < (p1 − p2) +Zα/2(
√

p1q1
n1

+
p2q2
n2

)

(7)
From (6),

Lower Bound = [inView CVR − outView CVR]

−Zα/2

[
inViewCVR(1 − inViewCVR)

n1
+

outViewCVR(1 − outViewCVR
n2

]

(8)

Upper Bound = [inView CVR − outView CVR]

+Zα/2

[
inViewCVR(1 − inViewCVR)

n1
+

outViewCVR(1 − outViewCVR
n2

]

(9)

4 Results

We ran the Viewability lift framework for a direct-to-consumer digital photogra-
phy products retailer to determine the value of their digital ad campaign. Five
different strategies were running within its digital ad campaign to drive incre-
mental customers over a duration of 1 month. Using the data obtained from
incremental framework mentioned in Sect. 2 and applying the statistical infer-
ence explained above, we tried to validate the lifts obtained for digital campaigns
for this client (Fig. 3).

Fig. 3. Campaign data
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Fig. 4. Incremental CVR lift

Fig. 5. Incremental CVR lift
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Duration of the campaign: 1 Month.
Overall Incremental Lift Achieved: 31.1% statistically significant lift

achieved with 2.36% margin of error at 95% confidence interval.
Total Incremental Customer Driven by the Campaign = 4836

(Fig. 4).
Following the campaign, we analyzed results at strategy level, see Fig. 5

below, to identify strategies driving incremental customers. These results were
further used for activation by focusing on high performing strategies and build
effective bidding strategies.

5 Conclusion

As Viewability lift method uses ad-viewed data points into a data asset, we are
not buying ad-slots for control group after all which reduces experiment costs,
and does not require splitting our audience pool as the measurement can be
done after the campaign. Because of it’s zero waste nature, this method is cost
effective and can be used as an always on measurement solution. However, the
View-ability lift method faces challenges to have Test and Control groups with
exactly similar behaviors because of biases introduced by bidding algorithms and
ad-serving ecosystem. These biases can be minimized depending on the depth
of data and activation integration you have with your client and ad-serving
platform. We can further gain confidence on the results via Hypothesis testing
as explained in this paper. Using incremental lift in campaign strategy planning
and optimizations has helped us understand true impact of the ad campaign
and achieve higher campaign efficiency in driving incremental customers for our
clients.

Lift Tests are a great way to understand incremental performance of the ad
campaign but without the necessary transparency and control, you can end up
seeing biased results. While a lot of marketers might be already aware of the
basic nuances of Lift tests, a continuous debate on different methodologies and
their pros and cons ensues. No single approach is perfect but as a marketer, it is
essential that you are aware of these nuances of the method of the lift test you
are using.
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Abstract. With a rapidly ageing population, it is likely that we will encounter an
older adult falling. Falls can cause death, serious injury or harm, loss of confidence
and loss of independence. Falling can happen to any of us, however those over 65
years of age can be classified as a group of adults who are more vulnerable and
at increased risk of falling. This paper focuses on applying explainable artificial
intelligence techniques, in the form of decision trees, to healthcare data in order
to predict the risk of falling in older adults. These decision trees could potentially
be introduced for health and social care professionals to help aid their judgements
when making decisions.

Keywords: Decision tree · Explainable AI · Classification · Risks · Falls

1 Introduction

A major public health issue is falls and in particular falls in older adults. A third of
the population over 65-years old and half the population over 80-years old are likely
to fall at least once per year according to Public Health England [1]. Falling not only
affects an older adult physically, it can also lead to an individual having unnecessary
stress, loss of confidence and loss of their ability to live independently [2]. If an adult is
currently living at home, falls can lead to distress for their families, caregivers and health
and social care professionals as they then have to come to a decision if the individual
can continue living independently or if other arrangements need to be considered [3].
The future of the individual and their safety and wellbeing is of utmost importance.
This means everyone involved needs to communicate effectively with each other about
choosing the best outcome for the patient. Health and social care professionals make
decisions every day and are focusing more of their attention on risks [4]. In order to help

© Springer Nature Singapore Pte Ltd. 2020
M. Singh et al. (Eds.): ICACDS 2020, CCIS 1244, pp. 76–84, 2020.
https://doi.org/10.1007/978-981-15-6634-9_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6634-9_8&domain=pdf
https://doi.org/10.1007/978-981-15-6634-9_8


Explainable Artificial Intelligence for Falls Prediction 77

aid their judgements and decisions, decision trees are becoming popular for classifying
or calculating risks in healthcare as they can be easily understood and interpreted [5].

The use of Artificial Intelligence (AI) has become popular in industries such as
healthcare, education, manufacturing and finance. Explainable AI differs from com-
monly used opaque AI techniques in that it aims to provide an understanding into how
AI decisions are made. Decision tree algorithms provide clarity within machine learning
as it is possible to clearly interpret how decisions are reached and the attributes that are
deemed important in reaching that decision. Prediction accuracy is used within decision
trees to explain how conclusions are made at each stage of the decision-making process,
providing a cognitive understanding and ultimately trust from humans.

The remainder of this paper is organized as follows: the motivation to study Explain-
able AI for Falls Prediction is introduced in Sect. 2. Section 3 outlines the decision tree
results from the study. Finally, Sect. 4 summarises the work completed in this paper.

2 Explainable AI Methodology for Falls Prediction

Data mining involves extracting useful information from datasets and displaying this in
an interpretable way [6]. Decision trees are commonly used for data mining purposes
to develop prediction algorithms for a specific target variable. A decision tree can be
described as an inverted tree which contains a root node, internal nodes and leaf nodes
which are all split into branch-like segments [6]. A decision tree can also be identified as
a prediction tree [7]. Decision trees are appealing to use due to their simplicity and their
ability to handle mixed data [8]. A decision tree is simply a tree structure that defines
a sequence of decisions and their consequences [7]. In this work we use four different
types of decision trees to evaluate the effectiveness at measuring the risk of falling: Fast
and Frugal Trees, Classification and Regression Trees, Conditional Inference Trees and
the J48 decision tree.

Fast and Frugal Trees (FFTs) are a supervised learning algorithm used to create
binary classification tasks [9]. This type of decision tree uses sequentially ordered cues,
every cue breaks of into two branches, one of these being the exit point. The final cue
in the tree will have two exit points for the decision. For the experiments presented here
we use the R Studio implementation found under the package FFTrees.

The Classification and Regression Tree (CART) is a form of binary recursive parti-
tioning. Each node in a decision tree can be split into two binary groups. Recursive refers
to the binary process being applied over and over again. The partitioning refers to the
dataset being split into training and testing sections. An advantage of using the CART
decision tree is that it can identify the splitting variables based on searching through all
possibilities from the input variables [10]. The building of a tree begins from the root
node, this is the beginning of the dataset whereby the variables are split to find the best
variable for the root node. The recursive nature of the algorithm ensures that all input
variables are checked to find the best variable within the tree. When building the tree,
CART recursively splits nodes. As each node is split it is assigned to a predicted class
[10]. Branches are then split below each node in the tree and the decision tree becomes
complete when a terminal node is in place as the stopping rule [11]. The CART method
used here is implemented in R Studio using the Breiman algorithm [12]. CART uses
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the ‘rpart’ method to produce classification decision trees [7]. Rpart follows the simple
process of:- ‘rpart (formula, data=, method=, control=)’ whereby the formula includes:-
‘Outcome ~ predictor1 + predictor2’ etc. ‘Data=’ specifies the data frame, ‘method=’
refers to ‘class’ if using a classification tree and ‘anova’ is used for a regression tree.
Finally, ‘control=’ references the optional parameters used for controlling the growth of
a tree.

Conditional Inference Tree (CTree) uses two steps to split the tree. CTree determines
the variable to be split based on the outcome and the measure of association. After
examining all variables, the variable determined to create the best split is then chosen
as the root node. Instead of using the Rpart package, CTree uses the Party kit package.
By default, the Party kit function uses a quadratic test statistic as it is found to produce
more accurate splits [13].

The Waikato Environment for Knowledge Analysis (WEKA) learning environment
was used to test the J48 decision tree approach. J48 is an open source Java implementation
of the C4.5 algorithm. A J48 decision tree is constructed iteratively, one node at a time.
Each lead in the tree represents a classification and the branches that connect the lead to
the root node are the conditions that produce the classification. The different transparent
decision trees can be compared and evaluated according to their individual predictive
accuracies to ensure the model correctly predicts the class of either new or unseen data
[14].

3 Experiments and Results

We use the dataset from the Irish Longitudinal Study on Ageing (TILDA) [15]. The
dataset comprises information from over eight thousand adults whom are all over the
age of 50 and living in the community. The dataset is split into three different waves.
Wave 1 incorporates data that were collected between 2009 and 2011. Wave 2 data
were collected between 2012 and 2013 and Wave 3 data were collected between 2015
and 2016. TILDA collects data from the community-dwelling participants in waves
approximately every two years. In this paper we focus specifically on the use of Wave 1
and Wave 2 data only. The TILDA dataset has been previously used in studies such as
predicting the likelihood of recurrent falls in older adults based on previous falls [16].

The four different decision tree methods outlined in Sect. 2 were used for this study,
namely, Fast and Frugal Trees, Classification and Regression Trees, Conditional Infer-
ence Trees and a Decision Tree known as J48 in WEKA. The inputs into each of the
decision tree algorithms remained the same in all cases. The datawere split into a training
set and a testing set using a 90:10 split for all four algorithms. The input variables used
from the TILDA dataset were the same for all four decision tree algorithms: “Overall
Health Description”, “EmotionalMental Health”, “Long-termHealth Issues”, “Previous
Blackout or Fainting”, “Afraid of Falling” and “Joint Replacements”. The target output
was defined as either fall or no falls using a binary classification represented by 0 (no
falls) and 1 (falls).

Figure 1 presents the J48 decision tree produced in WEKA. The tree is significantly
deeper than the other algorithms before the terminal nodes are defined. The J48 deci-
sion tree produced the best predictive classification accuracy out of all four trees. Each
terminal node includes a final outcome and two predictive accuracies. Take for example:
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Fig. 1. J48 decision tree for falls and no falls

• Long-Term Health Issues – Yes (They do have a long-term health issue)
• Afraid of Falling – Yes (They are afraid of falling)
• Overall Health – Good (Their overall health is good)
• The terminal node concludes with No Falls, the first predictive accuracy is a 0.67
chance of no falls. The second predictive accuracy in the same terminal node is a 0.33
chance of falls.

However, if their long-term health issue is Yes, Afraid of Falling is Yes and their
Overall Health is Poor then the terminal node is different from the above. The terminal
node in this instance has a final outcome which is fall as there is a higher chance of a
fall than no falls in this case. In each terminal node the outcome, either fall or no falls,
relates to the first predictive accuracy in the node.

Table 1 explains the J48 rules. The J48 tree is the most complex tree generated in
this study. There is a good range of outcomes for falling and not falling. There is a 28%
chance of falling if you have a long-term health issue and you are not afraid of falling.
If you do have a long-term health issue, you are afraid of falling and have a poor overall
health description then you have a higher 70% chance of falling.

In Fig. 2 the Fast and Frugal tree is illustrated. In this tree it can be noted that if a
subject has no long-term health issues, the tree branches off straight away into a terminal
node. The Fast and Frugal Tree predicts that if you have no long-term health issues then
you are not likely to have any falls. The J48 decision tree had an accuracy result of
69%, whereas the Fast and Frugal tree correctly classified 67% in the overall predicted
accuracy (See Table 5). Both of these trees performed the highest out of the four and
there is no significant differences between both trees.
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Table 1. J48 rules for falls or no falls

0.28 Fall when Long-term Health Issues = Yes, Afraid of Falling = No

0.72 No Fall when Long-term Health Issues = Yes, Afraid of Falling = No

0.33 Fall when Long-term Health Issues = Yes, Afraid of Falling = Yes, Overall Health
Description = Good

0.67 No Fall when Long-term Health Issues = Yes, Afraid of Falling = Yes, Overall Health
Description = Good

0.70 Fall when Long-term Health Issues = Yes, Afraid of Falling = Yes, Overall Health
Description = Poor

0.30 No Fall when Long-term Health Issues = Yes, Afraid of Falling = Yes, Overall Health
Description = Poor

0.68 Fall when Long-term Health Issues = No, Overall Health Description = Good, Afraid of
Falling = No & Emotional Mental Health = Good

0.32 No Fall when Long-term Health Issues = No, Overall Health Description = Good, Afraid
of Falling = No & Emotional Mental Health = Good

0.80 Fall when Long-term Health Issues = No, Overall Health Description = Good, Afraid of
Falling = No, Emotional Mental Health = Poor & Joint Replacements = Yes

0.20 No Fall when Long-term Health Issues = No, Overall Health Description = Good, Afraid
of Falling = No, Emotional Mental Health = Poor & Joint Replacements = Yes

0.25 Fall when Long-term Health Issues = No, Overall Health Description = Good, Afraid of
Falling = No, Emotional Mental Health = Poor & Joint Replacements = No

0.75 No Fall when Long-term Health Issues = No, Overall Health Description = Good, Afraid
of Falling = No, Emotional Mental Health = Poor & Joint Replacements = No

0.76 Fall when Long-term Health Issues = No, Overall Health Description = Good & Afraid
of Falling = Yes

0.24 No Fall when Long-term Health Issues = No, Overall Health Description = Good &
Afraid of Falling = Yes

0.97 Fall when Long-term Health Issues = No, Overall Health Description = Poor &
Emotional Mental Health = Good

0.03 No Fall when Long-term Health Issues = No, Overall Health Description = Poor &
Emotional Mental Health = Good

0.29 Fall when Long-term Health Issues = No, Overall Health Description = Poor, Emotional
Mental Health = Poor & Blackout/Fainted = No

0.71 No Fall when Long-term Health Issues = No, Overall Health Description = Poor,
Emotional Mental Health = Poor & Blackout/Fainted = No

0.33 Fall when Long-term Health Issues = No, Overall Health Description = Poor, Emotional
Mental Health = Poor & Blackout/Fainted = Yes

0.67 No Fall when Long-term Health Issues = No, Overall Health Description = Poor,
Emotional Mental Health = Poor & Blackout/Fainted = Yes
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Fig. 2. Fast & frugal tree of falls and no falls

Presented in Table 2 are the rules that correspond to the Fast and Frugal tree in Fig. 2.
The probabilities of falls are higher in two out of three of the condition statements. One
of the condition statements has a considerably high 89% chance of falling if someone
has a long-term health issue and if they are afraid of falling. The probabilities of each
terminal node can be found in Table 2.

Table 2. Fast & Frugal Trees (FFTree)

0.33 Fall when Long-term Health Issues = Yes, Afraid of Falling = No & Blackout/Fainted =
No

0.67 No Fall when Long-term Health Issues = Yes, Afraid of Falling = No &
Blackout/Fainted = No

0.73 Fall when Long-term Health Issues = Yes & Afraid of Falling = Yes

0.27 No Fall when Long-term Health Issues = Yes & Afraid of Falling = Yes

0.89 Fall when Long-term Health Issues = Yes, Afraid of Falling = No & Blackout/Fainted =
Yes

0.11 No Fall when Long-term Health Issues = Yes, Afraid of Falling = No &
Blackout/Fainted = Yes

Presented in Table 3 are the rules that were generated by the Conditional Inference
Tree. It can be seen from the input variables that “Joint Replacements” were discarded
by the algorithm due to having no significance. The highest probability of falls is 59%
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where someone does not have a long-term health issue, they are not afraid of falling,
their overall health is poor and their emotional mental health is poor. The Conditional
Inference tree performed poorly in comparison to the Fast and Frugal and J48 decision
tree with a classification accuracy of 60%.

Table 3. Conditional inference tree (CTree)

0.59 Fall when Long-term Health Issues = No, Afraid of Falling = No, Overall Health = Poor
& Emotional Mental Health = Poor

0.41 No Fall when Long-term Health Issues = No, Afraid of Falling = No, Overall Health =
Poor & Emotional Mental Health = Poor

0.48 Fall when Long-term Health Issues = No, Afraid of Falling = No & Overall Health =
Good

0.52 No Fall when Long-term Health Issues = No, Afraid of Falling = No & Overall Health =
Good

0.46 Fall when Long-term Health Issues = Yes & Afraid of Falling = Yes

0.54 Don’t Fall when Long-term Health Issues = Yes & Afraid of Falling = Yes

0.53 Fall when Long-term Health Issues = Yes, Afraid of Falling = No & Blackout/Fainted =
Yes

0.47 No Fall when Long-term Health Issues = Yes, Afraid of Falling = No &
Blackout/Fainted = Yes

The CART tree algorithm focused only on “Long-term Health issues” and “Afraid
of Falling” and its output is presented in Table 4. The probability of falling when some-
one does have a long-term health issue and when someone is afraid of falling is 54%,
this is significantly lower than the Fast and Frugal tree which had 89% for the same
circumstances. In previous work, Brighton compared the predictive accuracy of fast and
frugal trees with classification and regression trees and found that varying the size of the
training sets made a difference to which tree outperformed the other which may explain
the difference between the two predictive accuracies [17]. The CART algorithm was the
poorest performing tree possibly because it only created a tree using a small number of
the risk factors that were inputted.

Table 4. Classification & Regression Trees (CART)

0.57 Fall when Long-term Health Issues = Yes

0.43 No Fall when Long-term Health Issues = No

0.54 Fall when Long-term Health Issues = Yes, Afraid of Falling = Yes

0.46 No Fall when Long-term Health Issues = Yes, & Afraid of Falling = No
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Using the testing data, the prediction accuracy for each of the decision trees is
presented in Table 5. The overall differences between each of the algorithms are not
significant however the best performing algorithm, Decision Tree (J48) obtained an
overall accuracy of 69% correct classifications of fall or no fall.

Table 5. Results for each decision tree

Decision tree classifier Correctly classified %

Fast & Frugal Trees (FFT) 0.67

Classification & Regression Trees (CART) 0.58

Conditional Inference Trees (CTree) 0.60

Decision Tree (J48) 0.69

Although the results are in favour of the J48 decision tree, Fast and Frugal trees
may be preferred by Health and Social Care professionals as a Fast and Frugal tree has
two branches at every node and each branch is the opposite of each other. This allows
professionals to process the tree much quicker and use the process of elimination while
interpreting the tree. Gerd Gigerenzer [18] states that the fast and frugal trees are still
being used by physicians as they are easily adapted compared with complex machine
learning algorithms [18].

4 Conclusion

This study has explored four decision trees algorithms using data from The Irish Longi-
tudinal Study on Ageing. Each decision tree presents the relationship between each of
the inputted different risk factors. The health and social care factors that were explored
were “Overall Health Description”, “Emotional Mental Health”, “Long-term Health
Issues”, “Blackouts/Fainting”, “Afraid of Falling” and “Joint Replacements”. For all of
the algorithms other than J48 decision trees, Joint Replacements were removed as they
are considered to have no significance compared to the input factors towards the risk
of falling. Considering the overall accuracies, although each of the trees were between
58% to 69% accurate, these results are based on self-declared qualitative data which
would be typical of the accuracies obtained for these type of data. It is apparent from
the classification results that the explainable decision trees are easily interpreted. The
most important aspect of these models is to ensure health and social care professionals
understand and accept the models that may help in their day-to-day work with the ability
to help and provide the necessary knowledge that can help guide and support their deci-
sions [3]. Further work will consider a visualization dashboard to compare how risks
can be visualized in the real world when health and social care professionals are faced
with risks every day in their work.
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Abstract. Unified Modeling Language (UML) formalized by Object Manage-
ment Group (OMG) to express analysis and design models is a general-purpose
graphical language for visualization and documentation of software system arti-
facts. UML diagrams are interdependent and hence a change in one diagram at a
level would introduce changes in the entire related diagrams. Since UML divides
the system model into functional requirement capture views modeled by use case
diagrams, static structural views modeled by class diagrams, and dynamic behav-
ior views modeled by interaction and state-machine diagrams. As domain consists
of concepts, the higher-order views can be formed from the recognized concepts
so that the structuring is visible at the initial development efforts. The models are
required to be platform-independent so that they can be mapped to any available
platform using migrations. From the model semantics, a metalanguage represent-
ing the model language can be created so that the model transformations can be
applied vertically and horizontally. In this regard, an attempt to narrate enhanced
semantics for use cases and its relationship has been made.

Keywords: Unified Modeling Language · Use cases · Meta-model ·
Non-Functional requirement · Semantics

1 Introduction

The rational exemplifications of knowledge about classifications of recognizable entities
and know-hows are known as concepts. Concepts provide distinctive or abstract infor-
mation of things associated with a suitable linguistic form to derive interpretations. A
metaphor is a cognitive instrument that provides the structural mapping between abstract
and concrete concepts based on domains. The source concepts are somatic, while the tar-
gets are more intangible and theoretical. Themetaphor represents the symbolic language
that expresses things. The linguistic semantic theory conceptual semantics signifies lin-
guistic expressions relationship to human cognition [1]. Cognition follows language
independence based on human aptitude dealing with sensitivity and system interactions
as indicated in Fig. 1.
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Fig. 1. Reality to real world mapping

Aconceptual, phonological, and syntactic organization represents conceptual seman-
tics that values mental representations rather than truth-centered philosophies. Concep-
tual semantics follows a predicate-argument pattern incorporated in a componential
metalanguage based on universal semantic primitives. Context states expression inter-
pretation drawn from the background pooled by the participants. Components carry
natural language meanings used by semantic metalanguage to denote decompositional
semantic theory. The set or series of expressions is known as discourse or the universe
of discourse based on events or themes [2].

The sentence meaning investigations and interactions are the basis for Discourse
Representation Theory (DRT). It is a Model-Theoretic approach that performs a series
of Discourse Representation Structures (DRS) having discourse referents and predicates
applicable. Denotational Semantic Methodology or Formal Semantics based on beliefs
and scientific logic formulates expressions language and the world consisting the things
or situations. Representational methodology or Natural Semantic Metalanguage models
human mind representations.

A formal metalanguage consisting of logic that signifies natural language meanings
results in formal semantic theory. The metalanguage has precise rules and meaningful to
avoid vagueness. The lexicon is a set of expressions that language users can grasp rather
than develop new sets repeatedly. Lexicon can relate to a classical language dictionary:
language vocabulary or a particular language user’s conceptual lexicon. A metalan-
guage should provide a comprehensive and explicit description of the object language.
A primitive or atomic unit cannot be decomposed or defined at lower levels of hierarchy
[3].

The attributes or characteristics are categorized and named as property. The lexical-
ization of properties represented by abstract nouns or adjectives and can be quantified in
scalar or absolutemagnitude. The concepts set or a vocabulary theoretic representation is
recognized as a semantic field. Frame semantics is a hypothesis that relates etymological
semantics to entire encompassing information. In intellectual phonetics, where under-
tone is called all-encompassing importance, the demonstrative significance is given a
significantly focal job. Denotation is additionally called word reference importance in
psychological etymology and appeared differently in relation to exhaustive significance
[4]. Section 2 focuses on the Literature Review of semantics theory and approaches.
Section 3 describes requirements to use case relationships. Section 4 represents generic
metamodel semantics that can be applied to all UML diagrams. It conveys the layered
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form of model-to-metamodel terminology. Section 5 discusses use case semantics from
cognitive and utility dimensions.

2 Literature Review

Efforts were taken to evaluate the similarity betweenCognitive Semantics andRelevance
Theory. The absence of harmony inside the directive is the situation for the most fun-
damental representation of expressive importance in lexical semantics, on which such a
large number of consequent hypothetical investigations rest [5]. The semantic research
was centered on representation of the semantic structure of languages with an assump-
tion that etymological articulations work in phonetic cooperation by passing on fixed
and invariant constituent, which suggests the disputable proposition of a reasonable limit
among etymological and non-semantic data, and sidelines a hermeneutic point of view
[6, 7].

Hermeneutics as the practice of analysis deals with questions that emerge while
managing substantial human activities and the results of these activities, in particular
contents of text. The differentiation between the ontological and epistemological level is
generally recognized as it verifies whether it is to be sure productive to totally disregard
the composition and architecture of the factual entities with the action of understand-
ing [8]. Wierzbicka proposed Natural Semantic Metalanguage (NSM) hypothesis that
attempts to lessen the semantics of all vocabularies down to a limited arrangement of
semantic natives, or primes. Primes are widespread in that they have a similar interpre-
tation in each language, and they are unsophisticated in that they can’t be characterized
utilizing different words. The semiotic origination of language uses words as overall
signs for suggestions, things, or ideas [9].

Fundamental semantics expects relationship between semantic properties and
increasingly key non-semantic properties. Chomsky broadly recognizes two origina-
tions of language. Firstly, a language as a computational framework, acknowledged in
a person’s mind, that creates the structures explicitly embroiled in phonetic conduct.
Secondly, a language that addresses autonomously of the properties of the intellect [10].
A semantic hypothesis is one of the parts of a transformational generative language
structure. The key semantic part was the ‘semantic marker’, which names an idea that
any individual can think about; consequently, the hypothesis is material to every single
common language. Katz tried to build up a hypothesis of importance (sense) that would
do the entirety of the accompanying: characterize what it is; characterize the type of
lexical sections; relate semantics to linguistic structure and phonology by hypothesizing
semantic hypothesis as an indispensable segment of a hypothesis of language structure;
set up a metalanguage in which semantic portrayals, properties, and relations are com-
municated; guarantee the metalanguage is general by corresponding it with the human
capacity to conceptualize; recognize the segments of significance and show how they
join to extend meaning onto basically complex articulations [11].

In Frame semantics, a semantic casing is characterized as an intelligent structure of
ideas that are connected to such an extent that without information on every one of them,
one doesn’t have total information on one of them either, and are in that sense sorts of
gestalt. Casings are evoked by words as the semantic reasonable substance of the word
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actuates the casing of the broad implying that is required for the comprehension of that
word. Conventional semantics is driven by objectivism and fundamentally based on the
supposition that will be that significance alludes legitimately to or indicates articles and
relations in the outside world.

The psychological etymologists designate basic semantics by word implications or
lexical implications that can be separated into atomic semantic highlights, which are in
a way the particular properties of the significance of a word. Semantic highlights are
accepted to allude to real properties, items or relations in the real-world.As amajor aspect
of the field of subjective phonetics, the psychological semantics approach dismisses the
conventional custom modularization of etymology into phonology, linguistic structure,
pragmatics, and so forth [12].

Intellectual semantic hypotheses are ordinarily based on the contention that lexical
significance is theoretical. That is, the importance of a lexeme isn’t referring to the
element or connection in reality that the lexeme alludes to, however to an idea in the
mind-dependent on encounters with that substance or connection. Semantic structure is
the reasonable encapsulated structure which means representation is comprehensive and
development is conceptualization. Categorization is the procedure wherein incremental
knowledge and ideas are perceived and comprehended [13].

3 The Requirements and Use Cases

The requirement is an unambiguous, testable or quantifiable, and qualitatively accept-
able description of process or products with constraints satisfaction. The concerns of
stakeholders are about utilizing, profiting, underprivileged, and influenced by product
realizations. Requirements engineering includes recognizable proof of client necessities,
detailed investigation of the necessities to determine prerequisites, and approval of the
reported necessities against client needs. The requirement dependency is represented as
a matrix or version graph in order to avoid loose coupling and uncertainty [14].

Functional necessities describe the capability of the product. They describe pre-
cisely what tasks the software should perform. Functional necessities define the scope
of the machine, the product boundaries, and its connections to adjoining systems. Non-
Functional necessities describe the appearance and feel of the system. This includes
the visual residences of the system, its usability, and the performance necessities. Non-
Functional requirements also encompass cultural and political troubles as well as legal
requirements that the software should conform to. It is critical to factor out that numer-
ous sources, which include literature surveys, describe the different styles of software
necessities the usage of other categories [15, 16]. The system types and formation is
indicated in Fig. 2.

Use cases coordinate the requirements into a complete package that portrays the
association of the client with the framework. Ivar Jacobson first presented the Use Case
and the Use Case Diagram as a significant application investigation apparatus. Ivar
Jacobson alongside Grady Booch and James Rumbaugh is credited with UnifiedModel-
ing Language (UML). Use Cases are content visual records that portray a situation that
associates with the “Framework”. The Actor can be an individual, another framework or
another environment. The actors are not the elements of the use case but have access to
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Fig. 2. System components

permission and are associated with the framework. Use Case depicts just how the system
responds and static behavior. Use Cases are influenced by Domain Experts, Users, and
Stakeholders [17].

4 The Metamodel Semantics

The real-world objects are expressed at multiple abstraction levels, granularities, and are
based on multiple themes, context, and intents. Figure 3 shows that the metamodel is
used to create the terminal model specific knowledge using which themodeler can create
multiple platform independent models that represent the system under study or domain.
The concepts are specified using metamodels having specific purpose, scope and view-
points. The conceptual domain specification is defined by the metamodel. The concrete
model creates themodel level specifications [18]. Amodel profile consists of metamodel
standard, patterns, and stereotypes and the terminal model conforms to the metamodel
using this profile and backward traceability links. The stereotypes and patterns follow
modeling constructs ensuring reusability required by objectmodels supporting following
features:

Fig. 3. Metamodel layers
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• The model should be able to adapt to a set of predefined modeling constructs sup-
porting modeling notations. The common atomic objects are expected to form the
predefined modeling constructs.

• Common aggregated objects represent business entities with simple or complex
definitions form indicating the interrelationship amongst the objects.

• The object patterns describe those objects which cannot be defined using predefined
common aggregated objects or simple objects.

Meta-modeling uses principle of abstraction emphasizing model properties in rela-
tionwith realworld phenomenawith the help of relevant theories and rules. The instances
of properties and concepts for a modeling language are derived from meta-model. The
metamodel consists of the syntax, semantics, terms used, context applicable, and number
of participating metadata objects in the terminal model vocabulary. The abstract syntax
of the metadata is defined by Meta Object Facility (MOF) metamodel and referenced
in lower-level models [19]. The MOF metadata framework is typically depicted as four
layer architecture (M0, M1, M2, and M3) [20].

There are following features on MOF-based metamodel and UML profile [21, 22]:

• UML notation subset usage constrained by metamodel semantics.
• Metamodel description are written using common style incorporating prescriptive and
descriptive declarative languages.

• The abstract syntax for the metamodel level M1 is defined at a higher level metamodel
level M2.

• The metamodel M1 is used to describe the real world objects and M1 is called as a set
of platform-independent terminal models.

• The constraints for the metamodel are coming from UML semantics for things,
namespaces, elements, relationships, tagged values, and stereotypes.

• UML profile and the metamodels are mapped with relationship preservation both in
forwards and backward traceability link resolution which can be used to articulate the
development tool.

• The tools incorporating the metamodel terminology are permitted to exchange model-
metamodel-metadata-data information between reach other.

Let L0, L1, L2, and L3 be the languages corresponding to models M0, M1, M2, and
M3 then transformation T represents the transformation of M2 of L2 to M1 of L1. The
following features of vertical and horizontal model transformation from a source model
M0, M1, M2 to a target model M1, M2, and M3 are significant:

• If M1 is at the same, lower or higher abstraction level as M0
• If M1 is an semantic extension, stronger or weaker semantics of M0
• If M2 is at the same, lower or higher abstraction level as M1
• If M2 is an semantic extension, stronger or weaker semantics of M1
• If M3 is at the same, lower or higher abstraction level as M2
• If M3 is an semantic extension, stronger or weaker semantics of M2.

Let ModelLangSetL addresses the plan of models used to assemble the metamodel
language L. The ModelLangSetL parts express M advancements which have surmising
M.D for each datum type D of M, including a lot of thing identifiers M.MEC for each
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metaclass MEC of L, and limits fM : M.MEC→M.D for each metaobject f : D specified
for instances ofMEC in L. The structuresM should contain no other additional segments
not specified in L, and should satisfy any reasonable properties defined for L. M: L is
supported than M: ModelLangSetL. The property fM (segment) by and large created as
element.fM and the model change for L1 to L2 is made as RelationT: ModelLangSetL1
↔ ModelLangSetL2. Appearance in UML establishment addresses metainformation
available at a base level as data atmetadata level.Metarepresentation describesmetalevel
substances that can be controlled and changed [23, 24].

5 The Use Case Semantics

Classifiers, events, and behaviors represent model elements categories. The objects hav-
ing a state linked with other objects is designates as a classifier. The set of possible
occurrences as processing result designates event. The set of possible executions on the
basis of algorithmic performance bounded by rules designates behavior. Objects belong
to the model domain and models of objects can be imperfect, inaccurate, and abstract
in relation with their scope and utility in the model. UML metaclasses has two distinct
levels with metasemantic associations between the metaclasses; firstly, type level rep-
resenting generic entities use cases, classes, states, and activities in models secondly,
instance level representing things runtime that models represent [25, 26].

Let there be behavioral models p and q where p, q ∈ UML. The syntactic domain
composition is indicated by p ⊕ q with ⊕ indicating composition. The semantic domain
SD(p ⊕ p) = SD(p) ∩ SD(q) expresses semantics p ⊕ q. The multiple views seman-
tics for UML constructs is indicated by View → SD({construct1, …, constructn}) =
SD({construct1) ∩ ··· ∩ SD({constructn). If SD({constructn) �= Ø is satisfied, the UML
constructs holds consistent properties. The semantic domain consistency supports view
integration and model consistency aspects. If SD(q) ⊆ SD(p) then refinement of p ∈
UML that belongs to q ∈ UML is same.

The elements and its characteristics are represented by systemmodelwith abstract set
of objects having selector functions which defines properties of set. Appropriate naming
conventions are also incorporated to address the model terminologies preservation as far
as possible. This means that the thing or element without specification does not carry
anymeaning. These underspecified closes are strong for frameworkmodel specialization
since for a property, modeler can, (a) check whether property exists; (b) if coming up
short on, a rising property can be found; (c) if not, check whether it is totally important;
and (d), if indeed, an extra limitation can be included.

Use Case Relationship is a twofold relationship that shows the circumstances and
logical results connection between two components: source component and target com-
ponent. This is a statement that demonstrates that the impact component can be acti-
vated uniquely by the reason component accordingly indicating that impact component
is executed simply after the reason component executes. Logical Use Case Relationship
expresses functional association between at least two associates having a place with
Functioning Model which can be modeled as conjunction (and), disjunction (or), and
exclusive disjunction (xor).

Use Case Cycle expresses the coordinated utilitarian pattern of the framework; it
comprises of components and connections between them. It shows primary usefulness
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that has a fundamental significance in the working of a framework, i.e., by interfering
with the principle cycle the framework can never again capacity or its working is dis-
figured. Use Case Operation is a conduct highlight of classifier that indicates the name,
type, parameters, and imperatives for conjuring a related behavior, and related useful
highlights and associates for determining circumstances and logical results relations
inside framework, subsequently permitting a circumstances and logical results relations
to be demonstrated inside the framework by methods for collective highlights.

A functional component is a representation of atomic business activity (i.e., it can’t
be bound into various differing business exercises). Every workable component is a
particular tuple associated with merge class and procedure reference (sections C and O).
Remarkable tuple significance of utilitarian part XTid is as per the following:

XTid = <IDS, AP, OP, R, P, C, ST, PreCond, PostCond, E, S>, where
IDS is an identifier of a useful component,
AP is Action of Process P,
Operation will be Operation which will give value described by association A,
RS is the consequence of activity AP,
P is a Process that gets the consequence of that is utilized in real-life AP,
C is Class which will express to forms P in the static perspective of the framework,
ST is the new condition of procedures P in the wake of performing activity AP,
PreCond is a set of preconditions,
PostCond is a set of postconditions,
E is an entity responsible for performing activity AP,
S is subservience of useful component (can be interior or outer).

The universes of segments for use case plots with properties and associations can be
described from UML metamodel. The universe of type names is UCTYPE, the uni-
verse of characteristics UCVAL, association REL that accomplices type names and
their characteristics, the universe of usage case names USECASE, the universe of use
case identifiers UCID, the universe of on-screen characters with express occupations
UACTOR, and the universe of speculations USTYPES. Type indicates sets of multiple
categories for the systemmodel and T∈UCTYPE is used for naming purpose that refers
to model elements.

Type names T of this universe UCTYPE are ordinarily not pointed by point further.
In spite of the fact that models a sort, T really represents a name, and in short, we state
type T for it. In that regard, we utilize a profound installing of the sort arrangement of
UML, by speaking to it through sort names and a vast expanse of qualities as it were. By
profound installing, we imply that we don’t outline of the UML to a kind arrangement of
the fundamental numerical structure, yet unequivocally model sorts as the top of the line
components. typeOf assigns a type to values and used when there is absence of default
type for values and the carrier sets are the same such that for type information (ti, T), ti
∈ REL (T).

[Type]
UCTYPE UCVAL
REL: UCTYPE → P(UCVAL)
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∀u ∈ UCTYPE: REL (u) ƒ = ∅
[typeOf] use Type
typeOf : UCVAL ~ UCTYPE
∀v ∈ UCVAL: v ∈ domain (typeOf) ⇒ v ∈ REL (typeof (v))
Void ∈ UCTYPE void ∈ UCVAL REL (Void) = {void}

[Boolean-Integer] use Type
Boolean, Integer ∈ UCTYPE
true, false ∈ UCVAL
REL (Boolean) = {true, false} true ƒ = false
REL (Integer) = X ⊆ UCVAL
UCTYPE (UCVAL) at least contains Boolean and integer (values).
[Variable] use Type UCVAR
vartype : UCVAR → UCTYPE varsort : UCVAR → P(UCVAL)
VarAssign = RECORD (UCVAR, varsort)
Let a : T denotes a typed variable with name and type of variable
stated explicitly.
vartype(a : T) = T ∀ v ∈ UCVAR : varsort(v) = REL(vartype(v))
UCVAR is the set of all variable names in the system model.
VarAssign is set of all variable assignments for variables from
UCVAR.

[RecordType] use Type, Variable
TRecord : Pf (UVAR) → UCTYPE
RECORD(UCVAR, varsort) ⊆ UCVAL
Record {a1 : T1,. .., an : Tn} stands for type TRecord ({(a1, T1),.
.., (an, Tn)})
∀i : vartype(ai) = Ti ⇒ REL (Record{a1 : T1, …, an : Tn}) =
SortRec({(a1, …, an})

[TupleType] use Type, Variable
Tuple : List(UCTYPE) → UCTYPE TUPLE(UCVAL) ⊆ UCVAL
REL(Tuple[T1,. .., Tn]) = UCTuple[REL(T1),. .., REL(Tn)]
Tuple[.. .] acts as type constructor.

Usecase use Type
USECASE, UCID, INSTANCE
att = ribute: USECASE → Pf (UCVAR) ucids: USECASE → P(UCID)
ucinstance: USECASE → P(INSTANCE) ucinstance: UCID → P(INSTANCE)
usecaseOf : INSTANCE → USECASE usecaseOf: UCID → USECASE

∀c ∈ USECASE, ucid ∈ UCID :
ucinstance (ucid) = {(ucid, r) | r ∈ VarAssign ∧ attribute(r) =
attribute(C)}
∀ ucid ∈ ucids(C) : usecaseOf (ucid) = C
∀o ∈ ucinstance (C) : usecaseOf (o) = C
UCID contains use case identifiers universe, USECASE classifier,
INSTANCE.
attribute doles out attributes to every use case.
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ucids dole out a stack of identifiers to a use case.
usecaseOf ensures every use case event and each identifier recog-
nizes its use case.

6 Conclusion

Amodel is an applied and improved outline of the present reality. It allows the visualizer
to isolate and grasp the different properties of a given structure as showed by a specific
perspective, which is associated with his unbending nature of interest. Model is used
to address in a solid way the coordination of all sub-estimations in the general one and
it can guarantee the association of various business points of view. A use case creates
serviceable essentials, models the destinations of structure or coordinated efforts, and
records circumstances from trigger events to goals. The proposed semantic model for
use case obviously characterizes the use case and participants alongside the metamodel
phraseologies.
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Abstract. With the rapid advances in mobile technologies, one of the main goals
of Colleges and universities is to reach national and international recognition.
Recently many Universities used new strategies to stay competitive, trying to
adopt new technologies like Augmented Reality (AR) To capture students’ atten-
tion. Augmented Reality (AR) had used as a useful tool in education, but besides
teaching and learning, technologymay play an important role in university and stu-
dent engagement. The research aims to study the effect of using augmented reality
(AR) on human interaction and engagement. The study focuses on designing an
AR prototype framework and a pilot AR application to test its impact on the user’s
interaction engagement with the university information platform. The researcher
assumes that by applying AR technology, it will improve two way of communica-
tion between universities and students, employees and visitors. Research findings
show that ARUI andUX collaborate to achieve students engagement. Universities
may consider thinking of the efficacy of AR implementations within their business
strategy to enrich its recognition in recent intense competition.

Keywords: Augmented Reality (AR) · User Experience (UX) · User interface
(UI) · Engagement

1 Introduction

Augmented reality (AR) has entered our life as a new interactive technology in its way
of engagement. AR improve the user’s view of the world by overlaying digital visuals
view in their surrounding physical space. AR Crosse the gap between printed media new
technology in digital, “adding another layer of (virtual) reality to every day (real) life”
[1]. According to [2], AR has the potential to become the next popular branding people
may like. [3] defineARas the augmentation of the real physicalworldwith virtual objects
evolving technology and applications delivered through mobile devices. Several works
of literature empirical and experiment studies discussed AR technologies effectiveness
on human interaction provide evidence that augmented reality systems improve human
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performance and engagements. Drawing from the literature related, Authors, propose
that AR application UI and UX design have a significant effect on user engagement with
AR application and their surroundings. To empirically test this proposition, Authors
conducted a conceptual design framework to design AR application and test its design
UI and UX principle on user engagements.

2 Literature Review

There are many AR implementation enables users to experience objects and spaces
around them in novel ways. “the powerful significance of the information blended con-
cept with the real world has pushedAR to business, entertainment, technology, branding,
and education” [4]. For example, In the advertisement business, many brands used AR
to create an interactive experience, packaging, and to develop interactive AR games [5].
“Design, Discovery, Details, Desire and Delivery” [6]. [7] even in the navigation system.
For sure, Using AR in education institutions has significant consequences on Students.
For instance, both the Massachusetts Institute of technology and Georgia institute of
technology is working to enhance student learning through using AR gaming simula-
tions [8]. According to [9], new technologies uniquely present visuals to improve the
learning experience. AR can support students by using the 3D object to be seen from
different perspectives to enhance their knowledge [10]. Squire and Klopfer (2007) also
suggested that AR games can increase the student level of engagement in academic
activities [11]. Moreover, AR also can enhance collaboration between students and each
other, even with their instructors [12]. Most studies showed howAR environments could
motivate students’ and develop a better understanding of learning contents. Also, AR
can promote social interaction among students [13]. Universities can benefit from apply-
ing AR platforms, to shape student’s way of gaining knowledge and information and to
reach them before they even arrive on campus. Simpson College placed advertisement
banner that incorporated AR technology at a crowded mall in 2013. AR can enhance the
value of engagement. For instance, [14] the study discovered that unique AR technique
enrich experience but requires an attractive design to prevent user distraction by tech-
nology instead of the application itself. Researchers were focusing on the application
design to sustain users’ engagement levels with the app. keeping engagement to build
or enhance users relationships [15]. For this purpose, Authors will introduce AR design
through UI and UX principles, to study the effectiveness of mobile AR systems on user’s
engagement.

2.1 AR Graphic User Interface (GUI)

In AR graphic user interface GUI is a combination of virtual and physical objects.
These elements work together to achieve a fundamental goal, mapping user physical
input onto Mobile application output. GUI focus on three main factors; the physical
design elements of the interface, the virtual visual display and the interaction metaphors
between these [16]. The AR graphical design should facilitate usability, and provides
a high level of user satisfaction, perceived usefulness and consistency, so the design
could easily be recognized and understand by user [17]. Few studies discuss the AR
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graphic user interface GUI principle and its relation to (“user-centred design”) and how
to make using an appropriate interface action symbol (“metaphors”) easy to use, easy to
understand and easy to discover. Therefore, it is fundamental to know how users behave
when they access an AR application to create a better interface design.

AR Graphic User Interface (GUI) Principles are a high-level concept that should be
used to guide Application design creation [18]. The main of excellent AR application
interface is to create a combination of design elements easy to recognize, to understand,
and to interact with, so some design principles must be applied in design to improve
the usability, utility, and usefulness. Jakob Nielsen and Rolf Molich’s present Ten User
Interface Guidelines that keep interface easy to understand and attractive within a good
amount of time [17]. like Visibility, Low Physical Effort, Learnability, User Satisfaction,
Error Tolerance, Flexibility and Simplicity [17]. (Theo, Mandel. 1997) Bring up three
main areas of UI design: 1. users always be in control of the interface 2. Users’ memory
load reduction 3. consistently of the interface [18]. the paper will discuss them:

Place Users in Control. That’s mean let users control their trip in an application. The
big UI in AR challenge is the unpredictable contribution of the real world. UI technique
will rely on a particular object being in the user’s field of view. A lot of UI design
principles can allow users to be in control or lead to it, like Visibility and Affordance of
AR system. Using easily objects metaphors that users can identify it’s use or function
once they observe it [17]. Error prevention actions that may reduce errors like Offer users
go back steps, including undoing and redoing previous actions [19]. Provide immediate
and reversible responses and feedback. Using terms in UI design, users can understand
to offer guidance through common tasks. Giving users alternative options—to navigate
easily, cancel and to save or even return to where they left off [18].

Reduce Users’ Memory Load. Human attention is selective and limited, Short-term
memory usually keeps information as a pack up so you can restore it in a short period.
Based on that, UI design shouldn’t force users to keep information in their short-term
memory while they navigate between task [18]. UI design should Low user Physical
Effort by doing tasks for them or help them achieve tasks easily. Focus on Recognition
rather than recall. UI AR design should Provide visual cues so users know where they
are and what they can do next. Learnability will follow recognition as a cause when
the user will be able to use the system [17]. Also, the design will be more flexible by
reducing using Mistry abbreviations and too much function keys.

Make the Interface Consistent. Interface Consistency defined as keeping both the
graphic elements and design behavior maintained similar everywhere in your appli-
cation. However, Consistency in ARmay be harder to continue because of the dynamics
movements effects of the physical and virtual design elements. UI design needs to be
flexible Because of these unpredictable dynamics. Otherwise, traditional UI design sug-
gests keeping design simple to minimize dynamic changes in the UI composition [20].
Simplicity Promote Visual consistency. Simple UI design means that anyone can learn
your application alone. Applying simplicity increase legibility, enjoyment and increase
User satisfactory. Simple design catches attention and creates emotional engagement: the
more aesthetically pleasing UI, the more likely to deliver a satisfying User Experience
(UX).
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2.2 AR User Experience UX

UX is a multidimensional phenomenon [21], and it has been around for many years [22].
ISO 9241-210 [23] defines user experience as “a person’s perceptions and responses
that result from the use of a product, system or service” [24] identify users, context and
interaction as the critical elements of UX. User experience defined as how a service, a
product or an application make users feel while using it [25]. Hassenzahl and Tractinsky
[26] saw that interactive products and services become trendy and fashionable, with the
advancement of technology. AR often implies the use of 3D graphics over the user’s view
of the world [27]. However, in the real user experience, it can be any an environment
space surrounding like visuals, sound, etc. [28]. Also depends on the user’s position, and
ongoing interactions with the augmented world. “creating great user experiences, need
to maintain three things: usability, utility and desirability” [29]. Usability and utility;
both are important to make something useful. Usability has many components, such
as efficiency, effectiveness, satisfaction, Learnability, and recall [30]. Usability focuses
on how users can learn and use a product to achieve their goals. It also refers to how
satisfied users are with that process. Usability evaluates Efficiency How quickly and
effectively user can perform basic tasks. Learnability describes How easy is it for users
to accomplish necessary tasks in the first time, even more, recall it: When users return to
the design after a while. We can describe Application with Utility and desirability once
it provides the features user need in a pleasing way [31].

2.3 The Nature of Engagement

It is necessary to understand what user engagement is and which key attributes make
up engagement to determine how mobile augmented reality applications can simulate
user engagement. Engaging is to occupy the attention of someone “to attract, hold fast or
please” and “become involved”. According to [32], “User engagement is the behavioural
and emotional relationship that can exist, at any time between a user and a resource”.
Augmented Reality applications can engage the audience and attract themmore than any
other mediums [33] AR Engagement user experience can be visualized through the time
spent, the intensity of effort, concentration and propensity to start and stay in the task.
[34] classified user engagement to two types of user-brand engagement and user-user
engagement. Users may share the same AR campaign in the same physical space even
they aren’t all engaged directly to the brand.

Engagement Key Factors. The research raised the understanding of how user engage-
ment can be essential to a mobile augmented reality application’s success, and also
presented how it is necessary to company’s looking for more user attraction. Not only in
terms of getting more visibility, but it is also essential for flexibility of work by company
employees [35]. Recently, academic institutions brought this concept into their core
business strategy. By stimulating high levels of interaction and involvement, creating
more meaningful and long-lasting relationships with their students. Based on literature
review key factors that make up engagement: 1. Focused attention – this factor is inher-
ently related to human cognition and presents both a physical and social dimension.
This concerns users’ intensity of concentration in the application and losing the con-
sciousness of the surroundings, both objects and people [36]. A highly engaged user is
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more likely not to be aware of the passage of time. 2. Positive affect – engaged users
frequently found to be affectively involved with the app [36]. The user creates a personal
connection to the experience at hand [37]. Other authors, such as Vreede et al. 2013,
consider this investment is seen as one of the major contributors to customer loyalty
[38]. 3. Aesthetics defined by [37] as Aesthetics represents and visual beauty. Some
authors pinpoint to its strong contribution to users’ first impressions of the platform
[39], while other Studies found that general factors, such as symmetry and balance, as
well as specific issues, like graphics and screen layout, were strong contributors of user
engagement [36]. 4. Endurability is strongly linked to the concept of user loyalty. This
factor refers to users’ likelihood of remembering and wanting to repeat an experience
that brought them enjoyment, usefulness or any other type of value. Also referred to
behavior that will entice them to continue using it [40]. Other studies linked endurability
with a user’s recommendation of their own experience to others [41, 42]. 5. Novelty a
new, unexpected or unfamiliar thing or experience can be perceived as valuable to users.
Unexpected visual or changes may cause joyful and exciting to users [43]. Huang [44]
also defined novelty as the introduction of features, in a given interface. However, as high
degrees of novelty can lead users to “become lost” and confused when using the appli-
cation. 6. Trust and expectation trust are a requirement for attaining user engagement.
The factor is built upon the technological- dependent assurances, such as encryption of
data, and users’ attitudes towards applying that technology [45]. In more recent studies,
[46] also debated how online deception was shaping the trust of users in social media
platforms, as fake content can produce negative effects on user engagement. 7. User con-
text takes into account how the user’s specific state may shape how their engagement
takes place. Context of the user states that real engagement is not measurable since the
real-world state of the user can vary greatly [47]. Additional research on the matter of
context has unveiled two sub-dimensions: incentives and motivations. Incentives such as
users’ interest (personal preferences), personality, social context, the influence of trends.
Motivation, such as rewards in a game, can also act as additional triggers to engage users
and keep them interested in the application.

3 Research Importance

Based on the Literature review, the research focuses on applying AR as a smart com-
munication tool to solve a practical problem of student’s engagements with a university
campus. Authors will answer the proposed research questions:

1. How could the students evaluate the AR application UI?
2. How could the students evaluate the AR application UX?
3. How could the students evaluate the AR application Engagement?
4. Are there any correlations among the three factors UI, UX and Engagement?

4 Methodology

The study followed the Empirical approach in testing and analyzing the effect of UI and
UX design of AR application on volunteer student’s engagement with Ajman university
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campus. As a start to investigate the research problem. A pilot study surveywas designed
and conducted on a sample of 100 Ajman university newcomers’ students asking them
about their source of information about the university, their usage of the university
application, and how they evaluate the university application. The finding shows that
the highest source of information was 47% from friends, 41% Uni. Website, 38% direct
contact with Uni. employee 35% media, 30% Uni. social media accounts. The survey
found About 93% of the sample using the Ajman University Application. Between
strongly agree, agree and disagree, the application has an attractive design 40% agree.
Has enough information about university 54% agree. Easy to use 53% agree, but Need
more data more interactivity, more photos and video to cover many subjects.

Due to this finding, Authors designed an Initial Experiment prototype to visualize
the main concept of the AR application design. Users will be exposed in the university
campus to a poster as a trigger marker to examine AR application. 2 different levels
of interactive media (AR video stream promotes the university colleges and interactive
buttons contacted to university’s website and social media), were used to examine how
students engaged with the university environment, as shown in Fig. 1.

Physical 
poster

AR App. UX

User and 
Environment 
Engagement

AR App. UI

AR video stream

AR navigation buttons

Fig. 1. AR application Conceptual Design Framework to enhance engagement with the sur-
rounded environment.

5 AR Application Design

The AR application design process consists of two stages. The first stage, the off-line
processing covers the selection and sittings of identification objects (poster) and the
geometric model of 3D objects (video and buttons) in the virtual world. The physical
model establishment, the generation of behavior model and three-dimensional scene,
were created by Unity 3D. The process started with Creating a license key for our
AR App in Vuforia, copy license key API to Unity, Create Database in Vuforia Target
Manager, Add our poster as image target to Database, and Checking the rating of image’s
features. Secondary the on-line process includes identification of objects and producing
the corresponding feedback information in the real-time and real view, finally, the video
applied above image target in Unity.
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6 Results

An online survey designed to ask about UI and UX design of the AR Application. The
number of samples was 200 volunteer newcomers’ students in Ajman University. They
expressed how was their experience while using the APP and how was their engagement
with the information presented.

Table 1 refers to the sample variables, the Gender: male and female students,
Colleges: human sciences, and applied sciences, and the academic study level.

Table 1. Sample variables.

Sample Frequency Percent

Gender Male 92 46

Female 108 54

College Humanities 109 54.5

Sciences 91 45.5

Year 1 and 2 119 59.5

3 and 4 81 40.5

N = 200

Participants respond to UI design, 65% from the sample indicated that the App has
a good design, and 27.5% indicated that the App is good. While 7.5 0% indicated that
it is natural (not good, not bad). Authors measured the student evaluation to the App. in
three factors Table 2 shows the Mean of each sentence in the measurement scale.

Interface: according to the student evaluation of the App interface, three factors were
above (4) in a scale from (5) these sentences related to the innovativeness, Simplicity,
Visibility. While legibility and Recognition scored less than (4), experience: Usability
andRecallwere themost scored factors in the experiencemeasurementwithmeans above
(4). In contrast, Learnability, Efficiency, Control scored less than (4) Engagement: most
of the engagement factors scored above (4) except the factor related to the feeling of
boring from the app. The main reason that push students to suggest the App. To others
was because it is interesting to use, it is a new tool, a new source of information. And it
is a good university service.

According to “Pearson” correlations in Table 3, There are strong positive correlations
between “interface, experience, and engagement” (sig. = 0.000) that means each factor
in a relationship and affected by others.
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Table 2. Sample evaluation of the App UI, UX and engagement.

N Mean Std. D.

AR application Design user interface

1. The application is very innovative and novel 200 4.26 .765

2. Recognition: I can easily recognize the application if I visit it for the second
time

200 2.69 1.278

3. Simplicity: the AR application interface easy to understand so that I can get the
information in a simple way

200 4.24 .851

4. Visibility: there is a contrast between content and background in the designs,
so it’s legible

200 4.13 .690

5. Legibility: the size of the text/buttons is legible easy to read and interact with it 200 3.87 1.001

AR application Design user experience UX

6. Usability: The AR application interface efficacy and efficiency to use 200 4.20 .634

7. Learnability: I can quickly complete basic tasks in the first use time 200 3.99 .802

8. Efficiency: I can quickly perform basic tasks 200 3.97 .904

9. Control: I can go backward steps and undoing move forward in the Application 200 3.93 .905

10. Recall: The AR application experience helps me in recalling information
across parts of the dialogue

200 4.09 .728

AR application Design engagement

11. While using the application, I feel bored that makes me want to end the
application

200 3.97 .994

12. I think that using the application fits well with the way I like to use mobile
devices

200 4.08 .956

13. The information is presented in a unique, pleasant and logical order 200 4.04 1.022

14. The AR application is an easy and good source of information about the
university

200 4.45 .678

15. The design elements and my experience in using the application influence my
attention

200 4.15 .759

Table 3. Correlation among interface, experience, and engagement

Factors Interface Experience Engagement

AR application design user interface Pearson Correlation 1 .823** .789**

Sig. (2-tailed) .000 .000

N 200 200 200

AR application design user experience UX Pearson correlation .815** 1 .873**

Sig. (2-tailed) .000 .000

N 200 200 200

AR application design engagement Pearson correlation .789** .874** 1

Sig. (2-tailed) .000 .000

N 200 200 200

**Correlation is significant at the 0.01 level (2-tailed).
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7 Discussion

The study presents a comprehensive framework for building an application using AR
techniques. The result shows how students experience with AR application UI, and UX
had influenced their engagement. Findings show that Students are looking for exciting
and new technology to use. Simplicity and Visibility in the design attracted students.
Animation in the video stream ease communicates university information with students.
Using AR makes students enjoy what they are doing. Usability and Learnability used
in application helped students to complete basic tasks and recall the app in the second
use. Most of the students think the application fits well with the way they like to use
smart devices, Novelty, good design and the logical order of information attracted their
attention. They considered it as an easy and useful source of information about the
university, that influences them to suggest it to others. Generally, the study address
principles of UI and UX design as the key components of user engagement with their
surroundings. On the other hand, authors faced challenges in implementation limitation
in the way video appeared on the trigger poster, the content is very small, so the design
showed a lack of control and efficiency in use. Dark colors in video design background
reduced the Legibility and recognition of the UI design. Students face some challenges
like response time delays of the AR system, or even hardware or software failures. Also,
their ability to Interact with UI design buttons, due to the small display of the mobile
device, but In general, AR experiment develops students’ soft skills. It provides a better
understanding of how using AR technology as a unique interactive tool. The experiment
will increase AU reliance on innovative, Investments in smart and efficient technologies.

8 Conclusion

Study framework can be a guideline to others in the field of academic institutions, to
think of applyingAR technology not only in education but also in engagement strategies.
Furthermore, findings show the direct relation between design and user engagement.
The study is an on-going project consist of several levels toward enhancing student’s
engagement with Ajman University campus. Authors will suggest future studies may
ably indoorARnavigation system andARgamefilters to study their efficacy on student’s
engagement. There are several challenges and limitations with the technology that needs
to be overcome by Authors. For example, designing AR game design with 3D models
and high level of AR system tracking. Also, AR navigation system has to deal with a
vast amount of information, in reality, to provide an accurate marker for helping in the
navigation system.
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Abstract. In recent times researchers across the globe have shown keen interest
towards advancements in the domain of edge computing. Mobile Edge Comput-
ing (MEC) is a new age computing paradigm wherein cloud services are made
accessible at network edges via the use of mobile base stations. It is a promising
technology that helps in overcoming the limitations of mobile cloud computing.
MEC facilitates seamless integration of various application services, thereby prov-
ing cloud resources at the edge of the network, within the vicinity of the end-user’s
locality. It can effortlessly be integrated with the upcoming 5G architecture, hence
supporting the execution of resource-rich applications that require low network
latency. In order to enhance the levels of intelligence at mobile base stations,
deep learning algorithms can be implemented over network edges for rendering
optimized communication andworkload balancing. The paper discusses a concep-
tual architecture for creating a mobile edge computing environment involving the
applicability of deep learning algorithms. The paper discusses the fundamentals
ofMEC alongwith specific applications of reinforcement and continuous learning
in an edge environment. We list the benefits of MEC along with a discussion on
how its amalgamation with deep learning models can prove beneficial in case of
a computation offloading scenario.

Keywords: Edge computing ·Mobile Computation Offloading · Deep learning ·
Mobile computing

1 Introduction

Predominance of mobile terminals, like smartphones or tablet, computers and so on
has a lot of effect on mobile and wireless networks, which in a way creates problems
for the mobile system all over the world. Cellular networks experiences high power
consumption, less storage capacity, high latency and lower bandwidth. Apart from
this, it is believed that the exponential growth of new technologies, i.e., the Internet
of Things (IoT), will lead to another convergence of the cellular and wireless networks.
Mobile Cloud Computing (MCC), which is the amalgamation of the cloud comput-
ing in the mobile environments, provides significant opportunities for mobile devices,
which enables them to store, compute, and power through the use of centralized cloud
resources. However, while opening amultitude ofmobile devices,MCC faces significant
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problems [5], like high latency, low coverage, security vulnerabilities, and data trans-
mission latency, which in a way can be cumbersome, especially for the next generation
mobile networks (for example, 5G).

It has been seen that MCC is less applied to Quality of service and real life applica-
tions. As per a report from Cisco Visual networking index the use of mobile devices is
increasing drastically and after 2020 it will further gain more and more usage [2]. The
increase of mobile usage is because of increase mobile users and development and avail-
ability of mobile applications. In the era of Information technology, EDGE computing
has become the leading mobile cellular computing (MEC) in cellular networks.

The term mobile edge computing was first introduced in 2013 when Nokia Siemens
Networks and IBM developed the MEC platform, which allows applications to work
directly. This platform only speeds up the local area, which does not support the appli-
cation migration, compatibility. MEC is also recognized as the leading new technology
for 5G networks by the European 5G PPP (Public-Private Partnership 5G Infrastruc-
ture). The Natural Language Processing helps the Edge Computing to be more robust
and increase the rate of data processing so that the output can be generated at much
faster rate. It’s a type of program which delivers low latency. According to Karim Arabi,
edge computing is a broadly network whatever is happening outside the cloud and in the
applications where real time processing of data is required.

The world is seeing a constant rise in the numeral of smart cities. Edge computing
looks like a viable solution for making the smart city environments as it facilitates the
extension of the cloud resources to the network edge [20]. Henceforth, enhancing the
service awareness, scalability and low latency. Characteristics high context awareness,
single hop connectivity and geo distribution are the reasons for rapid adoption of mobile
edge computing. The amalgamation of edge computing along with deep learning mech-
anisms can be used to create real life health applications. A similar application being,
HealthFog, a heart disease analysis application [6]. It delivers healthcare as a service
using IoT devices over a fog network.

Organization of rest of the paper is done as follows: Sect. 2 explains some of the
contemporaries of edge computing. Section 3 discusses the applicability of deep learning
algorithms in an edge environment. It talks through some of the most popular verticals
wherein extensive research is happening at a global scale. Section 4 which suggests
some of the benefits of mobile edge computing. Finally we have, Sect. 5 presenting the
experimental analysis of MEC and deep learning models.

2 Related Technologies

Cloudlet is a small data center that usually happens as a wireless transition from public
places such as mobile devices for the convenience of the hospital, mall, office building,
etc. It is a convenient approach wherein many blocks of multi-core computers create a
cloud that connects remotely to a cloud server [1]. Cloudlet is presented as a promising
solution for remote extended area networks (WAN) and latency in cellular Energy con-
sumption due to the use of mobile communication for data transmission. The primary
goal of the cloud server cloud cover is to carry the cloud. The end user’s technologywhich
provides resource support more time-sensitive applications. Further studies confirmed
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that using resource wealthy machines close to cellular customers, called cloudlets, pro-
vides offerings typically observed inside the cloud, furnished improvements in execution
time while some of the responsibilities are offloaded to the edge node. On the alternative
hand, offloading each task may also bring about a slowdown due to switch instances
between device and nodes, so depending at the workload a foremost configuration may
be defined [18].

Fog computing [17] which is also known as edge computing, which supports uni-
versally connected equipment. The word fog computing was made CISCO system that
brings cloud services to enterprise point of view Network like MEC [6]. In fog comput-
ing, processing is mostly done at the end of the LAN on the IoT gateway or fog node.
The advantage of allowing only processing equipment in fog computing is the benefit
is to collect data from various sensors and act in accordance to it [19]. However, due to
their dependence on the wireless connection, there are some limitations in ambiguous
calculations, which must be active in order to perform the complicated actions. The
estimate of fog and MECs are widely used interchangeably except in some cases where
they differ [21, 22].

Blockchain and the use of smart contracts are the best known examples for creating
distributed applications. The expression “smart contract” was first authored in mid-
1990s by researcher and cryptographer Szabo, who characterized a smart contract as a
lot of guarantees, indicated in computerized structure, including rules inside which the
different groups perform on these guarantees. In his popular model, Szabo analogized
smart agreements to vendingmachines: machines take in coins, and bymeans of a simple
algorithmic system (e.g., finite automata), dispenses change and item as indicated by the
showed cost. Smart contracts go past the candymachine by proposing to install contracts
in a wide range of properties by advanced methods. As a rule, smart agreements or
contracts can be characterized as the digital rules that digitally encourage, confirm, and
uphold the agreements made between at least two gatherings on blockchain. As smart
contracts are normally used and verified by blockchain, they have some novel attributes.
In the first place, the program code of a smart contract will be recorded and confirmed
on blockchain, subsequently making the agreement alter safe. Secondly, the execution
of a smart contract is implemented among different, trustless individual hubs without
incorporated control, and coordination of third part specialists [20, 23].

3 Deep Learning Applications in Edge

Fog or edge computing is a kind of program which delivers low latency. The following
figure illustrates an edge environment. In both IoT and Mobile Computation Offload-
ing tasks and data were communicated to the remote cloud for performing computa-
tional operations [4]. Whereas, through edge computing code offloading and data trans-
fer is performed at the network edge level, thus helping in quick response time and
enhanced Quality of Service. Further in this section we talk about some of the fields
wherein the deep learning algorithms [10] can be implemented in an edge environmen-
tal setup. Similar to these areas, a use case for mobile code offloading is discussed
in Sect. 5 (Fig. 1 ).
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Fig. 1. Conceptual architecture for edge computing [16]

3.1 Internet of Things (IoT)

In today’s world of IoT we need lots of storage and massive amount of data to data
centers, due to which bandwidth is affected. Besides all these improvements in to-day’s
world, data centers still cannot guarantee the transfer rate and response times which is
very important. Edge software services lessen the volumes of information that must be
moved, the resultant site visitors, and the space that records need to move. It provides
decrease latency and decreases transmission prices.

3.2 Micro Data Centers and Cloudlets

Computation offloading for actual-time programs, consisting of facial reputation algo-
rithms, confirmed widespread enhancements in reaction times as established in early
studies. Further studies confirmed that using resource wealthy machines close to cel-
lular customers, called cloudlets, and providing offerings typically observed inside the
cloud, furnishes improvements in the execution time while some of the responsibilities
are offloaded to the edge node. On the alternative hand, offloading each task may also
bring about a slowdown due to switch instances between device and nodes, so depending
at the workload and foremost configuration may be defined.

3.3 Virtual Reality

Another use of the architecture is cloud gaming, in which some components of a sport
maywant to run within the cloud, even as the rendered video is transferred to lightweight
customers together with mobile, VR glasses, and many others. Such sort of streaming
is also referred to as pixel streaming. Conventional cloud video games might also suffer
from excessive latency and inadequate bandwidth, due to the fact the amount of records
transferred is huge because of the excessive resolutions required through some offerings.
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In such cases Edge computing plays a vital role. An-other use of edge computing archi-
tecture is cloud gaming, in which some components of a sport may want to run within
the cloud [8], even as the rendered video is transferred to lightweight customers together
with mobile, VR glasses, and many others. Such sort of streaming is also referred to
as pixel streaming. Conventional cloud video games might also suffer from excessive
latency and inadequate bandwidth, due to the fact the amount of records transferred is
big because of the excessive resolutions required through some offerings.

3.4 NLP

Natural Language Processing helps the Edge Computing to be more robust and in-
crease the rate of data processing so that the output can be generated at much faster
rate. Natural Language Processing, is an intelligent technology that helps to create an
interaction between the machine and the humans. NLP helps to fill the gap between
the machine and human by processing various codes, computation linguistics and also
computer science tomanipulate the human language and helpmachine to bemore precise
with the output. NLP helps to deliver the cognitive solutions by improving the output
result. NLP helps to improve the latency by processing the data of the idle time a person
spends over the service without sending any data packets. This helps to improve the route
of the data transfer. NLP helps in real-time analytics to make the CPU workload more
intensive. The secret is in knowing your field of interest and market, and by analyzing
your activity and making a suitable design to support your system. The key here is
develop an ‘intimacy’ with the customer through new technologies.

3.5 Computer Vision

An example of applicability of deep learning in an edge environment can be, a facial
recognition system that verifies the face of the entering and exiting facilities has been
used by Department of Defense. This technique requires machine learning and natural
language processing, neural networks and other statistical computing for the process.
This technology in particular has storage requirement to make the setting feasible. For
this, edge computing provides crucial storage required for the processing of data.

In relation to the five research areas discussed previously, the following figure show-
cases a comparison betweenworks having implemented deep learningmodels in an edge
setup (Table 1).
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Table 1. Selected works on union of edge computing and deep learning

Work Deep learning model Application Performance parameters

DeepIoT [9] VGGNet Image recognition Latency, memory

DeepMon [11] Yolo [12] Object detection Latency

VideoEdge [13] AlexNet Image classification Accuracy

DeepThings [14] Yolo [12] Object detection Accuracy, latency

MCDNN [15] AlexNet Image classification Energy, memory

4 Advantages of Mobile Edge Computing

MEC focuses on essential metrics like the concept delay. Moreover, high bandwidth,
which is achieved by limiting data movement. Then for MEC servers, and then for a
centralized server with a long delay cost. Apart from this, electricity consumption is also
a significant problem. Computational work related to external resource systems lead to
increased battery life of user devices.

• Speed: Edge computing helps to respond to data almost instantaneously by elimi-
nating the lags. The internet bandwidth is reduced by providing the data processing
computing near to the source. Since the resources are remotely available, the effi-
ciency is increased and cost is reduced. The data is not required to be put up on cloud,
and the security is ensured for the sensitive data. The most vital advantage of edge
computing is their ability to recover the network’s performance by combating latency.

• Security: The edge computing architecture’s distributed nature makes it easy to exe-
cute the security protocol, which can separate the hacked parts without turning the
whole network off. For example, a facial recognition system that verifies the face of
the entering and exiting facilities has been used by Department of Defense. This tech-
nique requiresmachine learning and natural language processing, neural networks and
other statistical computing for the process. This technology in particular has storage
requirement to make the setting feasible [7].

• Scalability: Border computing provides amuch less expensive way for scalability. The
utility of edge computing devices with the ability to process also reduces the cost of
development, because each added new device does not apply the critical requirements
on the network core bandwidth. At this point, edge computing comes in handy as
reduced form factor is critical for IoT implementation and edge computing provides
crucial storage required for the processing of data.

• Reliability: With the security advantages of edge computing, it is not surprising that it
also provide high reliability. Since IoT edge computing devices and edge data centers
are located close to end users, the probability of problems with the net-work in remote
locations affecting local customers is less likely. IoT edge computing deviceswillwork
fine even if there is some fault with the nearby data centers if the edge computing
architecture is followed. When edge computing architecture is used then it is seen that
complete service will never disable completely. The key here is develop an ‘intimacy’
with the customer through new technologies [3].
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5 Implementation and Simulation

In this section we would be discussing an application for mobile computation offload-
ing wherein resource intensive tasks of an application are offloaded in order to ensure
reduced battery consumption and response time. The sample application comprises of
three different categories of tasks that are I/O intensive, CPU intensive and Data inten-
sive in nature. According to the proposed hypothesis “Mobile Computation Offloading
performed in an Edge environment making use of a deep learning algorithm is most
appropriate in terms of ensuring response time and mobile battery consumption”.

The following are the three set of experiments that have been performed for validating
the proposed hypothesis.

1. Task Offloading in an MCC Environment
2. Task Offloading in an Edge Environment
3. Task Offloading in an Edge Environment assisted by Deep Learning

Convolution Neural Network (CNN) is the deep learning model used in this experi-
ment. TheCNN is trainedon the basis of task execution patterns. It identifies relationships
between tasks in terms of a task being independent or dependent on other task executions.

Table 2. Task offloading

Experiment number Number of tasks offloaded Battery consumption (%) Latency (ms)

1 9 12.64 32

2 5 12.22 21

3 5 11.87 16

The above-mentioned Table 2 has been further illustrated using the following graphs
in form of Fig. 2 and Fig. 3
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Fig. 2. Effect of task offloading on battery consumption

Fig. 3. Effect of task offloading on latency

6 Conclusion

Mobile edge computing (MEC) is one of the new age computing paradigm and is seeing
rapid adoption among researchers across the globe. Characteristics such as enhanced
scalability and performance are the reasons for it being a successful successor to Mobile
Cloud Computing. Significant research is being conducted towards ensuring amalga-
mation of deep learning models and the edge environment. In recent times, areas like
natural language processing and computer vision have seen works involving the use of
deep learning algorithms and edge computing. Furthermore, the amalgamation can lead
to enhanced performance of mobile computation offloading with respect to performance
parameters of mobile battery consumption and latency.
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Abstract. Clustering algorithm is one of the most popular data analysis tech-
nique in machine learning to precisely evaluate the vast number of healthcare
data from the body sensor networks, internet of things devices, hospitals, clinical,
medical data repositories, and electronic health records etc. The clustering algo-
rithms always play a crucial role to predict the diseases by partitioning the similar
patient’s data based on their relevant attributes. The vast number of clustering
algorithms have been developed for analyzing several healthcare data sets so far.
However, the algorithms presented in the literaturemay achieve a better result with
a particular type of data set but may fail or provide poor results with the data set of
other types. Many of the research studies considered specific or multiple data sets
for clustering analysis. But there are only a few studies used mixed type of data for
analyzing and verifying the optimal number of clusters. To alleviate these issues,
this paper aims to inspect various clustering algorithms from the theoretical and
experimental perspectives. The experimental results elucidate the best algorithm
from each categories using a physiological data set. The efficiency of each clus-
tering algorithm in machine learning is validated using a number of internal as
well as stability measures. Finally, this paper highlights the future directions with
a proper clustering algorithm for handling high dimensional healthcare data sets.

Keywords: Machine learning · Clustering algorithms · Unsupervised learning
algorithms · Big data · Healthcare applications

1 Introduction

The numerous records of healthcare data generated every day are increasing astronom-
ically in today’s modern era [1]. The explosion of medical sensors, internet of things
devices, and digitalization of medical records have created a flood of data typically land-
ing in different medical storage repositories. Then, various kinds of operations such as
analytical, process, and retrieval are performed to extract valuable insights from the raw
data [2]. With the help of real-time alerts, doctors or medical practitioners will take per-
spective decisions about treatment at the right time [3, 4]. Therefore, big data analytics
solutions can be used to save human lives, provide analysis much faster, ultimately save
money and improve the efficiency of treatment [5].
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The healthcare data is captured from various sources that include [6] hospitals,
clinical, medical research, electronic records, and authorizedwebsites respectively. They
are stored in different formats such as text, video, audio, image, impala complex types,
and sequence file respectively [7] and also make it very difficult to process and analyze
all pieces of data effectively. One key strategy to solve this analytic issue is to group
or cluster the big health data in a more compact format. In such a case, clustering
algorithms contribute a major role to analyze the massive volume of healthcare data as
small segments in a dispersedway and effectively aggregate all these data across different
clusters to obtain the final processed medical data [8]. There are several clustering
algorithms developed [9] to analyze the data but still, it is a challenging task which
algorithm provides the best and the optimal number of clusters with respect to different
data sets. Many authors have evaluated the clustering algorithms using different medical
data sets with unique validation metrics [10–13]. Only a few authors [14] have been used
synthetic data sets with real-time data sets to assess the variations and performance of
three distinct clustering algorithms. Each data set is unique in its own way. No studies
have been considered so far to estimate various clustering algorithms using the mixed
type of physiological data. This type of analysis on vital parameters must require in
the near future to identify the time-critical data than normal data. Therefore, this work
considers only a synthetic data set instead of real-time data sets to evaluate the best
number of clusters for healthcare data analysis.Moreover, the value of the raw healthcare
data collected from hospitals or patients in real-time may be similar or slightly different
from our synthetic data set. But the minimum and maximum values of vital data may
only deviate from the considered ranges.

Despite the vast number of analysis for clustering algorithms using various healthcare
data sets including heart rate [15], brain [16], body temperature [17], emotions [18],
cancer [19], blood pressure, ambulatory, and emergency respectively, available in the
literature. In such a case, it is very difficult for handlers to decide in advance which
algorithm is most suitable one for identifying the abnormality in a given big health
dataset. There are still many limitations exist in the literature that need to be addressed:
(i) the unique attributes of various clustering algorithms especially for physiological data
set are not analysed carefully, (ii) several clustering algorithms have been developed for
healthcare domain but they were not deliberated any mixed type of vital information
and (iii) only experimental analysis has been carried out to specific healthcare data set
to study the significance of one algorithm over another. The aforementioned reasons are
highly motivated us to inspect various clustering algorithms, especially for the mixed
type physiological data set. The main contributions are outlined as follows:

• To study three distinct types of clustering algorithms based on the theoretical
perspectives.

• To validate the different clustering algorithms using internal and stability metrics.
• To analyze the most optimal clustering algorithmwith respect to clinical perspectives.

Therefore, this article provides readers with a sufficient analysis of particular clus-
tering algorithms by theoretically and experimentally comparing them on the synthetic
physiological data set. Other sections of this paper are described as follows: The theo-
retical details of clustering algorithms are summarized in Sect. 2. Section 3 describes the
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internal and stability validation measures for various clustering algorithms. The exper-
imental and comparative analysis of different clustering algorithms are explained in
Sect. 4. Finally, Sect. 5 concludes the paper with appropriate clustering algorithm with
future scope.

2 Analysis of Clustering Algorithms

Clustering is one of the best known algorithm in machine learning domain, named as
an unsupervised learning algorithm [20]. The significance of clustering algorithm is
to divide the large volume of data into smaller groups of data when there is no class
labels available to process the datasets. Each cluster contains a set of data points where
clustering algorithm mainly used to classify and group each data point into a particular
cluster. Besides, the data points within the same cluster should have similar properties,
while data points in the different cluster should have highly dissimilar properties and/or
features [21]. Many clustering algorithms for analyzing healthcare data sets have been
introduced in the existing research works [22–26]: K-means, K-Medoids or Partitioning
AroundMedoids (PAM), and Hierarchical. The main procedures of these algorithms are
classified as follows.

2.1 K-means Clustering Algorithm

K-means is a simple and most general clustering algorithms which is mainly used to
classify the given dataset that is unlabeled. This algorithm mainly aims to find similar
clusters represented by variable k. For this purpose, this algorithm uses the mean or
centroid as a metric to characterize the cluster. A centroid is a data point that indicates
the center of the cluster, and it might not necessarily be a member of the dataset. So,
it divides n data points into k number of clusters and then each data point n belongs to
appropriate cluster with the nearest possible centroid. Next, the Euclidean distance is
accurately calculated from each data point n to the centroid in a given cluster. Always, the
data points in a cluster are assigned to the centroid depending on the minimum euclidean
distance from that centroid point. When there no data point is available to assign, an
early grouping is considered. In such case, ‘c’ new centroids are re-calculated, thus new
iteration continues until the ‘c’ centroids stop changing their position.

2.2 K-medoids Clustering Algorithm

K-medoid is a variant type of algorithmwhich is also termed asPartitionAroundMedoids
(PAM). In this algorithm, data point act as a medoid within a cluster that are centrally
located whose disparity over all data points in the cluster is minimal. Therefore, this
medoid can be used as a representative of other data points within a cluster. The main
core idea of PAM is to first calculate major data point as a medoid in a specific cluster,
group the set of medoids, and then each data point is assigned to the nearest medoid in
a given cluster. Moreover, this algorithm generally follows two phases: build and swap
phase. The role of the first phase is to select the first medoid as the data point with the
lowest mean dissimilarity with respect to the whole dataset. Likewise, in the second
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phase, given the current set of ‘k’ medoids, all the neighbor data points are evaluated. A
new medoid is created by exchanging data points in the old medoid with the data points
in a new non-medoid.

2.3 Hierarchical Clustering

Hierarchical is a special type of unsupervised machine learning algorithm, also referred
as Hierarchical Cluster Analysis (HCA). The goal of hierarchical cluster analysis is to
cluster similar unlabeled data points into number of clusters using tree based structure.
The data points in the end of tree forms a set of clusters, where each and every cluster is
distinct from other clusters. Besides, the data points within a specific cluster is mostly
identical to other clusters in the data set. This algorithmuses a tree-type structure (dendro-
gram) based on the hierarchy. Basically, there are two types of hierarchical clustering
algorithms include Agglomerative hierarchical clustering or AGNES (Agglomerative
Nesting) and Divisive hierarchical clustering or DIANA (Divisive Analysis). Both this
algorithm is exactly the reverse of each other. The summary of various algorithms with
respect to various characteristics are listed in Table 1.

Table 1. Summary of clustering algorithms

Algorithm Big data Computation
speed

Modifications
corrections

Cluster
shape

Results
interpretationSize

of
data
set

Type of
data

Complexity

K-means Large Numerical O(nkd) Fast Flexible Non
convex

Easy

K-medoids Small Categorical O(n2dt) Moderate Difficult Non
convex

Difficult

Hierarchical Large Numerical O(n) Slow Flexible Non
convex

Easy

3 Validation Measures

The performance of unsupervised learning algorithms is evaluated using different inter-
nal, and stability validation metrics. The internal measures are very important for evalu-
ating the right number of clusters and computing the quality of the appropriate clustering
algorithm. This measures consider only the internal information to calculate the quality
of a clusters without using any external information. The basic internal validation mea-
surements [27] are classified into three types: Connectivity, Silhouette and Dunn index.
This section briefly presents the internal validation indices used for a physiological data
set.
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3.1 Internal Measures

Connectivity. This measure represents the total number of rows n (data points or obser-
vations) and columns m in a dataset. The values are always considered as numeric (e.g.,
a physiological parameter’s values). Let Yni(j) and xiYni(j) be the jth nearest neighbor
of data point i and zero, respectively, if both i and j are in the same cluster, and then
1/
j otherwise. The connectivity is measured for a particular cluster C = {C1, C2 . . . .Ck}

with n data points using the below equation

C =
∑n

i=1

∑p

j=1
xiYni(j) (1)

Where p represents a parameter value and if the connectivitymeasure has a value between
0 and ∞, it should always be decreased.

Silhouette Coefficient. This coefficient is a very useful metric for evaluating the per-
formance of clustering results. This value measures how data points are grouped and
computes the average distance available between the different clusters. The width of this
coefficient always lies in the following interval [−1, 1] that implies the super grouped
data points with values near to 1 and lower grouped data points with values near to −1.
Therefore, the coefficient for data point i is defined as

S(i) = (yi − xi)

max(yi, xi)
(2)

Where xi and yi denote the average distance between the data points in the same cluster
and the average distance between the data points in the nearest neighboring clusters
which can be expressed as

yi = min
Ck∈ C

Ci

∑

j∈Ck
dist(i, j)

nCk
(3)

Where Ci indicate a cluster with data point i, dist(i, j) presents the distance between the
data points i and j, then nCk implies cardinality of the cluster C.

Dunn Index. This is an important metric that presents the ratio of the lowest distance
between the data points which is not available in the same cluster and the highest distance
in the intra-cluster. The index value can be obtained as

DC = min
Ck ,Cl∈C,Ck �=Cl

(
min

i∈Ck ,j∈Cl
dist(i, j)

)

max
Cm∈C

d(Cm) (4)

Where d(Cm) indicates a cluster Cm with maximum distance and this index has a value
between 0 and ∞, and it should always be increased.
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3.2 Stability Measures

The stability measure is a special type of validation measure to individually evaluate
the cluster results from the overall analysis by removing each column in the data set.
This type of measure is very significant especially when the physiological raw data
are highly correlated with others. For this purpose, this study uses stability measures
to compare the consistency of raw data in the medical synthetic data set. Generally,
the stability measures [28] are broadly classified into four different groups: (i) Average
Proportion of Non-overlap (APN), (ii) Average Distance (AD), (iii) Average Distance
between Means (ADM), and (iv) Figure of Merit (FOM).

Average Proportion of Non-overlap (APN). This measure is used to calculate the
average proportion of data point that is not located in the same cluster with a partic-
ular or single column removed. Let consider Ci,0 be the cluster with data point i using
the original cluster and Ci,l be the cluster with column l removed in the data set. Then,
APN value is always varied between the following interval [0, 1]. If the APN values
close to 0 that indicates the highly consistent results. For the total number of cluster set
K, the APN value is measured using given formula

APN (K) = 1

MN

∑N

i=1

∑M

l=1

(

1 − n
(Ci,l ∩ Ci,0)

n
(Ci,0)

)

(5)

Average Distance (AD). The main function of AD measure is to predict the average
distance between the data points that are placed in the same cluster by considering
the aforementioned two cases. If the AD has a value between zero and ∞, and then
the smaller values are always considered to evaluate the results. The following given
expression is used to compute AD,

AD(K) = 1

MN

∑N

i=1

∑M

l=1

1

n
(Ci,l ∩ Ci,0)

[∑

i∈Ci,0,j∈Ci,l
dist(i, j)

]
(6)

Average Distance Between Means (AM). The main objective of this measure is to
calculate the average distance between data points that are presented in the same cluster
under the aforementioned two cases. However, only it uses the Euclidean distance with
smaller values between 0 and ∞ is always preferred. Let xCi,0 denote cluster contains
average data points i and xCi,l indicate the cluster contains data point i with column l
removed. Then, it is computed using the below formula,

ADM (K) = 1

MN

∑N

i=1

∑M

l=1

1

n
(Ci,l ∩ Ci,0)dist(xCi,l , xCi,0) (7)

Figure of Merit (FOM). The decisive role of a FOM is to estimate the average vari-
ance of the deleted columns in different clusters and grouping is performed based on
the remaining (undeleted) columns. The smaller values between 0 and ∞ are mostly
preferred and also it computes the mean error rate using average number of clusters.
Then, FOM predicts a particular left-out column l using the given formula

FOM (l,K) =
√

1

N

∑k

k=1

∑

i∈Ck,l
dist

(
xi,l, xCk (l)

)
(8)
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Where xi,l presents the value of ith observation in the lth column and xCk (l) denote
the average of a cluster. Generally, FOM uses only Euclidean distance and also it is

multiplied by the following adjustment factor
√

N
N−K , to decrease the amount of cluster

expansions.

4 Experimental Results

The clustering algorithms are validated by including two packages defined in R pro-
gramming tool. The two major packages used in this study are clValid [29] package and
NbClust package [30], respectively. Both packages are very significant to determine the
best optimal number of data clusters for a given data set and validate the effective results
from the clustering analysis. This analysis study uses Euclidean distance as a parameter
in NbClust function. The frequency of occurrence of time-critical data is measured with
respect to the range of vital parameters, which are shown in Fig. 1.

4.1 Data Set

This experiment study uses statlog heartrate real-world data set (i.e., UCI machine learn-
ing repository) as a basic data set, which consists of 130 instances and 3 variables. To
validate the advantages of the synthetic dataset, this work includes 5 additional vari-
ables by utilizing the same 130 instances. The data set contains only numerical values
with different attributes. The vital ranges of each attribute are incorporated based on
the conditions of the patient such as normal, moderate and extremely high. The various
characteristics of both real world and synthetic healthcare data sets are mentioned in
Table 2.

Table 2. Various characteristics of healthcare data sets

Name of data set Type of dataset Type of data No of instances No of attributes

Heart rate Real world Multivariate 130 3

Physiological data Synthetic data Numerical 130 8

4.2 Comparative Analysis

The aim of comparative analysis is to choose how accurately each and every algorithm
can able to group similar health records from the mixed physiological data set. Further,
to analyze the optimal number of the cluster’s size for every algorithm and predict which
algorithm performs better than others. The analysis results of three different clustering
algorithms are validated using both internal and stability measures.

Evaluating Validity. The analysis results of various clustering algorithms based on the
internal validity measures are presented in Table 3. Initially, algorithms are validated
with the varying cluster size from k = 2 to k = 10.
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Fig. 1. Frequency of occurrence of vital data

From the cluster analysis, it is observed that the K-means algorithmwith two clusters
provides better results using connectivity and Dunn index measures as compared to the
hierarchical clustering algorithm. However, the hierarchical algorithm achieves better
output according to the silhouette validitymeasure. Therefore, it is the second best known
clustering algorithm in terms of internal validity. Moreover, the comparative analysis
suggested that the K-medoids yield no clustering results in comparison to K-means and
hierarchical algorithms.

Evaluating Stability. The stability of three different clustering algorithms is validated
to predict any variations in the clustering outputs based on the removal of one column in a
givendata set. The achieved results of stability for each clustering algorithmare displayed
in Table 3. From the assessments, it is noticed that the hierarchical algorithm almost
approaches the lower stability values based on the APN, ADM, and FOM respectively.
Though it achieved better stability valueswith all threemeasures it is failed to provide the
best result for AD measure. Further, the maximum stability value of K-means algorithm
indicates that the algorithm is not able to yield better values. Likewise, the Pam algorithm
is ineffective to give stable outputs in terms of stability measures. Hence the hierarchical
clustering algorithm contributes the highest stability results in every aspects as compared
with K-means and Pam algorithms.

Evaluating Optimal Scores. The optimal number of clusters and their scores are eval-
uated using two important measures such as internal and stability. The best optimal
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Table 3. Internal validation of clustering algorithms

Type of
measures

Clustering
method

Validity
measures

Cluster size

2 3 4 5

Internal
validation
metrics

Hierarchical Connectivity 7.5556 10.4845 10.7845 14.5425

Dunn 0.2943 0.2971 0.3140 0.3140

Silhouette 0.3075 0.2093 0.2390 0.2261

K-means Connectivity 2.1940 41.1071 25.3369 35.9258

Dunn 0.3450 0.1761 0.2356 0.1950

Silhouette 0.2470 0.1743 0.2496 0.2345

Pam Connectivity 19.5016 45.1821 67.7214 67.7167

Dunn 0.0763 0.0508 0.0330 0.0429

Silhouette 0.2147 0.2094 0.1867 0.2152

scores of every algorithms are depicted in Table 4. Based on the observations, it is
clearly shown that the K-means algorithmwith two optimal clusters can provide the best
results in terms of connectivity, Dunn index and silhouette, respectively. In contrast, the
hierarchical algorithm with different clusters often yields the highest stability values for
APN, ADM, and FOM except for AD among all considered clustering algorithms.

Table 4. Stability validation of clustering algorithms

Type of measures Clustering method Validity measures Maximum cluster size

2 3 4 5

Stability validation
metrics

Hierarchical APN 0.0648 0.3074 0.0389 0.1035

AD 3.5190 3.5114 3.0791 2.9625

ADM 0.2221 0.9328 0.4820 0.4237

FOM 0.9695 0.9520 0.9304 0.8599

K-means APN 0.1824 0.3675 0.1987 0.1940

AD 3.6036 3.4353 2.9575 2.7903

ADM 1.2480 1.2474 0.7353 0.7205

FOM 0.9779 0.9509 0.9023 0.8712

Pam APN 0.1932 0.2424 0.3472 0.3391

AD 3.4350 3.2164 3.1585 2.9340

ADM 0.6666 0.8308 1.1647 1.0535

FOM 0.9535 0.9196 0.9141 0.8984
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Table 5. Optimal scores for various clustering algorithms

Type of validity
measure

Name of validity
metric

Optimal score Clustering
method

Optimal number of
clusters

Internal Connectivity 2.1940 k-means 2

Dunn 0.3450 k-means 2

Silhouette 0.3075 Hierarchical 2

Stability APN 0.0389 Hierarchical 4

AD 2.7903 K-means 5

ADM 0.2221 Hierarchical 2

FOM 0.8599 Hierarchical 5

However, the best optimal cluster size for a physiological data set is 2 and also it is
significantly confirmed that the suitability for dealing with high-dimensional physiolog-
ical datasets. Finally, this analysis suggested that the Pam algorithm failed to produce
the optimal number of clusters on synthetic data set with high problem dimensionality,
as mentioned in Table 5.

5 Conclusion and Future Work

This study provided a detailed theoretical view on clustering algorithms especially for
healthcare data analysis from both theoretical and experimental perspectives. There
are numerous clustering algorithms deliberated in the existing studies for analyzing
healthcare data sets and also validated with different metrics. However, it is very hard to
decide in advance which clustering algorithm would be the most suitable for a particular
data set and what would be the best optimal number of clusters from a given a set.
Based on these perceptions, this study analysed various clustering algorithms in clinical
point of view and validated using internal and stability measures. The observed results
reported a better solution to develop novel clustering algorithm and to recommend a
specific algorithm for huge volume of physiological data set. The grouping of abnormal
variations from different columns of data sets is the most significant requirement rather
than grouping the normal variations when using the mixed or complicated vital data sets.
In future, this study will further extend the analysis for big pandemic healthcare data sets
with respect to similarity score, condition-specific, and then generic preference-based
measures.
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Abstract. A Mobile agents are combination of software programs which works
automatically in homogeneous and non-homogeneous environment from one host
to another for sharing information among users. Mobile agents migrate in unse-
cure network, so mobile agent’s security is a major concern during the com-
munication and sharing of data & information. Mobile agent’s migration has
major security issues i.e. data integrity, data confidentiality & authentication, on-
repudiation, denial of service and access control. In this paper neural network
based synchronization key exchange is proposed for Encryption and Decryption.

Keywords: Mobile agent · Neural networks · Tree parity machine · New Tiny
Encryption Algorithm

1 Introduction

Mobile agents are self-dependent program, works on the basis of host. Mobile agent
created by user andmigrates from one host to another andworks automatically. There are
three main parts of mobile agent i.e. state, agent code and Agent Function. Mobile agent
program executes on every host. A movable agents are software process automatically
move through a heterogeneous network under self-control.

Mobile agents are migrating from one user to another user and contacting with other
agents. It decides when and where to migrate. Mobile agents has specific life cycle from
starting to end suspend its execution. Characteristic of Movable agents are autonomous,
dynamic Behavior, intelligence, goal oriented, intelligence etc.

A mobile (or migrating agent) agent can do task on the behalf of host is host not
connected to network. After reconnection of host to network mobile agent returns all the
result to host. There are many advantages of using mobile agent like, requirement of less
network bandwidth, less network delay (latency), synchronization of protocol, working
for homogeneous and non-homogeneous network, automatic and dynamic behavior,
robustness etc. Mobile Agents are used in different applications like, E-Commerce,
Banking system, Security, data retrieval (centralized anddistributed),MonitoringSystem
etc.
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1.1 Security of Mobile Agents

Mobile agent are collection of small code or software, which works on network to
perform some tasks in place of a host. To develop and implement new features for
mobile agents, security and application are important research area for researchers. The
prime concern is attack on mobile agents. For providing security of agent’s platforms
(Host or User) by various threat attacks (Active as well as passive). Because of dynamic
behaviour of mobile agents many types of attacks like as DOS, Masquerading, Hacking
of agent and host, repudiation, eavesdropping, Modification of data and information etc.

Various types of attacks are as follows:-

• Agent to Agent’s host,
• Agent to another agent,
• Agent’s host to an agent.

Challenges in implementing Mobile Agents are Security, for securing agent plat-
form and agents from misbehavior. Portability and Standardization, Performance and
scalability.

1.2 Movable Agent’s Process

The complete process of the agents as per Fig. 1 ensures that they are able to adapt the
environment i.e. either home or foreign environment. They are able to switch among the
positions of one node to other, and focused towards the final output.

Fig. 1. Mobile agent’s process

i. Generation: A newly agent is created and parameter of agent initialized.
ii. Reproduction: A duplicate movable agent is created and the parameter of the real is
copy to cloning agent.
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iii. Sending: An agent transfer to another host.
iv. Inactive: An agent is in sleep mode and its state is store in memory.
v. Activation: A deactivated agent is activated to lifecycle and its state is restored from
memory.
vi. Retraction:Amovable agent is ready for interactionwith another agent and platform.
vii. Disposal: A movable agent is terminated from life cycle.
viii. Communication: Communication between an agent and host.

1.3 Tree Parity Key Generation Machine

Tree Parity key generationMachine is based on Neural Network having m input Neuron,
n hidden neuron with single layer and one output neuron as shown in Fig. 2.

Fig. 2. Tree Parity key Generation Machine

Here, taking random input vector x generated by random no generator K*N the
output of a tree parity machine is calculated by given formula:

xij ∈ {−1, 0,+1}

wij ∈ {−L, . . . , 0, . . . ,+L}

σi = sgn

⎛
⎝

N∑
j=1

wijxij

⎞
⎠

sgn(x) =
⎧⎨
⎩

−1 if x < 0,
0 if x = 0,
1 if x > 0,

τ =
K∏
i=1

σi

and if the outputs of Platform A and Platform B are equal, weights are update by using
following learning rule:
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• Hebbian rule:

w+
i = wi + σixi�(σiτ)�

(
τAτB

)

• Anti-hebbian rule:

w+
i = wi − σixi�(σiτ)�

(
τAτB

)

• Random-walk:

w+
i = wi + xi�(σiτ)�

(
τAτB

)

Tree parity machine have m*n weight matrix. Each weight are bound between lower
bound and upper bound {−L……., −5, −4, −3, −2, −1, 0, 1, 2, 3, 4, 5………}.

2 Related Work

The work done by various researchers done in the field is as follows. Vogler et al.
(1997) give framework formigrating agents provide security for agent’s host and security
for the movable agent. Framework provide fault tolerance at high level. To overcome
these problem for mobile agents various cryptographic technique have been applied
and a new frame work has been used for securing systems by applying OMG Object
Transaction Service in the Framework. Jansen andKarayiannis (1999) discussed, variety
of techniques and tools are available for providing security to agents.NotAll the available
techniques are suitable for many applications.

Alves-Foss and Harrison (2004) provides security for mobile agent using cryp-
tographic function. Mukherjee et al. (2005) proposed private key exchange process
by Lagrange polynomials using Shamir’s threshold technique based on modular arith-
metic.. This technique is highly secured. Kumar and Vatsa (2011) discussed a threshold
cryptography based on Identity of users in MANET using Certification Authority. For
authentication purpose used langrage’s polynomial.

Mishra and Chaudhary (2012) provide method for securing migrating mobile agents
and host. By this technique provide security at some extend. Homood (2012) discussed
method for securing migrating agent behavior during transmission to share information
among agents and hosts in the decentralized network. Proposed model based on the two
state of AES and Lagrange key generation.

Ahila and Shunmuganathan (2014) discussed the security issues regarding mobile
agent senario. These issues are security attacks, method how can we secure mobile and
platform. Zrari et al. (2015) discussed to provide security is a most challenging issue
in migrating mobile agent. So proposed the model for protecting mobile agents and
agent’s platform. Dhingra et al. (2016) focuses on security of information using Laplace
transformation cryptographic technique. Karim (2018) proposed a new framework for
betterment of mobile agent and platform security. Martinez Padilla (2018) described
neural network-based Tree Parity key Generation Machines for securing encryption
and decryption. Gang Wang (2010) proposed new intrusion detection Method based on
artificial intelligence fuzzy clustering network known as FC-ANN. Niraj Singhal et al.
(2017) proposed reliability basedmethod to solve the issue of security. Provide a security
model for migrating crawler. Platform oriented based approach used to provide security.
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3 Problem Formulation

Studying the literature available for securing migrating agents shows that various tech-
niques are available to provide security for migrating agents but none of the approach
not provides a model that an effective security. So the main problem is how to provide
high level security of agent’s paradigm. New Frame work of secure migration agent is
shown in Fig. 3.

Fig. 3. Secure agent migration framework

Secure Key Generation Using Tree Parity Machine

• Two parity machines used for Platform A and Platform B.
• Each parity machine for Platform A and Platform B start with random initial weight
using random number generator.

Secure Key Generation Algorithm is as Follows

• Assign Common value for both platforms K, N, L.
• Using randomnumber generator createweightmatrixm*n for platformAandplatform
B.

• Assign common input Vector for platform A and platform B,
• Calculate the Output for both parity machine assign for platformA as well as platform
B.

• Check output for platform A and platform B are same update the weight according to
learning rule.

• Otherwise build random input Vector.
• If weight is same then generate session key.
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Encryption Algorithm. Tiny Encryption Algorithm (NTEA).
NTEA Encryption consists of 8 bytes input and key size is 16 bytes. A unique global

constant called magic constant is used for protecting attacks based on different number
of rounds. Magic number is selected by 232/∅ where ∅ is the golden ratio.

Its properties are,

• It provides security through several rounds.
• Very high speed encryption Algorithm and provides security through several rounds.
• One single round of NTEA having 2 feistal operations, summation operation and bit
wise XOR.

• Delta is calculated each time algorithm encryption and decryption methods were
called and key size 16 bytes and two 8 bytes used. This is accessed each time the key
is needed.

NTEA Block Diagram is Shown in Fig. 4 and Described As

• 8 bytes input is divided into two, 4 bytes blocks. (Yi & Zi).
• 16 bytes key is divided into four 4 bytes sub keys K [0…3]. These blocks were
generated through following steps.

• 4 Bytes key generated in above is convert in to binary form. This binary number of 4
bytes is divided into four equal parts each size 1 byte part P1, part P2, part P3, part
P4.

• Part P1 and Part P2 are used as least significant bit of key K1 & key K2 and Part P3
and Part P4 as most significant byte of KeyK3 & Keys K4.

• The resultant blocks were used in each round as shown in Fig. 4.
• The first round Z with the left shift of four is added to key Ko, Z is also added to
deltai, and Z also with the right shift of five is added to key K1.

• Addition and XORed operations were performed on input y and Z in each round.
• The resultant is the encrypted data known as cipher text.

NTEA Decryption
Decryption process of NTEA is similar to encryption process of NTEA but function are
used in reverse order

• In decryption cipher text generated by encrypted process consider as input text which
is final Y is written as input_Yi and final_Z is written as the input_Zi.

• key P(1…4) is generated through the process of key generation by using the formula
of Lagrange interpolation explained above.

• The generation of blocks K(0…3) is same as of encryption process.
• The resultant blocks were used in each round as shown in Fig. 5.
• In the first round Z with the left shift of four is added to key K2, Z is also added to
deltai, and Z also with the right shift of five is added to key K3.

• Addition and XORed operations were performed on input Y and Z in each round.
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Fig. 4. Block diagram of NTEA Encryption

A full cycle of NTEA process repeated for 32 times to achieve the desired result of
a full NTEA decryption. Finally result of decryption algorithm matched with the input
of the encryption algorithm for verification. The NTEA decryption algorithm illustrated
in Fig. 5.

Implementation and Results: Tree parity machine result based on the value of hidden
layer (K), Input neuron (N) and weight (L). Key size of every transaction based on the
no of hidden layers. Large no of hidden layer key size will increase as proportion of
hidden layers provides higher security.
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Fig. 5. Block diagram of NTEA Decryption

Initially, number of hidden layer are four, number of input neuron in parity machine
are four and weight range is {−3, −2, −1, 0, 1, 2, 3}. After execution neural machine
A and Neural machine B synchronized have same value generate key EXY as shown in
Fig. 6.

Fig. 6. Parity machine (K = 4, N = 4, L = 3)



Securing Mobile Agents Migration Using Tree Parity Machine 137

In second experiment, number of hidden layer are five, number of input neuron in
parity machine are four and weight range is {−4, −3, −2, −1, 0, 1, 2, 3, 4}. After exe-
cution neural machine A and Neural machine B synchronized have same value generate
key XKOT as shown in Fig. 7.

Fig. 7. Parity machine (K = 5, N = 4, L = 4)

4 Conclusion

Secure Mobile agent migration is of prime concern during the communication between
two platforms. For secure communication tree parity machine based on neural network
having K-input, N-hidden and one output neuron is used. Tree Parity Machine is highly
secure algorithm for sharing of shared key(session key) which is used for encryption and
decryption using New Tiny Encryption Algorithm. Here key length is larger if increase
the number of hidden layers in Tree Parity key generation Machine. More no of Hidden
layer generates large key length that provide higher security.
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Abstract. Population explosion in India has led to an outburst of some major
concerns, one of which is the waste generation and disposal system. India is
accountable for producing 12% of the global municipal waste. As a result, waste
is collectively dumped irrespective of the type leading to drainage blockages,
pollution and diseases. In this paper, we have proposed a model for waste seg-
regation that uses neural networks to classify waste images into three categories
namely recyclable, non-recyclable and organic. A training accuracy of 83.77%
and testing accuracy of 81.25% was obtained. Along with the proposed neural
network, five standard CNN architectures – VGG-16, Dense-Net, Inception-Net,
Mobile-Net and Res-Net are also tested on the given dataset. The highest test
accuracy of 92.65% was obtained from the Mobile-Net classifier. The paper also
proposes an on-site waste management system using 8051 micro-controller and
GSM technology.

Keywords: Convolutional Neural Network · Classification of waste images ·
GSM technology · 8051 micro-controller

1 Introduction

It is a known fact that Asia generated more than 3 billion tons of solid waste in 2000,
which might rise to 9 billion tons by 2050 [1]. During the 2019 monsoon season, the
Arabian sea gifted the city of Mumbai with 2,15,000 kg [2] of waste indicating that it’s
time for effective waste management.

The waste collection process is a critical aspect of efficient waste disposal methods.
The traditional way ofmanuallymonitoring thewastes in bins is a complex, cumbersome
process and utilizes more human effort, time and cost which can be made easier with
present-day technologies. Irregular management of waste typically domestic, industrial
and environmental is the root cause for many problems such as pollution, diseases and
has adverse effects on the hygiene of living beings. To overcome such problems, this
paper proposes the idea of waste segregation and management system which works
without human interaction in order to maintain a clean environment. This concept is
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implementable in cities where waste production is domestically high but the effort to
control it is relatively very low. The model proposed mainly avoids congested collection
of waste generated domestically whose disposal is difficult to manage.

The proposed model is designed not only for segregating waste into different cat-
egories but also to ensure efficient management of waste disposal on-site. The model
is developed in 3 stages. In the first stage, we have designed our own CNN model and
tested it on the WCD dataset. In the second stage, Convolutional Neural Network-based
transfer learning models like VGG16, DenseNet, MobileNet, InceptionNet and ResNet
are tested on the same dataset. In the third stage, an on-site mechanism has been pro-
posed which will track the level of the garbage bin on a real-time basis and would send
a notification to the concerned authority as soon as the bin reaches a certain limit along
with the location of the bin.

The structure of the paper is as follows: Sect. 2 explains the literature survey. Section 3
explains SystemDescription. Section 4 proposes thewastemanagementmodel. Section 5
lists the results. Section 6 includes the conclusion.

2 Literature Survey

Paper [3] has an auto-clean feature that can be used to keep the dustbin clean. This model
also analyses the amount and type of garbage disposed of by the user (Daily, weekly,
monthly). However, the bin has an automatic lid that can open even when someone is
walking close to the bin. Also, the segregation of waste is done using capacitive plates
and copper plates. Capacitive sensors are sensitive to temperature and humidity change
which could affect it’s working. Paper [4] uses a cloud system that is set up using Long-
range (LoRa) technology and Message queuing telemetry transport (MQTT) protocol
that updates real-time data. The Speed up robust features (SURF) algorithm is used for
the conversion of a three-dimensional image into a two-dimensional image. Paper [5]
integrates an 8051 microcontroller and uses ‘Caffe’ which is a standard deep learning
framework. Since it is a self-learning algorithm, the system can learn and train by itself
thus does not require manual intervention.

Paper [6] Uses Capsule Neural network which is a type of Artificial Neural Network
which mimics biological neural system in humans. The experimentation is done on two
datasets-private household images and public waste images.

Paper [7] develops a transfer learningmodel based onConvolutional Neural Network
(CNN) using classifiers like VGG-16, ResNet-50, Mobile-NET V2, DenseNET-121.
From 4 architectures 8 learning approaches are used i.e. 4 waste-item classifiers and 4
waste-type classifiers. There are 20 waste-item classes and four waste-type classes in
the dataset. Paper [8] uses CNN and support vector machines (SVM) using nonlinear
mapping functions: polynomial, sigmoid andgaussianRBF.The image classificationwas
performed quickly with an average classification time of 0.1 s and a standard deviation
of 0.005 s. Paper [9] uses Recycle-Net optimized deep CNN architectures such as Res-
NET, Mobile-NETs, Inception Res-NET and Dense-NETs. Paper [10] trained on the
ImageNet Large Visual Recognition Challenge dataset attaining a final test accuracy of
87.2%.
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3 System Description

The objective of the research is:

• To design a convolutional neural network that can classify waste images into
recyclable, non- recyclable and organic categories.

• To compare classification performance of the designed neural network with five
standard CNN architectures.

A. Data Collection
The dataset used in the transfer learning model, as well as the designed CNNmodel, has
been taken from Kaggle [11]. It is waste classification dataset which consists of about
25,000 images of waste, divided into 3 categories namely: Organic, Non-recyclable
and recyclable. Table 1 depicts the number of images in each class and Fig. 1 shows a
pie-chart representation of the same.

Table 1. Number of waste images in each class

Waste type Number of images

Organic waste 13,966

Non-recyclable waste 3,243

Recyclable waste 8,664

Total 25,873

Fig. 1. Number of images in each class

The proportion in which the training and testing images are divided is 80:20. The
training dataset is labeled into 3 classes. However, the testing images are not labeled and
are from one single test folder.
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The organic class consists of images of wasted fruits, vegetables, meat, pulses, etc.
The non-recyclable class consists of images of bottles, plastic bags, chemical substances
of mineral origin, etc. Recyclable class consists of images of paper, cardboard, metal,
electronics, etc. Table 2 depicts some of the example images in our dataset.

Table 2. Example images in our dataset

RECYCLABLE

NON -
RECYCLABLE

ORGANIC

B. Classification Model
A CNN based classification model has been designed for waste segregation. The neural
network consists of four Convolutional layers, four Maxpooling layers, one flatten layer
and two fully connected layers.

The Neurons are the basic computational unit which when stacked in a single line
forms layers of a neural network. The layers in a neural network are broadly classified
into 3 types:

• Input layer
• Hidden layer
• Output layer

Figure 2 illustrates the proposedConvolutionalNeuralNetworkmodel. It is explained
in detail as follows:

z = wx + b (1)
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Fig. 2. Layers in the designed neural network

In Eq. (1) each variable takes an input ‘x’ and multiplies it with a variable ‘w’. Some
bias variable ‘b’ is added to give an output ‘z’ [12].

The output ‘z’ is then passed to an activation function. The activation function will
introduce non-linearity in the system. Non-linearity of the system is required as linear
functionswon’t be able to learn and analyze complex functions. Such activation functions
also provide differentiability which is useful during backpropagation. The activation
function used in this model is the ‘Rectified Linear Unit’ (ReLu) as the function and
derivative, both are monotonic.

ReLu is represented by Eq. (2)

R(z) = max(0, z) (2)

Thefinal layer of themodel uses theSoftMax activation function as it limits the output
between 0 to 1. Since it is a squashing function it allows the output to be interpreted
directly as a probability, hence it is used in the final layers of the model [12].

The convolutional layer is the first layer in the proposed model which learns the
image features using small kernels of input data. Kernel size of 3 × 3 is used in the
convolutional layer. A small kernel size adds a benefit to the model in the reduction of
computational power and balances weight sharing. The number of output filters(F) is the
number of neurons in that convolutional layer. Starting with 32 it goes on increasing till
128 so that the convolutional layer can extract larger depths of the image characteristics.
No padding(P) is used in the convolutional layer so the output has the same length as
the input matrix. Output size is given by Eq. (3).

Output size = N − F + 2P/S + 1 (3)

Where S is the stride, which is the movement of the kernel from pixel to pixel. A default
stride of ‘1’ was given. Max pooling layer is used after the convolutional layer to reduce
the spatial size of the output. A maximum operation is performed on a matrix of size F
× F. Two dense layers are used, these dense layers are fully connected i.e. each input is
connected to every other output with a specified weight. Dense layers are also followed
by a non-linear activation function [12].

The input image size is 224 × 224. Adaptive moment estimation (Adam) was used
to optimize the model. It uses estimations of first and second moments of the gradient
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to adapt the learning rate for each weight of the neural network.

mn = E[X n] (4)

The mathematical expression of Adam optimizer is shown in Eq. (4), where ‘m’
is the moment, X is the random variable and ‘n’ represents the number of gradients.
Categorical cross-entropy is used as a loss parameter which is a multi-class log loss. The
model is divided into 3 categorical targets. Hence, such a loss parameter is used [12].

C. Comparison with Transfer Learning Models
Wehave compared our designed neural networkwith 5 different transfer learningmodels
which are briefly discussed below. Figure 3 explains the general flow of the following
transfer learning networks.

Fig. 3. Generic block diagram of standard CNN architectures

VGG-16
Vgg-16 is a standard CNN architecture. It consists of Convolutional layers, Max Pooling
layers, some Activation functions and finally fully connected layers or Dense layers.
There are 13 convolutional layers, 5 Max Pooling layers and 3 Dense layers which sums
up to 21 layers but have only 16 weight layers.

Res-Net
Res-Net architecture has a fundamental building block (Identity) where a previous layer
is merged into a future layer. By adding additive merges, the network can learn residuals
(errors i.e. diff between some previous layer and the current one).

Mobile-Net
Mobile-net is a lightweight architecture. It uses depth-wise separable convolutions. Thus,
it performs a single convolution on each colour channel instead of combining all three
and then applying flatten layer on it. Thus, a filter is applied to the input channels.

Inception-Net
The 3rd version of the InceptionNet is used which consists of 9 stacked inception mod-
ules. The version 1 of the network proposed the model which was 27 layers deep. The
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overview of such a model was to replace full connected network architectures with
sparsely connected network layers.

Dense-Net
The dense-net consists of very narrow layers that add a small set of new features maps.
However, this model provides strong gradient flow and increased parameter efficiency
and also maintains low key complexity features.

4 Proposed Waste Management Model

The proposed waste management model focuses on on-site waste management. Even
after the segregation of waste into the designated categories, the method might not work
if authorities fail to arrive in time for treating thewaste.Waste thrown in bins accumulates
leading to overfilling and ill-treatment. As a result, waste is squandered on roads and
never treated leading to foul smell hence disrupting the eco-system.

A. Model Specifications
8051 Micro-controller: The 8051 micro-controller consists of 4 ports with 2 internal
timers, 128 bytes of RAM and also supports full-duplex UART protocol.
Ultrasonic sensor: The ultrasonic sensor works on the SONAR principle and consists
of a transmitter and receiver, thus providing time for the ultrasonic waves to strike an
obstacle and return.
GSM module: The GSM technology uses AT commands which transmits data using
radio waves. GSM is used to establish a connection with the electronic application. Tn
this case, it interfaces with the micro-controller.
GPSmodule: The global positioning system is based on satellite navigation technology
and provides information about location in real time.
Servo motor:A servo motor is either digital or continuous based on the application and
is used to provide a rotatory mechanism.
IR sensor: An IR sensor uses an infrared signal to detect the presence of any obstacle
in its path. The range of an IR sensor is generally very small.

B. Flow of the Model
The segregatedwaste enters the respective bins as recyclable, organic andnon-recyclable.
Each bin consists of a micro-controller which forms the foundation of the proposed sys-
tem. The ultrasonic sensor connected to the microcontroller is programmed to calculate
the distance from its transmitter to the obstacle. The sensor is attached below the bin lid,
in such a way that the transmitter and receiver of the sensor is facing towards the bottom
of the garbage bin (Fig. 4).

The ultrasonic sensor continuouslymeasures real-time data and sends it to themicro-
controller. Themicrocontroller is programmed in such away that as soon as the threshold
reaches 75% of the distance from the surface of the bin, it sends a trigger signal to the
GSM module which acts as the base station subsystem, forming the base transceiver
station, this station then sends the signal to the concerned authority which has a mobile
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Fig. 4. Flow of the hardware model

station (mobile phone) and would receive an alert message along with the expected time
until which the dustbin is about to be full. The GPS module is used to get the latitude
and longitude of the current location which is then converted and the exact location of
the garbage bin is sent to the concerned authority.

We have also used an IR sensor that works with the servo. A high torque servo motor
is used to rotate the lid of the garbage bins. A high torque servo motor is preferred in
compliance with varying lid sizes and weights. An IR sensor is placed just in front of
the lid, which is set to a range of 15 cm. Such a range is chosen so that it is not too little
for the user to nearly touch the bin and not large enough such that the bin lid opens even
if a person walks by.

5 Results

The highest testing accuracy of each of the standard CNN models was obtained with
30 epochs and a batch size of 50. The model has been trained and tested with different
architectures, epochs, batch sizes and augmentation.

A history of training and testing accuracies for all five classifiers namely VGG-16,
Dense-Net, Inception-Net, Mobile-Net and Res-Net are listed in Table 3.
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Table 3. The accuracy obtained by using standard CNN architectures

Method Epochs Batch size Augmentation Train accuracy Test accuracy

Vgg-16 10 50 None 82 72

30 50 None 96 75

30 10 None 87 72

10 10 Yes 86 85

30 50 None 96.04 87.41

Dense-Net 30 50 None 97.4 91.36

30 20 None 89.56 89.25

30 20 Yes 87.12 90.17

10 50 None 85.69 90.12

Inception-Net 30 10 None 85.25 80.12

10 10 None 83.97 81.01

30 50 None 96.17 86.71

30 50 Yes 96.55 83.15

Mobile Net 30 10 None 87.63 84.19

10 10 None 82.12 81.15

30 50 None 99.52 92.65

30 50 Yes 98.12 92.61

Res-Net 30 50 None 98.14 91.38

30 20 None 87.12 87.10

30 20 Yes 86.15 88.12

10 50 None 90.17 88.66

Our designed model was trained with 10 epochs and a batch size of 50 attaining a
training accuracy of 83.77% and a testing accuracy of 81.25%. The history of training
and testing accuracies of the designed neural network is listed in Table 4 (Table 5).

Table 6 above compares the designed model with standard CNN architectures on the
basis of their highest test accuracies. Figure 5 depicts bar chart representation for the
same.
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Table 4. Accuracy of proposed CNN architecture

Epochs Batch size Augmentation Train
accuracy

Test accuracy

5 10 None 72.18% 68.23%

7 10 None 75.67% 68.35%

10 10 None 78.19% 70.02%

10 10 Yes 78.56% 70.00%

10 30 None 79.22% 76.12%

10 50 None 78.12% 78.10%

10 40 None 80.48% 78.18%

10 35 None 83.72% 81.22%

10 50 None 83.77% 81.25%

10 35 Yes 84.00% 80.98%

Table 5. Comparison of model with standard CNN architectures (with 10 epochs)

Models Accuracy (with 10 epochs)

Proposed neural network 81.25

Dense-Net 90.12

Inception-Net 81.01

Mobile-Net 84.19

Res-Net 88.66

Vgg-16 85.00

Table 6. Comparison of proposed model with standard CNN architectures

Architecture Highest accuracies

Proposed neural network 81.25

Dense-Net 91.36

Inception-Net 86.71

Mobile-Net 92.65

Res-Net 91.38

Vgg-16 87.41
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Fig. 5. Bar chart representation of accuracies of various models

6 Conclusion

Waste segregation and management has been a problem for a long period of time and has
affected a large portion of the eco-system. By using present day technologies, it is easier
to manage waste, if efficiently used. The proposed model segregates waste images with
the highest accuracy of 92.65% among the transfer learning models and an accuracy of
81.25%with our designed neural network. Themodel also proposes on-sitemanagement
of waste.

However, we were not able to train the designed model up to 30 epochs due to large
requirement for computational power.

In the future, we plan to integrate the on-site mechanism with waste segregation
using computer vision and design a complete model with a robotic segregator.
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Abstract. Open Source Intelligence (OSINT) is the collection and processing of
information collected from publicly available or open-source web portals or sites.
OSINT has been around for hundreds of years, under one name or another. With
the emergence of instantaneous communication and rapid knowledge transfer, a
great deal of actionable and analytical data can now be collected from unclassified,
public sources. Using OSINT as the base concept, we have attempted to provide
solutions for two different use cases i.e. the first is an investigation platform that
would help in avoidingmanual information gathering saving time and resources of
information gatherers providing only the relevant data in an understandable tem-
plate format rather than in graphical structure and focuses on demanding minimal
input data. The second is a business intelligence solution that allows users to find
details about an individual or themselves for business growth, brand establishment,
and client tracking further elaborated in the paper.

Keywords: Open Source Intelligence (OSINT) · Machine learning · AI ·
Investigation · Security · Automation · Web crawling

1 Introduction

Security researcher Mark M. Lowenthal defines OSINT as “any and all information that
can be obtained from the overt collection: all media types, government reports, and other
files, scientific research and reports, business information providers, the Internet, etc.”
[1].

The major help that Open Source Intelligence does is the wide variety of information
it can give which is not restricted to only a single format such as text or image but the
entire possible and available format of data can be extracted from a publicly accessible
domain such as audio, video, etc.

In this paper, we are aiming to provide digital solutions that would help in collecting
information about the targeted entity through a single platform, saving most importantly
time.

For the first one, we have proposed a solution named OSINTEI (Open Source Intel-
ligence for Efficient Investigation) that helps in the investigation and data extraction of a
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target host, particularly administrative officers as they are responsible for all the admin-
istrative duties and root development of the nation. Government officials are responsible
for the development of the nation and its citizens. But what if the officials who are
looked upon for carrying out administrative responsibilities, involve in owning illegal
assets, show abnormality in expenses, have eye-catching work behavior, etc. For such
officials, information gathering is started by looking into various different records and
files available in public records present on governmental and web portals. The process
takes a lot of time and it all goes to nothing when nothing suspicious is found. The time
consumed in such cases could have been used for other tasks too.

Investigation being the most crucial, time and effort consuming, cost absorbing
phase which is done manually and is being done the same way for ages. This traditional
way costs a lot than just money [2]. Even the risk of life for most of the investigation
team officials. This has risen the need for an automated investigation platform that is the
product of a cohesive technological advancementwhich reduces all the above-mentioned
investments and results in a digital age information-gathering protocol that may ensure
efficient investigation.

OSINT has been used for various other tools that fulfil searching, data extraction
and compilation goals earning fame and wide user demand due to the compatibility,
efficiency, and ease of use they provide [3].

For the next one, we have proposed a solution named OSINTSF (Open Source
Intelligence as Social Finder) that aims to provide a tool thatmakes searching and finding
details/information about an entity easy and accessible. Also, to benefit businesses with
the search capability andwould allowcontent to be searched present on social networking
sites in real-time and provide profound analytical data.

2 Related Work

J. Pastor-Galindo, P. Nespoli, F. Gómez Mármol and G. Martínez Pérez, [4] in “The Not
Yet ExploitedGoldmine of OSINT:Opportunities, OpenChallenges and Future Trends,”
– 2020, described the existing state of OSINT and gave a detailed review of the system,
concentrating on the methods and strategies that strengthen the area of cybersecurity.
They shared their views and notes on the problems that need to be solved in the future.
Also, they researched the role of OSINT in the governmental public domain, which
is an ideal place to exploit open data. The paper lacked in providing an approach that
formulated the development of a solution that could help validate their idea to save
open-source data. Unlikely, our paper concentrates on the development of platforms that
solve applicable use-cases mentioned ahead.

In “The Evolution of Open Source Intelligence” - 2010, Florian Schaurer and Jan
Störger [5] very clearly discuss the reason, history, and challenges behind the evolution
of OSINT. The adoption of Open Source Intelligence by the private sector or agencies
such as CIA and its partnerships for development in the field has also been discussed.
It fulfills the theoretical details of evolution but lacks in the information related to the
possible practical application.
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3 Proposed Solution

The Investigation [6] and policing methodologies have evolved with time. But neither
has been embedded totally with the technology.

The first proposed solution aims to provide a complete one destination platform for
the entire information extraction investigation, focusing on the targeted individual and
delivering miscellaneous as well as sorted data to the researcher. Data being either an
age ago news coverage or the current financial status, this product would search each and
every single module present in the entire webspace and find out the relevant information
about the host needed for the investigation. Once complete, it would help to attain all
the necessary information or data that are needed to find a direction for investigation,
saving time that manual information gathering consumes. Instead of manually searching
into different online sources, making a report on the same and taking days for a single
task, they can use our solution to find relevant data about the target in few seconds and
would get a data-filled report via a template on the same. Data is extracted from various
public domains that can be legally used, government websites such as Supremo where
data gets updated each year and is accurate. So, only the rich data would be extracted
and would help in the investigation or information gathering. Making the primary stage
of Investigation an easy task with efficient and reliable results.

The second solution aims to help businesses that keep records of their clients and
seek new interested hosts. Would help individuals keep track of their social and web
presence. Social media is becoming a crucial part of digital communication strategies.
It is now an effective tool not only to improve brand loyalty and win new clients but also
to strengthen the customer service by allowing businesses to access the social media
networks to establish relationships and expand the span of their interactions.

It would also help businesses that work in insurance, banking or any other invest-
ments industry to build peer-to-peer networks tomeet non-contactable consumers whose
renewal or incentive or maturity programs rest unclaimed. They can use this solution to
find details about the customers and contact them.

Both of these solutions ask for minimal resource requirements for usage and also
minimal input data about the target.With only a single laptop/device having a connection
to it and you get the results immediately.

Being the technology, which has not been used commonly, OSINT [7] has a lot more
in its treasure of usability that can be scraped out to create a software product with higher
usability strength [8]. [9] The solution, being a software product would use Machine
learning and Artificial Intelligence, classification and regression algorithms such as the
Naïve Bayes algorithm. Selenium [10], which is an efficient and portable framework
used for crawling and testing web applications and ensuring quality would also be used.
The solution uses JWT (Java Web Tokens) for session management bringing security
and uses microservices to upgrade the scalability of the product. A detailed description
of the technologies used and their roles are present ahead.

Both the solutions use a similar technological stack but are different when it comes
to their functionalities and use cases. Facial/pictorial data or image can also be used
as an alternative input for investigation but only if name (being the primary input) is
unavailable. This feature increases the ease of use and broadens functionalities of the
solution (Fig. 1).
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Fig. 1. Technological design of the solution.

The proposed solution works by following a particular algorithm Global Search
(GS). This GS is used as a Global data structure that contains all the various details of a
particular person, a foreign agent or a group.

3.1 Global Search (GS)

This GS Algorithm further gets divided into four smaller sub algorithms,

1. GS-Crawl
2. GS-Extraction
3. GS-Reinforce
4. GS-Template.

3.1.1 OSIGS-Crawl

In this part, a single keyword is considered as an input parameter which is generally
supposed to be the name of that individual or group to be search on the basis of that
input the crawler goes into the web and find digital footprints of the targeted individual
or group. This algorithm returns a JSON of a Global Data structure which can be new if
the target is unavailable on public domains.

• GS-Crawl(Pi)

driver unit.
Searcht ← Pi.
If(! Searcht)

cw←driver instance
for each i in S:

temp←S[i] � i←S
cw � temp.
lst ← cw
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call insertIntoGS.
db_init(JSONF).

• insertintoGS(cwi)

retrieve cwi.
Push into Global Stack(GS).

if (GS_count < 0)
Return null

else
Return GS(r1,r2,r3………rn)

G_Stack←GS(r1,r2,………rn)
If G_Stack is null:

goto 1.
else

itemi ← pop(G_Stack).
serialize (itemi).
JSONs ← serialized(itemi)
goto 4.

return JSONs.

3.1.2 OSIGS-Extraction

OSIGS-Extraction algorithm takes input of JSONs and provides output that as keywords
of the JSONs file in JSONF file using the following formula:

GS-TF(t,d) = ft,d/(no. of words in d)

GS-IDF(t,d) = log(N /{d E D: t E d}

GS-E(t,d) = GS-TF(t,d) ∗ GS-IDF(t,d).

where,

f = frequency of letter in the document.
d = JSONF document.
D = total no. of JSONF documents.
N = no. of d in which t occurs.

3.1.3 OSIGS-Reinforce

OSIGS-Reinforce algorithm takes the input from the extraction maintenance service as
a JSON and builds a date set after deserializing the response. The OSIGSR behaves as
a Rest end point consumer for the processing of consuming JSONF in order to train the
model.

The various results that have been gathered from the public domains against the
target are used as different parameters in order to train the learning model.
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• OSIGS-Reinforce(JSONF)

init F (JSONF, t).
Ji E JSONf, Ji � JSONF:

temp = Ji
for each (i in j):

Select t from JSONf
Do trigger t,
watch output 0 and next Ji+1

F(Ji, t)←Q(Ji, t) + ß [ O + ρ . maxß, F(Ji’, t’) – F(Ji, t)].
Ji ← Ji’

Push JSON[Ji1’, Ji2’………Jin’] in db.

Explanation of this algo
Initialize the F value i.e., F(JSON, trigger) then watch the current state JSONi choose a
trigger it, only belonging to the Ji. Now provide the output 0 and watch out for new or
next state Ji + 1. Update F values until all values of JSON are exhausted. After this the
new and approved results of the JSON[Ji1’, Ji2’, Ji3’, Ji4’……. Jn’] will be reduced by
the reinforcement learning service, which will go into the DB service.

3.2 Concepts and Technologies Used

3.2.1 High Level Design

It is an architecture that is used for software application development. The architecture
diagram provides an overview of a system as a whole, defining the key components that
would be developed for the product and its interfaces (Figs. 2 and 3).

Fig. 2. Design for handling scalability.
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Fig. 3. Crawler flow and extractor flow.

3.2.2 Kafka

Kafka architecture is being used here as it provides higher throughput, speed, scalability,
reliability and replication characteristics for any real-time streaming data architectures,
big data collection or can provide real-time analytics [11].

Fig. 4. Kafka architecture

Kafka is made up of Records, Topics, Consumers, Producers, Brokers, Logs and
Clusters. Records can have base, meaning and timestamp. Kafka archives are the
unchangeable. A Kafka Subject is a database stream (“/orders,” “/user-signups”). On
many servers the Kafka Cluster consists of many Kafka Brokers. Broker also refers to
more of a logical system, or to the entire Kafka system.

To handle the cluster Kafka uses ZooKeeper. ZooKeeper is used to organize the
topology for the brokers/clusters. ZooKeeper is a reliable, configuration information file
system. ZooKeeper is used by Broker Subject Partition Members for leadership election
[12].
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Kafka uses Zookeeper to hold Kafka Broker and Subject Partition pair leadership
elections. To Kafka Brokers that shape the cluster, Kafka uses Zookeeper to handle
the application discovery. Zookeeper sends topology updates to Kafka, so every cluster
node learns when a new broker joined, a Broker died, a topic was deleted or a topic was
introduced, etc. Zookeeper offers a sync view of the setup for the Kafka Cluster [13]
(Fig. 4).

3.2.3 Consistent Hashing

Consistent Hashing is a distributed hashing scheme that operates in a distributed hash
table independently of the number of servers or objects by assigning them a position
on an abstract circle, or hash ring. This allows for scale of servers and objects without
affecting the overall system [14].

Consistent hashing is based onmapping each object to a point in a circle (or mapping
eachobject to a real angle, equivalently). The systemmaps eachmachine (or other storage
bucket) that is available to many pseudo-randomly distributed points on the same circle.

3.2.4 Data Set and Training of the Model

The data being extracted from the public and authentic government sources would be
converted into data sets that would be used to train our model which further would help
us to relevantly classify between the most relevant new link or information which would
be added to the template (Fig. 5).

3.2.5 Relevancy Factor and Data Classification via Naïve Bayes Theorem

Naive Bayes is a simple technique for building classifiers: models assigning class labels
to problem instances defined as vectors of feature values, where the class labels are taken
from some finite set [15]. There is no single algorithm for training such classifiers, but a
family of algorithms based on a common principle: all naive Bayes classifiers conclude
that, given the class variable, the value of a particular feature is independent of the value
of any other attribute.

To check which link to be given priority of being shown via the template over the
other, the Naïve Bayes theorem comes in handy. The crawler extracts various links that
are yet to be checked for the relevancy. For the check, all the links are checked and
compared with the trained data searches for the probability of relevancy for each of the
query link.

The link with the highest probability is then chosen to be showcased in the template.
After all the links are compared, as being shown in all above graphs we can notice

a link showing higher relevancy probability ratio than the others in each graph and
so they’ll be used in the template that would ensure higher efficiency and information
relevancy.
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Fig. 5. Relevancy factor identification (For the above graph, it is easily clear that Query 1 has the
highest probability of relevancy than Query 1 or 3 and so, Query 2 will be added to the template.)

3.2.6 Using Spring Boot to Create Micro Service

Spring Boot, being a Java-based open source framework, helps create micro Service
[16]. It would make our solution more scalable.

It offers a flexible way to configure Java Beans, XML, and Database Transactions.
This offers efficient batch processing and REST endpoints management. Everything
is auto-configured in Spring Boot; no manual settings are required. It offers Spring
application based on annotation. Managing reliance eases. This requires Embedded
Servlet Container [17].

Micro Service is an architecture that allows the developers to independently develop
and deploy services. Every program running has its own mechanism and this enables
the lightweight business application support model.

Spring Boot provides Java developers with a good platform to develop a stand-
alone and production-grade spring application that they can just run. With minimal
configurations, you can get started without having to set up a whole Spring configuration
[18].

3.2.7 Selenium for Crawling

Selenium is an open source tool designed to automate web browsers. This provides a
single interface that allows you write test scripts in various programming languages such
as Ruby, Java, NodeJS, PHP, Perl, Python, and C#, and more.

Versatility of Selenium is part of the reason why selenium is so popular. Anyone who
codes for the web may use Selenium to check their code/app–from individual freelance
developers running a short series of debugging tests to UI engineers conducting visual
regression tests after a new integration process [19].

3.2.8 Spring Reactive

Reactive programming is indeed a programming model that advocates a data processing
approach which is asynchronous, non-blocking, event-driven. Reactive programming
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includes modeling data and events as measurable sources of data and applying routines
for data processing to respond to changes in those streams [20].

We make a request for the resource in the reactive programming style, and start
performing other things. When the data is available, we receive the notification in the
form of a call back function along with the data. We manage the response in callback
feature as per application/user needs.

3.2.9 Load Balancer

Load balancing [21] improvesworkload distribution acrossmultiple computer resources,
such as computers, a computer cluster, network connections, central processing units, or
disk drives. Load balancing aims at optimizing resource utilization,maximizing through-
put, minimizing response time and avoiding overloading of any resource. Use through
load balancing modules instead of a single system will improve the efficiency and avail-
ability by redundancy. Load balancing [22] typically involves specialized software or
hardware, such as a multilayer switch or a cloud Domain Name Network.

3.2.10 JWT

JWT (JSONWeb Token) is an Internet standard for creating JSON access tokens which
assert a number of claims. A server could, for example, generate a token that has the
claim “logged in as an admin” and provide it to a client. Then the client could use the
token to show it’s signed in as admin. The tokens are signed by the private key of one
party (usually the server’s), so that both parties (the other being already in control of
the respective public key by some appropriate and trustworthy means) can check that
the token is valid. The tokens are designed to be lightweight, URL-safe and especially
usable in a single-sign-on (SSO) web browser setting.

Usually, JWT [23] statements can be used to transfer identification of authenticated
users between an identity provider and a service provider, or any other form of assertion
that business processes require.

3.2.11 Face Recognition Using Amazon’s ReKognition boto3 API

Amazon Rekognition offers fast and accurate face recognition, enabling us to use our
private face picture repository to identify individuals on a photo or video. We can also
check identity by evaluating a facial picture for contrast to photographs that you have
kept [24].

We can easily detect when faces appear in images and videos with Amazon Rekog-
nition, and get attributes such as gender, age range, eyes open, glasses, facial hair for
each. We can also calculate how these facial features change over time in film, such as
creating a timeline of an actor’s articulated emotions.

So, no matter how old the image is, it can efficiently recognize the individual and
help our software to search and find out the related data about that particular entity.
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4 Future Work

Based on the proposed solution we can create a platform that can make investigation
stress and hassle-free process and providing a business-friendly solution that solves cru-
cial business use cases. With the adoption of such a high-end digital platform, national
security and efficient investigation won’t be a dream anymore. The success rate of any
investigation would be maintained by making efficient use of time and resources. Track-
ing presence and staying updated on one’s or the client’s web/social presence would be
much easy. Estimating the buzz of your brand would be handy. OSINT can prove to be a
wonderful choice when putting in terms of data extraction and processing. It truly helps
in getting and availing the best of the best data from the abundantly available data stocks
available on legal and accessible public domains. This solution when ready can bring
a new wave in the field of investigation and real-time searching with huge pros to the
nation.

5 Conclusion

To establish efficient and reliable law solutions that solve real-world problems related
to the use of data, records, and information, OSINT can be considered as a better option
and can be considered as the time, money and resource saver making it an efficient
option. In the digital age, to investigate manually and traditionally by visiting record
rooms and searching through the document files can be called foolish and so bringing
out a software product can brief these efforts and make investigation a lot easier and also
broader in perspective. The application of Open Source Intelligence in the investigation
process can truly help in receiving better, optimized, accurate and reliable results all in
one single platform with only minimal input information and no physical effort at all.
It can also help track the presence and online fame of an individual gathering a lot of
commercial project ideas in the future using the same technology.

Appendix

f = frequency of letter in the document.
d = JSONF document.
D = total number of JSONF documents.
N = number of d in which t occurs
pi = ith person
cw = crawler
S = set of links to be searched
lst = local storage of each crawl result
G_Stack = Global stack
JSONF = final JSON
t = triggers
ß = learning rate.
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Abstract. Depression is a serious mental illness that leads to social disengage-
ment, affects an individual’s professional and personal life. Several studies and
research programs are conducted for understanding the main causes of depression
and an indication of psychological problems through speech and text-based data
generated by human beings. The language is considered to be directly related to
the current mental state of an individual, that’s why social media network is uti-
lized by researchers in detecting depression and helps in the implementation of the
intervention program. We proposed a hybrid model using CNN & LSTM models
for detecting depressed individuals through normal conversation-based text data,
that retrieved from twitter. We employ machine-learning classifiers and proposed
method on twitter dataset to compare their performance for depression detection.
The proposedmodel provides an accuracy of 92% in comparisonwith themachine
learning technique that gives a maximum accuracy of 83%.

Keywords: Deep learning ·Machine learning · Depression · Twitter · Text data
processing

1 Introduction

Mental health issues are in a peak state, most of the world population are affected by
severe to major level psychiatric illness. Depression is one of the commonmental illness
and it is characterized as a mood disorder in which, suffering individuals experience sud-
den mood variations that are much different from non-depressed person mood variation.
Research shows that depression is the result of childhood traumas, social inferiority, and
loss of a beloved one. According to a survey conducted by the WHO (World Health
Organization) [1], there are 322 million people worldwide suffering from depression.
WHO organized world mental health survey in 17 countries that provide results that
every 1 in 20 people have experienced an episode of depression in past years.

Depression is recognized as leading cause of disability for both males & females,
whereas females are most prone to get depressed with a 50% higher rate as compared to
males. According to NIMH [2], major depression was 8-7% higher in females and 5.3%
for males. The study conducted by WHO shows China is the most depressed country
in the world followed by India. Both the countries are most populated in the world and
highly rich in recourses and level of income are sufficient for living, instead of this

© Springer Nature Singapore Pte Ltd. 2020
M. Singh et al. (Eds.): ICACDS 2020, CCIS 1244, pp. 164–175, 2020.
https://doi.org/10.1007/978-981-15-6634-9_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6634-9_16&domain=pdf
https://doi.org/10.1007/978-981-15-6634-9_16


A Neural Network Based Hybrid Model for Depression Detection in Twitter 165

90% of depression survivors doesn’t receive any form of help or treatment [3]. In India,
every 1 in 5suffering from depression throughout their life that is equal to 200 million
people. The mental health problems have stigmatized image in India that’s why only
10–12% of the affected people will get any type of treatment. Depression leads to various
health-related issues as well, such as heart disease, thyroid problem and diabetes [4].
Moreover, Depression is the second leading cause of suicide among 15-29 years old &
788000 people died due to suicide in 2015. Mainly, 78% of suicide happens in countries
that have low income, an estimate by WHO in 2017 [1]. A report by the World Health
Organization reported that on average every 40-s suicide occurs worldwide [5, 6].

WHO study in 2017, states that 18.4% of depression survivors are increased from
2005 to 2015. For the treatment and screening of depression sufferers, intervention
programs are conducted. There is a vast majority of sufferers who never receive any
form of care due to cultural biases, social inferiority, discrimination fear, and improper
knowledge. The intervention programs are useful when individuals participate in them
[7]. The Health Activity Program (HAP) is an intervention program organized in India
[8]. Intervention programs are participation-based to make it available and reachable
to every individual, social media platforms are useful. Social media networks are the
rich source of vast data generated by millions of users worldwide. Famous social media
applications such as Twitter, Facebook, Instagram, and Reddit are accessed by millions
of users. The social media network provides access to a broader part of the population
for screening of social media users for depression [7].

The work presented in this paper is using neural network models for depression
detection using textual data retrieve from twitter. The paper is organized as follows:
Sect. 2 presents previous work on language for depression, social media as a tool for
various health researches and twitter usage in the field of depression detection. Section 3
gives details about dataset and data preprocessing. In Sect. 4, there is a discussion about
CNN & LSTM. Section 5 consists of the main experiment and Sect. 6 show experiment
findings.

2 Related Work

Mental illness changes sufferer perception towards people, society and even for them-
selves. It was found that depression patients aremainly self -focused. They tend to isolate
themselves and show a low social activity rate. Moreover, utilizing social networking
platforms is increased and people who have social inferiority or suffering depression
& anxiety issues tend to use social media for sharing their sentiments and experiences
with others [9, 10]. There are mental health forms available and social networking sites
are used many people to communicate their thoughts and feelings without disclosing
their real identity and people discuss their mental health issues such as depression [11],
BPSD (Behavioral and Psychological Symptoms of Dementia) [12], Bipolar disorder
[13]. This stigmatized illness made people feel ashamed of themselves and increase the
chances of social media use for help.
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2.1 Twitter: A Tool for Mental Health Research and Indication of Depression
Through Language Use

Twitter is a famous microblogging platform, it is estimated that 330 million active
monthly users on twitter. There are about 500 million tweets were posted in a day, that’s
a huge amount of data generated by Twitter. Being a rich source of data, twitter supports
various research work such as population-based surveys, mental health or consumer
sentiment analysis [14]. The 38% of twitter user belongs to an age group of 18 to 29
years. Thus, social media networks are suitable for studying depression based behaviour
and measuring the severity of depression. Some of the early works on twitter are
[15, 16].

Tweets are textual data written by users that consist of maximum characters limits to
280. So, a user expresses their thought in amore concisemanner due to the character limit.
Researchers confirm that language and social behaviour has a direct relation to mental
health issues. Several indications of psychiatric problems can be recorded through a
proper examination of the language used by an individual. The language use by depressed
individuals is different from individuals who never get depressed. In [17] suggests that
depression survivors use more negative polarity words and the text written by depressed
personmainly consists of the first-person pronoun such as (I,me andmyself) and less first
plural pronoun [18]. In [19] there is a discussion about the self-focus trait of depression
survivors. They conduct a study for investigation of words used by suicidal and non-
suicidal poets; the study shows that depressed poets use distinctive language as compare
to non-suicidal poets. The suicidal poet uses more first person pronoun and put less
focus on social integration. A self-focus model put by [20] that depicts “self-focus” as
an initial trait of getting depression illness and people who are more concerned about
their role in every situation of life and looking for fulfilling self-centric desires are closer
to get depressed.

The depressive language was first studied by [21, 18] in textual data and in [19]
states that the study of language for psychological health indications provides remark-
able traits of problems faced by an individual in life. LIWC (Linguistic Inquiry Word
Count) software is developed for natural language processing [21, 22]. LIWC is a text
analysis tool used for the study of cognitive and emotional components in individual
written and speech data. The LIWC dictionary categorizes words into language vari-
ables, description categories, 21 linguistic dimensions, psychological words categories
& informal language markers [23]. In [24] utilizes LIWC software for distinguishing
between the language used by the control group (a group of people who indulge in nor-
mal life activities such as singing, dancing, art, and sports) and clinical group (a group
consisting mental health survivors and initial state depressed person). For the study,
they use LIWC psycholinguistic word categories for understanding message communi-
cation between the control and clinical group on a social network. Social networking
site Facebook used by [25] for identification of depressed individuals by categorizing
text data using LIWC software that includes (present, future & past focus) and utilizes 9
linguistic dimensions for categorizing comments retrieve from Facebook and applying
machine learning classifiers. The LIWC dictionary is outdated now, as it doesn’t process
slang and sarcastic comments or text. To use LIWC, the user must update the dictionary
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according to the latest trend and needs for the analysis of textual data. Another senti-
ment analysis tool is Vader (Valence Aware Dictionary for Sentiment Reasoning) [26].
Vader outperforms LIWC in social media content analysis, Vader is more sensible and
consist 25 feature that provides five “golden items” with realistic sentiment rate. It is
freely available for use and it composed all the human emotions and language variation
biomarkers that make it more useful for research and analysis.

2.2 Machine Learning-Based Framework for Depression Detection

The task of effective depression detection is performed using machine learning tech-
niques. Machine learning algorithms require a well-defined feature set for classification
of data. Researchers apply machine learning techniques for conducting various studies
and surveys for health information, commercial and mental health. A remarkable work
by [27] states that social media gives clues about user’s mental health by showing some
behavioral symptoms such as high social network activity from 10 pm to 6 am, small
social network and discussion about treatment &medication related to psychiatric prob-
lems. The supervised learning algorithm (SVM) is trained in behavioral attributes and
predicts the chances of getting depressed. Another work [28] using KNN for depression
identification among Facebook users. LIWC software is utilized for categorizing data
using 5 emotional variable & 9 standard linguistic dimensions. A large size corpus of
2.5 million tweets are used for classification and apply a bag of words approach with
machine learning techniques that provides good results [29].

Deep learning is applied for text classification in [30]. Researchers apply deep learn-
ing models for population-level monitoring and data collection for health research &
population-based surveys. Social media have a billion users from around the world;
twitter is useful for depression & anxiety monitoring [31] and for PTSD (Post Trau-
matic Stress Disorder) [32] in social media users. In [33] shows about early depression
detection using the eRisk 2017 dataset. The early detection task is based on sequence
word prediction in textual data, The CNNmodel is applied for early detection of depres-
sion and a new modified version of the ERDE evaluation metric is proposed. This work
states ERDE is better to use for the early detection task. Language is an indicator of men-
tal health that’s why CLPsych works on data collected from social media & hackathon
as unshared and shared data respectively. The linguistic characteristics show a more
distinct understanding of mental health signals without applying any machine learn-
ing technique. In [34] proposed a DK-LSTM model for depression detection in social
media content. This shows the increasing use of deep learning techniques over machine
learning.

3 Neural Network and Baseline Model

In this section, we discussed about neural network-based hybrid model utilized in this
paper. We use CNN and LSTM for this task of depression detection and discuss about
some early work using these deep learning models.
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3.1 Convolutional Neural Network (CNN)

CNN are popular for image classification work as well as for pattern recognition task
[35]. Researchers apply a convolution neural network for sentence classification and
shows significant results [36, 37]. CNN extracts features from textual data; firstly, it
converts data into vector form using word2vector. It is a word-embedding model created
in 2013 at Google [38, 39]. Word2Vector is a 2-layer neural network architecture that
consists of CBOW (Continuous of Words) & Skiw gram model. It trained on 3 million
words and has 300 dimensions. After Word2Vector by Google, Stanford and Facebook
developed their word embedding models that are Glove by Stanford [40] & Fast text by
Facebook in the year 2017 [41].AC-LSTMmodel proposedby [42] is a text classification
model that aims to configure local features & global features from the small text. The
Stanford Sentiment Treebank (SST) benchmark [43] dataset is used and CNN extracts
feature through the convolution matrix & fed it to LSTM to learn features for long
-term dependency. Instead of textual data, speech data are also used for depression
detection [44] using CNN are proposed for detecting the severity of depression using
speech data on the basis of advantages of deep learning features extraction. The work
provides significant results and use AVEC2013 & AVEC2014 depression based dataset.
In [45] proposed word-level CNN architecture (deep-pyramid CNN). The paper shows
shallow level CNN provide better categorization then character level CNN. This model
outperforms the previous deep CNN model for text classification and categorization.
CNN and SVM based hybrid model is used for sentiment analysis using NLPCC2014
dataset [46]. The CNN-SVMmodel provides a recall of 88% and compare with baseline
model NLPCC_SCDL_best that score recall of 86%.

3.2 Long Short Term Memory (LSTM)

LSTM is a modified version of RNN (Recurrent Neural Network). RNN can learn
sequences of data and produce time-series data. The feedback loop transfers data to
one state to another and the basis of RNN is recursive formula. Some applications of
RNN are; Chatbots, machine translation, image categorization, and text classification.
The problem of vanishing gradient makes RNN provide low-level results. RNN cannot
remember data pattern for long period means as the gap increases the pattern of data
cannot formed. LSTM introduced in 1997 by (Hochreites and Schmidhuber) [47] and
utilizes in tasks like natural language processing, speech recognition. LSTM overcome
the problem of remembering data pattern as long as user requires and exploding gradient
problem through cell state that consist “tanh” squashing function [-1, +1]. LSTM can
easily excess 1000 discrete time steps by using cell statewhereasRNN fails to learnwhen
time step increases from 5 discrete time steps [48]. The architecture of LSTM consist of
three gates are input, forget and output gate, the input gate performs the “selection” task
means it decides what information should be kept and what to ignore. The forget gate
consist of logistic function and output gate update cell state by providing what value
should be the output. These three states and one Cell state mechanism provide support
for long-term dependency of data patterns.
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Long Short Term Memory model used in various text classification tasks such as;
a work by MIT to detect depression using speech and textual data [49]. The model
trained on data consists of 142 Interview from DAIC that includes text and speech data
of these 142 mental health patients. A questionnaire is prepared and question asked to
the patients, the score is given between 0 to 27 to each patient in terms of severity of
depression. So, patient with score range (10–14) is moderate depressed and 15–19 are
severely depressed patients. The LSTMmodel gives a recall of 83% for speech data and
0.67 f1-score for text data.

3.3 Baseline Model

We compare our model results with machine learning classifiers that applied on the same
dataset of 15,000 tweets consisting of depressed and non-depressed text. The machine
learning classifier used in this work is one that previously used for text classification,
depression detection, and sentiment analysis task. We use Logistic regression, Decision
tree, and Naïve Bayes, SVM, and KNN classifier. These classifiers utilized in various
sentiments analysis task using social network data and provide significant results in
classifying text document polarity and internet reviews about product, movie or any
social media post.

4 Experimental Setup

In this paper, two experiments performed, firstly classification of depression through
machine learning classifiers using twitter data and second, the experiment is using deep
learning models for depression detection on 15000 tweets dataset. The machine learning
classifiers act as baseline work to verify and compare with deep learning technique
results.

4.1 Baseline Model (Experiment 1)

Firstly, the machine-learning classifier used for classification task and results are verified
using the evaluation metric. There are a total 5 classifiers used and trained on the 15000-
tweet dataset, there is no constraint posed on dataset for a better understanding of human
psychology. The classifiers are Logistic regression- a classifier used to decide the class of
object for binary classification using a sigmoid function. The output of logistic regression
is either 0 or 1. Decision tree- is a supervised learning algorithm, commonly used for
a classification task. Decision tree consist of node and branches and perform decision-
making. Naïve Bayes- is based on Bayesian network andmainly works on large datasets.
Support Vector Machine- a supervised machine learning algorithm, famous for handling
linear and non-linear datasets with a higher dimension and form hyperplane for binary
classification. K-Nearest Neighbor- used for regression and classification task, trained on
a labeled dataset. KNN algorithm decides the class of objects by finding the minimum
distance using Euclidean distance. Evaluation metric utilized in the task of verifying
machine learning classifier accuracy and it includes F1-Score, Precision and Recall.
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In Table 1 the results of the baseline model shown, the best classification task per-
formed by the decision tree algorithm, giving a recall of 85%. Naïve Bayes classifier
does the worst performance by giving a recall of 54% only. KNN provides a recall of
78%, second-best performance between these five models. Logistic regression and SVM
recall value are 73% and 75% respectively. The table also includes precision and FI-
score of each classifier. The evaluation metric is a common method for checking and
validating machine learning classifier results. Now, these results used for measuring the
classification accuracy of the CNN-LSTM hybrid model.

Table 1. The results of baseline model

Machine learning algorithm (Baseline approach) Evaluation metric scores

F1-Score Recall Precision

LR 0.74 0.73 0.76

DT 0.85 0.85 0.85

NB 0.46 0.54 0.70

SVM 0.75 0.75 0.75

KNN 0.78 0.78 0.79

4.2 Proposed Method (CNN-LSTM Based Hybrid Model)

In this work, we use a small dataset according to our system computational power. The
dataset covers natural interaction between people on twitter, to make the dataset more
useful for deep learning models to extract features and the way a human can interact
with another human. The internal mechanism of the deep learning model, that how the
model perceives these findings and on what basis it relates to human behavior presented
through text data. The Fig. 1 provides an overview of CNN-LSTM model. We employ
CNN (Convolutional Neural Network) with the ReLu (Rectified Linear unit) activation
function for the task of extracting the features from the dataset, through the convolution
layer (Conv1D). The dimension set to 300; we apply 32 filters to the text document
with a maximum sequence length of 140 characters. The kernel size set to 3 to achieve
the best results after kernel the processed text padded with ‘same’. The feature map
(trainable feature) is generated passes to the pooling layer (max pooling) with a pool
size of 3 which moves the filter and reduces the dimensionality of feature set. For the
regularization of output, we apply a dropout of 0.3 to the output of the pooling layer
then again it fed to the convolution layer, the same process will follow, after dropout of
0.3 apply to the output the dataset feed to next layer (LSTM model). The second deep
learning model utilized is LSTM (Long Short Term Memory), the advantage of LSTM
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to remember data pattern for long period is useful in human psychiatric research because
it requires remembering sequences of characteristics retrieve from text data and apply
learned features on new data for retrieving new features and forming a sequence with
them. The LSTM layer processes the output CNN layer and using popular optimizer
‘Adam’. For loss function, ‘Binary cross-entropy’ is used and a dropout of 0.4 applied to
the output of this layer. For a binary classification task, the sigmoid activation function
[0,1] is used on dense layer. The batch size of 100 and 15 epochs and patience value set
to 3 for conducting this experiment. The numbers of epochs are decided by first applying
a set of 5 and 10 epochs for accuracy and then using 15 epochs to gain better results.

5 Results

5.1 Performance of CNN-LSTM Model (Proposed Method)

The CNN-LSTM model gives a significant accuracy of 92% that verifies using the
evaluation metric and later compare the results with machine learning classifiers. These
results obtained by using the same dataset. For comparison, we use the accuracy level of
each model and recall value. It is clear from Table 2 that our proposed model performs
well on small datasets with diverse emotional traits. The proposed model outperforms
these machine learning models for depression detection task and it clearly indicates
that machine learning algorithm has drawbacks of feature feature extraction task and
differentiating betweenmultiple sequences of text data for prediction. This work utilized
the Keras library that runs on TensorFlow for implementing neural network models. The
python framework with natural language processing based tools employed in this work.

Table 2. Results of proposed model

Label = 1 (Non-Depressed) cases

Evaluation
Metric Score

Recall 0.96

Precision 0.90

F1-Score 0.93

Label = 0 (Depressed) cases

Evaluation
Metric Score

Recall 0.85

Precision 0.94

F1-Score 0.89

Our proposed model provides significant results for conducting another study using
a much larger size dataset for the depression detection task.
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Fig. 1. Comparison graph for CNN-LSTM vs. baseline model.

5.2 Comparison of Proposed Model with Baseline Approach

Theperformance ofBaselinemodel ondepression detection task using twitter data shown
in Table 1. We first perform a depression classification task using a machine-learning
classifier that shows classification accuracy of 83% highest from all five classifiers
employed. The Table 3. elaborates about performance of both model used in this paper
and Fig. 1 is used for showing an graph representation of comparison between two
models. We use baseline model to compare with deep learning model results and CNN-
LSTM performance is more significant as compared to traditional machine learning
techniques. The ability of deep learning to extract features and use it for classification
gives better results. In Table 2 the results of CNN-LSTM are described, the precision
value for depressed and non-depressed tweets is quite up to the level and recall for
non-depressed tweets is 0.85.

Table 3. Comparison between baseline model and proposed model

Model
name

Classifier name Recall Accuracy

Baseline
model

LG 73 73%

DT 85 83%

NB 54 53%

SVM 75 74%

KNN 78 78%

Proposed
model

CNN-LSTM 91 92%
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6 Conclusion and Future Scope

In this paper, we proposed our CNN-LSTM model and verify its performance by com-
paring its results with machine learning classifiers. The performance of deep learning
models is better in comparison with the machine learning model for textual data. The
mental health research field requires a better dataset that can help models to provide
diverse features and knowledge to understand and pick human mental characteristics.
Twitter is a good source of social networking data for the number of previous research
and it helps depressed people to share their views and sentiment with other people. The
results of this proposed work help in organizing better intervention programs for screen-
ing and treatment of depressed people. For future work, we consider both Facebook and
twitter data because the risk of increased depression issues is high among teenagers and
around millions of young kids use Facebook for sharing their emotions and experience.
Capturing images and text data provide a better understanding of user’s mental state. By
utilizing data from different social media platform better results can be obtained and use
for helping the sufferer.

References

1. Depression and Other Common Mental Disorders: Global Health Estimates. World Health
Organization (2017)

2. Key Substance Use and Mental Health Indicators in the United States: Results from the 2016
National Survey on Drug Use and Health (2017). https://www.samhsa.gov/data/

3. Patel, V.: Talking sensibly about depression. PLoS Med. 14, e1002257 (2017)
4. Dhar, A.K., Barton, D.A.: Depression and the link with cardiovascular disease. Front.

Psychiatry 7, 33 (2016)
5. O’Dea, B., Wan, S., et. al.: Internet intervention-detecting suicidality on Twitter. Elsevier

(2015)
6. Depression and Other Common Mental Disorders: Global Health Estimates. World Health

Organization (2014)
7. Park, M., Cha, C., et al.: Depressive moods of users portrayed in Twitter (2012)
8. Patel, V.,Weobong, B., et al.: TheHealthyActivity Program (HAP), a lay counsellor delivered

brief psychological treatment for secure depression, in primary care in India: a randomized
control trial. Lancet 10065, 176–185 (2017)

9. Gowen, K., Deschaine, M., et al.: Young adults with mental health conditions and social
networkingwebsites: seeking tools to build community. Psychiartic Rehabil. J. 35, 245 (2012)

10. Naslund, J.A., Grande, S.W., et al.: Naturally occuring peer support through social media:
the experiences of individual with severe mental illness using youtube. PLoS One 9, e110171
(2014)

11. Berger, M., Wagner, T.H., Baker, L.C.: Internet use and stigmatized illness. Soc. Sci. Med.
61, 1821–1827 (2005)

12. Cerajeira, J., et al.: Behavioural and psychological symptoms of demantia (2012)
13. Hilty, D.M.: A review on bipolar disorder in adults. https://www.ncbi.nlm.nih.gov/ (2006)
14. Clement, J.: Twitter: number of monthly active user 2010–2019 (2019)
15. Gui, T., Zhu, L., et al.: Cooperative multimodal approach to depression detection in Twitter.

In: The Thirty-Third AAAI Conference on Artificial Intelligence (AAAI-2019) (2019)
16. McClellan, C., Ali, M.M., et al.: Using social media to monitor mental health discussions-

evidence from Twitter. J. Am. Inform. Assoc. 24, 496–502 (2017)

https://www.samhsa.gov/data/
https://www.ncbi.nlm.nih.gov/


174 B. Verma et al.

17. Rude, S.S., Gortner, E.M.: Language use of depressed and depression-vulnerable college
students. Cogn. Emot. 18(8), 1121–1133 (2004)

18. Stirman, S.W.: Word use in the poetry of suicidal and nonsuicidal poets. ncbi.nlm.nih.gov
(2001)

19. Ramirez-Esparza, N., et. al.: The Psychology of word use in depression forums in English
and in Spanish: testing two text analytic approaches (2008)

20. Pyszczynski, T.: Self-regulatory perseveration and the depressive self-focusing style: a self-
awareness theory of reactive depression. Psychol. Bull. 102(1), 122 (1987)

21. Tausczik, Y.R., et al.: The psychological meaning of words: LIWC and computerized text
analysis methods. J. Lang. Soc. Psychol. 29(1), 24–54 (2010)

22. Tauscizk Pennebaker, J.W., Francis, M.E., Booth, R.J.: Linguistic Inquiry and Word Count:
LIWC 2001, vol.71, p. 2001. Lawrence Erlbaum Associates, Mahway (2001)

23. Pennebaker, J.W.: The development and psychometric properties of LIWC (2015)
24. Nguyen, T., Phung,D., et al.:Affective and content analysis of online depression communities.

IEEE Trans. Affect. Comput. 5(3), 217–226 (2015)
25. Rafiqul Islam, M.D., Wang, H., et al.: Depresssion detection from social network data using

machine learning techniques. Health Inf. Sci. Syst. 6(1), 8 (2018)
26. Hotto, C.J., Gilbert, E.: VADER: A Parsimonious rule-based model for sentiment analysis of

social media text. In: AAAI-2014 (2014)
27. De Choudhary, M., et al.: Predicting depression via social media. In: AAAI Conference on

Weblogs and Social Media (2013)
28. Islam, M.R.: Detecting depression using K-nearest neighbors (KNN). IEEE (2018)
29. Nadeem, M., Horn, M., et al.: Identifying depression on Twitter. https://arxiv.org/ (2016)
30. Ganda, R., et al.: Efficient deep learning model for text classification based on recurrent and

convolutional layers. In: 16th ICMLA (2017)
31. De Choudhury, M., et al.: Social media as a measurement tool of depression in population.

In: Proceedings of the 5th Annual ACM Web Science Conference (2013)
32. Coppersmith, G., et al.: CLPsych 2015 shared task: depression and PTSD on Twitter. In: ACL

Anthology (2015)
33. Trotzek, M., Koitka, S., et al.: Utilizing neural networks and linguistic metadata for early

detection of depression indications in text sequences. IEEE (2018)
34. Li, W., et al.: Applying deep learning in depression detection. In: PACIS (2018)
35. Goodfellow, I., Bengio, Y., et al.: Deep Learning. MIT Press, Cambridge (2016). http://www.

deeplearningbook.org
36. Kim, Y: Convolutional neural network for sentence classification (2014)
37. Zhang, Y.,Wallace, B.C.: A sensitivity analysis of convolutional neural networks for sentence

classification. https://arxiv.org/ (2015)
38. Mikolov, T., et al.: Efficient estimation of word representation in vector space. https://arxiv.

org/ (2013)
39. Joulin, A, et al.: Bag of tricks for efficient text classification. https://arxiv.org/ (2016)
40. Pennington, J., et al.: Glove: global vectors for word representation. In: Emperical Methods

in Natural Language Processing (EMNLP) (2014)
41. Bojanowski, P., et al.: Enriching word vectors with subword information. Trans. Assoc.

Comput. Linguist. 5, 135–146 (2017)
42. Liu, Z., Lau, F.C.M..: A C-LSTM neural network for text classification (2015)
43. Koutnik, J: A clockwork RNN. https://arxiv.org/ (2014)
44. Lang, H.E., Cao, C.: Automated depression analysis using convolutional neural networks

from speech. J. Biomed. Inf. 83, 103–111 (2018)
45. Johnson, R., Zhang, T.: Deep pyramid convolutional neural networks for text categorization

(2017)

https://arxiv.org/
http://www.deeplearningbook.org
https://arxiv.org/
https://arxiv.org/
https://arxiv.org/
https://arxiv.org/


A Neural Network Based Hybrid Model for Depression Detection in Twitter 175

46. Chen, Y., Zhang, Z.: Research on text sentiment analysis based on CNN and SVM. IEEE
(2018)

47. Hochreiter, S.: The vanishing gradient problem during learning recurrent neural nets and
problem solutions. Int. J. Uncertainity Knowl.-Based Syst. 6(02), 107–116 (1998)

48. Gers, F.A., et al.: Learning to forget: continual prediction with LSTM. IEEE (2016)
49. Alhanai, T., Ghassemi, M.: Detecting depression with audio/text sequence modeling of

interviews. In: Interspeech (2018)



Unleashing the VEP Triplet Count of Virtually
Created 3D Bangla Alphabet to Integrate

with Augmented Reality Application

Apurba Ghosh1(B), Anindya Ghosh1(B), Arif Ahmed1(B), Md Salah Uddin1(B),
Mizanur Rahman1(B), Md Samaun Hasan1(B), and Jia Uddin2(B)

1 Department of Multimedia and Creative Technology, Daffodil International University,
Dhaka, Bangladesh

{apurba.mct,salah.mct,mizan.mct,hasan.mct}@diu.edu.bd,
anindya.ghosh835@gmail.com, arifahmed@daffodilvarsity.edu.bd

2 Woosong University, Daejeon, Korea
jia.uddin@wsu.ac.kr

Abstract. This paper demonstrates the process of calculating VEP triplet count
of Bangla Alphabet which are unlike traditional hand written or printed letters,
but created entirely in 3 dimensional virtual environment to effectively use in
Augmented Reality Based applications. This count can be a potential support
for 3d modelers, Augmented Reality based application developers and academic
researchers. The challenges that we faced and the limitations of our contribution
are also mentioned here. It is expected that future academic researchers and com-
mercial application developers will get a great support on developing 3D Bangla
alphabet from our research.

Keywords: 3D model of Bangla Alphabet · Augmented Reality technology ·
Euler’s Polyhedron formula · Optimized 3D model for AR based application

1 Introduction

Every aspect of education is now continuously being modernized by the magical touch
of advanced computing technologies. Elementary education is not an exception. People
now a days have access to a computer or at least a smart phone which is also a powerful
computer indeed. As the overall number of smart phone users ismuch higher than regular
computers particularly in Bangladesh, targeting this particular segment to figure out the
count of- vertex, edge and polygon to create virtual assets for elementary educational
applications based on Bangla language that uses augmented reality technology is more
logical. It should be mentioned that numerous researches have done on this segment
based on many emerging technologies. For instance, previous researches on 3D as a
medium of strong multimedia tool have focused on many important aspects. Research
on classification of 3D models has already done for 3D animation environments [1].
Specific 3D tool based research for film and television [2, 3], rapid 3D human modeling
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and animation based on sketch and motion database [4], real water simulation for 3D
animation [5] - researches on all those areas have done. Even researches on- emotion
based facial animation [6, 7], real-time speech driven facial animation using neural
network [8], 3D measurement technologies for computer animation [9], 3D cartoon
character animation engine [10] have come up with new findings. The area of interactive
3D animation system [11] and experimental teaching of 3D animation [12] have also
explored. But none of those research works have published any specific count of the
crucial virtual parameters that act as the building blocks of any 3D asset inside virtual
environment. Particularly for this research we targeted that specific domain so that new
findings can be brought.

2 Background Study

The sector of multimedia is a very dynamic field which is becoming enriched by the
continuous evolution of technologies like- Augmented Reality (AR). Like many other
sectors, AR has made a huge impact on education. In today’s world of engineering
education- AR based lab system exists which enables teachers and students to work
remotely via internet/intranet in current classroom labs, including virtual elementswhich
is capable to interact with real ones [13]. Impact of AR is clearly visible in the sector
of medical education as well where training in real-life context is not always possible
due to safety, costs and many other factors. In those cases, AR can potentially offer a
highly realistic suited learning experience supportive to complex medical learning and
transfer [14]. Apart from engineering and medical education, AR is also putting its bold
footprint in skill based trainings [15].At present AR is not only conquering the different
domains of higher education where the target group is adults [16] but also knocking
the door of elementary education. Researchers have begun to study AR for teaching
colors and shapes to kids [17]. AR as a technology of elementary education- most of
the previous studies targeted languages like English [18], Japanese [19], Kanji [20].
Another notable thing is most of the previous works are tightly coupled with internet
connectivity. Majority of them requires internet connection during runtime [21] which
sometimes come out as a big issue particularly for those placeswhere internet connection
is not available or worst case scenarios like natural disasters. Previous researches on AR
as a medium of learning also did not pull out the importance of Bengali language.
They had serious lack of necessary details in the modeling process of Bangla alphabet
[22], and mainly focused on supplementary elements [23]. Bangla alphabet were largely
represented in the form of 2D images.

To overcome those limitations our effort of calculating the VEP count of every 3D
modeled Bangla letters which has tested through an augmented reality based mobile
application makes a significant number of contributions. Firstly, we are focusing on
Bengali language so that the young learners who are the native speaker of this language
are getting the opportunity to have a smart learning aid at their fingertips. This application
can also be a great help for those learnerswho are not native speaker ofBengali. Secondly,
our developed work does not require internet connection during operation so that this
application can run effectively in those places where high speed internet connection
is not available. Thirdly, we are adding a new dimension in the way of teaching kids
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in comparison with the traditional teaching approach where they can experience the
Bangla alphabet in 3D. When a kid can perceive a letter at its fullest extent, acquisition
is simply a joyful consequence and undoubtedly it is an effortless approach of learning.
To be mentioned, our proposed model does not use VR technology and this is because-
VR based applications require gadgets like google card board or VR box. And it is
troublesome for those users who use spectacles.

Important to mention- this research work mainly focuses on the 3D modeling mech-
anism. Development process of the application that we created as a prototype is not in
themain focus as creating this kind of application has some discrete methods. However a
keen focus has given in describing the process of calculating the count of vertex, polygon
and edge as these crucial parameters of 3d assets have never been published before. At
the initial stage of this research, it was a real challenge to identify the most appropriate
mathematical model that can compute the counts of our interest. After so many trails
and errors we finally found that Euler’s polyhedron theorem is our key to move forward.
Next section of this paper clearly discuss how this theorem comes into action while cal-
culating the counts of desired parameters. As a limitation of this work- we clearly would
like to say that the counts we are unleashing may change depending on the modeling
mechanism. Continuous upgrade on 3dmodeling tools may also reflect a change. Thus it
can be regarded as a scale or threshold point of standard. If the VEP triplet count of any
virtually created Bangla Alphabet does not exceed our proposed value, it is expected that
the developed asset will work perfectly fine as part of an augmented reality application.

3 Proposed Model with Detailed Workflow

Figure 1 represents a block diagram which indicates different stages that were involved
in the implementation of our proposed learning application for elementary learners. As
we can see, there are six major steps involved in this system implementation process.
3D modeling and poly optimization is described in details in this paper as the VEP
triplet counting process took place in this stage and is the major focus of this paper. As
we know Bengali language has vowel and consonant just like any other languages. Our
determination was to make a one stop solution. So at this stage we decided to include
both vowels and consonants in our project. Thus we ended up with the inclusion of 50
letters at the selection of characters stage while developing the prototype that is able
to simulate. As our intention was to integrate 3D letters with our learning application,
so we had to perform modeling tasks. Here creating the 3d models of Bengali alphabet
were the major concern. Inside the virtual environment we created the line art of every
single letter. Later on we converted them to poly objects. At that point there was no
depth on those letters. So we had to apply “Shell” modifier on them just to make them
a proper three dimensional model as demonstrated in Fig. 2. The process ends up with
the conversion of those shapes into poly objects.
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Table 1. Vertex, polygon and edge count during the formation of every single 3D letter

5 উ 1168 586 1752
6 ঊ 1156 580 1734
7 ঋ 624 314 936
8 এ 800 402 1200
9 ঐ 1120 562 1680
10 ও 900 452 1350
11 ঔ 1140 572 1710
12 ক 556 280 834
13 খ 628 316 942
14 গ 632 318 948
15 ঘ 468 236 702
16 ঙ 888 446 1332
17 চ 400 202 600
18 ছ 768 386 1152
19 জ 1132 568 1698
20 ঝ 352 178 528
21 ঞ 1512 758 2268
22 ট 876 440 1314
23 ঠ 732 368 1098
24 ড 512 258 768
25 ঢ 452 228 678
26 ণ 676 340 1014
27 ত 580 294 872
28 থ 684 344 1026
29 দ 324 164 486
30 ধ 512 258 768
31 ন 288 146 432
32 প 664 334 996
33 ফ 656 330 984
34 ব 208 106 312

Sl. 
No.

Name of
3D Model

Vertex 
Count
( V )

Poly-face  
Count

( F )

Edge Count
( E = V + F - 2 )

1 অ 544 274 816
2 আ 772 390 1160
3 ই 1080 542 1620
4 ঈ 1212 608 1818

(continued)
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Table 1. (continued)

45 ঢ় 592 300 890
46 য় 564 286 848
47 ৎ 656 330 984
48 ◌ং 512 260 770
49 ◌ঃ 840 424 1262
50 ◌ঁ 428 218 644

35 ভ 672 340 1010
36 ম 544 274 816
37 য 316 160 474
38 র 432 220 650
39 ল 744 374 1116
40 শ 712 358 1068
41 ষ 312 158 468
42 স 576 290 864
43 হ 708 356 1062
44 ড় 680 344 1022

Being poly objects, all the letters that we created for our learning application had
three crucial parameters. These parameters are – edge, vertex and polygon. Table 1 shows
the polygon count and vertex count for every single Bengali letter that we modeled for
the implementation of our learning application. These two parameters are very easy to
figure out inside the virtual 3D environment of almost any 3D development tool. But our
Table has an additional column in it that shows the edge count of every single 3D letter.
And this is a unique contribution of our endeavor indeed as the complete VEP triplet
count of 3D models (of Bangla alphabet) have not been revealed by any enthusiasts or
researchers so far even though these values have crucial impact on the development of
any 3D model. So we would like to mention the process of how we figured out this VEP
triplet count.

We applied Euler’s Polyhedron formula at this stage. But before diving into that
formula, it would be great to explore the core concepts of polyhedron a bit more. Poly-
hedron is basically a solid object and a handful of flat faces make the surface of it. Those
flat faces are bordered or surrounded by straight lines. In a closer look each face turns
out to be a polygon. Those polygons are closed shapes in 2D plane formed by points and
connected by straight lines. Under any circumstances polygons can never have holes in
them as illustrated in Fig. 4. Here the left-hand shape has every reasons to be claimed
as a polygon while the right hand shape is not, as a hole exists in it.
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Fig. 1. Different stages of implementing the proposed learning model

Fig. 2. Bengali letters getting their 3D shape

In a state where all the sides are of same length and their in between angles are
also equal, we can refer a polygon as regular. The triangle and square stated in Fig. 3
replicates regular polygons. A regular polygon many have shapes other than triangle or
square, for instance- the shape of a pentagon or hexagon or any ideal form of n-gon are
also valid.
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Fig. 3. Illustration of polygonal shapes

Fig. 4. Illustration of hole on polygonal surface

From those 2D shapes if we move one dimension up then we will end up finding
a polyhedron. An ideal polyhedron is absolutely closed and its surface is formed by a
number of polygonal faces. Important to mention that polyhedron is solid in nature. In
the context of polyhedron- the sides of polygonal faces are identified as edges while
vertices are the corners of a poly-face. Thus, when two faces meet along, any vertex lies
on at least three different faces. Figure 5 illustrates this discussion by the help of a very
well-known polyhedron.

Fig. 5. Pointing vertex, edge and face on a cubic polyhedron.
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A polyhedron should always have to be in one piece. For instance, two or more
individual parts linked by only an edge or a vertex cannot build it. This means the shape
stated in Fig. 6 is not a polyhedron even though two separate shapes are connected by
edges.

Fig. 6. Illustration of not forming a polyhedron even after edge connection

For the exact same reason mentioned earlier, the shape in Fig. 7 is also not a
polyhedron even after having vertex connection.

Fig. 7. Illustration of not forming a polyhedron even after vertex connection

After all these discussion, now we are ready to integrated Euler’s formula with our
work. Let us consider the polyhedron stated in Fig. 5 which is a cube. This cube has 8
vertices and variable V holds this value. On the other hand it has 12 edges and variable
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E holds this value. Lastly variable F holds the number of faces. For the case of cube it
has 6 faces. Euler formula suggests that, V − E + F = 2.

If we articulate this, the number of vertices minus the number of edges plus the
number of face is equal to two. Getting back to our example here we have-

V = 8; E = 12; F = 6

Following Euler’s Formula,

V − E + F = 2

=> 8− 12+ 6 = 2

=> 14− 12 = 2

∴ 2 = 2

And the result is totally as expected. Now if we see closely at the equation, we
already have two values in our hand- Vertex and Face, and we need the value of Edge.
So if we simple plot the values of V and F for every 3D alphabet we inevitable end
up by getting the value of E that is the edge count. And that is exactly what we did to
calculate the edge count for every alphabet. If a 3Dmodeler knows all these three values,
it certainly would be a great help to get an idea to predict the formation of a particular
3D model. We would like to mention that many groups of enthusiasts have done the 3D
modeling of alphabet from many languages including Bangla. But none of them have
ever published the entire polygon, vertex and edge count of the alphabet. Unlike them
we have published the detailed count of each Bengali letter so that the future researchers
in this particular sector can take this finding as a start.

Important to mention that after creating all the 3D models of Bangla alphabets
we followed the remaining four steps that involves exporting models, preparation of
triggering input and integration of those prepared triggers with exported 3d models to
deploy an augmented reality based mobile application that can be experienced by smart
phones. As the title of this paper suggests, those stages are not major concerns for this
paper and not been described in details. However after implementing the system and
deploying it in different segments of smart phones based on configuration, we found out
that our developed 3d models with the mentioned VEP triplet count performs absolutely
fine and faces no faulty issues like back-facing or so.

4 Conclusion

The process of calculating vertex, edge and polygon (VEP triplet count in short) count
of Bangla Alphabet which are developed in 3D virtual environment to effectively use
in Augmented Reality Based mobile applications is discussed in this paper. The count
is represented in the form of a table and this can be a great anchor for 3d modelers,
Augmented Reality based application developers and needless to mention- academic
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researchers. We would like to conclude by saying that there are even larger scopes to do
research in this particular sector and researchers of coming times can start their journey
right from where we are concluding as the continuous advancement of technology is
going to offer more convenient development tools and advanced hardware.
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Abstract. In the era of software application, the prediction of the effort of soft-
ware plays an essential role in the success of project software. The inconsistent,
inaccurate, and unreliable prediction of software leads to failure. As the require-
ment and specification changes as per the software needs, accurate prediction of
effort is a difficult task for developing software. This prediction of effort must be
calculated accurately to avoid unpredicted results. At the early stages of develop-
ment, these inaccurate, unreliability, and uncertainty are the drawback of previ-
ously developed models. The main aim of the study is to overcome the drawbacks
and develop a model for the prediction of the effort of software. A combination
of regression analysis and genetic algorithm has been used to develop the model.
The model is trained and validated using the ISBSG dataset. The proposed model
is compared for performance with a few baseline models. The results show that
the proposed model outperforms most of the baseline models against different
performance metrics.

Keywords: Software effort estimation · Regression analysis · Deep learning ·
Genetic algorithm · Evaluation metrics

1 Introduction

Effort prediction of software is a prominent way to know the cost, time and man-power
used to design the software product at the starting phase of development [1]. Unlike other
projects, software projects are having more uncertainty, challenges, technical complex-
ity, etc. Several studies proposed various models for parameter’s prediction in software.
Software developers still facing the challenges in prediction of software parameter’s
early in the software development life cycle. Early prediction of software parameter’s
help project manager in taking decision whether to accept or reject the project. Software
effort estimation helps developers in proper project planning, scheduling of different
project task, resource and people management, and controlling cost and progress of
project. There may be three faces of outcome of an effort estimation process; underesti-
mation, accurate estimation, and overestimation. There would be serious consequences
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of underestimates and overestimates, such as, the former leads to understaffing, over-
budgeting and late delivery, whereas the later leads to resource and budget wastage.
These two faces of effort prediction process increases the project failure with respect
to time and budget [2]. There are several reasons for the failure of the software project
uncertainty of the requirements that occur in the software and the system and estimation
of cost, duration, staff, and size of the project not done properly [3].

In the past three decades, several researchers focused on designing a model for
accurately predicting the effort of the software, i.e., the third face of effort prediction.
Numerous effort estimation techniques have been proposed which can be described
broadly into three categories [4]: expert judgment [5], parametric techniques [6] and
machine learning techniques [7]. Jorgensen et al. [8] did a literature review on designing
effort estimation model using several techniques and concluded that 11 estimating tech-
niques have been used vastly; among which regression techniques was the dominant on
the other techniques. Nowadays Machine Learning (ML) techniques are being used by
many researchers to design the model for effort estimation. The complexity between the
dependent variable and other software attributes can be decreased by designing a model
with the latest techniques, particularly with respect to the ML.

After reviewing different techniques for effort estimation, analogy-based techniques
have manifest to be promising methods for effort prediction. The analogy-based estima-
tion method has two advantages: 1) ease of understanding because of human problem-
solving approach and, 2) the approach canmodel the complex relation between variables.
Despite their advantages, classical analogy-based estimation approaches are limited by
their inability in handling linguistic values and managing imprecision and uncertainty
[9]. Although there are large number of prediction models in Software Development
Effort Estimation (SDEE) [10], very few of them achieved good result under all circum-
stances, as their performance changes according to dataset, which makes them unstable
[11]. It has been observed that the performance of multiple techniques for designing the
effort estimation model was better than any single technique used to design the model
[12]. The earlier studies shows that the combination of more than one technique into an
ensemble form leads to good accuracy of the model in comparison to the model designed
with the single techniques [13].

In SDEE, more than one technique is ensembled with the help of specific com-
bination rule that is Ensemble Effort Estimation (EEE) technique. The SDEE defines
two types of EEE techniques 1) Homogeneous EEE [1] is an ensemble that consists
of members having a single-type base learning algorithm [14]. 2) Heterogeneous EEE
is an ensemble that consists of having different base learning algorithms [12]. Since
each single estimation techniques have its strengths and weaknesses [15], motive of the
EEE is to alleviate the weaknesses of the techniques and combine the advantages of the
techniques by combining one or more solo techniques through an ensemble. This helps
in finding more accurate effort estimation at the initial level of the development phase.
With the consideration of this rule, this study proposed a hybrid model using Genetic
Algorithm (GA) and Deep Neural Network Regressor (DNNR). The proposed model
has been compared with the single techniques (GA and DNNR) to know the accuracy
of prediction in respect with proposed hybrid model.
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2 Background

Software effort prediction is a complex and most critical, but inevitable task in soft-
ware development. In last 4 decades, drastic upward changes have been observed in
the techniques for software effort prediction. There are several researchers who have
proposed various models for predicting effort with reference to the different datasets
and techniques. These techniques would be having some pros and cons according to the
situation and the input criteria. The first idea of effort prediction of software was using
manual rule of thumb [16], in which each required element of the model was used to
prepare the test cases and the sum of the test cases was taken to find out the defects
in the software. Finding out the defect helps in overall effort estimation of software. In
late 1970s, Barry Boehm proposed a new method known as COCOMO model in which
mathematical models were formulated on the large historical dataset. Later, he continued
to worked on the estimation and proposed many other algorithms described in his book
“Software Engineering Economics” [6].

The algorithmic models were used to predict the effort of software by establishing
the relationship with other characteristics of software project such as between software
size, design metrics, project metrics, etc. These models are parametric in nature which
represents the formula of standard form which is parameterized and derived from histor-
ical data. Few examples of such models are function points analysis [17] and software
lifecycle management [18]. The algorithmic model was unable to capture the complex
set of relationships which gave a failure to the model designed using it. In recent years,
computational intelligence models are used to predict effort of software. This includes
fuzzy logic [19], neural networks [4], regression trees [20], genetic programming [21],
case-based reasoning [22] and support vector regression [23], etc. The advantage of
these models include the ability to learn from historical projects data [24]. Although the
field of effort estimation appears to be drenched with large number of predictive models,
researchers are working to find a new approach in formulation of predictive model. In
this process “Ensemble” approach plays a vital role in designing the model with the help
of exiting models. This approach helps in measuring the accuracies and drawback of
existing methodologies.

The conclusion of the above studies is that considering a greater number of factors
or metrics and the use of different parameters improve the accuracy of effort prediction
in the developing software. The set of selected metrics for checking the performance
of model can be termed as the evaluation metrics. Further, the type of hybrid method
in designing the model also effects the result of the model. In this paper, a systematic
approach has been followed from selection of appropriate parameters, collection of data
for selected parameters, pre-processing of collected data, formulation of hybrid model,
analyzing the model with data set, to presenting and validating the result of analysis.

3 Proposed Approach

This section highlights the approach used in formulation of effort prediction model. The
task has been divided in four steps. In the first step, the raw input data set needs to
pre-process for eliminating anomalies from it. The pre-processed data set contains many
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numbers of features, the relevance feature(s) are selected in the second step. In third step,
the proposedmodel has been developed using genetic algorithm and deep neural network
regressor. Finally, in the fourth step, evaluation metrics values have been generated for
performance evaluation of the proposed H-GADNNR model with the existing models.
The development of proposed model has been graphically represented in Fig. 2 and 3.

3.1 Dataset Used

The use of real-life projects data in effort prediction model has been the most reliable
approach. The major concern of selecting a data set is that the constant results should
repeatedly occur during testing of the model [7]. The industrial dataset, used in this
study, was published by ISBSG Release R12 [25] which has been extensively used by
researchers and organization’s for analyzing and validating their respective models. The
dataset comprises of 8000+ cross company projects data, 251 parameters grouped into 30
categories, and with a combination of numerical and string dataset. The only limitation
of this data set is its heterogeneity because of collection of data from large number of
organization’s [43].

Table 1. Project selection for effort

Attribute Selected values

Data quality A, B

Functional sizing methods 1 IFPUG V4+

Count approach IFPUG

Unadjusted function point A, B

Development type New development

This large data sets needs to filter according to the appropriate projects and variables
for the proposed approach. The attributes selected from the filter dataset has been done on
project basis which has been showed in Table 1. In this study, appropriate categories have
been selected on chronological manner for testing and training of proposedH-GADNNR
model. Data pre-processing has been performed to eliminate missing values and to avoid
biased estimates of coefficients. The qualitative variables were balanced and aggregated
to reduce the number of classes. The variables with less than five observations have been
eliminated.

3.2 Proposed H-GADNNR Model for Effort Prediction

3.2.1 Genetic Algorithm

Genetic Algorithm (GA) has been a search methodology which uses probability trans-
form rule and fitness function for search direction. In GA, a population used is a set of
candidate solutions which is composed of chromosomes. Each individual chromosome
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is a candidate solution. GAworks onDarwinian principle of “survival of the fittest”, after
a series of iterative computation, GA obtains the optimal solution. The fitness function
reflects each chromo’s adaptive potential for its living environment. In the evolution-
ary process a fitness function estimates the efficiency of a solution. The fitness value is
affected randomly by the genetic operation, which includes the crossover operator, the
mutation operator, and the selection operator.

The chromosome solution which obtains the best fitness value is the optimal solution
after many generations. The crossover is the most important genetic operator, a random
mechanism for exchanging genes between two chromosomes using one crossover point,
two crossover point, or crossover homologue. Mutation is the genes in the chromosome
of which may be changed periodically, i.e. genes code from 1 to 0 or vice versa. The
process flow of crossover and mutation has been shown in Fig. 1.

Fig. 1. Process flow of crossover and mutation

In selection, the highest fitness value chromosomes are more likely to be selected
by the roulette wheel or tournament selection methods into the recombination pool.
GA is using evolutionary strategy, which includes elitist GA selection, father-offspring
combined GA selection, and so on, to ensure GA convergence.

The detailed workflow of genetic algorithm for proposed model is as follows:
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Step 1: Selection of initial population
Initial population Po(0), which consists of n pairs of parent, is generated randomly. If the
population size is too large, then the algorithm complexity is too high, and the quantity
of the computation is too large. If the population size is too small then the algorithm’s
optimal performance is reduced, and the algorithm is easily plunged into the optimal
local solution. Size of the training samples should be considered from the range of 30
to 200.
Step 2: Crossover operation
Crossover process produces intermediate population Co(t) by independently performing
crossover for parent having n pairs in current population Px(t). Operator crossover Ct:
Px(t) → C0(t) acts upon the individual space’s subspace.
Step 3: Mutation operation
Mutation activity produces population Mu(t) by independently conducting mutation for
intermediate individuals in intermediate population Po(t). The switch controllerMt: P0(t)
→ Mu(t) constantly changes the subspace which has full space search capability of the
individual space.
Step 4: Fitness function
The number of selected features, and the cost of feature has been used to construct the
fitness function. The strategy of the fitness function, the high fitness value is determined
by the high classification accuracy, the small number of features and the low total cost
of the feature. To avoid the denominator to reach zero, fitness function is calculated as:

ff = Wea × Acc + Wef × (C + (
∑n

i=1
Fec × Fei))

−1 (1)

where Acc = accuracy, Wea = weight of accuracy, Wef = weight feature, C = setting
constant of avoiding the denominator reaches zero, Fec = Cost of feature, Fei = value
of feature.

3.2.2 Deep Neural Network Regressor

The Deep Neural Network (DNN) technique is artificial neural network which consists
of multiple hidden layers between the input and output layers. This approach is useful
for studying the effectual and discriminative features in nature. This network consists
of input, output and hidden layers. The hidden layer consists of units that transform
the given input into something that the output layer can use. The deep network finds
the correct mathematical manipulation, whether it is a linear relationship or a non-
linear relationship, to turn the input into output. The network moves by calculating the
probability of each output through the layers. In this paper the DNN has been used in
the form of regression in predicting software effort.

3.2.3 Proposed H-GADNNR

The overall architecture of the proposed H-GADNNR (Hybrid – Genetic Algorithm
Deep Neural Network Regressor) model has been shown in Fig. 2 which comprises of
the entire workflow of developing the model.

The proposed model has been designed as follows: Genetic algorithm has been
used to find out the best feature. These best features will then be used as an input
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Fig. 2. Overall architecture of proposed H-GADNNR

parameter to train and test the model and find out the best effort prediction for effort.
The random population of n chromosomes has been generated. The fitness function of
each chromosome (ch) in the population is evaluated. After finding the fitness function
a new population has to be generated. This has been done by selection, crossover and
mutation. The selection process helps to select the best fit individuals. It chooses two
pairs of individuals (parents) based on their fitness ratings. High-fitness individuals have
a higher chance of being selected for reproduction. In the crossover process each pair
of parents are mated to form a new offspring. In the mutation phase the new offspring
formed is subjected to a mutation with a low random probability. The process goes
on until it reaches to the termination point and the new population has been formed.
The considered parameters are as follows: population size = 1100, generation = 50,
crossover probability = 0.7, mutation probability = 0.4, crossover technique = random
single point. This new population has been used as an input parameter in the deep neural
network regressor. Seven input parameters, two hidden layers and one output layer has
been used in designing the model. Sigmoid activation function has been used in this
model ∅(z) = 1

1+e−2 . The graphical design architecture of the proposed model has been
shown in Fig. 3. The main steps of the workflow are as follows:

Step 1: Input dataset:
It contains the training and testing dataset.
Step 2: Data pre-process:
The data pre-process has been done by linear scaling. Each feature present in the dataset
can be linearly scaled to the range [0,1]. The advantage of linear scaling is to avoid
attributes in large numerical ranges that dominate those in smaller numerical ranges,
and to avoid numerical difficulties during the value of the calculation feature, and to
help achieve higher accuracy.
Step 3: Select feature subset:
The feature subsetswhich are relational has been chosen and the unrelated feature subsets
has been discarded. After doing the feature subset the training and testing dataset has
been divided.
Step 4: Train DNNR:
The DNNR has been trained by the training dataset.
Step 5: Calculate evaluation metrics:
The proposed model has been evaluated on four different evaluation metrics (viz.
Accuracy, MAE, MSE, RMSE).
Step 6: Fitness evaluation:
The number of selected features and cost of feature has been used to construct a fitness
function shown in Eq. 1.
Step 7: Ending condition:
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The ending condition is to achieve good accuracy and minimum error. When the ending
condition has been satisfied, the operation ends; otherwise the next generation operation
is proceed until the condition is not satisfied.

In the later stage, proposed H-GADNNR model has been compared with GA and
DNNR. The singlemodels selected for comparison have beenwidely used by researchers
as a single model for prediction of effort [26]. For comparing the performance of pro-
posed H-GADNNR model against the performance of GA and DNNR model, few eval-
uation metrics have been identified. The proposed H-GADNNR model algorithm has
been describe below in Algorithm 1.

Fig. 3. Process of building effort model

Algorithm 1. H-GADNNR model

Step 1: Read data D ← Input
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Step 2: Apply data pre-processing
Step 3: Feature analysis i.e. Total Number of Feature ← D(1: end − 1, end)
Step 4: Initialize the population
Step 5: Generate initial configuration of deep neural network regressor and genetic
algorithm parameters popsize, coprob muprob
Step 6: Random weight (w) and fitness function assignment is initialized
Step 7: Apply feature selection

Begin ch = total number of chromosomes
Initial population generation pop = {pop1, pop2, pop3, pop4, ……., popch}
Fitness computation

Step 8: Generate new population popnew
Step 9: Randomly select two new chromosomes as ch1 and ch2 from popnew
Step 10: Apply crossover functionality to obtain new chromosomes with the help of ch
as cross probability
Step 11: Apply mutation functionally with mutation probability (muprob)
Step 12: Compute fitness of ch1 and ch2
Step 13: Insert ch1 and ch2 in the popnew
Step 14: Pick best chromosomes from popn-1 and popnew to formulate popn
Step 15: Obtain optimal weights and best fit values as feature selection fsbest
Step 16: Obtain fsbest is used as an input parameter in DNNR algorithm
Step 17: Apply hidden layer computation and activation function to find accurate effort
estimation
Step 18: Performance evaluation in terms of evaluation metrics (MSE, MAE, RMSE).

3.3 Performance Evaluation

The major challenge in estimating effort of by a model is its effectiveness to produce
an accurate prediction of effort. So many studies have been performed to identified the
reasons for inaccuracy of estimates by a model. Jorgensen et al. highlighted the three
major reasons; unexpected events and change done by the client, problem with resource
allocation, and less amount of time spent on effort estimation work [27]. Magnitude of
Error Relative (MER) andMeanMagnitude of Relative Error (MMRE) have beenwidely
used by the researchers as evaluation metrics for their prediction model. But, Shepperd
et al. suggest not to use thesemetric because of their biased nature [28]. Due to this reason
the unbiased estimation criteria (viz. Mean Squared Error (MSE), Mean Absolute Error
(MAE), and Root Mean Squared Error (RMSE)) described in the equations below have
been used to validate the accuracy of the model. The evaluation metrics are defined as
follows:

MSE = 1

n

∑
(yi − ȳι)

2 (2)

MAE = 1

n

∑n

j=1
|yi − ȳi| (3)
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RMSE =
√
1

n

∑n

j=1
(yi − ȳι)2 (4)

where,

yt = actual value, yt’ = estimated value, n = number of samples.

3.4 Results and Discussion

This section explains the result obtained based on the evaluation metrics used for all
three models. The proposed H-GADNNR model shows good accuracy, capability of
handling outliners and noises in the input dataset in comparison to two other models.
The obtained values of different evaluation metrics for all the models have been shown
in Figs. 4, 5, 6 and 7.

Fig. 4. Variation of accuracy from H-GADNNR Model, GA and DNNR

The lower MSE, MAE, and RMSE value indicates higher accuracy of prediction
it is inferred from Table 2 that DNNR has the lowest MSE in comparison to GA and
proposed H-GADNNR model. In the case of MAE, proposed H-GADNNR model has
the lowest value in comparison toGAandDNNR. TheRMSEvalue forGAand proposed
H-GADNNR model are better than DNNR model. In terms of accuracy of the model in
effort prediction, proposed H-GADNNR model shows 92% whereas for GA, it is 89%
and for DNNR it is 87%.

Finally, it is concluded from the results that proposed hybrid approach is helpful in
accurate effort prediction with very less error rate in comparison to the GA model and
DNNR model. This H-GADNNR model helps the developers to make accurate effort
prediction for their project before starting the development processes. It also shows that
when the software has been developed with the help of different parameters shows good
effort. Ultimately, the accurate effort prediction helps in proper resource allocation in



A Hybrid Machine Learning Framework for Prediction of Software Effort 197

Fig. 5. Variation of MSE from H-GADNNR Model, GA and DNNR

Fig. 6. Variation of MAE from H-GADNNR Model, GA and DNNR

different development activities throughout the development life cycle as well as help
to design better software.

3.5 Threats to Validity

Threats that might affect the validity of the model is described in this section. This
includes:
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Fig. 7. Variation of RMSE from H-GADNNR Model, GA and DNNR

Table 2. Evaluation measure for effort

Evaluation
metrics

GA DNNR H-GADNNR

MSE 0.04 0.03 0.04

MAE 0.05 0.06 0.04

RMSE 0.17 0.20 0.18

Accuracy 89% 87% 92%

• The ISBSG dataset has been used to perform the experiments. The dataset con-
tains cross-company data collected from different companies. Though it’s debatable
whether the data from cross-company projects or within-company projects is supe-
rior [29], the proposed work is relied only on the cross-company data, and hence the
validity can be questioned on this aspect.

• As recommended by Shepperd et al. [28] we did not use the evaluationmetricsMMRE
andMMER.As described by Shepperd et al., these evaluation criteria are biasedwhich
favours the underestimate models. Though MMRE have successfully been used in
various studies for comparison, the absentia of the same in the proposed work might
pose a threat to validity.

4 Conclusion

This paper investigates the key approach on examining the prediction of software effort.
Several researchers had tried to formulate a model for accurate prediction of software
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effort at the initial phase of software development. GA and DNNR are the widely used
approaches for classification, regression, and prediction etc. These two algorithms have
been used in this study to formulate a new model for prediction of effort using some
known parameters. The proposed H-GADNNR model has been trained and tested on
the dataset collected from ISBSG data repository. The performance of the proposed
H-GADNNR model has been compared with existing GA and DNNR models. It is
concluded from the results that proposedH-GADNNRmodel is helpful in accurate effort
prediction with very less error rate in comparison to the GA model and DNNR model.
This proposed model helps the developers to make accurate effort prediction of software
before starting the development processes. Ultimately, the proposedH-GADNNRmodel
provides support in making decisions in developing software by resource planning,
managing and controlling the activities. The organizations can be benefitted by utilizing
this early effort estimates for proper budgeting, duration, and distribution of resources
among different activities during software development.
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Abstract. Nowadays data is growing rapidly in bioscience and health protection,
in clinical information, an exact investigation can benefit early infection iden-
tification, patients’ social insurance, and community services. Prediction is an
significant aspect in the health care domain. In this paper, we establish ML and
deep learning algorithms for Prediction of patients’ chronic diseases. Experiment
with the refitted prediction model from the standard dataset available. Objective
of this paper is to forecast chronic diseases in the individual patient by using the
machine learning method, K-nearest neighbor, decision tree and deep learning
using (RELU or Rectified linear activation function, sigmoid activation function,
deep sequential network) and Adam as an optimizer. Examine to several ordinary
algorithms, the accuracy of the proposed system is enhanced.With the comparison
of other algorithms, deep learning algorithms will give better accuracy it’s about
98.3%. These techniques are applied to predict heart, breast cancer, and diabetes
chronic diseases.

Keywords: Healthcare · Deep learning · Machine learning · Chronic disease ·
RELU activation function

1 Introduction

Artificial intelligence is the study of getting personal computer to Gain or acquire knowl-
edge by studying and behave like a human being, and improve their learning by experi-
ence after some time in self-sufficient design, by providing them data and information
in the form of observations and real-word connections [1, 2]. In the domain of ML,
we have our dataset which has to be trained by the machine learning model that is the
chosen algorithm. As machine learning has some limitations like ML are not useful
when no. inputs are large amounts of data and cannot solve crucial Artificial intelligence
problems like NPL, image recognition, etc. to overcome these limitations of machine
learning, deep learning has come into existence. Deep learning is the newest field under
machine learning which is gaining huge popularity as the amount of data is increas-
ing exponentially [3]. Chronic diseases are a significant reason for death and inability
around the world. In India, chronic sicknesses are anticipated to represent 53% of all
things considered. Absolute death in India, 2005 is 10,362,000, Total anticipated chronic
infection-related death in India, and 2005 is 5,466,000 [4].WHOextends that throughout
the following 10 years in India, Over 60 million individuals will die due to chronic dis-
eases. Death from irresistible sicknesses, maternal and perinatal conditions, and dietary
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insufficiencies consolidated will diminish by 15% [5]. Death from incessant ailments
will increment by 18% most uniquely, death from diabetes will increment by 35%. 15%
of death in India was because of heart sicknesses in 1990; presently up to 28%. The
heart sicknesses sped up more than 2.1 million death in India in 2015 at all ages, or
over a fourth all things considered. The age between 30 to 69 years, 1.3 million deaths
are caused by cardiovascular [6]. Grown-ups brought into the world after the 1970s
are significantly more defenseless against such death than those brought into the world
before, the examination appears [7]. As per the union ministry of health, breast cancer
disease positions as the principle danger among the Indian females as high as 25.9 per
100,000 women and mortality of 12.8 per 100,000 women. As indicated by gauges, in
any event, 18, 97,901 ladies in India may have breast cancer by 2020 [8]. Raised weight
record (overweight and underweight) is a significant reason for chronic disease. The
commonness of overweight in India is relied upon to increment in the men and women
throughout the following 10 years. The anticipated commonness of overweight, India,
guys, and females matured 30 years or increasingly, 2005 and 2015 in 2005 22% of men
were overweight, and in 2015 it expanded by 31%. Similarly, 21% women were over-
weight in 2005, and it expanded by 29% in 2015. Economic effect chronic ailmentsmake
enormous unfriendly – and overlooked – financial impacts on families, networks and
nations [9]. In 2005 alone, it is evaluated that India will lose 9 billion dollars in national
pay from unexpected losses because of heart illness, stroke and diabetes (announced
in worldwide dollars to represent contrasts in buying power between countries [10].
These misfortunes are anticipated to keep on expanding in total, India stands to lose
237 billion dollars throughout the following 10 years from unexpected losses because
of heat illness, stroke, and diabetes. In any event, 80% of untimely heart illness and type
2 diabetes, and 40% of cancer could be forestalled through solid eating routine, normal
physical action, and evasion of tobacco items [11]. Financially savvy intercessions exist,
and have worked in numerous nations: the best methodologies have utilized a scope of
populace wide methodologies joined with mediations for people. WHO assesses that a
2% yearly decrease in national-level chronic disease demise rates in India would bring
about amonetary addition of 15 billion dollars for the nation throughout the following 10
years [12]. Different methodologies have been acquainted with prevent chronic disease,
and the vast majority of them center on the way of life. Notwithstanding, it is really
difficult for people to change their habits to forestall chronic infections, in light of the
fact that numerous individuals don’t know which interminable ailments they might be
vulnerable to dependent on their physical illness and medicinal history[13]. It examined
that smoking, drinking, and elevated cholesterol levels cause incessant ailments. With
the upgrading of big data investigation innovation, more consideration has been paid
to illness forecast. However, to the best of our knowledge. None of the previous work
used RELU or rectified activation function and it has been demonstrated to function
admirably in a neural network, it has been gotten exceptionally famous in the previous
year. It’s just R(x) = max (0, x) i.e. if x < 0, R(x) = 0 and if x ≥ 0, R(x) = x and
Adam is used as an optimizer, the objective of this study is to forecast illness accurately
with high accuracy by using ML, deep learning, decision tree and KNN algorithms by
Appling these algorithms on a standard dataset [14].
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The suggested work started with the Sect. 1, as brief Introduction of chronic dis-
eases, machine learning and deep learning i.e. RELU and Sigmoid activation function.
Section 2, literature survey, which defines the related work of this paper by differ-
ent researcher. Section 3, describes the detail description of dataset used in this study.
Section 4, describes the architecture of proposed chronic disease prediction. Section 5,
describes method evaluation. Section 6, discuss about result analysis in detail. Section 7,
conclude the whole research paper.

2 Literature Review

M. Chen proposed [15] another CNN based multimodal ailment chance forecast calcu-
lation by using structured information and unstructured information about the medical
clinic. Wang imagined ailment expectation framework for the various districts. They
performed ailment expectation on three infections like diabetics, cerebral infarction,
and coronary illness. The malady expectation is done on organized information. The
expectation of coronary illness, diabetes and cerebral infarction is completed by uti-
lizing diverse AI calculations like gullible Naïve-Bayes, Decision tree and K-Nearest
Neighbor calculation [16]. The aftereffect of Choice tree calculation is superior to K-
Nearest Neighbor and Naïve Bayes calculation. Likewise, they anticipate that whether
a patient encounters from the more danger of intellectual localized necrosis or less the
danger of cerebral localized necrosis. For the hazard expectation of cerebral infraction,
they used Convolutional Neural Network based multimodal illness chance forecast on
the content information [17]. The precision examination happens between CNN based
unimodal infection hazard expectations against CNN basedmultimodal infection hazard
expectation calculation. The precision of ailment expectation comes to up to 94.7%with
quicker speed than CNN based unimodal sickness hazard forecast calculation. The CNN
based multimodal infection chance expectation calculation steps are comparable CNN
of the CNN-UDRP calculation is the step of testing comprise of “2” extra advances
[18]. In the paper takes a shot at both the kind of dataset like organized and unstructured
information. Creator took a shot at unstructured information. While past work is just
dependent on organized information, none of the creators took a shot at unstructured
and semi-organized information. Be that as it may, this paper relies upon organized just
as unstructured information. IM. Chen, C. Youn, D. Wu, Y. Mama, Y. Zhang and Y.
Li [19] they proposed a wearable 2.0 framework in which configuration savvy launder
able dress that modify the QoE and QoS for next generation human services framework.
Chen planned a updated version of internet of things (IOT) related information assort-
ment framework. In the current sensor-based savvy launder able material concocted. By
the utilization of this fabric, the specialist caught the patient’s physiological condition
[20]. What’s more, with the help of the physiological information further examination.
Right now a reversal of launder able brilliant material, for the most part, comprises var-
ious sensors, cables and terminal with the assistance of this segment client can ready
to gather the biological state of the patient just as enthusiastic wellbeing status data
by the utilized of the cloud-based framework. With the assistance of this material, it
caught the biological state of the patient [21]. Furthermore, for examination reason, this
information is utilized. Examined the matters which are confronting. Negative mental
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impacts, against remote for body region organizing and Sustainable huge physiological
information assortment and so forth. The different activities performed on documents
like investigation on information, observing and expectation [22]. Hang Lai, Assem-
ble a successful prescient model with high affectability and selectivity to all the more
likely recognize Canadian patients in danger of having diabetes mellitus dependent on
understanding demographical information and the lab result during their visits to clinical
offices. Utilizing the latest record of 13,308 patient matured somewhere in the range of
18 and 90 years, alongside their research center data such as age, sex, body mass index,
blood pressure, etc. Fabricate prescient model utilizing logistic regression and gradient
boosting machine techniques. The area under the receiver operating characteristic curve
(AROC)was utilized to assess the unfair ability of these model. In GBMmodel AROC is
about 84.6% and the sensitivity of this model us about 71.5%. In Logistic model AROC
is about 84.1% and sensitivity is 73.5% [23].

3 Dataset and Model Description

The dataset that used in this study contains a patient’s details. Our information center
on inpatient division information which remembered 1643 records for all out and 128
items, for example, circulatory strain, glucose, pregnancy, BMI, insulin, and so forth.
The inpatient division information is mostly made out of structured and unstructured
content information. The data information incorporates lab information and the patient’s
essential data, for example, Age of patient, sexual orientation and lifestyle, and his/her
illness, the specialist’s cross-examination records and analysis, and so forth. The dataset
contains heart, diabetics, and cancer-related data. Using these datasets we are trying to
predict these chronic diseases [24].

Right now, diabetic information records were gained from various sources, a mod-
ified electronic record device, and a paper record. In the program, contraption had an
internal clock to timestamp event. While in paper records, it gives “authentic time’ space
(breakfast, lunch, dinner, rest time). Also, for paper record fixed events were given out
to break-fast (08:00 AM), lunch (12:00), dinner (6:00 PM), and rest time (10:00 PM). In
this way, paper records have imaginary uniform account times while electronic records
have increasingly practical time stamps. The characteristics of a dataset are multi-variant
and time series, data contains 20 attributes, the characteristics of the attribute is categor-
ical and integer. Data contains no missing value. Diabetes Attributes comprise of four
fields for every record. Each field is isolated by a tab and each record is isolated by a
newline. File Names and formats are data in MM-DD-YYYY, Time in XX: YY format,
code, and value.

Highlights are calculated from a digital images of a fine needle suction (FNS) of
breast lump, they depict qualities of the cell cores from the picture of breast mass,
characteristics of a dataset is multi-variant, data contains 32 attributes, attribute char-
acteristics are real, the associated test is classification, the no. instances are 569, breast
cancer attribute comprises of the identity document (ID). And Diagnosis (malignant
(M), (benign (B)). The real value features for every cell nuclei are: Radius, texture as
standard deviation of gray-scale values, area, perimeter, smoothness as local variation
in radius lengths.
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The dataset of heart disease contains 77 attributes, but experiments refer to using
only 14 subsets of 76 attributes. In heart disease data set column describes age, sex
(male = 1& female = 0), chest pain type (cp), chol, testing food slugger (TFS) TFS >

120 mg/dl (TRUE = 1, FALSE = 0), etc. As shown in Table 1.

Table 1. The detail description dataset.

Item Description

Demographics of the patient Gender, Age, etc.

Living habits The history of patients drinking habits, Smoking habits,
A genetic history, etc.

Examination items and results Includes 128 items, such as blood pressure, glucose,
pregnancy, BMI, insulin, etc.

Diseases Patient’s disease such as, heart disease, diabetics, and
Wisconsin breast cancer

Patients readme sickness Patients disease, and medical back ground detail

Doctors records Doctors cross-examinations record

Number of attributes 1643

4 Architecture of the Proposed Work

See Fig. 1.

ML Algo.

Data
-set

Training 
set

Test set Model

K-Nearest 
Neighbor

Decision 
Tree

Deep 
Learning

Data 
Preprocessing

Disease 
prediction

Fig. 1. The architecture for our proposed work to predict chronic disease with high accuracy.

Steps to Implement the Proposed Work:

Step 1: load the disease-dataset, at beginning we take illness datasets fromUCI machine
learning web site and dataset contain a list of disease and its symptoms.
Step 2: Necessary libraries and packages are loading.
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Step 3: preprocessing is performed for cleaning. That is expelling comma, accentuations
and white spots etc.
Step 4:After preprocessing data is spat into the training set and testing set.What’s more,
that is utilized as preparing datasets. After that component separated and chose.
Step 5: Than model classify that information using classification technique or grouping
procedures, using machine learning algorithms (KNN and Decision tree), deep learning
(ReLU or Rectified linear activation function and sigmoid activation function), and the
sequentialmodel is used.Now themodel is compiled by taking twoparameters: optimizer
and lose, the optimizer controls the learning. To control the learning rete Adam is used
as an optimizer, the learning rate determines how fast the optimal weight for the model
is calculated (up to the certain point) but the time it takes to compute the weight will be
longer by using standard datasets to predict the possibility of patients with and without
chronic disease.
Step 6: If the prediction of the patient with or without the chronic disease is not an
accurate, model test the model again and repeat the process until the model gets an
accurate prediction of chronic disease.

(A). Algorithms

1. The KNN

Step 1: Collect the data and load it.
Step 2: Initialize the value of K to your picked number of neighbors.
Step 3: For each and every instance in a data.
Step 4: measure the distance between the query instance and the present instance
from the data.
Step 5: Include the distance and the file of the instance to an arranged collection.
Step 6: Sort the arranged collection of distance and records from littlest to biggest
(in increasing order) by the distance.
Step 7: Pick the primary K entries from the arranged collection.
Step 8: Get the marks of the chose K entries.
Step 9: If the regression, it will return the mean of the K labels.
Step 10: If classification, it will return the method of the K names.

2. Decision Tree

Step 1: Select the best attribute (the attribute which said to be the best which split
and separate the data).
Step 2: Provide relevant question as input.
Step 3: Follow the appropriate response way.
Step 4: Go to stage 1 until you get the appropriate answer.

3. Deep Learning

Step 1: Input data is changed into vector structure.
Step 2: The word installation did with adopt “0” qualities to full-fill the information.
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Step 3: In the pooling layer, the convolutional layer is taken as input and perform
max poling on it.
Step 4: The data is converted into a fixed-length vector form known as max pooling.
This layer is fully connected with neural network.
Step 5: The full association layer associated with the classifier that is a softmax
classifier. In softmax classifier, full connection layer is connected to classifier.

5 Method Evaluation

Tomeasure the performance of calculation in this trial, initially given are TP, FP, TN and
FN as TP is “true positive” i.e. number of cases forecast accurately as needed, TN is “true
negative” i.e. number of cases forecast accurately as not required, FP is “false positive”
i.e. number of cases can’t forecast accurately, FN is “false negative” i.e. number of cases
can’t forecast accurately as not required. Now we try to obtain calculations using the
following formulas explained in the Fig. 2;

Fig. 2. Formulas for accuracy, precision, Recall, f1-meaure

Where, F1-Measure is the weighted consonant mean of the accuracy Recall speaks
to the general execution.

6 Analysis of Result and Discussion

In this part, we are going to portray the general outcome. Python language is used to
implement all the experimental cases, using anaconda software (Spyder). The battling
classification approach alongside various component extraction techniques, and run in an
environment with System having a design of Intel CORE i5, 2.30GHz,Windows 10with
the 64-bit machine and 8 GB RAM.We are going to present the prediction of the disease
using decision tree, K-Nearest Neighbor, and deep learning algorithms. In terms of the
possibility of having a disease or not to a particular patient. Accuracy of each method
for the data used. The accuracy is shown for each disease and each algorithm separately.
In Fig. 3, shows the possibility of a patient with and without heart disease. Whereas
‘0’ represents the without heart problem and ‘1’ represents with a heart problem, the
Percentage of patients without heart problems is 45.54% and the Percentage of patients
with heart problems is 54.46%. Figure 4, shows the distribution of various attributes.
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Fig. 3. The possibility of a patient with and without heart disease.

Fig. 4. Distribution of various attributes.

Now splitting the data into testing and training to achieve the accurate prediction of
heart disease. The accuracy score of heart diseases prediction using KNN is 67.21%, the
accuracy score of heart chronic disease using Decision Tree is 81.97%. And the accuracy
score of heart disease prediction using Neural Network is 94.26%. In a comparison of
other algorithms, accuracy is improved by using neural network. The accuracy of cancer
prediction using Deep Network is 98.2%. The accuracy score achieved for cancer using
Decision Tree is 92.98%. And the accuracy score achieved for cancer using KNN is
98.25%.The accuracy of diabetes prediction usingDeepNetwork is 99.2%.The accuracy
score achieved for diabetes using Decision Tree is 71.356%. And the level of accuracy
score achieved for diabetes using KNN is 79.17%. In Fig. 5, shows the possibility of a
patient with and without diabetic’s disease. Whereas ‘0’ represents the without diabetics
problem and ‘1’ represents with a diabetics problem. Dataset is splitting into test and
train and it shows the accuracy of data after training and testing the data. The accuracy
level get increased after training the data as shown in Fig. 6. Figure 7, Accuracy level of

Fig. 5. The possibility of a patient with or
without Diabetic chronic disease.

Fig. 6. The accuracy of training and test dataset.
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heart, breast cancer and diabetics disease by using Decision tree, K-Nearest Neighbor,
and Deep learning (Table 2).

Table 2. The accuracy of chronic diseases by using KNN, Decision tree and Deep learning
techniques.

Chronic diseases K-nearest-neighbors
technique

Decision tree technique Deep learning

Heart disease 67.21% 81.97% 94.26%

Diabetics 79.17% 71.3 99.2%

Breast cancer 98.25% 92.98% 98.3%

0.00%
20.00%
40.00%
60.00%
80.00%

100.00%
120.00%

KNN Decision tree Deep
Learning

Accurecy level of Chronic Disease

Heart disease Diabe cs Breast Cancer

Fig. 7. Accuracy level of heart, breast cancer and diabetics disease.

7 Conclusion

In this proposed work, a chronic disease prediction system dependent on aML algorithm
has been developed. The Decision tree and deep learning algorithms are being utilized to
characterize patient’s information. In this paper, KNN, decision tree and deep learning
algorithm are being utilize i.e. RELU or Rectified linear activation function and sigmoid
activation function and Adam as an optimizer by using standard datasets to predict the
possibility of patients with and without chronic disease. To the best of studies, there is no
existing work done by using these techniques. Compared to several ordinary prediction
algorithms, the accuracy level of the proposed system is enhanced. The level of accuracy
on the training set is 98.3% and on the test set is 71.354.
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Abstract. The rapid development of multimedia tools has changed the digital
world drastically. Consequently, several new technologies like virtual reality, 3D
gaming, and VFX (Visual Effects) have emerged from the concept of computer
graphics. These technologies have created a revolution in the entertainment world.
However, photorealistic computer generated images can also play damaging roles
in several ways. This paper proposes a deep learning based technique to differen-
tiate computer generated images from photographic images. The idea of transfer
learning is applied in which the weights of pre-trained deep convolutional neural
network DenseNet-201 are transferred to train the SVM to classify the computer
generated images and photographic images. The experimental results performed
on the DSTok dataset show that the proposed technique outperforms other existing
techniques.

Keywords: Digital forensics · DenseNet-201 · Deep convolutional neural
network · Computer generated images · SVM · Photographic image · Transfer
learning

1 Introduction

In today’s era of digital technology, digital images have become a primary carrier of
information. At the same time, an unprecedented involvement of the digital images with
misinformation or fake news can be seen on the social media platforms [33]. When an
image with false or misleading information goes viral on social media it can disrupt
social harmony. Moreover, political parties are using social media for their election
campaigning purpose frequently. From the study conducted by Machado et al. [16], it
has been observed thatmore fake posts are shared on these platforms during such political
campaigning. This study revealed that 13.1% of Whatsapp posts were fake during the
Brazilian presidential elections. Recently, uncountable fake posts were shared globally
on social media related to the novel coronavirus and COVID-19 (coronavirus disease
2019) pandemic [11]. There are variousways to tamperwith an image. Themost common
types of forgeries are copy-move forgery [17] and image splicing forgery [18]. In the
last decades, several methods [1, 19, 20], were developed to detect these forgeries.
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The invention of Computer Generated (CG) imagery has enabled various new tech-
nologies like virtual reality, 3D gaming, and VFX (Visual Effects). These technologies
are widely used in the fields of the film industry, education, and medicine. Though, there
are so many good applications of CG images, the computer generated images that were
created with malicious intent may create the problems. The problem becomes worse
when the CG image is highly photorealistic, as human eyes cannot differentiate between
the CG image and actual photographic (PG) image. GAN (Generative Adversarial Net-
work) tool can generate CG images with high photorealism. A good collection of CG
images that are generated using GAN is available on the website www.thisartworkdoes
notexist.com. CGdetection has become an open area for research. In past, a good number
of techniques were presented to distinguish the CG and PG images. Recently, Meena
and Tyagi [21] have surveyed the existing methods that were developed to distinguish
the CG images from PG images. This survey paper discussed various methods from the
literature, and then these methods were grouped into four classes: acquisition process
based, visual feature based, statistical feature based, and deep learning based.

The methods based on the deep Convolutional Neural Network (CNN) have gained
unprecedented success for image classification. A series of deep convolutional neural
networks were proposed in the last few years to solve the different challenging problems.
This paper proposes a deep learning based technique to discriminate between CG and
PG images. The contributions of this paper are twofold; first, a fully automated model
based on the deep CNN DenseNet-201 and transfer learning is proposed to mitigate
the laborious task of designing the hand-crafted features; second, to the best of our
knowledge, first-time DenseNet-201 network is used to solve this task. The proposed
technique shows comparatively better detection accuracy and lower time complexity.

2 Related Works

The recent survey paper [21] has discussed a total of 52 state-of-the-art techniques avail-
able in the literature, therefore, a brief summary of the related works is presented in this
section. The existing techniques to identify PG and CG images can be categorized as tra-
ditional or hand-crafted feature based, anddeep learningbased.The existinghand-crafted
feature based techniques have two basic steps, feature extraction, and classification. In
the past, the authors have explored various feature extraction mechanisms and classi-
fiers to improve the detection accuracy of their proposed methods. Conversely, in deep
learning based techniques, the image features are leaned using a specific neural network.
Generally, in deep learning based techniques feature extraction and classification steps
are performed in a single step by CNN.

Lyu et al. [15] designed a statistical model based on the first-order and higher-order
wavelet statistics to identify CG and PG images. Two supervised machine learning
methods, linear discrimination analysis and Support Vector Machine (SVM) were used
for the classification task. A low CG detection rate (71%) was the main drawback of this
method. Wu et al. [35] put forward a technique based on histogram features to solve this
problem. This method achieved a good detection accuracy of up to 95.3%. However, this
method was evaluated on a comparatively small image dataset. Fan et al. [6] employed
contourlet transform to propose an approach to discriminate between the CG and PG

http://www.thisartworkdoesnotexist.com
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images. This method follows a statistical model similar to [15], but in place of wavelet
transform the authors have used contourlet transform. The authors have recommended
that the HSV color model can improve the detection accuracy. Wang et al. [34] designed
a technique based on color quaternion wavelet transform. Recently, Meena and Tyagi
[22] developed an approach to detect CG and PG images based on Tetrolet transform
and Neuro-fuzzy classifier.

Cui et al. [4] proposed a deep learning based approach to distinguish the CG and
PG images. This approach first applies high-pass filters to pre-process all the images in
the dataset. After that, this model was trained on the pre-processed images. He et al.
[9] combined CNN and recurrent neural network to propose a model to detect CG and
PG images. The detection accuracy of this method was 93.87% on the image dataset
comprising 6,800 CG and 6,800 PG images. A CNN based framework to classify CG
and PG images was introduced by He [8]. In this method, the author has explored two
different networks VGG-19 and ResNet-50. Rezende et al. [30] have proposed a deep
learning based model where they have used ResNet-50 network as a feature extractor.
In this method for classification purposes, several classifiers such as softmax, SVM,
k-nearest-neighbor were investigated. Meanwhile, Quan et al. [29] developed a CNN
model to classify CG and PG images. This model was trained from scratch on the
Columbia image dataset [25]. Recently, Ni et al. [26] have presented a comprehensive
survey of the deep learning based CG detection methods.

3 The Proposed Technique

The overview of the proposed technique is presented in Fig. 1. The following subsections
will describe the major steps of the proposed technique.

3.1 Pre-processing

Generally, the image datasets comprise the images of various pixel resolutions. However,
the proposed technique canwork on the images of size 224× 224 pixels. The only reason
for selecting image size as 224 × 224 pixels is that the DenseNet-201 is trained on the
images of size 224 × 224 pixels. Therefore, as pre-processing we have resized all the
images in the DSTok dataset [32] before training the network. Similar to [30], the mean
RGB value that was computed over the ImageNet dataset is subtracted pixel-wise from
each image in the DSTok dataset.

3.2 DenseNet-201 Network

Several numbers of deep CNNs are available online with the pre-trained models. Some
of the popular deep CNNs are AlexNet (2012) [29], VGG-16 (2014) [8], VGG-19 (2014)
[8], ResNet-50 (2015) [30], Inception-v3 (2015) [10], Xception (2016) [10], DenseNet-
121 (2017) [10], and DenseNet-201 (2017) [10]. A large number of applications of these
networks can be seen in areas like data science, image processing, computer vision, and
digital image forensics [21]. More specifically, VGG-19 and ResNet-50 have been used
for CG detection in [8], and [30] respectively. Recently, Cui et al. [4] also developed a
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Fig. 1. Overview of the proposed technique (Color figure online)

CNN model for CG and PG image classification purposes. In this paper, many experi-
ments were performed with a varying number of hidden layers in CNN. Based on these
experiments the authors have suggested that the detection accuracy can be improved if
a CNN with more number of layers is used. Therefore, in this paper, we have tried to
solve the problem of CG detection by utilizing the recently proposed very deep CNN
DenseNet-201.
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The complete layer-wise architecture of the DenseNet-201 is shown as a gray rect-
angular box in the left part of Fig. 1. From the architecture, it can be observed that this
network comprises a total of 201 layers. There are four dense blocks and three transi-
tion layers. Each dense block is a combination of a different number of convolutional
layers. Whereas, each transition layer contains a 1 × 1 convolutional layer followed by
a 2 × 2 average pooling layer. The second last layer is a 7 × 7 global average pooling
layer. Finally, the last layer is a fully-connected softmax layer with 1000 neurons as this
network was primarily designed to classify the images into 1000 categories.

3.3 Transfer Learning

Two main challenges arise if we try to train a deep CNN based technique from scratch.
First, an enormous amount of data is required to train the model effectively; otherwise,
if the model is trained on small data it may show the sign of overfitting; second, the
training process of the model on a very large dataset requires a huge computation power
and time. It may require very high power multiple Graphical Processing Units (GPUs)
with a huge amount of physical memory. Even after using such high power computers,
the training process of a deep CNN model may take several hours or days. To overcome
these two limitations, a concept of transfer learning has gained much attention in the
last few years. In the transfer learning, the parameters of the pre-trained neural network
(source network) that was trained for one particular task are transferred to the new neural
network (target network) designed to solve the somewhat similar tasks.

During the transfer learning, there is always a scope of adjusting the number of
parameters used from the particular number of layers. The proposed technique uses a very
deep CNN DenseNet-201 that comprises a total of 201 layers. It becomes impractical
to train such a deep CNN from the beginning, hence we have used the weights of the
first 200 layers of pre-trained DenseNet-201. The transferred part of DenseNet-201 is
denoted by the red dotted box in Fig. 1. Note that the DenseNet-201 network was trained
on the very large image dataset namely ImageNet [5] that comprises over 1.28 million
images for object classification in 1000 classes.

3.4 Classifier

Theproblemof distinguishingCGandPG is a binary classification problem; thereforewe
have employed a non-linear binary SVM classifier in place of the last layer of DenseNet-
201 which is a fully connected softmax layer with 1000 neurons. Though there exist
several variants of an SVM, we have used a non-linear binary SVM with Radial Basis
Function (RBF) kernel. In an SVM there are two parameters Cost (C) and gamma (γ )
that need to be set appropriately to manage the trade-off between variance and bias. A
high value of γ may give better accuracy but results may be more biased, the reverse is
also true. Similarly, a large value of C shows poor accuracy but low bias. The optimum
values of these two parameters can be found using the grid-search method. Based on the
experiments we have set the value of C as 10.0 and the value of γ as 0.001.
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4 Experimental Results

4.1 Datasets

For evaluating and analyzing the performance of any technique the availability of the
image dataset plays a crucial role. There are very few image datasets available to asses
the effectiveness of the methods that are developed to discriminate between the CG
and PG images. Ng et al. created the Columbia image dataset [25] to evaluate their
method of CG detection in 2004. Most of the early works were evaluated only on this
image dataset; this is because no other image dataset was available until 2013. There are
two main drawbacks of this dataset: first, less number of images (800 CG and 800 PG
images) is available in the dataset, and second, the CG images are less photorealistic.
As deep learning based methods need more image data to train the model effectively,
hence Columbia dataset was less relevant for evaluating the proposed technique. Due to
this reason, the proposed approach is assessed on the well-designed image dataset that
was created by Tokuda et al. [32]. This dataset is commonly referred to as the ‘DSTok’
dataset in the literature.

There are 4,850CG images and 4,850 PG images in theDSTok dataset. The computer
graphics images in this dataset are having high photorealism as compared to Columbia
dataset. The CG images were collected from various sources such as gaming websites
and screenshots of the latest 3D computer games. All the images are stored in JPEG
format, and the physical size of these images varies from 12 KB to 1.8 MB. Figure 2
shows some of the example images from the DSTok dataset. The top row in Fig. 2
illustrates CG images whereas the bottom row shows the PG images.

Fig. 2. Sample images from DSTok dataset [32], top row: computer generated images; bottom
row: photographic images

4.2 Validation Protocol and Evaluation Metrics

Due to the hardware limitation, it becomes impractical to evaluate the proposed technique
on the images in the actual size in the DSTok dataset. Thus, all the images in the DSTok
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dataset are resized to 224×224pixels for all the experiments. The 5-fold cross-validation
approach, similar to [32] and [30], is considered to analyze the proposed technique. Note
that, the authors in [32] and [30] have also used the resized images of size 224 × 224
pixels. All 9,700 images (4,850 CG and 4,850 PG) are partitioned into five folds of equal
size. Hence, each fold comprises 1940 images. In each cross-validation step, any four
folds are used to train the model whereas the remaining other fold is used to test the
model.

The proposed technique is assessed based on three metrics [3, 9]; True Positive Rate
(TPR), True Negative Rate (TNR), and detection accuracy. These metrics are defined in
Eq. 1–3.

TPR = total number of correctly detected CG test images

total number of CG test images
(1)

TNR = total number of correctly detected PG test images

total number of PG test images
(2)

Detection accuracy (Acc) = TPR + TNR

2
(3)

The TPR represents the detection rate of computer generated images, and TNR
represents the detection rate of photographic images. Whereas, the detection accuracy
is a simple mean of TPR and TNR.

TheROC (ReceiverOperatingCharacteristics) curve provides important visual infor-
mation of a binary-classification model. The ROC curve is drawn between two metrics
true-positive rates and false-positive rates. The value of AUC (Area Under Curve) is also
used as an evaluation metric, and this metric is used to determine the effectiveness of
the binary classification model.

Fig. 3. ROC curve of the proposed technique on DSTok dataset
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4.3 Implementation Details

The proposed technique has been implemented using the Python deep learning library
Keras v2.2.4 with Python v3.6.10. The TensorFlow-GPU v1.13.1 is used as a backend.
A computer system with a configuration of 16 GB RAM and Quadro RTX 4000 GPU
from NVIDIA is used for all the experiments.

Fig. 4. The learning curve of the proposed technique on DSTok dataset

4.4 Results of the Proposed Technique

The detection accuracy and training time of the proposed technique is reported in Table 1.
It can be observed that the average detection accuracy is 94.12%, and the average training
time of the model is 835.30 s when the model is trained on the DSTok dataset. As there
are a total of 9700 images in the DSTok dataset the average time to process an image of
size 224 × 224 pixels is only 0.0861 s. Therefore the proposed technique can be used
to distinguish the CG images from PG images in real-time. The ROC curve is shown
in Fig. 3, it also shows the encouraging performance of our method as the obtained
value of AUC is 0.9486 with a very small standard deviation of ±0.0181. The small
value of the standard deviation is the indication of the better stability of our approach.
Moreover, the learning curve of the proposed technique is shown in Fig. 4, fromwhere it
can be observed that the cross-validation score is increasing with the size of the training
dataset. Hence, it can be believed that the accuracy of the proposed technique can further
be enhanced if the size of the training dataset is increased.

4.5 Comparison and Analysis of Results

The proposed technique can distinguish between the CG and PG images with the detec-
tion accuracy of 94.12%. The comparative results of our technique with the existing
techniques are reported in Table 2. A total of 16 techniques were considered for this
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Table 1. Detection accuracy and training time of the proposed technique

Fold Detection accuracy (%) Time in seconds

1 94.48 835.12

2 93.92 838.37

3 94.23 832.01

4 93.35 830.68

5 94.64 840.33

Average 94.12 835.30

comparison, out of which two techniques, [8], and [30] are based on deep learning;
whereas, the remaining 14 techniques are based on the hand-crafted features. As the val-
idation protocol and experimental setup of the proposed technique are exactly same as
[32], we have obtained the results of all the 14 hand-crafted based techniques from [32],
whereas the results of [8], and [30] were taken from their respective original articles.

Table 2. Result comparison with the existing techniques that were proposed to distinguish
between CG and PG images

Technique Main concept TPR(%) TNR(%) Acc(%)

SOB [32] Sobel operator 54.4 55.2 55.3

BOX [14] Boxes counting 54.1 56.8 55.4

POP [28] Interpolator predictor 57.0 57.5 57.3

GLC [7] Co-occurrence matrix 64.0 63.0 63.5

LSB [24] Camera noise 67.2 65.1 66.2

SHE [12] Shearlet transform 74.8 67.7 71.3

HOG [23] Histogram of oriented gradients 75.4 72.0 74.0

HSC [31] Histogram of shearlet coefficients 81.8 78.7 80.2

CUR [2] Curvelet transform 80.6 80.5 80.5

LBP [27] Local binary patterns 90.4 83.8 87.1

CON [6] Contourlet transform 91.8 88.7 90.2

He [8] VGG-19 92.2 91.8 92.0

LYU [15] Wavelet transform 94.2 89.9 92.0

FUS1 [32] Concatenation 93.4 92.2 92.8

LI [13] Second order difference 94.8 91.1 93.0

Rezende et al. [30] ResNet-50 – – 94.0

Proposed DenseNet-201 93.6 94.6 94.12



A Deep Learning Based Method 221

The rows in Table 2 are sorted according to the values of Acc in increasing order. The
TPR and TNR values corresponding to the technique proposed by Rezende et al. [30]
were not provided in the paper, therefore we have reported only the detection accuracy
for this technique. It can be noticed that this technique shows the second best detection
accuracy among all the referenced techniques. It can also be noticed that the detection
accuracy of the proposed technique is greater than the detection accuracies of all the
reported techniques. The proposed technique obtains the values of TPR and TNR as
93.6% and 94.6% respectively. The simultaneous higher values of these two parameters
indicate that the proposed technique has shown balanced behavior while correctly pre-
dicting the more accurate results in each category. Additionally, the proposed technique
can be used for real-time classification of CG and PG images.

5 Conclusion

The challenges to solve the problem of differentiating between computer generated
images and photographic images are growing with the development of multimedia tools.
Therefore, the techniques proposed so far have become less powerful to address this
problem. This paper has introduced a technique to address this problem using the concept
of deep learning. The very deep convolutional neural network DenseNet-201 was used
as a feature extractor and then the support vector machine is applied as a classifier. The
proposed technique achieved a detection accuracy of 94.12% on the DSTok dataset,
which is higher than the detection accuracies of the existing techniques in the literature.

Additionally, the proposed technique can be used for real-time applications as it
can process an image of size 224 × 224 pixels in 0.0861 s. In the future, the detection
accuracy of the proposed technique can be improved further if the model is trained on
the large training dataset. Furthermore, the proposed technique can also be modified
to classify the computer generated images and photographic images, when the images
are post-processed by various operations such as noise addition, image blurring, and
contrast enhancement.
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Abstract. Cloud computing is a prominent technology that uses dyna-
mic allocation technique to assigns tasks to virtual machines (VM). As
per the usage, users are charged by the cloud service provider. There are
various challenges that a Cloud service provider (CSP) faces, out of which
load balancing being one of the significant challenge. Many algorithms
have been proposed till now for load balancing algorithm, where each one
focuses on the different parameters. However these proposed approached
in the literature experiences various issues such as poor speed for con-
vergence, untimely convergence, the first random chosen solution. None
of the algorithms has proven to be completely sufficient. To solve the
problems associated with existing meta-heuristic techniques, paper dis-
cuss a load balancing approach that is based on mutative Particle Swarm
optimization. The load on the data centers are balanced by the help of
proposed algorithm and parameters such as makespan are minimized
while improving the overall fitness function of algorithm.

Keywords: MPSO · PSO · Makespan · Energy efficiency

1 Introduction

In recent years in the area of distributed computing and high performance com-
puting, Cloud computing has seen a tremendous growth [14]. The users can
access resources with on-demand services to shared pool of resources over Inter-
net as a self service. It is dynamically scalable. Cloud computing is in its early
ages, so as to procure its full benefits, much research has been done and is yet to
be done over a broad area of topics. Users submit their jobs to the cloud which
are then dynamically allocated on virtual machine for execution [13]. Load bal-
ancing is one of the challenge that the cloud computing faces. The term load
balancing can be defined as the process of load sharing among systems in such
a way that each system is equally loaded. There could be a variety of workload
which can be classified into different classifications based on the resources that
they use. In cloud computing, the term load balancing means sharing of the jobs
submitted by the user, to virtual machine using virtual machine manager. The
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data centers of cloud computing are designed in such a way that they can handle
large number of users job. For running these jobs a large amount of energy is
required that lead to heat and wastage of energy. As resource utilization directly
impacts the energy consumption, therefore resource utilization has to be opti-
mized so as to avoid wasting energy [3].

The load balancing techniques in cloud computing are required for optimizing
workload shared among data centers to prevent the overloading of nodes while
other nodes remain in the state of under loaded or maybe idle. Considering
various constraints of energy conservation and optimal resource utilization, the
workloads are to be allocated to available resources. Load balancer distributes
submitted jobs of the client efficiently across multiple servers available to them.
Load balancing are a NP hard problems [5]. With the help of virtual machine
manager, the load balancing algorithms in cloud are able to utilize the idea of
virtualization.

In cloud, the load balancer can be static or dynamic [1]. The static algorithms
do not depend on the system state and have all information such as task details
and system resources in prior. These algorithms are not able to handle a sudden
spike in load or failure of any resource. In dynamic algorithm the decision is taken
as per system’s current state and does not require any information beforehand.
The dynamic algorithms are complex in nature but are fault tolerant and have
better performance than static algorithm [4].

1.1 Metrics of Load Balancing

Throughput. Number of the tasks which have gone through the execution
within a given time limit. The time should have maximum throughput for max-
imising the efficiency of system [8,14].

Overhead. The overhead needs to be minimum for better execution of the
algorithm. It is a measure of the operating cost of the given load balancing
algorithm at the time of execution.

Fault Tolerance. A fault tolerance parameter manages the breakdown
occurred in the node factually and continuous manner. It changes the nodes
in case of faulty nodes.

Transfer Time. It is the unit of time for the movement and reallocation of the
resources from one node to another node. Transfer time should be minimized for
achieving better efficacy of system.

Resource Utilization. This parameter assures the utilization of the resources
in load balancing. This parameter should be as maximum as possible in load
balancing environment to achieve cost minimization.
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Makespan. Makespan is time required for executing the entire submitted tasks
to the system. Makespan is taken as the maximum time required for executing
cloudlets running on the data centers. The Above metrics needs to be fulfilled
for the productive execution of the system.

The rest section of this research is organized as follows: Sect. 1.2 provides
related work in load balancing in cloud computing, proposed algorithm is dis-
cussed in Sect. 1.3, Simulation and result are discussed in Sect. 1.4. Section 1.5
discusses conclusion and future work of the proposed work.

1.2 Related Work

For balancing load in cloud, a fuzzy row penalty method is given by [11]. In
this approach fuzzy method are used to solve the uncertainty of response time
in the cloud environment. For solving both balanced and unbalanced fuzzy load
balancing a fuzzy row penalty method is used. The authors in [7] have combined
osmotic behavior to propose a hybrid metaheuristic approach that balance the
load in bio-inspired algorithms. The migrated VMs are automatically deployed
using the osmotic behavior. Combing the advantages of bio-inspired algorithm
the approach balance load in cloud environment.

[6] gave a load balancing algorithm based on genetic algorithm including
ACO, ABC and PSO. To balance the load in cloud with economic rule in con-
sideration, Ant Lion Optimizer (ALO) was introduced by the authors. The algo-
rithms gave a better result than in terms of latent period, and makespan time.

The authors in [10] contemplated load-adjusting calculations in circulated
frameworks. They grouped the critically utilized load-adjusting calculations in
circulated frameworks, including cloud processing, bunch figuring, and network
registering. They displayed a similar investigation of different burden adjusting
systems on different effectiveness markers roundtrip time, throughput, movement
time, reaction time, and so forth. They likewise exhibited a portrayal of the
principle highlights of burden adjusting calculations. They broke down points
of interest of different burden adjusting calculation. Pattern of difficulties and
issues of different calculations is absent in their work.

In [15] a optimization technique for energy consumption based on the flock
of birds known as cuckoos is discussed by authors for balancing the load in cloud
computing. The cuckoo species winged animals do not assemble their homes for
themselves so they lay their eggs in the homes of different fowls who have the
comparable eggs so that these feathered creatures can raise their young. The
heap adjusting technique pro- posed in the paper comprises of unique advances.
In the initial step, to distinguish used hosts the COA calculation is done. In next
step, few VMs are chosen to relocate from the overused host to different hosts Till
this procedure is not completed, the under used hosts are kept dynamic. Thus,
for selecting under used VMs from overused hosts Minimum Migration Time
approach is used. The Simulation results yields that the proposed methodology
diminished the vitality utilization.

In [12], the authors proposed HBB-LB algorithm for balancing load. The
algorithm is based on Honey bee foraging behavior. This technique minimize
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the waiting time of the tasks in waiting queue. This technique uses the behavior
of honeybees in searching and reaping food. Inspired by the behavior of honey
bees, the tasks s removed from overloaded nodes. Whenever a new job task
arrives to a VM, the priority of that job is updated by virtual machine and
it seeks the help of other tasks in choosing a underloaded virtual machine. In
the proposed work, the authors have picturized honeybees as tasks and virtual
machines as food sources. This algorithm minimizes waiting time of tasks in
waiting queue and job execution time.

In [2], the authors have used ant colony optimization (ACO) based technique
to balance the load on virtual machine in cloud computing. They have developed
a multi agent system to mimic the behavior of ants. The proposed algorithm
distributes workload in the environment and thus tries to optimize the response
time and load on the virtual machine.

In [9], the authors have proposed an algorithm based on the honey bee for-
aging strategy is proposed to balance the load in cloud. The proposed algorithm
tries to minimize the processing time and overall response time of the system as
it shares the workload on different virtual machine by looking into the load and
availability of each virtual machine. If the processing time of virtual machine
becomes equal or more than a predefined value from average value, the algo-
rithm limits the allocation of workload on the virtual machine to improve the
response time.

1.3 Proposed Work

The architecture of Load Balancing Algorithm is given in Fig. 1. The user sub-
mits its job to the cloud broker via internet. Broker uses the load balancer to
distributes the job taking the load on each server into consideration. If the load
on every server is high, then the balancer selects the node that has recently
executed a similar kind of job.

In this section, a new variant of particle swarm optimization (PSO), called
Mutation Based PSO (MPSO) is described. The proposed algorithm emphasizes
the searching process of the under-utilized servers in data centers. In cloud envi-
ronment, the users are able to use VMs via Internet. CSP has to take care of
resources while allocating them to the end users. For the execution, the task
submitted by users propagates among multiple cloud data centers. Each DCs in
turn divides task into sub-tasks known as jobs. The jobs are allocated to the
DCs by selecting available under-utilized machine in each DCs. The proposed
algorithm reduce the makespan time by assigning the user jobs to the available
DCs.

Particle Swarm Optimization. For each particle, fitness is calculated after
updating the particle’s position using 1 and 2.

The flow of the algorithm is shown in Fig. 2.
If the value of tbest gets better, the value of entire population improves. The

mutation applied to the system will randomly change the global best value and



228 S. Singhal and A. Sharma

Fig. 1. Architecture of load balancing algorithm

as a result of it the global best value can improve. If the value improves, then it
is accepted. To improve the search space, a Gaussian based mutation technique
is used on Gbest value.

1.4 Simulation and Result

Implementation Environment. CloudSim 3.0.3 s used to simulate the
proposed algorithm. The tool has been configured with eclipse-mars. Using
CloudSim, researchers can simulate massive scale cloud application demand with
respect to the distribution of servers over a geographical location and the work-
load submitted by the users. The proposed algorithm improves the fitness func-
tion and minimizes the makespan time of jobs.

Parameters Setting. For comparing the performance of proposed algorithm,
makespan time is considered. The value of makespan time of proposed algorithm
is compared with existing nature inspired-algorithms for different values of data
centers (DCs). The range of data centers is taken from 10–30. The performance
With data center equal to 10 is shown in Fig. 3 and later for 20 and 30 DCs ares
shown in Fig. 4 and 5 respectively. The range of cloudlets is taken from 50–300
for each number of DCs (Table 1).

Experimental Result. The proposed algorithm MPSO is compared with Arti-
ficial Bee Colony, Ant Colony Optimization, Particle Swarm Optimization. It is
observed that MPSO algorithm gives reduce makespan time than the existing
algorithm in literature for different values of data centers. The change varies
from 5% to 10% for different sets of cloudlets and datacenters. In Fig. 6, the
data centers are set kept constant and the number of cloudlets are varied. The
figure shows that the performance is better in that case also.
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Fig. 2. Flowchart of MPSO Algorithm

Table 1. Experimental parameters for CloudSim

Entity type Parameters Values

User Number of Cloudlets 50–300

Cloudlets Length 1000–9000

Host Number of Hosts 2

RAM 4 GB

Storage 20 GB

Bandwidth 1000

Virtual Machine Numbers of VMs 4

RAM 1 GB

Storage 4 GB

Operating System Windows

Type of policy Time sharing

Numbers of CPUs 2

Data centers Numbers of Data Centers 10–20
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Fig. 3. Makespan Time comparison when DC is 10

Fig. 4. Makespan Time comparison when DC is 15
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Fig. 5. Makespan Time comparison when DC is 20

Fig. 6. Average Makesapn Time Comparison
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1.5 Conclusions and Future Work

n cloud computing, balancing the load over data centers is one of the greatest
challenge. The proposed algorithm betters fitness function while minimizing the
makespan time. To achieve the objectives MPSO algorithm is discussed. Swarm
based algorithm is a nature inspired technique and we have applied a genetic
operator i.e. mutation to it. We are able to improve fitness function by applying
the mutation operator to existing PSO algorithm and thus are able to minimize
the makespan time. The proposed algorithm gives minimal makespan time as
compared to other nature inspired algorithms. The parameter used for comparing
different algorithm is makespan time. To balance the load on data centers, a
preemptive scheduling on virtual machine is used. In future we can consider
various other parameters like, resource utilization, throughput, waiting time etc.
for comparing the performance. Also, we can also use other genetic operators
i.e crossover and also we can apply successive mutation i.e Gaussian mutation
followed by Cauchy mutation.
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Abstract. Rice is a principal dietary component formost of theworld’s population
and comprises many breeds and qualities. Qualitative grading of rice is essential
to determine its cost. This grading process is currently conducted via physical
and chemical invasive processes. Automated, non-invasive grading processes are
pivotal in reducing the drawbacks of invasive processes. This research involves
the construction of a method for automated, non-invasive, qualitative grading of
milled rice. Percentage of broken rice is one of the factors which governs the
grading of rice. The method developed is useful in predicting the percentage of
broken rice from the image of a given sample of rice. Color images of rice were
acquired using cellphone camera. The images were processed by a foreground
detector program. Statistical analysis was implemented to extract features for the
formation of a regression model. The entire method is executed in MATLAB.
The method involves simple regression models and hence requires lesser runtime
(4.0567 s) than existing methods of calculating percentage of broken rice. The
process produces low root mean square error (0.69 and 0.977) and high r squared
(0.999 and 0.999) values for overlapping and non-overlapping grains’ dataset
respectively.

Keywords: Rice grading · Quality of rice · Foreground detector ·
Standardization · Supervised learning · Regression models

1 Introduction

Food is a necessity for human beings. Assessment of food quality determines the cost
incurred by the consumer. Rice (Oryza sativa) is the staple food for more than half the
world’s population. Rice is grown in various parts of the world and is affected by the
climate and nutrients provided. The climate and agricultural researches determine the
breed of rice that can be grown naturally in a region and the nutrients provided determine
the quality of cultivated rice. This ensues, that the breed and quality shall affect the cost
of rice. It therefore becomes significant to qualitatively grade every sample of cultivated
rice.

Rice is initially obtained as paddy from the fields. It then undergoes a rigorous
process called milling which provides us with a clean and polished product termed as

© Springer Nature Singapore Pte Ltd. 2020
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milled rice. The quality of milled rice can be assessed using factors specified by experts
and validated by Government certified Food Authorities such as the Food Corporation
of India [1]. The factors specified by the Food Corporation of India that affect the quality
of rice are as follows:

• Broken Rice Percentage (Brokens)
• Foreign Matter
• Discolored Grains
• Moisture Content

• Damaged/Slightly Damaged Grains
• halky Grains
• Red Grains
• Dehusked Grains

The factors specified are identical for every breed of rice. This qualitative grading
can be realized in two methods:

I. Invasive physical and chemical processes.
II. Non-invasive, automatic process.

Themerits and demerits of the twomethods are summarized in Table 1.Method I and
Method II correspond to the invasive process requiring physical and chemical analysis
and our non-invasive automated process respectively.

Table 1. Merits and demerits of grading processes

S No Property Method I Method II

1 Automated ✓ ✓

2 Non - invasive ✗ ✓

3 Economical ✗ ✓

4 Multiple sensors ✓ ✗

5 Efficient ✓ ✓

6 Breed invariant ✗ ✓

7 Saves time ✗ ✓

8 Samples remain fit for consumption after grading ✗ ✓

The objective of our research is to develop amethod that can predict the percentage
of broken rice in a sample image while minimizing the computation time and the cost
of the process. The method must possess a low Root Mean Square Error (RMSE) and a
large R Squared Value. Statistical analysis will be used to create a dataset of significant
features and utilize a simple regression model to predict the percentage of broken rice.

2 Literature Review

The method developed encompasses the domains of machine learning, image process-
ing and statistics. The processing of images, extraction of features, manipulation of
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data and implementation of a regression-based predictor must be understood and imple-
mented appropriately. Hence, it is important to review existing research to understand
the minutiae of the process and build on the solid and ambitious research available. To
implement image processing, it is important to understand the fundamentals of image
processing [2] which are crucial in the construction of a valuable algorithm. To cre-
ate an algorithm which would be light invariant, adaptive thresholding techniques are
beneficial [3]. To understand the various methods available in qualitative grading of
rice, researches employing different techniques were referred. To employ a classifica-
tion process, acquirement of data is essential. Many researches employ edge detection
techniques in their proposed methods [4–6]. Principal Component Analysis has been
implemented in a research, but it provides low classification accuracy [6]. Reference
[7] however, extracts region properties of the foreground as they would provide the
exact physical properties of the rice grains and hence, we decided to utilize the region
properties in our prediction technique. The next step would be to explore the estab-
lishment of thresholds for classification from the properties obtained. Many methods
involved observation-based establishment of thresholds for grading [8–11]. From these
researches, we identified that a process which employs computationally adaptive thresh-
olding can be used. This was further explored in a research that increased the accuracy
of grading via histogram-based thresholding [12]. The next stage of the method would
involve a machine learning component which can be used to grade the rice sample.
Most researches utilize Neural Networks for classification of milled rice [13–15]. Neu-
ral Networks provide good accuracy but processing numerous grains in the foreground is
computationally expensive.Multiclass Support VectorMachines (Multiclass SVM) have
also been successfully implemented but the technique is comparatively less accurate in
grading rice [16]. Another research implemented Regression for determining percentage
of broken rice [17]. As the first and foremost stage in our research was predicting the
percentage of broken rice, this technique appealed to the aspect of being computation-
ally inexpensive and considerably accurate in prediction of broken rice percentages. The
most ambitious research for the grading of milled rice implemented Neural Networks,
Support Vector Machines, Bayesian Network and Decision Trees which provided accu-
racies of 92.31%, 90.38%, 82.69% and 59.615% respectively [18]. However, it requires
the creation of a large feature vector and the method was unsatisfactory with respect to
fluctuating light conditions. Finally, we decided to utilize regression as we hypothesized
that it would be computationally less expensive and using the region properties of rice
would be apt for predicting the percentage of broken rice. To implement regression, the
values of all the physical properties had to be converted into statistically relevant format
to ensure that the range of place values for every property did not differ vastly from
one another. [19] was referred to for standardizing all the properties into Z-scores for
manipulation and analysis of the properties as a normal distribution about their respective
means.

3 Materials and Method

The method requires creation of an extensive database to obtain the data matrix which is
used to predict the percentage of broken grains from an input image. The block diagram
for the method is illustrated in Fig. 1.
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A. Acquiring Rice Breeds
To incorporate samples of various breeds and qualities, 18 breeds of rice were
collected:

• Kitchen King Basmati
• Regular Basmati
• Supreme Salem
Basmati

• Tibar Basmati
• HMT or Kolumb Ghoti
• Mister India

• Masuri (2 types)
• Boil
• BPT
• Chinnor
• Dilkhush
Basmati

• Indrayani

• Kali Muchh
• Sela Basmati
• Shruti
Kolumb

• Steam
Kolumb

• Vada Kolumb

Fig. 1. Method block diagram

The above specific breeds are selected as they are readily available in the state of
Maharashtra, India.

B. Sample Creation
To analyse sample images for the creation of statistically significant data, we have
attempted to incorporate every combination of intrinsic variation probable in the
creation of such samples. Such variations have been incorporated in the sample
images through the following means:

1) Number of Grains: The number of grains was varied across each subsequent
image of every breed to achieve a variation in the number of grains.

2) Percentage of Broken Rice:Thefirst sample image of every breed of rice contains
an arbitrary basic number of grains. Two to three broken rice grains were added
in every subsequent image of each breed to increase the percentage of broken
rice.

3) Overlapping of Grains: The grains present in any image for any breed of rice
were overlapped or separated randomly across the entire dataset. A different
dataset was also created for individually separated rice grains.
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C. Image Acqusition
In the implementation of this method, we have used mobile phone camera of
following specifications:

• 13 Megapixels
• Dimensions: 3096 * 4128

It is vital to note that if the resolution is too low, the properties extracted may not be
suitable for further use. On the other hand, if the resolution is too high, the computation
time of the process will increase.

Figure 2 describes the relationship between the continuities detected for increase in
Megapixel specifications/settings of themobile camera. It is inferred that low resolutions
(below 8 Megapixels) will result in continuities being skipped and increasing resolution
beyond 16 Megapixels is futile.

Fig. 2. Continuities detected in varying
camera resolutions

Fig. 3. Runtime for various camera
resolutions

Figure 3 describes the relationship between runtime and Megapixels. The runtime
increases somewhat exponentially therefore, increasing the resolution can be detrimental
to the speed of the method.

D. Image Processing
The method designed to process the image has no shortcomings with respect to
ambient light conditions. Processing the image involves the following stages:

1) Conversion of Colorspace: The images are converted to CIE XYZ color space
because it is device independent, has no negative values and can be used for
accurate color mixing as well as communicating and mapping a representation.

2) Binarization: Use Otsu’s Adaptive threshold to improve the efficiency of the
foreground detector program.

3) Filter and Segmentation:Median Filter is used to eliminate salt and pepper noise
and the image is eroded.
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4) Boundary Labeling and Removal of Unusable Foreground: Region properties
are acquired, and undesirable light specks are removed using area threshold.

E. Properties Extraction
Physical properties of the foreground are extracted using available functions. This

offers us several properties of which, five properties are useful. The properties were
selected after observing their histograms for test images. These properties are as listed:

• Area
• Major Axis
Length

• Convex
Area

• Eccentricity

• Minor Axis
Length

F. Obtaining Significant features
Significant features for use in the regression classifiers are obtained after standard-
izing the properties extracted for each labeled continuity in the foreground. Stages
for acquiring the standardized features are:

Table 2. Significant features matrix

Statistical property
vs feature selected

Area Major axis length Minor axis length Convex area Eccentricity

μ/σ ✓ ✓ ✓ ✓ ✓

Max (Xi) ✓ ✓ ✓ ✓ ✓

Min (Xi) ✓ ✓ ✓ ✓ ✓

Median (Xi) ✓ ✓ ✓ ✓ ✓

• Compute population mean (μ).

μ =
(∑

xi

)
/n|i ∈ [1, n] (1)

• Compute population standard deviation (σ).

σ =
[∑

(xi)
2/n

](1/2)|i ∈ [1, n] (2)

• Standardize the values of each property (xi) for each labelled continuity using the
standardization formula:
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Table 3. Variations incorporated in imaging

Sr No Variation Total number of
grains

Number of
broken grains

Percentage of
broken rice

Overlapping of
grains

1 Image 1 Boil:
Fig. 4

314 372 1.9108 Present

2 Image 30 Boil:
Fig. 5

6 64 17.2043 Present

Xi = (xi − μ)/σ |i ∈ [1, n] (3)

‘Xi’ denotes the standardized value of a property xi. ‘n’ denotes the number of
continuities

G. Listing Significant Features
The20 featureswhich are acquired through standardization and are used in regression

are illustrated as a matrix of interactions (Table 2) between general statistical properties
of a distribution and the features selected:

Output p-values for each of these features are observed against a typical significance
value of 0.05 for their relevance in regression.

H. Regression Analysis
The 20 features thus obtained are used for regressionmodelling. The dataset is using
inbuilt functions to check the fit of the dataset for regression and prediction.

I. Optimising Regression
The model specifications or types of regression available in the function are tested
with the dataset to determine the appropriate regression model that must be used.

4 Data and Results

A. Database Creation
The database was created by incorporating all inherent variations probable in the
construction of such a database. To exemplify the manner of imaging, observe Fig. 4
and Fig. 5. Each of the images (Fig. 4 and Fig. 5) represents the variations which
must be incorporated. Each of these variations have been explained in Table 3.

B. Features Obtained
The data that is obtained from the images can be enlisted in tabular format and
the features which are used for regression can be observed. Each of these features
possess a general trend of increase or decrease with respect to increase in percentage
of broken rice across 30 images. Consider the rice breed ‘Boil’; the variation in the
features for the breed as the percentage increases is represented in graphical format
(Fig. 6 to Fig. 9).
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Fig. 4. Image 1 for rice breed ‘Boil’ Fig. 5. Image 30 for rice breed ‘Boil’

Fig. 6. Ratio of mean and standard deviation
for all properties

Fig. 7. Standardized Maximum for all
properties

The legends of the graphs represent the properties as acronyms. ‘A’ represents Area,
‘MAL’ represents Major Axis Length, ‘MiAL’ represents Minor Axis Length, ‘CA’
represents Convex Area and ‘E’ represents Eccentricity. The Vertical axis indicates the
values of the features and the horizontal axis indicates the serial number of the image.

Trends described from Fig. 6 through to Fig. 9 for the rice breed ‘Boil’ are:

• Fig. 6 illustrates the change in ratio of mean and standard deviation for all properties.
Values remain constant for area, major axis length,Minor axis length and convex area.
Whereas, the values decrease exponentially for eccentricity.
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• Figure 7 illustrates the change in standardized maximum for all properties. It is
observed that the pattern of change for area, convex area and eccentricity and the
change for major axis length and minor axis length are roughly proportional.

• Figure 8 illustrates the change in standardized minimum for all properties. A gradual
increase at varying intensities is observed for area,major axis length,minor axis length
and convex area. An incongruous variation in the value for eccentricity is observed
which results in an exceedingly independent vector.

Fig. 8. Standardized minimum for all
properties

Fig. 9. Standardized median for all properties

• Figure 9 illustrates the change in standardized median for all properties. The area,
major axis length, minor axis length and convex area report a gradual but roughly
proportional increase in the value. The values for eccentricity, however, increase
steadily.

C. Fitting Regression Models
The inbuilt MATLAB regression function provides output values regarding the fit
of the data. These values must be analysed to determine the regression model which
can be used in the final process. The function provides outputs for different kinds of
fit for each the datasets i.e. the overlapping grains dataset and the non-overlapping
grains’ dataset.

D. Selection of Regression Model
The factors that govern the selection of a regression model and the criteria used
to select a model are illustrated in Table 4. From the criteria listed in Table 4 and
the models which were trained for both datasets, we have selected the appropriate
regression models and listed them in Table 5.

E. Output Matrix for Predictor
The final process implemented contains a method to create a data matrix (X) from
the image which contains the features required for prediction in a Quadratic Regres-
sion Model. The data matrix contains 1 row and 231 columns. The data matrix is
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Table 4. Factors affecting regression models

Sr No Factor Criterion

1 RMSE Lowest value of all
iterations

2 R squared Value closest to 1

3 Adjusted R squared Value closest to 1

4 P-Value Lowest value of all
iterations

5 Error degrees of freedom Lowest value of all
iterations

Table 5. Selected regression models

Dataset - Overlapping grains Non-overlapping grains

Regression model Quadratic Quadratic

RMSE 0.69 0.977

R Squared 0.999 0.999

Adjusted R squared 0.994 0.991

P-Value 2.67e–37 6.48e–08

Error degrees of freedom 39 8

multiplied with the regression matrix (θ) attained as the part of the model provided
by the inbuilt function. The regression matrix contains 231 rows and 1 column.

Op = X ∗ θ (4)

After multiplication in the form represented in Eq. 4, a matrix of one row and one
column (Op) is obtained which contains the percentage of broken grains predicted from
the input image.

5 Discussion

The proposed method includes various stages which have been implemented through
continuous testing of the process. The advantages and intricacies of the process are:

A. Prominent Advantage: Every existing research employs processing images contain-
ing rice grains which are non-overlapping or have been separated manually. Even
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with such segregation of rice grains, the accuracy of the algorithms is compara-
tively low. Analysis of overlapping grains by means of such impractical algorithms
is impossible. Our proposed method provides output of a higher accuracy whilst
also processing all overlapping rice grains present in the image.

B. Comparison with Existing Researches: The proposed method displays several
advantages over the existing research currently conducted for grading. The sim-
ilarities and advantages have been highlighted in Table 6.

Table 6. Advantages of proposed method

Sr No Property Existing research Proposed method

1 Automated ✓ ✓

2 Non-invasive ✓ ✓

3 Economical ✗ ✓

4 Minimum RMSE ✗, 1 < RMSE < 2 ✓, RMSE = 0.69 and 0.977

5 Maximum R squared ✗, R Squared = 0.92 ✓, R Squared = 0.999 and
0.999

6 Breed invariant ✗ ✓

7 Considers overlapping
grains

✗ ✓

8 Low runtime Undefined; Neural
Networks require higher
Runtime

✓, Average runtime =
4.0567 S

C. Use of CIE XYZ Color space: It is also called the 1931 XYZ color space. The X,
Y and Z values are crudely related to Red, Green and Blue respectively. The CIE
XYZ color space defines a large extent of possible colors that we may not be able
to create or observe. It is also device independent, has no negative values and can
be used to convey image maps accurately. We have used it in this process because
prior conversion to CIE XYZ color space followed by conversion to grayscale and
binarization yields significantly improved results.

D. Image Erosion:The image is eroded using an inbuilt function available inMATLAB.
As expected, the erosion operation reduces the area of the foreground along the
discontinuities. We have used a line structuring element along with a small kernel
size (2 by 2) for image erosion as these attributes allow the separation of sparsely
overlapped grains but do not reduce the effective area of the grains.

E. Adaptive Thresholding: The early objective of the method comprised precise pro-
cessing of the image using a foreground detector program. The main challenge at
this stage, was to create a light invariant program because of the small size of the
grains which would be affected by fluctuating light conditions. This would enable
the visualization of the grains as foreground continuities. Binarization of the image
would be most successful if and only if a sharp contrast between the rice grains and
the background is created.
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F. Selecting Regression Model: Each of the regression models in the inbuilt function of
MATLABwere tested. For aRegressionmodel to possess low error, theRMSEvalue
must be as low as possible. For an accurate regression model which explains the
variation in output as a function of input features, the R squared value must be closer
to 1. A good regression model always possesses a low p-value, especially lower
than the selected significance level. The error degrees of freedom are the number
of observations in the dataset which are an exception to the estimated regression
model. Hence, a quadratic regression model has been used which has a low RMSE
value and p-value along with an R squared value closest to 1 and, a low number
of error degrees of freedom with respect to the total number of observations in the
dataset.

6 Conclusion

Qualitative grading of rice is a significant process that determines the cost incurred by
the consumer and allows assessment of milled rice as per Government certified Food
Authorities or the ISO. Qualitative grading may be used to determine the breeds of rice
that can be purchased at a lower cost whilst safeguarding the dietary requirement of the
consumer. For example, Indrayani and varieties of Kolumb are breeds of rice which are
inexpensive and can be consumed daily whereas varieties of Basmati are expensive and
are used occasionally in delicacies and special food products.

Existing researches regarding automated non-invasive grading of rice employ com-
putationally expensive neural networks and, in some cases, expensive imaging setups
which are not economical. It is therefore vital to develop a process which can serve the
purpose of grading but is computationally less expensive and economical.

The proposed method in our research provides precise output with a very low root
mean square error value (0.69 and 0.977) and a high R Squared value (0.999 and 0.999).
Also, as simple regression models are used, the runtime for the method is low (4.0567 s).
As simple cellphone camera is used for imaging, the cost of a dedicated imaging setup is
also circumvented thus making it economical. The method is breed invariant and hence
negates the requirement of a dedicated analytical technique for every existing breed of
rice. The most prominent advantage is the incorporation of overlapping grains which
establishes its practicality over existing researches which necessitate the separation of
grains.

Statistical analysis by means of standardization creates versatility in terms of camera
used, resolution of the image, overlapping of grains, depth of image and programming
environment used. As the functions used in the implementation of the process are avail-
able in MATLAB, they can be reproduced in a lower level programming language to
achieve further improved runtime and a ready to use process in the agriculture sector.
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Abstract. Code reviewing becomes a more popular technique to find
out early defects in source code. Nowadays practitioners are going for
peer reviewing their codes by their co-developers to make the source
code clean. Working on a distributed or dispersed team, code review is
mandatory to check the patches to merge. Code reviewing can also be
a form of validating functional and non-functional requirements. Some-
times reviewers do not put structured comments, which becomes a bot-
tle neck to developers for solving the findings or suggestions commented
by the reviewers. For making the code review participation more effec-
tive, structured and efficient review comments is mandatory. Mining the
repositories of five commercialized projects, we have extracted 15223
review comments and labelled them. We have used 8 different machine
learning and deep learning classifiers to train our model. Among those
Stochastic Gradient Descent (SGD) technique achieves higher accuracy
of 80.32%. This study will help the practitioners to build up structured
and effective code review culture among global software developers.

Keywords: Empirical software engineering · Modern code review ·
Sentiment Analysis · Machine learning · Mining software repositories

1 Introduction

In the global software engineering era, code reviewing becomes a more popular
technique to find out early defects in source code. Nowadays practitioners are
going for peer reviewing their codes by their co-developers to make the source
code clean. Clean source code increase the legibility of the code which is cru-
cial for global software development. Nowadays, software industries are adopt-
ing agile software development methodology (Hossain 2019), and agile software
development is done across the distributed and dispersed teams when the project
in large scale. While working on a distributed or dispersed project, every patch
need to be reviewed by other developers for reviewing not only the source code
as well as to check if the patch meet the requirements or not. Sometimes review-
ers do not put structured comments, which becomes a bottle neck to developers
for solving the findings or suggestions commented by the reviewers. To make the
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review participation more effective, structured and efficient review comments is
mandatory.

In modern code review (Bacchelli and Bird 2013), tool-based review is becom-
ing more popular. Different tools (Holzmann 2010; Ahmed et al. 2017) are being
used by the practitioners for tool-based code review. An automated code review
tool (Moskowitz et al. 2005) is developed by Google. There are many tools for
reviewing source code, however, peer reviewing is one of the code quality assur-
ance activity other than tool-based reviewing (Sadowski et al. 2018). CFar (Hen-
ley et al. 2018) is an automated review tool, while comments in any changset
automatically, tracks if any changes is occurred according to the comment, and
also label any comment as “useful”, “not useful” or “not understandable”. There-
fore, source code need to be reviewed by human reviewers. However, most of the
times review comments do not make any sense to the developers while develop-
ment is done in distributed manner. Therefore, review comments by the reviewers
need to be well structured for the developers for further changing in the patch
set.

The purpose of this study is to find the effectiveness of modern code review
comments using different machine learning and deep learning techniques. Min-
ing the software repositories of five commercialized projects, we have extracted
15223 review comments. In order to identify the sentiment polarity (or sentiment
orientation) of review comments, we train our model with 8 machine learning
and deep learning algorithms and compare those results to find the better ones.
This research can be extended to develop a code reviewing tool, which can sug-
gest structured and effective review comments. That will help the practitioners
to build up structured and effective code review culture in global software devel-
opment.

This paper is structured as follows: Related discussion is done at Sect. 2
that followed by Research Methodology and Result & Discussion at Sect. 3 and
Sect. 4 respectively. The final Sect. 5 summarizes our contribution and furnishes
the conclusion.

2 Related Work

Plenty of breakdowns of scientists working procedures with Sentiment Analy-
sis are present today, from organized, general procedure disintegration like the
sentiment analysis instruments, created for breaking down online life content or
item reviews, work ineffectively on a Software Engineering (SE) data-set (Ahmed
et al. 2017). Recently Sentiment Analysis has as of late assumed a critical job
for researchers since the analysis of online content is valuable for the statisti-
cal surveying political issue, business insight, web-based shopping, and logical
overview from psychological and so on (Vinodhini and Chandrasekaran 2012).
Some of works (Rahman et al. 2019) also done on news headlines for finding the
polarity of text.
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There is an enormous assemblage of literature on code reviews and inves-
tigations. Basically, Code review is a key tool for quality affirmation in soft-
ware development (Madera and Tomoń 2017). During the procedure of statically
assessing code, developers of a code base can cooperatively identify conceivable
code defects, just as use code reviews as a method for transferring information
to improve the general comprehension of a system (Kalyan et al. 2016). Using
machine learning for learning the source code revision, an automated review tool
is suggested (Shi et al. 2019). In (Lal and Pahwa 2017) a machine learning app-
roach is proposed to help in faster and cleaner code review. Sentiment analysis
is done on code review comments to identify positive comments (Ahmed et al.
2017).

Deep learning (DL) is also becoming popular in software repositories mining
research. For detecting redundant comments in code, (Louis et al. 2018) devel-
oped a tool using DL. They introduced a framework which can help the develop-
ers in writing better and informative programming comments. Using topic model
and n-grams, (Movshovitz-Attias and Cohen 2013) presented a technique to pre-
dict programming comments. In (White et al. 2016), they used DL in detecting
code clone by mining software repositories. Automated code review systems are
proposed in (Gupta and Sundaresan 2018; Li et al. 2019) using deep learning
techniques.

3 Research Methodology

In this section, we briefly describe the methodology we have adopted for the
analysis. We are motivated to design our research by our prior work (Rahman et
al. 2019). In order to analyze the review comments, first we have extracted code
review comments from five commercialized iOS projects. Then we labeled the
data for determining sentiments of those data. After preprocessing the labeled
data, we trained our models. Figure 1 shows the overall process of our research
work.

3.1 Data Extraction

We have selected five commercialized projects of a renowned company. All
projects are iOS App development projects and are maintained in Gerrit1. Using
the Gerrit API, we crawled the repositories and extracted the raw data. For
extracting those data, we set the time line from January, 2018 to December,
2019. Table 1 is showing the details of data set extracted from different data
source.

3.2 Data Labeling

One of our researchers had worked on labeling review comments. The raw data
had been labeled as Efficient, Somewhat Efficient, Not Efficient and System
1 https://www.gerritcodereview.com/.

https://www.gerritcodereview.com/
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Fig. 1. Research methodology

Table 1. Summary of data set

Project name #No of members #No of review comments

Alpha 25 5223

Beta 17 3050

Gamma 11 2500

Delta 4 2350

Epsilon 3 2100

Generated. Then we have selected two reviewers and developers of respective
projects to cross-check the sentiment of labeled data.

3.3 Data Preprocessing

For analyzing our data set, we preprocess all the code review comments. First of
all, we tokenized the comments. Then we lemmatized the texts and removed the
noise words. The overall preprocessing and training code is available at GitHub2.

3.3.1 Tokenization
We segment our text data into words using word-tokenize which is from NLTK
library. We make sure all the short forms like don’t, she’ll will remain as one
word.

3.3.2 Lemmatization
Lemmatization reduces the inflected words ensuring that the root word belongs
to the language. In lemmatization, root word is called lemma. Using Wordnet
lemmatizer we lookup the lemmas of words. The parts of speech of a word is
determined in lemmatization like ‘V’ as verb, ‘A’ as adjective, ‘N’ as noun.
Table 2 is showing some sample lemma words from our dataset.
2 https://github.com/AronnoDIU/Measuring-the-Effectiveness-of-Software-Code-Re

view-Comments.

https://github.com/AronnoDIU/Measuring-the-Effectiveness-of-Software-Code-Review-Comments
https://github.com/AronnoDIU/Measuring-the-Effectiveness-of-Software-Code-Review-Comments
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Table 2. Lemmatization process

Word Lemma

Merged Merge

Abandoned Abandon

Done Do

Refactored Refactor

3.3.3 Noise Removal
We have removed all the punctuation and regular expression from the text as
these cannot be used for analyzing sentiment.

3.4 Feature Engineering

After preprocessing, we used sklearn’s Tf-Idf word vectorizer to convert code
review comments into trainable features for classifier by making word vectors.
For doing so, we have used N-gram (Brown et al. 1992) to make the features
more trainable. Table 3 shows the N-gram words.

Table 3. N-gram words

Uni gram Bi gram Tri gram

“Activity” “Assign variable” “Assign new variable”

“Refactor” “Authentication token” “Band setting common”

3.5 Sentiment Determining

We quantify the polarity of review comments in a scale of 1 (Efficient), 0 (Some-
what Efficient), −1 (Not Efficient) and −2 (System Generated). The overall code
reviews comment is inferred as four sentiment form in the sign of the polarity
score. Table 4 shows how we consider polarity score of review comments.

Table 4. Polarity score of review comments

Scale Polarity Code review comments

1 Efficient Need to release memory to
avoid memory overflow

0 Somewhat Efficient I will submit later. Please wait

−1 Not Efficient Will correct in next patch

−2 System Generated CL Validation Started: It will
take a few seconds to validate
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3.6 Model Training

We have used 8 different Machine Learning (ML) and Deep Learning (DL)
algorithms for training our model. The used algorithms are: Logistic Regres-
sion (Ho et al. 1994), Multinomial Näıve Bayes (MNB) (Rennie et al. 2003),
Linear Support Vector Classifier (SVC) (Gunn et al. 1998), Bernoulli Näıve
Bayes (McCallum et al. 1998), Stochastic Gradient Descent (SGD) (Bottou
2010), XGBoost (Chen and Guestrin 2016), Perceptron (Stephen 1990) and Pas-
sive Aggressive (Crammer et al. 2006). Table 5 shows the training accuracy of
different classifiers.

Table 5. Training accuracy of different classifiers

Algorithms Accuracy (%)

Logistic Regression 95.36

Multi nomial Näıve Bayes (MNB) 91.43

Support Vector Machine (SVM) 95.23

Bernoulli Näıve Bayes 86.98

Stochastic Gradient Descent (SGD) 95.33

XGBoost 92.52

Perceptron 91.59

Passive Aggressive 92.33

3.7 Validation

Our corpus datasets contains total 15223 text data. In which System Generated
is 4408, SomeWhat Efficient is 3785, Efficient and Not Efficient are 3680 and
3650 respectively. We evaluate our model using k-fold cross validation where
K-Fold value 5 is used. Figure 2 and 3 shows the overall cross validation process
and learning curve of Stochastic Gradient Descent (SGD).

Section 4 presents the details of Validation accuracy of different classifier
based on N-gram. In this study, we have used Uni-gram, Bi-gram and Tri-gram
for training our model and considered the average of those accuracy for final
training.

4 Result and Discussion

In this section, we have explained the accuracy of different classifiers and the
polarity estimation of our research.
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Fig. 2. Cross validation process

Fig. 3. Learning curve of SGD

4.1 Classification Results

In order to classify the review comments as per our polarity score, we used
different classification algorithms. Table 6 shows the validation accuracy of dif-
ferent classifiers we used in this research. Here we have validated using uni-gram,
bi-gram and tri-gram and have considered the average accuracy for finding the
most accurate one for training our model.

We can see from the accuracy results that Bernoulli Näıve Bayes shows the
lowest accuracy of 77.26% where Stochastic Gradient Descent (SGD) shows high-
est accuracy of 80.32% among the machine learning algorithms. An average
accuracy of around 80.23% has shown by Multi nomial Näıve Bayes (MNB) and
Support Vector Machine (SVM).
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Table 6. Accuracy of different classifiers

Algorithms Uni-gram Bi-gram Tri-gram Average accuracy (%)

Logistic Regression 79.43 78.81 78.68 78.97

Multi nomial Näıve Bayes (MNB) 80.48 80.04 80.17 80.23

Support Vector Machine (SVM) 80.44 80.15 80.15 80.24

Bernoulli Näıve Bayes 81.15 77.70 72.94 77.26

Stochastic Gradient Descent (SGD) 80.30 80.27 80.39 80.32

XGBoost 76.37 76.88 76.47 76.57

Perceptron 77.76 79.35 78.60 78.57

Passive Aggressive 79.95 78.34 78.22 78.83

4.2 Precision, Recall and F-Measure for Different Labels of Code
Reviews Data Sets

Stochastic Gradient Descent (SGD) gives the highest validation accuracy on an
average based on different N-gram. Figure 4 presents the comparison of validation
accuracy of Stochastic Gradient Descent (SGD) based on N-gram.

Fig. 4. Accuracy of SGD based on N-gram

Then we have trained our model with Stochastic Gradient Descent (SGD).
The precision, recall, and F-measure of the Stochastic Gradient Descent (SGD)
classifier is shown in Table 7 as per the polarity.

We can state from the above that-

– Every Efficient review comments and System Generated comments are cor-
rectly identified with 88% and 86% recall respectively. That means Efficient
comments and System Generated comments are correctly identified with few
false negative.

– Both Non-efficient and Some What Efficient is 84% likely to be correct (as
high precision) which shows fewer false positives.

– By identifying the efficient comment correctly, this result can help the review-
ers by suggesting comments polarities.
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Table 7. Confusion matrix of reviews data sets

Sentiment Precision Recall F-measure

Efficient 0.62 0.88 0.72

Not-Efficient 0.84 0.77 0.81

Some What Efficient 0.84 0.69 0.76

System Generated 0.99 0.86 0.92

4.3 Comparison of Machine Learning and Deep Learning Classifier

In this study, we have used both machine learning algorithms and deep learn-
ing algorithms. Among those Stochastic Gradient Descent (SGD) and XGBoost
shows the better accuracy of 80.32% and 76.57% from ML and DL algorithms
respectively. Other than Stochastic Gradient Descent (SGD), Multi Nominal
NB and Support Vector Machine (SVM) have given better accuracy. This study
shows that, we can get better accuracy from machine learning algorithms than
other deep learning algorithms.

5 Conclusion

The intention of this study to measure the code review comments done by the
peer reviewers. Here we have used both machine learning and deep learning
algorithms to train our model. From this study, we can state machine learning
algorithms outperforms over deep learning techniques. By measuring the effi-
ciency of code review comments, development teams can save their time and
cost in reviewing and fixing the code as per the review comments. In this study,
we only extracted review comments only from Gerrit. However, in future work we
can build our corpus data set by extracting from different code review tools. This
research can also be extended to develop an automated code reviewing feedback
tool, which can suggest structured and effective review comments while com-
menting at the practise of code reviewing. That will help the practitioners to
build up structured and effective code review culture.
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Abstract. A feature is a prominent interest point in an image that can be used for a
different task processing of image besides computer vision based on processes for
object recognition. The features could be extracted by mathematical models that
detect deep variations in texture, detect edges, or color. The selected features must
have global definition within the defined problem vehicle detection. The focus
of this paper is on detection of vehicle, Extraction of Region of Interest for the
featurewhich is represented globally theirmodulemight produce amodel intended
for encoding of images’ features dependency technique can be applied. In this
paper, We offer an extremely robust, capable, method aimed at creation of image
feature vector for vehicle detection model systemwith both feature extraction also
global feature representation method for both inter classes sameness and also the
intra-class variation, thus to overcome the problem of multiplicity and ambiguity
issues.

Keywords: Vehicle detection · Feature extraction · Region of Interest ·
Histogram of oriented gradients · Global features representation · Bag of features

1 Introduction

Through prompt increase of urbanization, traffic congestion, incident, also destruction
posture is an excessive challenges aimed for traffic management systems. Visualization,
by way of an evidence collection approach of realistic world environment, had involved
ample consideration successful intelligent transportation scheme. In Computer vision
methods exist primarily for used of gathering of traffic flow parameters and examine
traffic behaviours used in traffic surveillance. Thus [1] the summary for background,
ideas, simple techniques, most important issues, besides existing solicitations of parallel
transportation man cooperative automated driving. The potential benefit of cooperative
automated driving is that all vehicles jointly optimize their actions in order to improve
traffic efficiency and safety. The transition from current-day driving to cooperative auto-
mated driving, has already started with Advanced Driver Assistance System for example
Adaptive Cruise Control in addition lane observance assistance. Existing autonomous
driving technologies. Thus the Video dispensation results be able to offer a several evi-
dence resultant from real traffic world Trustworthy also robust detection of vehicle is a
important element for surveillance of traffic. In that respect still several issues for vehicle
detection in intelligent transportation systems [19].
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Several vehicle occurrence also its poses make a problematic for training an uni-
fied model for detection. Multifaceted city environments, bad atmospheric condition,
lighting alteration, besides the unfortunate/strong illumination circonstance aim take
down the sensing demonstration [20]. Thus the particular traffic congestion, object are
obstructed aside each another and so that separated transport aim easy hook on a respec-
tive car. Thus the constraint acquisition for recognition of object is similarly a serious
concern. Thus the Recognition technique through complex constraints is commonly not
hands-on. The improvements of machine learning methods will able to use to absorb the
constraints. Now in [2], a weak supervised method aimed at target find existed offered.
This technique does not requisite hand-operated assortment besides labeling of train-
ing examples. Algorithms boosting was stretched towards training of samples through
probabilistic labels.

In this paper the discriminative size besides generalizability of the dictionary in
adding processing quickness of Vehicle detection model system determined through
on the dictionary size henceforth the performance of Bag of features vehicle detection
model system besides hinge on dictionary scope. Other than one Distinct feature can
be allocated to similar visual word owing towards reduced dictionary size; henceforth
Results in decrease with discriminative abilities. A greater Dictionarymisses the compe-
tence of generality Greater dictionaries lean towards to growth the processing overhead
besides enhance additional consequence towards noise. We considered numerous dic-
tionary sizes through respect towards their effect over Vehicle detection model system
recognition rate besides processing speed in this work. Thus paper is planned sections
wise as ensue: Sect. 2 considered related towork. The complete design of system through
feature extraction besides Vehicle Detection Model System datasets are considered in
Sect. 3. The ratio also the action are considered for planned Vehicle Detection Model
System is discussed in Sect. 4. Section 5 provides conclusion.

2 Related Work

The basic idea behind the histogram oriented gradients information is that localized
object arrival besides shape inside an picture is able to considered through the organi-
sation of concentration gradient magnitudes as well as directions. Thus the histogram
of oriented gradients divisions of an picture into minor spatial associated regions, so-
called cells, and the Sect. 1-D histogram of gradient directions of each picture element
within each compartment is accumulated, according to the gradient magnitudes. These
histograms are then concatenated to get the descriptors. The histograms of each cell, can
be contrast normalized aimed for improved invariance to lighting, brightening, shadow-
ing etc., through calculative a amount of the strength through a greater area of image,
so-called blocks, and then the point via this value towards normalize the entire cells
inside the paper besides slab [7].

Dalal andTriggs proposedDlagnekov [5] has considered scale invariant feature trans-
form the difficultly of automobile form besides framework recognition aimed at aim of
inquiring surveillance video collection for a uncomplete license plate number combined
with some visual description of a car. Our planned methods intent render precious situ-
ational info for law implementation units in a assortment of civil structure. Overlapping
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blocks in which each cell approval various element to the ultimate descriptor vector, each
normalized with respect to a different block. The normalized descriptor blocks are name
to as histogram of oriented gradients descriptors. For our car detection pipeline, we use
the following histogram of oriented gradients parameters: The histogram of arranged
inclinations descriptor has a couple of key favorable circumstances over different descrip-
tors. Since it works on nearby cells, it is invariant to geometric and photometric changes,
aside from object direction. Such changes would just show up in bigger spatial areas.
Besides, as Dalal and Triggs found, coarse spatial inspecting, fine direction examining,
and solid neighborhood photometric standardization allows the individual body develop-
ment of people on foot to be overlooked inasmuch as they keep up a generally upstanding
position. The histogram of oriented gradients word is thus especially suitable for detec-
tion of humanoid in images. Petrovic and Cootes [4] has measured Raw pixels, outcome
of Sobel edge, orientations of edges, Harris corner answer, normalized gradients, square
mapped gradients using global representation. Author establish a comparatively sim-
ple set of extraction of attribute from units of motor vehicle forward-facing images be
able to used for great performance verification besides recognition of vehicle category.
Author defines the conceptualization besides subsequent scheme in flooded, besides the
outcomes of tests examination a extensive variability of dissimilar characteristic. The
concluding group is confident of identification rates of above 93% besides verification
equal fault rates of less than 5.6% when verified on all over 1000 images comprising
77 dissimilar classes. The system is exposed to be robust aimed at a extensive range of
weather in addition illumination conditions. Munroe and Madden [6] feature extraction
canny edges using concatenation of edge image pixels. The outcomes of certain typical
multi-class cataloging procedures are connected aimed at this problem. A unique class
k-Nearest Neighbour cataloging procedure remains also implemented besides tested.
Clady et al. [7] Oriented contour points from Sobel edges through modest link. This
is also used by more complex algorithm included into OpenCV. Sobel is a well-known
algorithm used for contour detection. Psyllose et al. [8] feature extraction Phase congru-
ency (Make) + scale-invariant feature transform (Model) procedure remains matched
by selected current procedure now systematical way. The experimental outcomes of pic-
tures now Berkeley Segmentation Dataset besides at all sensed images demonstration
that this procedure remains readily towards identify image features. Pearce and Pears
[9] features extraction Canny edges, Harris corners, Square Mapped Gradients using
global representation approach LNHS and concatenated-square mapped gradients, This
method recursively segments the picture keen on quadrants, the element qualities now
these quadrants are then added and privately standardized in a recursive, progressive
style. Two diverse grouping approaches are explored; a k-closest neighbor classifier and
a Naive Bayes classifier. Our framework can order vehicles with 96.0% precision, tried
utilizing leave-one accessible cross-approval happening a steadfast dataset of 262 for-
ward symbolisms of vehicles. Jang and Turk [10] are using Speed-Up Robust Features
feature extraction approach and by means of Dictionary global representation methods.
These procedures take been used hip different bag-of-words and structural matching
approaches. This work demonstrates a recognition application, based upon the speed-up
robust features feature descriptor algorithm, which fuses bag-of-words and structural
verification techniques. The resulting system is applied to the domain of car recognition
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and achieves accurate (>90%) and real-time performance when searching databases
holding thousands of pictures. Baran et al. [11] using scale invariant feature transform,
speed-up robust features, edge histogram and by means of Dictionary created Sparse
Vector of Existence Sums of global representation method, Author provides the full
depiction of binary approaches aimed at MMR scenario. The advanced approaches have
remained drilled besides through an experiment tested happening datasets ready aimed
at training besides testing. Varjas and Tanacs [12] using square mapped gradients feature
extraction approach and using Concatenated square mapped gradients global representa-
tion, advanced present methods founded on region of interests well-defined comparative
towards the number plate. SquareMapped-Gradient highlights are removed from the dis-
trict of premiums and acknowledgment is cultivated by arrangement using a learning set.
The classifier is assessed utilizing ground truth information gave physically. By means
of numerical reproductions we assessed the location resistance of the technique and pro-
posed self-loader and completely oblivious strategy. Hsieh et al. [13] using accelerate
hearty highlights, scale invariant component change, histogram of arranged inclina-
tions utilizing Grid-based portrayal worldwide portrayal, Author has proposes another
balanced accelerate vigorous highlights descriptor to advance the intensity of acceler-
ate powerful highlights to recognize all conceivable even coordinating sets through a
reflecting change.

Fraz et al. [14] using scale invariant feature transform and using Fisher Encoding
based midlevel feature representation global representation approach, midlevel feature
representation remains figured going on discriminate covers of the picture towards con-
struct a cognition, the pictorial words of which remain used towards signify the figure
inside that image. The writer devours planned image depiction technique has remained
applied towards the application of cars make besides model recognition. Chen et al. [15]
using Symmetric speed-up robust features and using Grid-based concatenated sparse
representation global representation approach, Thus the paper offers a original sym-
metrical speed-up robust features descriptor towards to identify vehicles happening on
roads besides put on the sparse representation aimed at application of automobile make-
and-model recognition. Towards identify vehicles from roads, this paper suggests a
symmetry transformation on speed-up robust features points toward identify entirely
probable corresponding couples of symmetrical speed-up robust features points. Abdul
Jabbar et al. [16] using speed-up burly characteristic and using Dictionary globular rep-
resentation approach, Author has suggest besides estimate unexplored methods aimed
at real-time programmed automobile make and model recognition created on a con-
tainer of speeded-up vigorous features besides determination the appropriateness of
these approaches aimed at object determination systems. These methods usage speed-
up robust characteristic features of vehicles’ front or else rear-facing imageries also
recollect the leading representative characteristic now a dictionary.

Boonsim et al. [17] using histogram oriented ed gradients and using concatenated
hog global representation approach, Author proposed amethodwithwhich identification
of car make besides model on nightly through by means of accessible rear view features.
Author takes offered one form classifier collaborative intended to classify a specific car
model of notice since additional models.
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3 Proposed Model

The Proposed model distributed hooked on two scheme training as well as test-
ing/prediction scheme. The training scheme is utilized towards to train the model for
recognition device via a subclass of the existing dataset, however prediction component
identifies make besides ideal of vehicles an unseen before image. In this subdivision,
we confer every component aimed at in cooperation with training also testing process.
Detection of vehicle as well as Region of Interest Extraction also property extractions
will be present similar intended for together training as well as testing work. Repre-
sentation of features globally besides the components of classification are dissimilar
in training besides testing process and it also produce a framework used for images
encoding thus the features depending on the technique relevant. Likewise, class wise
component besides creates a prototypical for example a outcome of training that exists
then castoff through the testing to calculate the result intended for the new obtained
images. Henceforth the pointer beginning training towards testing signify the usage of
models in testing process produced for the duration of the training (Fig. 1).

Testing Phase for Feature Extraction

videosImages

Global Features 
Representation 

Features 
Extraction 

ROI

Extraction 

Vehicle detection

videosImages

Global Features 
Representation

Features 
Extraction 

ROI

Extraction 

Vehicle detection

Training Phase for Feature Extraction

Fig. 1. Proposed model of Feature Extraction with Global Features Representation

3.1 Histogram of Oriented Gradient

Dalal and Triggs [1] introduced a feature descriptor based on directions of edges for
robust human detection in 2005 named as Histograms of Oriented Gradients, besides
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consume stayed widely used subsequently before in numerous expansions on object
recognition besides Vehicle Detection Model System. All object in addition figure cur-
rently an image remainders collected of a group of lines, thus we define everything in
an picture through the dissemination of gradient directions. Basic theory behind the
hog descriptor is to represent an image as the distribution of gradient direction. HOG
splits the appearance hooked onminor associated. TheHistograms ofOrientedGradients
algorithm is able to be précised in the subsequent four stages:

• Gradient computation: The gradient provides the derivative of an image in both direc-
tions gradients. Thus the gradient magnitude and the gradient directions are calculated
using as the first step of histogram of oriented gradients calculation. The x-gradient
highlight the vertical edges (edgemaking a 90° anglewith x-axis), x gradient highlight
the horizontal edges (edge parallel to the x-axis) and all other edges are highlighted
by x gradient as well as y gradient. The gradient magnitude generates edges and all
the flat regions turn into the black background. Three gradient magnitudes besides
gradient directions remain computed aimed at the color image the maximum gradi-
ent magnitude and corresponding direction are selected for further computation in
histogram of oriented gradients. The gradient angles are between 0 and 180° if the
absolute values of x and y are used, the absolute gradients are named as unsigned
gradients. If the x gradient and y gradient are used without performing the absolute
operation, the resulted gradient angles are between 0 and 360°, known as a signed
gradient. Both the signed and unsigned gradients can be used to construct hog feature
descriptor. If the bins in numbers are same for signed gradients and unsigned gradient;
a large number of gradient directions are represented by single bin. If we increase the
number of bins, which results in increased hogs feature descriptor size and increase
the complexity of the training and testing process. The unsigned gradients outperform
the signed gradient [1] in terms of classification accuracy. We have used unsigned
gradient in our work.

• Orientation binning: The succeeding phase in the creation of hog descriptor is to
construct a histogram for gradient directions. Each pixel in thewindowhas two values;
namely, a gradient magnitude and a gradient direction. The histogram contains 9 bins
to accommodate gradient direction from 0 to 180° (bin 0, 20, 40… 160); the size of
each bin is 20°. Different bin sizes are compared in [1] and it is determined that a
bin size of 20° performs better as compared to other sizes. In the case of the signed
gradient with the same bin size instead of an unsigned gradient, the histogram size is
doubled, and therefore, the computation time increases at each phase. Every pixel in
window adds weighted value to histogram based on orientation channel depending on
its gradient magnitude. Histogram of oriented gradients does not add a pixel’s gradient
magnitude to one bin only; instead, histogram of oriented gradients distributes the
gradient magnitude proportionally into two bins based on its gradient direction. For
example, a pixel has the gradient magnitude of 5 and the gradient direction of 25°.
The ratio of the distance of said pixel based on gradient direction from bin 20 and
bin 40 is 0.25:0.75; hence the magnitude 1.25 is added to bin 40 and 3.75 to bin 20.
For pixels having gradient direction of greater than 160°, the gradient magnitude is
added to bin 160 and bin 0. The histogram representation lessens the impact of noise;
individual pixel may have noise but its impact on the histogram is insignificant.
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• Block Descriptor and Normalization: histogram of oriented gradients combines win-
dows to make a bigger block. Each block consists of 4 windows (2 × 2). The blocks
overlap with each other in both directions like sliding windows approach. Window 1,
2, 6, and 7 are combined in one block while window 2 and 7 are also part of next block.
Every window is a part of four blocks except for the windows at corners (included in
one block) and edges (included in two blocks). The histograms of windows are con-
catenated to form a bigger vector named as block descriptor. Since each block consists
of four windows and each window’s histogram has 9 bins (or represented by a 9 × 1
vector); hence the size of block descriptor is 36× 1. Block descriptors are normalized
individually to account for changes in illumination and contrast. Gradient magnitudes
are sensitive to changes in lighting. In darker images, each pixel’s intensity value is
reduced, and therefore, the gradient magnitude affecting the histogram’s magnitudes
is reduced. We use normalization to make the descriptor independent of the lighting
variations. Since the qualities of inclinations should privately standardized, we bunch
the cells together into bigger, spatially associated squares.

HOG Feature Descriptor: Finally, all block descriptors are concatenated to form a single
histogram of oriented gradients feature signifier for each picture. For example, we have
an image of size 128 × 64. If we divide the image into windows of size 8 × 8 there
will be total 16 × 8 windows and 15 × 7 blocks. Hence the total size of histogram of
oriented gradients descriptor is a 3780-dimensional vector in this case (15× 7× 36). The
histogram of oriented gradients blocks are computed similarly to scale invariant feature
transform descriptors; however, Blocks of histogram of oriented gradients exist figured
on solitary scale happening a dense grid fashion and short of orientation assignment,
however scale invariant feature transform descriptors stay calculated aimed at scale-
invariant keypoints besides remain rotated aimedat orientation alignment. Thehistogram
of oriented gradients block descriptors exist used popular association towards encode
spatial form information, while scale invariant feature transform descriptors are used
singly. We consume used dissimilar window dimensions towards generate histogram
of oriented gradients feature descriptor now our work. We have not combined more
windows to make a larger related to block. As a result, we have created histogram of
oriented gradients descriptor with the small property with respective to the standard
histogram of oriented gradients descriptor besides enhanced the processing speed [18].
The typical histogram of oriented gradients generates a feature descriptor through a
dimensions of 3780 elements aimed at a 128 × 64 image by way of discussed previous
then the size of histogram of oriented gradients descriptor deprived of related to 1152
elements aimed at the similar picture besides identical assemble.

3.2 GIST Feature Descriptor

Hominids remain accomplished for categorizing an scene through a look deprived of
allowing for the specifics current in image now a very rapid glimpse. For instance,
subsequently observing tall buildings picture otherwise trees or else ocean, we can
suddenly identify the scene deprived of thoughtful of the information or presence of
additional objects. The GIST of a sight [2] discusses to the evidence matters collected
now a glimpse (around 200 ms). The feature descriptor using GIST principal familiarize
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through Oliva and Torralba in [3], remains “a little dimensional portrayal of the scene,
which doesn’t require any type of division”. The GIST descriptor was at first proposed
for scene characterization. scale invariant component change and accelerate powerful
highlights center around individual unmistakable focuses and the histogram of situated
inclinations include descriptor is processed dependent on singular windows (fixes) and
connected later, though GIST descriptor emphases happening the figure of a complete
picture by way of a single object besides estimate the characteristic vector. The GIST
signifier overlooks the existence of limited items besides their associations. Therefore
GIST offers a all-inclusive depiction of a sight. The GIST feature signifier algorithm
can be obtained by following three steps: The original image is initially transformed
into m scales and n orientations; now we have m × n transformed images. Next, a set
of Gabor filters is applied on all these m × n images. The Gabor filter examines the
presence of potential specific frequency contents in any specific direction in an image.
The dimensions of the output of the Gabor filter are same as the input image hence we
generate m × n characteristic maps with identical dimension as of the image as input.
For each feature maps are separate as grid producing multiple blocks. The values of
the feature map in each block are averaged. Now, we have multiple averaged values
representing each feature map. The division of characteristic maps with grid and aver-
aging the values of each block in the grid reduces the dimensionality of the feature map.
Lastly, the averaged values of all the blocks of all the feature maps are concatenated to
construct the GIST descriptor or image feature vector. The GIST algorithm produces the
feature descriptor with the same size for all the images regardless the image resolution.
We have created GIST signifier through four measure besides eight position generating
thirty-two converted images besides divided the feature maps into the 4 × 4 grid or
16 area, which generated a 512-dimensional characteristic vector (16 be an average of
values × 32 feature maps).

3.3 Global Features Representation

The features provide the meaningful information about the image and are used to repre-
sent an image or object within an image. We define two types of feature representations,
namely, local and global features. Local features are calculated for a part of the image
on basis of prominent point(s) and local features represent only a part of a given image.
The global features, on the other hand, are calculated for the entire image, and hence,
represent the entire image.We have to combine the local features in order to represent the
entire image, not just a patch. The feature representation which is globally is the method
to association altogether the local features providing an appearance feature vector which
signifies the whole image. For both local as well as global features are used to construct
an image characteristic vector representing the entire image. Also, image feature vec-
tors have the same size for a complete dataset that provides uniform representation in
terms of a number of features/dimensions. The image feature courses exist later used to
sequence the classifier and to predict the vehicle make and model. Although researchers
have explored various feature extraction and global feature representation techniques to
build discriminative and informative Vehicle Detection and Model representation, still
very few approaches have been proven to show success across high degrees of mul-
tiplicity and ambiguity. Yet Vehicle Detection Model System techniques still undergo
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certain constraints like slow processing (non-real time processing of incoming images)
and failures under conditions such as variations in lighting, weather, occlusion, etc. One
of the goals of this research is to propose a highly robust, yet efficient, way for construc-
tion of image feature vector for Vehicle Detection Model System including both feature
extraction and global feature representation technique, which handles both inter-class
sameness also intra - class divergence, hence solving the multiplicity and ambiguity
issues. Typically, the machine learning algorithms work with a fixed number of input
features (dimensions) for training and testing datasets. and GIST image features for
our Vehicle Detection Model System problem and constructed fixed length image fea-
ture vectors for every feature extraction technique. Our Vehicle DetectionModel System
model computes hog histograms forwindows, and then, concatenates histograms to build
histogram of oriented gradients feature descriptor vector. The simple concatenation pro-
vides the global features representation. We have divided the input images of the entire
dataset into a same number of windows for histogram of oriented gradients descriptor
to get fixed-size feature vector. The GIST procedure likewise concatenates the values to
build the vector with feature and yields a feature vector of the same size for every input
image regardless of the image resolution as discussed earlier. Hence, the global fea-
ture representation technique, concatenation, is a part of histogram of oriented gradients
and GIST algorithm. We need to apply explicit global feature representation technique
to build appearance feature vector that can represent the entire image included in the
exercise dataset and analysis dataset homogeneously with the similar dimensionality.

4 Bag of Features

The concept of Bag of Words originally came from research on text analysis. Bag of
words has been successfully used in document classification. The document/text is rep-
resented by a bag and important words are added into this bag without considering
grammar specifics or the orders of words. The words collected in the bag can be con-
sidered as features. The features’ frequency is used to train a classifier to predict the
outcome of new cases. The Bag of words concepts can be applied to computer vision
tasks in the same way. Since local image features can be considered as words abstract-
ing the contents of an image, it is conceivable to build a dictionary of the local image
features. A bag of visual words is a vector of frequencies of the visual (Fig. 2).

4.1 Algorithm

The pseudo code for the offline dictionary building step is given in
Pseudo-code representing the used dictionary generation.
Let I present the vehicle images included in training dataset with Nc number of

classes.
Where Ii denotes the training images belonging to class i in training dataset.
I = {I1, I2„„, INc}
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Fig. 2. Bag of features illustration

Image features are extracted from every jth image in Ii, and F represents all the
features of the training dataset F = Fij.

Algorithm 1: Building Dictionary

Step 1: Input: The set of images from all classes, I = {I1, I2„„,
INc},Dictionary Size SD
Step 2: Output: Dictionary D
Step 3: Initialize: F = {}
Step 4: Step 1: Collecting Local Features (SIFT OR SURF)
Step 5: for each class I £ [1; Nc]: do
Step 6: Initialize: Fi = {}
Step 7: for each image j £ [1; Ni]: do
Step 8: Fij ← Feature Extraction (Iij)
Step 9: Fi = Fi U Fij Fij is set of local features in image j
Step 10: end for
Step 11: F = F U Fi
Step 12: end for
Step 13: Step 2: Dictionary Building D ← Cluster (F, SD)

Algorithm 2: Histogram Creation for Global Feature Representation

Step 1: Input: An input Image I, Dictionary D, Dictionary Size SD
Step 2: Output: The computed BoW Histogram, H
Step 3: Initialize: H ← {0… 0}, where size of H = SD
Step 4: Step 1: Features Extraction (SIFT OR SURF)
Step 5: F ← Feature Extraction (I)
Step 6: Step 2: Histogram Creation
Step 7: for each feature f £ F: do
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Step 8: k ← identify cluster with minimum distance with the feature
f
Step 9: H(k) ← H(k) + 1
Step 10: end for
Step 11: Step 3: Histogram Normalization
Step 12: m ← max(H)
Step 13: for each element in H: do
Step 14: H(b) ← H(b)/m
Step 15: end for

5 Computation Time for Feature Extraction and Global Feature
Representation

The time for computation is significant factor aimed at every real-time application.
Since features must be calculated for any new input images in real-time, we evaluate
the detailed information on the computational time required for each step, starting with
extracting the histogram of oriented gradients and GIST image features. In case of
hog, we separate the picture into overlap-jointed blocks also the compute gradients
and construct a histogram aimed at all chunk. All the blocks’ histograms exist merely
chain with each one of other for descriptor an image feature vector. Similarly, in the
case of GIST, we convert the original image into a set of images with different scales
and orientations and compute the Gabor Transform for each image. The transformed
images are divided into grid of blocks and average is calculated for each block. Lastly,
simple concatenation of averaged values of grids is castoff towards build image feature
vector. The workings of histogram of oriented gradients besides GIST are discussed in
the measured computational periods aimed at GIST also hog be present in Table 1. The
block division configuration aimed at histogram of oriented gradients is given in second
column of the table. The whole interval essential intended for computation for each one
an design is render now sec for every hundred images. Such as we raise the numeral
of area, procedure interval get increase. The computational time for GIST is about 2
times compared to the largest histogram of oriented gradients configuration and about
4 times compared to smallest histogram of oriented gradients configuration used. The
exercise besides analysis datasets go through the similar procedure in event of histogram
of oriented gradients and GIST features; henceforth the computational period essential
remains the similar for exercise also analysis stages for together histogram of oriented
gradients besides GIST.
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Table 1. Computation time for HistogramOfOrientedGradients andGIST (seconds/100 images)

Method Configuration Feature
extraction

HOG 24 × 6 2.1

30 × 6 2.74

33 × 6 2.79

24 × 9 2.85

33 × 9 3.28

45 × 9 3.91

36 × 12 4.04

45 × 12 4.56

GIST 8.91

5.1 Results Using Random Forest

The Random Forest algorithm works on base of growing a collection of decision trees
named as the results using random forest. All decision trees are qualified through a unsys-
tematic selected subcategory of training data besides a randomly particular attributes
(features). During classification every decision tree in the random forest is traversed for
every input feature vector and each tree predicts the class of the input vector based on
its own configuration. Then the prediction results are combined, and an output class is
selected using majority voting (Fig. 3 and Table 2).

a) using features GIST (Holistic 
Representation of  Spatial Envelope)

b)using histogram of oriented gradients

features

Fig. 3. Recognition rate for–Vehicle Detection Model System using Random Forest
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Table 2. Vehicle Detection Model System testing time (seconds/100 images)

Configuration Trees
100

Trees
150

Trees
200

Trees
250

Trees
300

Trees
350

Feature
extraction

GIST 0.005 0.008 0.01 0.014 0.018 0.005 8.91

HOG 24 × 6 0.006 0.009 0.012 0.013 0.014 0.015 2.1

30 × 6 0.008 0.009 0.011 0.014 0.016 0.017 2.74

33 × 6 0.008 0.009 0.012 0.013 0.016 0.017 2.79

24 × 9 0.007 0.01 0.011 0.016 0.018 0.019 2.85

33 × 9 0.008 0.011 0.014 0.016 0.015 0.018 3.28

45 × 9 0.007 0.012 0.011 0.013 0.016 0.018 3.91

36 × 12 0.007 0.01 0.011 0.014 0.015 0.018 4.04

45 × 12 0.007 0.009 0.011 0.014 0.016 0.018 4.56

6 Conclusion

The focus of this paper is objects as vehicle recognition for Extraction of Region of
Interest also the feature extraction aimed at together exercise in addition analysis tasks.
Global feature used for presenting dissimilarity in exercise procedure than in analysis
procedure. Global feature representation segment also produce a framework intended for
images encoding structures dependent on method used. The discriminative capacity and
generalizability of the dictionary and processing speed of vehicle detectionmodel system
depend on the dictionary size; hence the performance of Bag of features vehicle detection
model system also depends on the dictionary size and algorithm for building Dictionary
proposed. More than one distinctive feature can be assigned to same visual word due
to smaller dictionary size hence results in reduce discriminative capabilities. A larger
dictionary loses the capability of generalization larger dictionaries tend to increase the
processing overhead and addmore penalties to noise.We analyze several dictionary sizes
with respect to their effect over Vehicle Detection Model System recognition rate and
processing speed in thiswork and also recognition rate used for dissimilarRandomForest
configurations are presented via dissimilar styled appearances intended for histogram of
oriented gradients, GIFT features.
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Abstract. Botnets are one of the major threats today and one of the main reasons
for this is its capability to hide in the network. It is not easy to detect Botmaster,
the one who controlled botnets from a far end. There are different technologies
and algorithms that are used for the detection of a botnet in a network. Some
of the prominent techniques are based on machine learning algorithms. Machine
learning have been proven in the past that they are the best in the business and also
the leading techniques to detect botnet. In order to implement machine learning
algorithms, the most important task is to analyze the dataset very well before
using it. Feature selection techniques help in doing this. With the help of different
feature selection techniques, we can find out the best criteria for the detection of
a botnet. In a particular dataset, there are different numbers and types of features
are present, and all these features don’t contribute equally to the detection of the
botnet. We need to find out the important features which will be more useful in
building a botnet detection model. Many algorithms have been used in the past
for botnet detection but most of them have used the different feature selection
methods for different datasets. In this paper, we will be covering different feature
selection methods and their analysis on the different botnets. Also, in the end, we
will be comparing all these techniques and giving the best for a particular botnet.

Keywords: Feature selection ·Machine learning · Botnet · SVM · K-means ·
Supervised learning

1 Introduction

A botnet can be explained as a collection of different types of threats that can be in
combination or individually damaged by any computer system. They are managed by a
botmaster who controls all the bots remotely through Command and Control (C & C).
Mainly botnets are divided into three parts: - Centralized, P2P and Hybrid botnet.

Centralized botnet is the one that is controlled remotely by a botmaster. All the
bot’s come under this category have only one botmaster and every time instructions are
coming from that one botmaster. At first, the botmaster infects a computer system and
then instructs that computer system using Command and Control technique to infect the
other systems to which it is connected. The computer systems which are connected to
the first infected computer also get the instructions from the botmaster who is instructing
the first infected computer. Figure 1 depicted the working of a centralized botnet.
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Fig. 1. Architecture of centralized botnet

P2P Botnet is the one which also works on the command and control technique but
in this type of botnet every time a new botmaster born, when a botmaster starts working,
it infected some computers and they all will get the command from the botmaster. The
architecture of P2P botnet is described in Fig. 2.

Fig. 2. Architecture of P2P botnet
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Other than these two, there is onemore architecture of botnet, which is also used a lot
these days,HybridArchitecture.HybridArchitecture of botnet is amixture of centralized
and P2P botnet. In this type of architecture, both centralized and P2P architecture is used
at any stage of infection. This complete underlying architecture is decided by the original
botmaster. Figure 3 depicts the architecture of Hybrid Botnet.

Fig. 3. Architecture of hybrid botnet

Data preprocessing is an essential task before applying any machine learning algo-
rithm and in that feature, the selection is the most important task [1]. We always need
to check the features of a dataset before using any machine learning algorithm because
if we escape this step it will lead to the curse of dimensionality [2]. There are different
types of feature selection algorithms depending on the use of classifiers. Some of them
rank features or give priority to each of the features. Searching is also used for select-
ing important features from a large pool of features in a dataset. Ensemble techniques
are also used for the feature selection which gives more accurate features in a dataset
[3]. Also, we need to know that every dataset has a different type of data and different
features therefore for every dataset there can be different feature selection algorithms
[4]. The focal point of highlight determination is to choose a subset of factors from the
information which can proficiently portray the information while decreasing impacts
from clamor or unimportant factors and still give great forecast results.

2 Related Work

Different methods have been used for the elimination of features from a set of features.
Lazzar et al. have presented Lot many methods are used for this like wrapper and filter
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method [5]. Yang et al. have proposed a new technique for the detection of the mobile
botnet in which they have used multi-level feature extraction [6]. Alejandre et al. have
presented a feature selection method based on Genetic Algorithm (GA) and C4.5 algo-
rithm to select the best features from the feature set [7]. Some researchers also proposed
a method to select features based on the traffic flow of the application layer(client) only
[7]. Venkatesh et al. abuse two bundle size-based features, namely normal bytes per par-
cel and change of bytes per parcel, to identify HTTP botnets [8]. Some researchers also
developed a new architecture Weasel which is completely encrypted. This architecture
shows the use of flow duration, TCP flags and a number of packets for the detection of
the botnet [9]. Mutual information-based information is also used for the selection of
features [10]. Mitra et al. have shown an algorithm that uses the maximal information
compression index between the value of feature pairs [11]. Fette et al. have presented a
technique that uses URL and Javascript for feature selection [12]. Sequential techniques
are also used for the feature selection. This algorithm uses the backtracking and optimal
group of features by using a step-optimal technique [13]. Fuzzy rule-based techniques
are also used for feature selection [14]. Some mainstream free criteria are separation
measures, data measures, reliance measures, and consistency measures [15]. Late work
right now centers around the steadiness records to be utilized for highlight choice, pre-
sentingmeasures dependent on Hamming separation [16]. Kalousis et al. present a broad
similar assessment of highlight choice steadiness over various high-dimensional datasets
[17]. Adriano et al. have presented tended to the serious issue where the uncooperative
conduct in a group of halves and half specialists are distinguished and proposed the
design of a decentralized screen to be inserted on the operators [18]. Sannasi Ganapa-
thy et al. have proposed another component determination calculation called Intelligent
Rule based Attribute Selection calculation and a novel order calculation named Intelli-
gent Rule-based Enhanced Multiclass Support Vector Machine [19]. Gupta et al. have
presented a Conditional random field-based feature selection method. In this method,
each of the layers is responsible for a particular type of attack. Therefore, the probability
of each feature will be calculated which will help in deciding the priority of a feature
[20]. Md. Monirul et al. proposed a method that finds the best set of features based on
sensitivity and selection algorithm [21]. A method named gradually feature removal has
been used for the selection of best features in a KDD dataset which slowly removes
less important features from a feature dataset [22]. Kwak et al. have proposed a method
which uses Parzen window for best feature selection [23]. Archibald R et al. creators
utilize the idea of RFE to infer a changed calculation for choosing highlights in hyper
unearthly image data. In the SVM-RFE strategy [24]. Xu Z King et have shown the cre-
ators utilize the most extreme edge guideline (SVM) utilizing complex regularization
issue advancement [25]. The authors also used cluster indicators for the selection of
features. In these different clusters are made of features and cluster which has less indi-
cator value has been removed. In the last, the cluster which remains will be used as the
subset of features [26]. Multicriteria combination calculation is created which utilizes
different component determination calculations to rank/score the highlights which are
joined to acquire a powerful subset dependent on consolidating numerous classifiers to
improve the precision [27]. The authors also propose separating the info highlights (in
view of their component extraction methods) to get various classifiers and consolidate
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the forecasts to acquire an official conclusion [28]. Highlight choice systems show that
more data isn’t in every case great in AI applications. We can apply various calculations
for the current information and with benchmark order execution esteems we can choose
a last element determination calculation. For the current application, an element choice
calculation can be chosen dependent on the accompanying contemplations: effortless-
ness, solidness, number of diminished highlights, characterization exactness, stockpiling
and computational prerequisites. By and large applying highlight choicewill consistently
give advantages, for example, giving understanding into the information, better classifier
model, improve speculation and distinguishing proof of unessential factors [4].

3 Dataset

Different datasets have been available which contain botnet and normal traffic. For
our research, we have used CTU-13 Czech Technical University dataset. It contains a
different type of botnet with normal traffic [29]. This dataset was captured in 2011. It
consists of thirteen states of different botnets. The state has been captured in a PCAP
file which is a network flow file. First, we need to convert this file into CSV file using
WireShark or any other packet capture software, as shown in Fig. 4.

Fig. 4. Converting PCAP file into CSV file

Out of thirteen states, we have selected neris botnet state which contains botnet and
normal traffic. A total of 11562 values have been used for the experiments. After convert-
ing the PCAP file into CSV file we have also done some data preprocessing and cleaning
which gave us the data on which we can apply different algorithms. Datasets have vari-
ous features namely Protocol, Source Address, Destination Address, Total packet, Total
Byte, Source Byte.

All these features are important but we need to find out the best feature subset for
the detection of botnet through this dataset.

4 Algorithms

Feature selection is always a vital task in machine learning classification algorithm. We
will also use some feature selection algorithm before applying any machine learning
algorithm. Below is the feature selection algorithm we will use in our analysis:

PCA: Principal Component Analysis (PCA) is a well-known dimensionality decrease
procedure utilized in Machine Learning applications. PCA consolidates data from an
enormous arrangement of factors into fewer factors by applying a type of change
onto them. The change is applied so that straightly related factors get changed into
uncorrelated factors.
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Univariate Selection: Factual tests can be utilized to choose those highlights that have
the most grounded association with the yield variable. The scikit-learn library gives the
Select KBest class that can be utilized with a suite of various factual tests to choose a
particular number of highlights. A wide range of measurable test examines be utilized
with this determination technique.

Recursive Feature Selection: This algorithm recursively evacuates highlights, assem-
bles a model utilizing the rest of the characteristics and ascertains model precision. RFE
can work out the blend of credits that add to the expectation on the objective variable
(or class).

Feature Importance: Sacked choice trees like Random Forest and Extra Trees can be
utilized to evaluate the significance of highlights.

Correlation Matrix: Connection states how the highlights are identified with one
another or the objective variable. Relationship can be certain (increment in one estima-
tion of highlight builds the estimation of the objective variable) or negative (increment in
one estimation of highlight diminishes the estimation of the objective variable) Heatmap
makes it simple to distinguishwhich highlights are generally identifiedwith the objective
variable, we will plot a heatmap of associated highlights utilizing the seaborn library.

5 Methodology

In our methodology, we will first examine all the feature selection algorithm and find
out the best subset of features. After that, we will apply all the classification algorithms
without using the feature selection algorithm. In the next step, we will apply all the
classification algorithm with the features which are extracted in the previous steps. We
will record all the results in the tables. A block-diagram for the methodology used is
shown in Fig. 5.

Fig. 5. Methodology

6 Experiment and Results

First, we apply feature selection algorithms and find out the best suitable feature subset
out of the complete feature set. We applied each of the feature selection algorithms one
by one and find out the result.
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PCA: Let’s start with Principle Component Analysis (PCA). As we know PCA gives
us the ranking of the features according to the variance. Table 1 gives the result after
applying PCA.

Table 1. Scores after applying PCA

S. No Feature Score (%)

1 Protocol 99.77

2 Source Address 20

3 Destination Address 9.76

4 Total Packet 2.12

5 Total Byte 0.62

6 Source Byte 0.025

Univariate Feature Selection: In this method we have selected three best features out
of the 7 available features (Table 2).

Table 2. Scores after applying Univariate Feature Selection.

S. No Features Score

1 Protocol 3255.02

2 Source Address 6.48

3 Destination Address 1680.05

4 Total Packet 1.04

5 Total Byte 5.77

6 Source Byte 5.79

Recursive Feature Selection: In this method gradually less, important features will be
removed on every step and we will get the best suitable features after the end of the
algorithm.We have selected 4 features subset from the available features. The algorithm
has given the results in the below format.

According to the above format we have made a table showing the scores of each
feature (Table 3).

Selected Features: [True True True True False False]
Feature Ranking: [1 1 1 1 3 2]
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Table 3. Ranking after applying Recursive Feature Selection

S. No Features Ranking

1 Protocol 1

2 Source Address 1

3 Destination Address 1

4 Total Packet 1

5 Total Byte 3

6 Source Byte 2

Feature Importance: In thismethod, a classifier like decision tree is used named “Extra
Classifier.” It estimates the important features from the feature set (Fig. 6).

Fig. 6. Feature importance score

Correlation Heat Map: This algorithm gives the result on the basis of mutual infor-
mation between features. This mutual information is termed as the correlation. The
algorithm will plot a Heat Map which will show this property between features.
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Table 4. Summarized Feature Subset after applying Feature Selection Algorithm

S. No Algorithm Feature subset

1 PCA Protocol, Source Address

2 Univariate Feature Selection Protocol, Destination Address and Source Byte

3 Recursive Feature Selection Protocol, Source Address, Destination Address, and
Total Packet

4 Feature Importance Protocol, Source Address and Destination Address

5 Correlation Heat Map Source Byte, Total Byte, Total Packet

Table 5. Shows the result of classification algorithm (without applying any of the feature selection
algorithm)

S. No Algorithm Accuracy_Score AUC Accuracy rate

1 Support Vector Machine 0.85 0.91 0.82

2 Logistic Regression 0.77 0.82 0.63

3 K-Nearest Neighbor 0.97 0.98 0.99

4 Decision Tree 0.80 0.85 0.95

After this step, we will apply a classification algorithm. First, we will apply the
classification algorithm without using any of the feature selection algorithms and then
with the entire above-mentioned feature selection algorithm (Tables 4 and 5).

After applying classification algorithms, we have got the results which are shown in
the Table 6.

Table 6. Shows the result after applying the feature selection algorithm

Classification
Algorithm/Feature
Selection

Support Vector
Machine

Logistic
Regression

KNN Decision Tree

AS AUC AR AS AUC AR AS AUC AR AS AUC AR

PCA 0.90 0.913 0.81 0.77 0.76 0.52 0.99 0.99 0.99 0.83 0.87 0.96

Univariate Feature
Selection

0.78 0.82 0.72 0.77 0.81 0.62 0.96 0.97 0.99 0.85 0.88 0.89

Recursive Feature
Selection

0.75 0.87 0.80 0.76 0.81 0.61 0.99 0.99 0.99 0.82 0.88 0.89

Feature
Importance

0.78 0.82 0.79 0.76 0.80 0.60 0.99 0.99 0.99 0.84 0.89 0.89

Correlation Heat
Map

0.76 0.71 0.73 0.77 0.68 0.36 0.98 0.98 0.99 0.77 0.50 0.99
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7 Conclusions and Future Work

Among all the features, Protocol is the one which is predicting the accurate result.
We can see this in the above tables that in Correlation Heat Map, when we remove
protocol, the accuracy of all the classification algorithms has been reduced. K-Nearest
Neighbor gives more accurate results than any other classification algorithm in all the
cases. Logistic Regression is not performing up to the mark on this dataset. Its accuracy
has improved when we use Univariate Feature Selection. Univariate Feature Selection
has been performed well with all the classification algorithms. SourceByte Feature has
been the one that is always reducing the accuracy of the algorithm. The accuracy of the
K-Nearest Neighbor has been increased by the feature selection algorithms. Our results
show that PCA and Univariate Feature Selection algorithms have performed better than
any other algorithms. K-Nearest Neighbor has been the best algorithm amongst all the
classification algorithms. In the future, we will combine a greater number of feature
selection algorithms for improving the accuracy. Also, the different number of botnets
can be combined to see which of the algorithms can performed better for this mix of
botnet. Ensemble algorithms can also be used for the analysis of feature selection and
detection of a botnet. More number of datasets can be used in the future for the analysis
of various feature selection algorithms.
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Abstract. Malware variants are expanding at a fast pace and detecting them is
a critical problem. According to surveys from McAfee, over 50% of the newly
recognized malware are variants of earlier ones. Huge amount of miscellaneous
malware variants compelled researchers to find a better model for detecting them.
In thiswork,we propose an extreme learningmachine trainedmodel (ELM-MVD)
formalware variants detection.We use the dataset comprising benign andmalware
executable names along with their features represented as a triplet of system calls.
Along with that, we demonstrate that features in the form of a triplet vector are
optimal while training a model. Feature reduction is done using an alternating
direction method of multipliers (ADMM) technique. Finally, training is done on
the ELM-MVD model and achieve 99.3% accuracy and 0.003 s detection speed.

Keywords: System calls · Malware variants detection · Extreme learning
machine · Alternating direction method of multipliers

1 Introduction

Today, we deal with the strenuous security threat, i.e. malware. People stop using the
traditional signature based malware detector, as they cannot detect evolved malware
variants. As per the survey by Symantec [1], over 50% of the newer malware cases are
the variants of the extant ones. In addition, the presence of malware leads to a lot of effort
required in testing and software validation [11, 14]. The huge amount of miscellaneous
malware variants compelled researchers to find a better model for detecting them. The
current malware detection system needs a client to send the unidentified application
sample to the cloud for verification. The detection system will disassemble or reverse
engineer the sample to get special category of info known as system calls, opcode along
with training a classifier. But the datasets that are available are obsolete now, so we need
to have a new dataset that will properly represent the behavior of recentmalware variants.
There are numerousmalware detectionmodels basedonConvolutionalNeuralNetworks,
Back-Propagation Neural Networks, Support Vector Machine, Logistic Regression, etc.
but lags in providing exact and quick detection.

© Springer Nature Singapore Pte Ltd. 2020
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To address the issue, we develop a new dataset using a tool, NITRSCT (NITR
system call tracer) [2], developed by us. The new dataset covers the behavior of the recent
malware variants, represented in the formof a triplet of system calls.We also demonstrate
that taking the value of n = 3 provides a better malware detection model despite taking
n e {1, 2, 4}. Features reduction is done with the assistance of the alternating direction
method of multipliers (ADMM) technique. Above indicated technique provides the
weight of the features and by analyzing them; We freeze the number of features that can
be used for training malware detectors.

The generalized radial basis function (GRBF) is specified in Eq. 1.

�(x; c, r, τ) = exp(−||x − c||τ/rτ) (1)

In Eq. 1, x is considered as a vector consisting of pattern’s coordinates of the con-
sidered dataset, c is the location parameter for deciding kernel positions; r is defined as
width, and τ is the real parameter. We train the ELM-MVDmodel using quick learning.
First, the parameters that are present in the basis function are determined. The center’s
initialization is done by incoherently choosing patterns in the training dataset. Thus, the
variables namely, r and τ are set accordingly whenever the center is initialized. After
training is completed, we use it for predicting whether the sample is malicious or benign.

We organize the remaining part of this paper in this fashion: Sect. 2 shortly char-
acterizes the related work. Section 3 introduces the mode adopted behind our proposed
architecture. Section 4 highlights the experimental results. Section 5 emphasizes the
comparison with related work. Section 6 emphasizes the threats to validity and Sect. 7
demonstrates the conclusions and future work.

2 Related Work

In this section, we take up some existing work related to our approach.

2.1 Malware Variants Detector

Researchers relied on machine learning to recognize malware variants. Cesare et al.
[3] suggested that searching common and uncommon sets among control flow graphs
would help in malware detection. Malware can be classified according to its family. So,
Fan et al. [4] often constructed subgraphs of API calls of same class malware binary
executable. However, the temporal flaws of reverse engineering make it tough to extract
API calls every time. Zhang et al. [5] extracted opcode and API calls feature from the
binary executable. They trained the Convolutional Neural Network (CNN) using opcode
extracted from binary executable while API calls were used to train Back-Propagation
Neural Network. The embedded features determined from the above process was used
for training and testing a feature-hybrid based malware variant detector. Zhang et al. [6]
built an opcode graph and topological features are extracted to detect malware attacking
Android operating system.Niall et al. [7] usedCNN for training themalware detector and
classification was done on Dalvik opcode sequences. When Dalvik opcode sequences
is longer, then the op-code embedding matrix used by them will not work. Stringhiniq
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[8] proposed malware detection technique on file delivery networks. A semi-supervised
Bayesian label distribution technique was used to distribute the file’s character. But,
delay in the propagation makes them prone to malware attacks as malware copies will
propagate much faster than the file’s reputation. Raff et al. [9] proposed byte (n = 2)
Gram matrix for representing binary executable and used CNN for the detection. Kang
et al. [10] had also used n-gram model for representing binary executable and used
Support Vector Machine (SVM) for detecting malware. Zhang et al. [19] suggested a
cost-conscious boosting technique for positive-unlabeled learning formalware detection.
But, they have used opcode representation, which is only the static analysis of the binary
executable.

2.2 System Call Based Detection

Maximum number of researchers are using system calls for malware detection. Rieck
et al. [12] automatically identified those malware’s classes, which are matched with
the identical sequential system calls. Then, the undiscovered malware are assigned to
the identified class. Xu et al. [13] represented system calls in the form of graphs and
used graph kernels for computing similarities amidst binary executable. Then, these
similarities value are fed into the SVM for classification. Kolbitsch et al. [15] built a
graph depicting the data flow amidst system calls and checked analogy among graph for
detecting malware. For system call technique to work, researchers captured system calls
done by the binary executable while they are running in the sandbox. But, it costs them
a lot of time in data preparation but malware’s detection’s accuracy is fine.

3 Methodology

In this section, we propose an extreme learning machine trained generalized radial basis
function neural network model for malware variants discovery. We confer the archi-
tecture of our proposed malware detection model in Fig. 1. It consists of three steps:
creation of dataset using NITRSCT, features reduction using an alternating direction
method of multipliers and classification using the ELM-MVD model. By performing
the above three steps, we can efficaciously detect malware variants. The description of
the above three steps are discussed below:

3.1 Creation of Dataset Using NITRSCT

We have collected benign binary executable from 10 hosts in offices, computer lab-
oratories, and isolated testbed for testing in real scenarios. The malware used for the
experimental purpose is collected from VirusTotal1 . Upon collecting system calls, we
convert them into the features, which can be used in the dataset. Features are extracted
from the list of system calls using n-gram technique. In n-gram model, we take ‘n’ con-
secutive system calls and consider it as a feature. We have considered three ML models
and compared their true positive rate (TPR) by fixing false positive rate (FPR) at 10−5.

1 https://www.virustotal.com/.

https://www.virustotal.com/
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Fig. 1. Proposed architecture of our approach

But, we have varied the length of n, representing the length of the system calls in each
feature. While selecting n = 1, TPR is 0.32, for n = 2, 0.85, for n = 3, it rises to 0.91
and it decreases to 0.81 whenever n = 4 is considered. From the above statistics, we can
infer that n = 3 will be optimal for the length of system calls in each feature. After the
features are generated, then the dataset2 is finalized. Lastly, we take the logarithm of the
features before training to reduce the differences between their values.

2 https://github.com/pushkarkishore/NITRSCT/blob/master/data1.rar.

https://github.com/pushkarkishore/NITRSCT/blob/master/data1.rar
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3.2 Features Reduction Using ADMM (Alternating Direction Method
of Multipliers)

The ADMM framework [16, 17] is used for solving convex problems. This framework
optimizes the optimization problem as given in Eq. 2.

min : ψ(β) + ϕ(z) such that Cβ + Dz = v (2)

where, ψ and ϕ are the cost-defining terms in the objective function, while β and z are
decision vectors.

First, we create an augmented Lagrangian using Eq. 3.

L(β, z, γ) = ψ(β) + ϕ(z) + γT(Cβ + Dz−v) + (0.5 ∗ ρ)‖Cβ + Dz−v‖2 (3)

where, γ is the Lagrangian vector, and ρ is a positive penalty. The iterative steps for
determining the value of {β, z, γ} is executed using Eq. 4–6 respectively.

βk+1 = arg min L
(
β, zk, γk

)
(4)

zk+1 = arg min L
(
βk+1, z, γk

)
(5)

γk+1 = γk + ρ(Cβk+1 + Dzk+1 − v) (6)

3.3 ELM-GRBF (Extreme Learning Machine–Generalized Radial Basis
Function)

In ELM-GRBF [18], we randomly set the centers of the GRBFs by searching patterns
in the training set. We fulfill two requirements here: (i) the smallest gap (dN) between
the distributions is mapped to the high value of the generalized radial basis function. (ii)
Similarly, the farthest gap (dF) between the distributions is mapped to the lower value.
The dN and dF is evaluated using Eq. 7 and 8 respectively.

dN = ((δ)2 ∗ k)1/2 (7)

where, δ is dimension’s small residual distance and k is the count of inputs being
considered.

dF = ∥∥Ci−Cj
∥∥ (8)

where, i and j are the adjoining hidden node to each other. The shape parameter, τ is
calculated using Eq. 9.

τ = [ln(ln(λ)/ ln(1 − λ))]/ ln(dF/dN) (9)

where, λ is the user-defined parameter.
The width of the GRBF, r, can be evaluated using Eq. 10.

r = dN/(− ln(1 − λ))1/τ = dF/(− ln(λ))1/τ (10)
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The hidden layer output matrix, H, of dimension (nxm) is estimated using Eq. 1. The
output weight, β′ is estimated with the help of Eq. 11.

β′ = H†T (11)

where, H† is the pseudo-inverse of H and T is evaluated using Eq. 12.

T = Hβ (12)

where, β= (β1, β2, …, βj)mxj and βj is the weight vector of the connection between
hidden node and the jth output node.

4 Experimental Results

We present the experiment to manifest the performance, efficiency and accuracy of
the proposed model. First, we present the experimental setup, and then we discuss the
performance of our model. We have also highlighted that our model performs much
better than other state-of-the-art approaches.

4.1 Setup, Dataset and Hyper-parameters

We carry out the experiment on the same system. The version of the processor is Intel
i5-3470@3.20GHz, the random accessmemory space is 16GB, and theOS isWindows
10. We have implemented our model using Python programming language in which it
does the matrix calculations using numpy package. The hyper-parameters, which are
fixed by us, have a greater impact on the effectiveness of the model. We present the
hyper-parameters used in our proposed model in Table 1.

Table 1. The hyper-parameters settings of our experiment

Detector Hyper-parameter Value

GenELMClassifier hidden_layer MLPRandomLayer (random_state = 0)

GenELMClassifier binarizer LabelBinarizer(−1, 1)

GenELMClassifier regressor None

Proposed model hidden_layer rbf_rhl (n_hidden = 100, random_state = 0, rbf_width
= 0.01)

4.2 Performance Analysis of Malware Detection

The parameters, which we use for performance analysis of our proposed model, are clas-
sification accuracy, detection false positive rate, detection true negative rate, detection
false negative rate, detection precision, detection recall, F1-score, training time cost and
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detection time cost. We compute the classification accuracy using Eq. 13. The recall
of the model is the true-positive rate tested using Eq. 14, where true positive (TP) is
the count of accurately classified binary malicious executables and false negative (FN)
implies binary malicious executables misclassified as the benign one. TNR is the true
negative rate tested using Eq. 15, where false positive (FP) is the number of binary benign
executables uncategorized as binary malicious executables and true negative (TN) is the
count of binary benign executables, which are accurately classified. FPR representing
false positive rate, FNR representing false negative rate, Precision representing malware
detector’s precision and F1-score (evaluated using precision and recall) are evaluated
using Eqs. 16–19, respectively.

accuracy = (TP + TN)/(TP + FN + TN + FP) (13)

TPR(Recall) = TP/(TP + FN) (14)

TNR = TN/(FP + TN) (15)

FPR = FP/(FP + TN) (16)

FNR = FN/(FN + TP) (17)

Precision = TP/(FP + TP) (18)

F1-score = (2 ∗ precision ∗ recall)/(precision + recall) (19)

The performance assessment of our model is presented in Table 2.

Table 2. The values of performance parameters of our model

Sl. No. Performance parameters Value

1 Accuracy (%) 99.3

2 Recall (%) 99.3

3 TNR (%) 99.4

4 FPR (%) 0.6

5 FNR (%) 0.7

6 Precision (%) 99.3

7 F1-score (%) 99.3

8 Detection time (s) 0.003

9 Training time (s) 160

The algorithms proposed above will work in an effective manner as the real world
malware variants detector are working. For the real-world similar dataset creation, we
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use malware samples from VirusTotal and benign ones from the real systems. Thus, the
metrics calculated above will retain its value even in the real-world malware variants
detector.

5 Comparison with Related Work

We have correlated the performance of our model with some contemporary state-of-the-
art approaches and summarized them in Table 3.

Table 3. Comparison of performance of our approach with recent state-of-the-art approaches

Method Accuracy
(%)

Precision
(%)

Recall
(%)

1-FPR
(%)

F1-score
(%)

Detection
time (s)

Training
time (s)

Logistic
[11]

77.5 98.6 55.8 99.2 69.6 0.007 14,633

Softmax
[11]

78.9 83.1 72.5 85.3 77.4 0.006 14,105

CNN [9] 86.2 91.1 80.1 92.2 85.2 0.053 93,534

SVM [10] 85 82.8 88 81.7 85.2 0.006 609

Our
approach

99.3 99.3 99.3 99.4 99.3 0.003 160

By correlating with the recent state-of-the-art approaches, we notice that our pro-
posed model substantially enhances the classification accuracy, the detector’s precision,
the recall, the (1-FPR), the F1-score and the training time while retaining the detec-
tion accuracy. Accuracy is remarkably higher making it useful for industrial malware
detection. Recall is 99.3%, which indicates that our proposed model correctly classifies
99.3% of the total relevant results. Considering the problem under consideration, we
give higher emphasis to either precision or recall. Generally, we use a simplified metric,
F1-score that is the harmonic mean of precision and recall. The value of F1-score from
our approach is 99.3%. Specificity is another term for “1-FPR”, which shows that binary
benign executables being labeled benign is 99.4%. Its lower value will only block the
binary benign executables, thus we consider it as an auxiliary parameter. Comparing
with the above stated parameters, we observe that our proposed model is more suitable
for malware detection.

6 Threats to Validity

For techniques to work with system calls, we need to capture the system calls called by
the process during their execution on the sandbox. Therefore, collection of system calls
is very tough and costlier process in terms of resources.Modernmalware variants tend to
hide their malicious behavior whenever they suspect that sandbox is present. Our model
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can eliminate this issue to some level. We analyze each act of malware inactiveness or
sleepy behavior by making sandbox dynamically changing its time settings to deceive
malware and stimulate its execution. The dataset, which is considered, has 0% incorrectly
labeled data. However, we should analyze our model whenever the dataset will contain
incorrectly labeled data.

7 Conclusions and Future Work

In this paper, we design an ELM trained model for malware variants detection (ELM-
MVD). We have demonstrated that a vector of three consecutive system calls, when
considered as a feature in datasetwill be optimal formalware detectors. Feature reduction
is done using alternating direction method of multipliers (ADMM). The experimental
analyzed data obtained through rigorous testing convey that ourmalware detectionmodel
achieves 99.3% accuracy, while the other techniques achieve up to amaximum of 86.2%.

In the future, we can improve the cost of dataset creation and can detect newer
sandbox-evading malware by enhancing the features of the sandboxes. We can consider
a static analysis of the binary executable like API calls, opcode, etc. and design an
ensemble detector to improve malware detection accuracy.
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Abstract. This paper-based on real-time security and surveillance because today
public security problems raised widespread concern. So due to the security issue,
it can use the different types of biometrics for security and surveillance and hence
facial recognition has important applications in thefield of biometric andnumerous
systems related to security and surveillance. Many methods familiarized in this
field, but some problems remain not recognized because that system is only used
as a biometric in small scales, but in this paper, we focus on the live security of all
public and private places and multiples uses. For this real-time security used the
IP CCTV cameras for surveillance purposes for this need the image as a sample
of a person for model training and basic details of the person who lives inside
the city. Whenever need surveillance for any suspicious person or place inside the
city. Then we can find out his/her present location, and all incident is monitor by
IP CCTV Cameras. This all incident update in the centralized system so that we
can find the live location of the particular person anytime and anywhere within
the city. This security system has many applications in real life like crime control,
terrorist alert, smart society, airport security, university campus and surveillance of
public places. In the future, all the data collected from “The Unique Identification
Authority of India” (UIDAI).

Keywords: Local binary pattern histogram (LBPH) · Haar-cascade detection ·
Computer vision · Image processing · Video surveillance · Smart security

1 Introduction

At present public security issues increased widespread concern so that due to security
issues they can use the different types of biometric for security and the surveillance
purpose because real-time security issue remains to increase due to the happening of
various suspicious activity in the public and private places. And the security issue is a
major problem in our society because lots of crimes happen every day like murder, kid-
napping, chain snatching, rapes, and loitering, etc. And real-time security requirements
play an important role in our society. Because day by day, a security issue may affect
everybody lives, and many techniques are familiarized in these regards, and the face
recognition plays an important role to solve this issue so that the facial recognition has
important application in the field of biometric and numerous systems related to security
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and surveillance here video surveillance plays a significant task in public security, and it
is broadly used for supervising public incidents for wide-ranging an increasing number,
of the surveillance IP CCTV (Closed-Circuit Television) cameras for being deployed
in public areas example airports, railways stations, university campus, bank, shopping
complex, and urban roads, etc. Mostly video surveillance system is used for a specific
task like pedestrian recognition rather than entertainment purpose so the quality of IP
Cameras is high resolution like 4K (3840*2160) are used in real scenarios. With the
evolution in time, there is an extreme growth in the fields of technology which is helpful
for smart society, and the smart people have the aim to minimize the human to machine
interference, and this knowledge is very helpful for security requirements. In the future,
it is not easy to collect the data from the individual persons, so that we can collect the
data from “The Unique Identification Authority of India” (UIDAI).

2 Literature Review

For security purposes, we design the smart security system by using face recognition
and the proposed model which provides security and surveillance with the help of facial
recognition. Videos Surveillance has become a hot research field due to growth in a
typical security issue. The identification and verification of a person’s face is a useful
method tomitigate security risk [1]. For this purpose, face recognition plays an important
role and become an attractive field in computer-based application development in the
past few decades. To identify a face, we extract the feature from the face. For this,
there are three main tactics for feature extraction, appearance-based method, model-
based method, and hybrid-based method as feature extraction are used [6]. In this paper,
we can use the IP CCTV Cameras with high resolution to record all the incidents and
moments within the city. But the same time problem is how can store the huge quantity
of video data being generated each day for this some author use the VQA (Video quality
assessment) for video compression [2]. It helps shrink video, size however it is at the
same time harmful to the video quality. In this research paper, we focused on face
recognition, and face recognition is growing as the most important research fields for
the reason that of the comprehensive choice of application in the domains of commercial
and law enforcement [11]. For this prospect first, we need to record all incidents in CCTV
cameras. For face recognition first of we need to capture all the incidents or moments of
the public place where we deployed the CCTV Cameras.

There are some steps for the face recognition process, and thefirst steps aremovement
recognition and position, and the rest of the steps depends especially on facial detec-
tion and recognition. In Videos, recognition, and localization of moving human face is
completed through background subtraction models. More information can be brought
into being in a study on background modeling [7]. In the background, subtraction has
many restrictions, such as films with the terrible signal-to-noise ratio caused by low-
resolution cameras, blur caused by jittering movement in the camera optic, surrounding
environment noise, compression artifact [8].Machine learning plays an important role in
training the model and image processing help to extract information from digital images
[9], to help multimodal mean live video streaming background modeling techniques.
In facial recognition, most of the feed-forwards techniques for face recognition varies
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on skin color data [10]. Skin color pixels have value lies in between the ranges of 0.37
< r < 0.458 and 0.275 < g < 0.365. Before the face recognition, we can compare
the face of the person to the existing sample collected inside the database. Human face
recognition is an interesting area for the security perspective and challenging task in a
real-time application for this researcher focus on a neural network to increase accuracy
but in this research paper use the local binary pattern histogram (LBPH) for improving
accuracy even using the traditional method. And face recognition is the latest field to
solve the security issue. In this advance society popularity of security cameras in public
areas is increasing and the reason behind this is fast and accurate [25] and no human
involvement it detects automatically and it is used in a real-time scenario and at a time
multiple faces detected. Here the face and facial features play important aspect for public
security, which use in human-computer communication which is used to trace the face
of the particular person and hence we can avoid the traditional security like fingerprints
scanner, smart card, and password-based biometry which is easily hacked by profes-
sional hacker [14], but the face feature cannot hack easily. It is realistic and accurate
for the market trends and hence the popularity of face recognition increases day by day.
Since security is a significant issue for our society because today we are living in the
digital world, where everything available digitally which is easily stealing by the person
[23] so people authentication is necessary for a computer-based system. We can also
monitor the visitor of an organization using the face feature, where we can verify the
person before entering into the organization because these entering the building illegally
like military headquarter, government building for a certain purpose [19], like stealing
the organization assets or they are a spy of any country. For this purpose, we can use the
video surveillance in the modern cities, because in this city there are lots of emergencies
come any time so that to deal with these critical situations and hence to handle these
emergencies we can monitor these cities by a camera with an intelligent system which
monitor all the cities and give the emergency notification alarm in a critical situation
[16], some common example like 26/11 Mumbai terror attack and 2015 in Paris where
129 people killed by a terrorist. Video surveillance also helps for the weapons detection
and protect the civilians from the terrorist threats [24], which is an increase from last few
decades which is a big issue for our cities and hence fast weapons detection technique is
used for safety purpose with the help of ultrawideband radar. For this system compare
the live face of the person to the sample present inside the database of the system, for

Pre-processing 
and Face 
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Face 
Recognition

Fig. 1. The process of face recognition
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this There are two types of comparison in facial recognition (1) Face Verification and
(2) Face Identification (Fig. 1).

3 Methodology and Experiments

In this design, we can purpose a model that is used for security and surveillance where
we can use Computer vision, Image processing, and machine learning. This all used to
make an intelligent system that is helpful for the face recognition of a person whose data
already present in the database.

Face detection: Face detection is used to deal with the image and it is used to training
the database with the help of a haar cascade algorithm.
Face extractor: Face extractor is used to training the model, haar feature, and cascade
classifier.

Real-time training                      Real-time testing
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Fig. 2. Purposed model surveillance face recognition
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Face recognition: Face recognition is the set of two tasks in real-time (1) Face
identification and (2) Face verification (Fig. 2).

A. Computer vision: The computer vision aims to write down the computer programs
that can interpret images and obtain information about the image. For the security
perspective, we seek to automate the tasks that the human visual system can do. For
training the model capture images for frontal face detection (Fig. 3).

Fig. 3. Capture images for training

B. Image processing: After capturing the images with the help of computer vision our
job is to extract information from digital images and videos, for this purpose, we
can use image processing. Basically, in image processing, we can perform some
operation on digital images to enhance and extract some information regarding
that image, after that when a sample is collected. The collected sample BGR (Blue,
Green, and Red), colored then all the sample dataset can be converted into grayscale.
We require converting into grayscale is reducing complexity from 3D pixel value to
(BGR) to a 1D value. The luminance of a pixel value of a grayscale image from 0 to
255. The conversion of a color image into a grayscale image is converting the BGR
values (24 bit) into grayscale value (8 bit). After converting, grayscale we crop all
the images for better recognition.

C. Machine learning: Machine learning methods based on an artificial neural network
representing learning. Here machine learning is used to make the intelligent system.
Because the IP CCTV cameras only record the video which is not used for real-
time security, hence we cannot take the action at a time of crime scene and police
officers follow the traditional method to see the recorded video, and after that, they
take action. Which too lengthy process because of crimes happen every day all over
the world. Millions of people travel every day from point A to point B by public
transport. It is difficult to secure with the help of recorded videos, and hence the
real-time surveillance is needed for smart society, and face recognition plays an
important role in security and surveillance.

Training: Take samples of images for training images generated by the algorithm using
“haarcascade_frontalface_defaults.xml” from Haar Cascades, so histograms are the
same as a sample of images. Crops the images to 250*250 pixels values, and reduce
the BGR images to Grayscales with 8bits per pixels. During testing, the algorithm again
creates a histogram from the test image, and it compares that with the training histograms
to try to get a match. All incidents recorded by the CCTV cameras regularly, but cameras
cannot prevent the crime. But the security person monitors the CCTV cameras, and it is
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not possible to check all by the naked eye in real-time. In the future, we make a separate
dangerous situation from the loaded video footage using behavior patterns and move-
ment analysis. We design a system that senses the timely warning situation is escalated
or out of control situation. In which we can recognize those situations in which people
need help (Fig. 4).

Fig. 4. The proposed live location of the persons

With the help of an intelligent. The surveillance system, we can stop the violence
and attack, before doing this, but here we can train the data (collected sample) for facial
recognition purposes. Whenever the person recognizes by the camera easily identified
with the 90% accuracy in the future we can increase the accuracy from 90 to 100%. In
this way, we can recognize the people with the help of facial recognition. After training
the model we can start to predict the face of the model is confident more than 90% then
recognize the face otherwise send the notification to the security police officer. After
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completing all the processes, now we can verify either it is the person whose data and
basic details present in the database or not. If the data is not present in the database then
we take the sample and basic details of the particular person. In this way, we can design
a biometric for security and surveillance purpose. For this purpose, it is necessary to
collect the basic details like name, age, sex, contact number, and samples of images of
every person with different poses. When the all detail and sample is collected, of every
person who lives in the city, after collecting the basic details we make the IDs of every
person in the city. And these IDs helps us find the persons and also find the present place
of every person who can live in the city and his/her moment inside the city, basically in
this way surveillance all incidents of the particular person within the city. This idea also
works for the country on a large scale to fulfill security requirements. To and find the
present place of the people as well as all the moment in a real-time scenario. And this
helps to make the smart society and smart public surveillance system. For this, purposes
we can deploy all city with the IPCCTV cameras, with a high resolution like 4K cameras
that are making a start to be used in real-time. The resolution is high and the frame rate
is 25 fps. The cameras have a high resolution because the movement of the person is
fast and at the same time multiple numbers of faces, is recognized in one camera. But
before this making the IDs of every individual, and we can deploy the cameras and
every place inside the city. So that we can monitor all the public incident on the public
places for public security. And we can surveillance the society from internal threats like
kidnapping, loitering, rape, murder, and chain snatching, etc. This surveillance system
is also deployed on the border area to control the cross -border terrorism attacks and
refugees who cross the border. From one country to another country for employment
and crime purpose.

We can also deploy this security system to airports for the people to visit in the
country.Herewe can launch the INDIAVISIT (IndiaVisit and immigrant status indicator
technology) the main aim of this how many foreigners travels gaining to India. Because
a lot of foreigners visit India every day, and we cannot surveillance the people who come
to India and leave India and sometimes the visa is expired, but they cannot leave the
country and it is the crime. In this way we can notify foreigners before their visa, is
expired we send the notification to leave the country in this way we can surveillance the
refugee, as well as the people, visit for tourism purposes in the country. But the problem
is that face recognition using the Biometric identification is the long-lasting process
and the accuracy of the results. In this paper, we purposed the solution for an earlier
face recognition process with accurate results. In this security, an enormous amount of
surveillance videos are shots every day and most of them are inspected by people such
as police officers or security personals then these people view surveillance videos. they
are performing a certain task such as face recognition which performing these tasks
they make the subjective evolution of the video quality, for example, they can easily
identify the person in a video. But the problem is that how can store the huge amount
of video data being generated daily it’s a big problem for this some authors are using
the compression techniques to compress the video to minimize the storage [2]. But it
is not beneficial for accurate recognition because the accuracy is decreased When we
compare the compressed or distorted face images with the uncompressed or undistorted
than it is understandable that the compressed face will become more unnatural, as the
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compression level increase image quality is decreased, to solve this problem we can
use the Hadoop, concept. Because here the storage (Big data) is the problem and the
Hadoop are the solve these problems. The process in which we can find the live location
of the person who moves anywhere in the city first IP CCTV cameras finds the location
with the help of IP address of the cameras which locate in the particular areas and put
the live location of the person in the centralized system which access by the security
officer anywhere and anytime. After that when the next time we want to find the live
location of the same person then we find in the next cameras which are situated nearly
from the previous cameras, and these cameras recognize the person and again update
his/her present location in the centralized system and this process going on and update
all incident of the person with time. This helps us to make a smart surveillance system
for our society as well as public places in the city.

4 Results and Discussions

For the face recognition purpose samples of images is needed for the further process
so that we need the image of every person who lives inside the city this is done by
webcam device and stored in the database, after that whenever any person comes in
front of IP CCTV Cameras then device compares the person face with the existing face
data already present inside the database and then saved in the database. The purposed
system gets through the values of estimate and score comparison with a face classifier to
test an image. If the approved person is obtained from the database, the present image is
identical to the existing data. If a match is not obtained in the database, then the device
is locked face of the person and send the notification to the security officer policeman.
Besides, the data of an unauthorized personmodel will be added to the database. For this,
a purpose we can use some tools to capture the images as well as background operation
in the images collected in the database.Whenever the new face images taken by webcam
devices are compared with image information in the database. The proposed effort is
appropriate for offline and real-time environments. The proposed real-time dataset has
an improved system. The results of our work are comparable with an approach by some
authors, although deep learning-based convolutional neural networks (CNN) have shown
better results those techniques are computational very inefficient. Finally, our objective
is the work was low cost and better result. For this, we can use Python 3.7.1 in anaconda
2019, jupyter notebook, and some libraries like OpenCV 4.2.0.32 and Numpy 1.14.5
version (Figs. 5, 6 and Table 1).
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Fig. 5. Face recognition

Fig. 6. (a) Accuracy of confidence plot. (b) Accuracy of not confidence plot

Table 1. Evaluation of face recognition

Accuracy Percentage

Highest 93.67%

Average 89.27%
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5 Application of Surveillance System Using Face Recognition

At present, the biometric-based security system has been significantly increased, espe-
cially in face recognition. Thus, face recognition application is a powerful way to per-
fectly and robustly give individual security such as with a smart society, smart home,
smart card, smart campus, smart airports, law enforcement, public surveillance, or for
entertainment.

Smart cards: Nowadays banking is the priority in daily life and a lot of people use
the smart card for the money transaction. A lot of time we can forget ATM (automated
teller machine) can we cannot proceed for a transaction for this we can use the facial
recognition for the transaction of money when we haven’t ATMor when the ATM is lost.
The process in which we can find the live location of the person who moves anywhere
in the city first IP CCTV cameras find a location with the help of the IP address of the
cameras which locate in the particular areas and put in the centralized system which is
accessible by the security police officer anywhere and anytime. After that when the next
time we want to find the present location of the same person then another cameras which
are situated near the previous cameras recognize the person and update the live location
of the same person and update the location of the person in the centralized system and
this process going on and update the present location of the person in the centralized
system to access anyone from anywhere with the help of IP address. This helps us to
make a smart surveillance system for our society as well as public places in a particular
city.

6 Conclusions

The accuracy of the algorithm is exceptionally important, which showings that the LBPH
classifier is an effective and exact face recognizer. The algorithm can provide access con-
trol throughout dissimilar lighting conditions (during day and night) because of the Haar
Cascade frontal face profile. Here surrounding environment also affects the face recog-
nition process because at different light conditions percentage of face recognition varies
and result in change according to the different lighting condition. Although the shapes
are just for frontal faces, it can detect correctly for slight head tilts (about 17–22°) and
at 250 cm distance from the IP CCTV Cameras. The facial recognition method with
haar cascade and LBPH (local Binary pattern histogram) method can enhance facial
recognition with more than one face with accurateness up to 93.83%. The result varies
between lighting conditions and the quality of the IP CCTV Cameras used. For better
recognition with more confidence, the equipment or environment (IP CCTV Cameras
and the room light/natural light) should be better quality. And the security and surveil-
lance problems are resolved by this biometric system it provides real-time security.
Facial images captured in a video streaming surveillance environment characteristically
suffer from very poor quality. Besides because of the features of cameras, uncontrolled
capturing surroundings may lead to ambient variations, such as lighting changes, face
pose, light shadowing, and body or face motion blur. Consequently, the feature of facial
captures using video surveillance cameras can influence the performance and efficiency
of video-based facial recognition. We projected a video surveillance system that uses
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LBPHcharacteristics and theHaarCasdae classifier. The successful implementation uses
facial images and the proposed model was established under the exceptionally various
condition and it performed efficiently and correctly.

Future work: In the future, the system may be extended on some bigger datasets
using deep learning methods, such as convolution neural networks. (1) we can extend
this biometric-based system for security and surveillance purposes for thewhole country.
(2) in the future, we can recognize the person with the help of Iris recognition, Voice
recognition, and Retina scan. (3) In the future, we make a separate dangerous situation
from the loaded video footage using behavior patterns andmovement analysis.Wedesign
a system that senses the timely warning situation is escalated or out of control situation.
In which we can recognize those situations in which people need help. With the help
of an intelligent surveillance system, we can stop the violence and attack, before doing.
(4) we can be deployed at the border for cross border terrorism and refugee (5) We can
also deploy this security system to airports for the people to visit in the country. Here
we can launch the INDIA VISIT (India Visit and immigrant status indicator technology)
the main aim of this how many foreigners travels gaining to India.
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Abstract. Nowadays, cloud computing services and applications have created
plenty of storage space to meet the demand and the utility for human life. How-
ever, these cloud services face serious security challenges against various attacks.
Cloud computing services rely primarily on confidential data generated by devices
connected to cloud account-specific personal information. These devices typically
use security in an ID-based encryption scheme. The Identity-Encryption Tech-
nique (IDET) technique is an essential public cryptosystem that uses a user’s
identity information email or IP address. IDET uses signature authentication used
in public-key encryption or public key infrastructure (PKI) instead of digital keys.
The PKI uses a password for public key infrastructure (PKI) authentication. In con-
trast, the proposed model, an ID-based Block-chain Authority (IDBA) no need
to maintain hash for authentication. Getting rid of Key management issues and
avoiding a secure channel at the key exchange point is a functional problem.

Keywords: Block chain · ID based Encryption · Internet of Medical Things ·
Security · Privacy · and Public-Key Infrastructure

1 Introduction

Blockchain is a huge asset that demands cost-effective and sophisticated IT technology
for better high level security. Cloud computing provides a stable, error-prone, and scal-
able environment for blockchain distribution management systems. The advantages of
cloud storage include data cost, flexibility, access control, data reliability, scalability.
Because of these features, each company moves its data to the cloud and uses the stor-
age services provided by the cloud provider. The blockchain provides services as data
security, data integrity, account or service traffic hijacking, insecure application pro-
gramming interface (API), service denial (DOS). Malicious insiders, misuse of cloud
services, shared technologies, and threats all affect adequate data security. Therefore, it is
imperative to protect data from unauthorized access, alteration, or rejection of services.
Proof of Ownership (PO) contains useful information such as data provider identifica-
tion number (ID), data provider name, file upload date, and time. It used to identify the
person with data in the uploaded block file. Cloud. It shows the source of the data file,
and the person who downloads the data file can know the resource person who created
it.
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The various cryptographic schemes used for cryptography are ABE (Attribute-Based
Encryption Standard) as Scheme 1, AES (Advanced Encryption Standard) as Scheme 2,
ABE Scheme 3, and AES Hybrid. Moreover, a specific algorithm in the form of BCDS
(blockchain-based cloud data security). It adds additional security to the data collected
by Scheme 4 end users. The BCDS algorithm provides security through the cloud key
and the session key through two different keys created by the cloud service provider
(CSP). The BCDS algorithm consists of three different key lengths: 128 bits, 256 bits,
and 512 bits. The length of the blockchain third party key (BTPK) and the session key
are generated randomly in the cryptographic process. The BTPK is encrypted using the
CSP session key, and the encrypted BTPK and session key sent to the data provided
upon request. The data provider decrypts the session key with the BTPK and encrypts
the data file using the decrypted BTPK. To decrypt the file, the data user must send a
request to the CSP to receive the decryption key. The CSP sends the encrypted BTPK
and the session key only if the data user is an authenticated and authorized data user. This
technology reduces the number of unauthorized users in the blockchain cloud to reduces
the maximum number of attacks in the cloud environment, such as a combination attack,
brute force attack, and structured query language (SQL) injection attack. Cloud comput-
ing has many applications, allowing access to expensive applications and reducing the
cost of installing and running computers and software. Users can place data anywhere.
The Internet says that all users need to join the system. Cloud computing began as a
tool for personal computing but is now widely used to access software online and online
storage without worrying about infrastructure costs and processing power. Organiza-
tions can shut down and access their information technology (IT) infrastructure in the
cloud. In addition to private companies moving to cloud computing, the government is
moving its IT infrastructure to the cloud. The blockchain contains digital data from a
variety of digital sources, including sensors, scanners, numerical modeling, video and
mobile phones, digitizers, the Internet, email, and social networks. Cloud computing
is an Internet-based innovation that simplifies various types of administration over the
Internet, such as software, hardware, data storage, frameworks, and more. Cloud com-
puting networks, virtualization, operating systems, and resources pose many security
concerns. Scheduling, transaction management, load balancing, concurrent control, and
memory management.

It allows for additional data storage and secure storage of reinforcement media.
Cloud computing is an attractive hub for cybercrime. Cloud providers are required to
ensure adequate security measures to prevent cybercrime. Many security issues arise
when deploying these operators to the cloud. Cloud computing is a combination of
blockchain. Blockchain gives users the ability to use Commodity Computing to process
queries distributed across multiple datasets and to return the set promptly.

Due to the attractive features of security in blockchain cloud computing, blockchain
becomes a useful and mainstream business model of cloud computing. In addition to the
benefits at hand, the inclusion of previous components can lead to real cloud-specific
security issues. Security is public security in the cloud, and users are delaying their
transactions through the cloud. Security issues have hindered the improvement and
widespread use of cloud computing. Understanding the security and security of oppor-
tunities in cloud computing, creating robust solutions is essential to its well-being. Cloud
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enables customers to switch from startups, reduce operating costs, and quickly access
services and infrastructure resources when needed. In advertising and business, most
industries use blockchain, but the basic features of security do not apply. If there is a
security breach in the blockchain, it already has serious legal consequences and damages
In many organizations, blockchain deployment is desirable and is useful for fraud detec-
tion. BigData-style analytics needs to address the challenge of detecting and preventing
advanced threats andmalicious intruders. Security challenges in a cloud computing envi-
ronment categorized into network status, user authentication level, data level, and joint
problems.

1.1 Cloud Computing Services

The cloud computing service feature provides an open standard for distributed service-
oriented architecture. Cloud computing services use many XML-based technologies
to convert diagnostic data into standard data and diagnostics databases, such as Sim-
ple Object Access Protocol (SOAP), Universal Description, Discovery, and Integration
(UDDI). These basic standards used in cloud computing services. Figure 1 shows the
process of cloud computing services.

Fig. 1. Cloud service.

1.2 Introduction of the IDBA

Common classification challenges include the use of traditional security devices and
various technologies. The data service for our outsourcing security provides access to
our computing data. However, it requires verification to ensure that it is only accessible
to authorized users. When users use the cloud environment, users rely on outsiders to
make decisions about the data. Cloud suppliers must have adequate tools to prevent the
use of customer data, which cannot be corrected. In all cases, any specific method may
not completely prevent cloud suppliers from misrepresenting customer data. So a spe-
cific non-technical integration is required to achieve this. Customers need considerable
confidence in their suppliers’ specific skills and financial capabilities. The data encryp-
tion used to ensure access to the cloud and to ensure data security and seamless fighting.
However, encoding increases integrity for traditional data usage services, for example,
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with simple text catchphrases on printed data or Planet data queries. Cloud computing is
an industry where technology is proving to be a strategy for achieving cost and produc-
tivity transactions. It can make the wrong decision before it starts. Mature. Enterprise
cloud security needs to carefully reviewed, security issues to reviewed, and plans made
before implementing the technology. Researchers suggest establishing feasible plans for
improved governance cooperation to address security issues and concerns successfully.
The authors believe that switching to cloud computing is deliberate and gradual over
time.

Structural diagrams of multi-level security systems using multi-level ABE and AES
algorithms. The goal is to use cloud logic cryptographic techniques to protect sensitive
data in the cloud and to develop a multi-level architecture that provides data protection
in the cloud environment. Four levels of data security ensured by implementing various
security services such as authentication, cryptography, and decryption. Only legitimate
users are allowed access to cloud data. This security system has four steps to store data
in a massive data cluster. Data providers and data users can enter their details on the
registration form. Data providers and data users are allowed to login after registering
on the system. Logging into the Cloud Service Provider (CSP) system is standardized.
The CSP authorizes those credentials with those credentials and assigns encryption keys
to authorized data providers. The second level of energy is defense. Only authorized
persons are authorized to encrypt and upload data files. After authentication, the data
file is encrypted using the hybrid ABE and AES algorithm and uploaded to the cloud.

Data cryptography is the third level of security. Only authorized persons are autho-
rized to use the encrypted data stored. As the fourth step of security, authorized users
request a decryption key and a one-time password (OTP) from the CSP when download-
ing data. The random number generated by the CSP is the mobile number of data sent
or used to their email ID. After the OTP check, the appropriate algorithm can download
and decrypt the data file using the standard key. After decryption, the user can view the
data file which encryption of uploaded data files and encryption of downloaded data
files. The data files are encrypted using hybridized attribute-based encryption (ABE)
and advanced encryption standard (AES) algorithms. Upload data files from authorized
data providers to cloud servers.

ABE is the philosophy of public-key cryptography, which enables users to encrypt
and decrypt messages based on user attributes. ABE Project includes visualization,
sender, and receiver and generates keys to encrypt or decrypt data from the sender and
user. In this project, the Authority creates the keys to the properties; the Cryptographic
Authority created these features of the Public Key (PK) and BTPK (MK). Hybrid AEB
and AES Algorithm-Based Encryption (ABE) is a type of asymmetric cryptography
that provides privacy to IT and security through the interplay of user features in the
system. ABE systems typically include cloud service providers, data providers, and data
users. CSP authenticates data providers, generates public and private keys of data users,
and assigns keys to data providers and data users. The system policy created between
the user attributes, which adds privacy to the system’s authorized users. This project
uses Ciphertext-Policy ABE (CPEB), where the data provider embeds the data access
policy into the cipher and associates the data user attributes with its private key. The
term cryptography refers to converting real data into the human-unreadable form, in
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decryption, is the conversion of encoded data into readable form. Only an authorized
person can decode the source data by encrypting the data. So data privacy is achieved
through cryptography.

Attribute-based cryptography usually has encryption features, including no complete
data. The AES ABE with 128-bit keys used. Secret or secret key ciphers use the same
key for encryption and decryption, so each sender and receiver must use the same secret
key. After the ABE algorithm implemented, the AES executed. ABE uses a step to define
identity derived from a set of attributes, for example, characters and messages encrypted
using AES. Once the data file is encrypted, it uploaded to the cloud. Any request to read
the data processed after the end-user decrypts it and reads the data from the requesting
application.Works on a wide range of hardware and software platforms. It includes 8-bit
and 64-bit platforms. It requires less memory to execute, making it more suitable for
forest-space environments. This structure has the advantage of benefiting from teaching
level equivalents.

IDBA is a new technology that makes it easy to design, implement, and manage
health systems [2, 15]. IDBA provides user-health information and support functions to
overcome network latency. IDBA can implement more logic and error-tolerant methods
to meet customer needs (Fig. 2).

MEDICAL 
APPLICATION Cloud 

Service

Cloud 
Service

IDBA

Fig. 2. IDBA and network load distribution

(B) Network latency exceeded
IDBANetwork latency reduces robots (software automation). An example of a real-time
system that responds to real-time situations. So latency is not acceptable. IDBA provides
a solution; The IDBA sends all the information stored in it, and the IDBA acts as the
destination controller so that all the information can be accessed directly from the IDBA
(Fig. 3).

2 Preliminaries

2.1 Cloud Computing Services and Blockchain Security

Smart cities, smart grids, e-elites, and the industry rely through different devices across
various modern-day population across roads, communities, and homes. The cloud data
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Fig. 3. IDBA and disconnected jobs

through based on their characteristics of user weather conditions, vehicle speed, traffic
conditions, location, heart rate, blood pressure. The data being upload from respec-
tive owners periodically. For example, it is health care, doctors can actively monitor
the patient’s health and prescribe medication immediately to prevent delays and com-
plications. To address this shortcoming, industry and education professionals focus on
blockchain fundamentals and optimize blockchain-basedmodels needed IoT based tech-
nologies. This network has several privilege modules to provide ABE. The ABE con-
cept can be defined briefly, how to use blockchain. And then the structure of blockchain
transactions. The feature-based cryptographic scheme supports privacy and access con-
trol through ABE single cryptography. ABE has four parties: Clusterhead, Blockchain
Miners, Special Authorities, and Distribution Ledgers. Data from the CH sensors is col-
lected and processed and encrypted before the transaction. CHd data is encrypted so that
individual miners with the right features can view and verify transactions—for example,
health care. So to decrypt and verify a minor transaction that has a “doctor” attribute or
a “nurse” attribute. Additionally, once these transactions added to the blockchain, data
will only be available to users with these “DOCTOR” or “NURSES” attributes. The
app used to diagnose diabetes and cholesterol quickly. The data used for future research
purposes, the application type allows the researcher to collect the right kind of data. The
characteristics of CH cryptography determine the type of application. In this health care
context, the CH selects the characteristics of the physician, nurse, hospital, location,
and creates an entrance structure. In IDBA and cloud computing services systems, this
algorithm not used with just one key and no IDBA public keys. It includes blockchains
of various parties issued by the Certification Authority (CA).



An Effective Block-Chain Based Authentication Technique for Cloud Based IoT 311

2.2 ID-Based Broadcast Encryption

This section describes theBi-Linear extension, two-lineDiffie-Hellmanoption, ID-based
Public Key infrastructure (PKI), and bone-Franklin encryption scheme. Security of the
BDH-based ID-based Transmission Cryptographic Project.

Theorem: LetG1 andG2 are two periodic groups for some large-scale integrated queue.
G1 Periodic Coordinator Group and G2 Periodic Coordinator Group. We believe that
logarithmic problems are particularly severe for G1 and G2.

E: G1->G1, G2 is a pair that meets the following conditions:

(1) Cond-1 :BiLinearity: E (AM, BN) = E (M, N) Ab, All M, N G1 and All A, B * N;
(2) Cond-2: E (M, N) 1, M G1, N G1;
(3) Cond-3: Calculation: The protocol for calculating E (M, N) for all M and N G1.

A serious Diffie-Hellman problem to determine M, aM, bM, cM G1, a, b, c Zn, c =
ab Zn. The D-H property is satisfied with E (AM, BM) = E (M, M) Ab. The basis of the
computational error is the protection of the algorithm, the Hellmann problem (CDHP).
A B and Zq are randomized with G1 and selected in P1. The given calculation (P, AP,
BP) is ABP G1. G1 is called the Group Diffie - Hellman (GDH) Group, and CDHP is
called the Gap Diffie - Hellman Problem. DDHP. All A, B, C, Count E (P, P) and ABC
(P, P).

2.3 ID-Based Public ID Infrastructure

Victims of Trusted Key Generation Centers (KGCs) have an ID-based public Key infras-
tructure. IDBA includes G1, G2, Public Key Generation PKG, Bi-Linear Coupling E:
G1G1P2. E1: {0,1}*K1, E2: K2 {0,1}*. Setup: KGC randomly selects s * q number
and sets Ppub = sP. The KGC system = G parameter G1, G2, q, P, P_Pub, H1, H2}, and
publishes the master key.

Private Key Abstraction: The patient sends his identity to the Blockchain based Key
generation Center (BKCG). BKGC calculates the patient’s public key as BQID = E1
(ID) and returns it. This private key is SID = sQ_ID.

2.4 Bone-Franklin Technique

Bone-Franklin [1] technology allows private key SID holders to decrypt messages sent
under private key QIDs. The original project was a kind of Identity-Based Encryption
Technique (IDET) project in which the formation of BDH groups was challenging.
Fujisaki has expanded its model-based strategy to protect against alternative cipher
attacks by using Okamoto variants. Assume that the message is encrypted.

Setup: Calculate U = RP, where R = Q. Then calculate V = m H2 (e (Ppub, rQID))
Add Topper Cipher (U, V). Calculating with decryption VH2 (E (U, SID)) = V H2

(E (RP, SQID)) = V H2 (e (sP, rQId)) = VH2 (E (PPUB, RQID)) = M.
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3 ID-Based Block-Chain Authority

The ID-based technique works here using the blockchain, and Cloud Service Provider
(CSP). It selects two groups of system parameters, P, Q, G1, and G. The Ppub = Sp
system calculates this public key and sends it to all registered users. WSP member. E1
selects two single-function CSP Calculate: {0, 1} * K1 and E2: K2 {0, 1} *.

3.1 IDBA and Cloud Computing Services

IDBA and Cloud Cloud Computing Services combine IDBA Patient Encryption Tech-
nology (IDET) and Cryptographic Analysis Data Encryption Algorithms. Where users
launch IDBA for the cloud computing service system, every have identifier IDI. The
WSP can check if the IDBA is actually from a legitimate user.

(i) Signature Plan
To sign the M {0, 1} * message, the patient UI randomization number r using
BKGC using patient ID hash function E2: {0, 1}* Zq. The method works based
on follows. Following the algorithm presented in the advanced section, the BKGC
system installed by distributing each user’s secret key through special security
methods. The IDBA starts, the user creates a signature trio (ri, c, s) by signing the
message with his secret signature key CID. RQI, C (H2 (Me, Re) + R), at least.

(ii) Multi-party Calculation Plan

Selecta Pseudo random number k number
Assign j = R
Calculate ji xi = ê (r QIDi, Ppub). Here is vector function.
Calculate the following polynomial function
fx (x) = (x − si1kxi1)/(xn − m) mod p = (x − x)) p
Where m = sic, (i -> 1 to n) (1 m l); m means the cloud computing service group

H [m], which means all members are assigned to a cloud computing resource group.
We have the following equations:
(x − xi) = IC Mode p
So we get the following:
aok = (−xj)
a1k = (−xj). . ………………
am − 2, am − 1, k = (−xj)
Amac = 1
{a0kP, a1kP, a2kP, ………, akP}
{P0k, P1k, P2k, …, Pmk}
If (sID, R) = ê (sQID, rP) = if (rQId, Ppub = = i)
Cke + xijCjk = Dk + Rk (aok, + a)
Cloud Computing Service Provider GK [K] should withdraw FK (X) from Cloud

Computing Service Group. G [k1] Reopen fk1 (x) to addmembers to find the data set. As
a result, cloud computing service providers can acquire new {iq and {ik1 and encrypt
two cloud session keys. It reproduces the affiliate TK for members of the new cloud
computing service group.
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3.2 An Example of ID-Based Cryptocurrency

The normal oval curve represents the following:

y2 mode 37 = x3 + x + l mode 37

In the group, G (0, 1) is selected. The smallest part of x (x, y) is EC. With this subtle
change in mind, the new values of XR and YR are identical to the expression used to
determine the slope. If y converts statistics too -y, it returns Pml. Now “#.” Apply the
first logarithmic idea to get the ASCII value.

The underlying problem in ID-based encryption schemes is lead management. The
BKGC can create a user’s private key, which can decrypt the cipher or create a signature
for any message. Therefore, the model lacks user privacy and visibility. Patients and
PrivateKeyGenerators (PKG) need a secure channel to issue private keys.Users combine
some hidden parameters with actual diagnostic data. Finally, the patient calculates his
private key by partially removing the private key with confidential information. That is,
before submitting the request, some of the patient’s hidden parameters are combined
with actual clinical data and provided with covered clinical data. After this, the party
reviews the request. During the evaluation, they make some diagnoses that are processed
and refined. The Key release point is bind-blinding technology, which reduces the Key
management problem and eliminates the need for a secure channel. It process by which
users make requests through an insecure channel (this request may be one or more
parameters of another party).

4 Implementation of ID-Based Signature Scheme

The trusted authority receives the User-Id (ID) in other authorities and verifies the
patient’s ID and partially provides the ID to the patient.

Signing: A party or organization uses its private key or signature message.
Checker: A party or organization that decides to accept or reject a public key or

signed string.

4.1 Binding-Blind Technique (BBT)

Valid algorithms and valid (params, id, regid, em, id) perform the following functions:
Calculate r = r ((σID, p)). (PKID; -Rigid) c.
If c = h (m, r), accept the signature.

4.2 Cloud Computing Services for Security Integration

Zhang et al. The new IDBA proposes a security plan for cloud computing services. It
is contrary to IDBA and provides an alternative approach to security policies without
the use of Certification Authorities (CAs). It uses one key for the patient forever. This
article uses a bone-Franklin ID-basedpublic keyproject. It provides an important security
framework for cloud computing services without key management. It provides secure
channels for private key delivery.
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4.2.1 Scheme Logic Setup

Cloud Computing Service Provider (CSP) parameters G1, G2, P, Q System, Select PPP
= SP. For this strategy, the patient must register and subscribe to the WSP. Whenever
he included in the group, the patient must provide his or her identity. Cloud computing
service providers use the private key to authenticate the patient by sending sID = sQID.
Connect with QID=H (ID) - A secure channel and a blind strategy to eliminate a major
management problem. For N patients and L services, cloud computing service provider
NLL Matrix S works as follows: If the patient is a member of the [cloud] computing
service G [K], then SMK = 1 (1≤ kg, 1 IL m).

4.3 Verification Plan

Each patient has a unique ID. If we have a message, UI random number RR, ZQ,
generator P AG1 and sign the patient message Q rQ ri, c (h 2 (m, re + r)) CD. Signature
Triple (R, C, Mr). WSP Public KeyMats. Diagnostic data can be encrypted in two ways,
depending on its size. On the other hand, for large diagnostic data sets, the diagnostic
data is first encrypted using the session key. The session key is encrypted using the
service encryption key. After receiving IDBA encrypted analysis data, it first decrypts
the session key with its secret key. This analysis uses the session key to decrypt the data.
When a member switches from G [k] to another group G [k1], the WSP must associate
with another session key in the cloud computing service group. When a new member
joins or an existing member exits or moves from one group to another, there may be
three cases. When a member moves from one cloud to another, member G subscribes
from one group to G [K], and G [K1] from another group is called K1 K1. Updating the
CSP Group Registration Matrix. Cloud computing service providers have redesigned
FK (X) functionality to remove G [K] members. Another polynomial function, FK1 (X)
member, is added to the cryptographic analysis data set G [K1]. The FK (X) function is
given by: Fk (x) mod p = m.

5 Performance and Compromise

Describes the results of comparing feature-based encryption (ABE) or advanced encryp-
tion (AES) and encryption times (milliseconds) using a hybrid ABE and AES algorithm
for a certain number of files uploaded by cloud-based users. The results indicate that
the encryption time required for ABE is comparable to the AES algorithm using the
ABE algorithm or the AES encryption algorithm. NBE algorithm means that the AES
algorithm used to re-encrypt encrypted and encrypted files. It takes more encryption than
other algorithms. Depending on the number of files, encryption time can be increased
or decreased. Most users use AEE with the ABE algorithm to provide better results for
the number of files uploaded into the cloud to encrypt data files. 3.4 Configure results
comparing decryption time to download several milliseconds (milliseconds) with ABE.
Or AES, Hybrid ABE, and AES Hybrid with the Secure Hash Algorithm (SHA) algo-
rithm for specific user file requests in the cloud. The graph shows that SHA requires a
one-time password (OTP) with a hybrid ABE and AES decryption algorithm to decrypt
the number of files compared to the ABE or AESL algorithm. More time is required,
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and this depends on the download that most users decide with the number of files from
the cloud. The existing algorithm proposes to assign a unique key to each user, and the
file owner requests the authentication of the required files using the proposed algorithm.
Data decrypted using the AES algorithm because the decryption time using the hybrid
ABE and the AES algorithm is longer than the other algorithms. The ABE algorithm
again decrypts the data, and the time increases or decreases depending on the number
of files. Decrypted files stored in the blockchain cloud. An authorized user provides the
OTP data developed by the SHAalgorithm for download. Therefore, formost users of the
blockchain cloud, the number of downloaded files in a decrypted forest is many times
greater than decryption performed by the ABE or AESL algorithm. Therefore, many
users use FTP to decrypt data files using the AES algorithm, using the ABS algorithm
to count the number of files downloaded in the cloud. It compares milliseconds to spe-
cific cryptographic time results with AES. It hybridizes AEB and AES algorithms with
multiple files uploaded to the cloud. The proposed AES encryption algorithms require
more time to encrypt the AES algorithm due to the added security of the encryption time
required. Therefore, the number of files uploaded to the cloud has proven to be secure
and secure. The BCDS algorithm, which uses cloud computing features, provides mul-
tiple security systems to Internet users through blockchain on-demand services. When a
business or government agency or person using the cloud shares information, its security
and privacy are suspected. Data security in the cloud concerns data user visibility. The
company has its security policies that do not allow individual employees to access a
certain amount of data. Information integrity is an essential part of information security
systems. This service protects data from unauthorized editing or deletion. The goal of
the job is to store data securely and securely and securely access the data. Four-tier
security provides an effective security system for multiple users who can access data in
the cloud. The data file is encrypted and uploaded to the cloud using a secure dynamic
bit standard (BCDS) algorithm. DataProvider Allows users to upload secure data and
access data from the Cloud Service Provider (CSP). Then this authorized person is called
an authorized person who can access the data. When downloading a data file, the data
user accesses the One-Time Password (OTP) to download and decrypt the data file using
the download algorithm.

The resulting program implemented in the Intel Core 2 Duo 2.0 GHz processor with
JDK 1.6.0 programming language. The Tool Module designed with Java Swing, which
allows users to provide personal details such as usernames, email ids, and birth dates for
verification. To register for cloud computing services, IDBA plans to study. The PKG
(Private KeyGenerator) module designed to create public/private key pairs for registered
users. Server module designed to serve patients. The server encrypts cloud computing
services (usually HTMLfiles) using the user’s public key. It creates a private key (server)
signature using ECDSA (Elliptic Curve Digital Signature Algorithm). Servers and users
blindly associate one or more parameters (usually two large numbers) with a PKG
(private key generator). Server.

Two experiments performed using RSACustom Implementation. First, we tested the
timing of generating keys for E2 and RSA at 192, 224, 256, 384 and 521 bits, and only
for RSAs at 1024, 2048, 3072, 7680 and 15360. The second test we performed was to
encrypt the 1K, 10K, 100K, and 1M size analysis data files for each algorithm. The test
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compared with the same key size, key size, and key power in the first experiment. Key
Section and Cryptographic Analysis This section covers the results and analyzes of our
experiments, including data encryption times. It is evident from Table 1 that the results
of our experiment are slower than RSA. ECC vs. RSA during lead generation shown in
Fig. 4. Notice that the quantity used here is logarithmic.

Table 1. Number of Session keys in RSA and ECC

No of cloud session keys in ECC No of cloud session keys in RSA

14336 65536

20480 131072

24576 196608

28672 262144

32768 393216
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Fig. 4. Comparison of Number of Session keys in RSA and ECC

6 Conclusion

The cloud service and blockchain security provides a standard secure service. Useful
measurement mathematical calculation tools used for sharing services and information.
IDBA is part of the software and verification of user data. It provides visualization,
authentication, and privacy along with user identification information that used as a
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public key for cryptography or signature verification. Secure channel-specific planning
does not require private key delivery to eliminate critical management issues. It uses
secure security logic and a binding-blinding method. We need to create MP typing
services and software for IDBA tomimic the feasibility and operationalmodel of reliable,
secure, and secure technology. The user selects two unknown objects (usually two butt
integrators) and calculates the standard parameters using its detection. It displays the
parameters associated with the public key’s private key (PKG). Private key behavior
(PKG) is a semi-private key that communicates with the patient through a large channel.
Finally, users combine this with their confidential information and create their private
key. Therefore, we conclude that the use of the binding-binding method prevents key
management and silences the existence of a secure channel for issuing private keys
in ID-based cryptocurrencies. Other vital functions, such as alphanumeric characters,
can be statistically mapped. In ID-based cryptography, oval particle dots are stable or
compatible. Also, we try to use this appropriate measurement method to provide better
security when displaying analytical data.)
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Abstract. AutismSpectrumDisorder (ASD) is a disorderwhich takes place in the
developmental stages of an individual and affects the language learning, speech,
cognitive, and social skills, and impacts around 1% of the population globally
[14]. Even though some individuals are diagnosed with ASD, they can portray
outstanding scholastic, non-academic, and artistic capabilities, which thus proves
to be challenging to the scientists trying to provide answers to this. At present,
standardized tests are the only methods which are used clinically, in order to diag-
nose ASD. This not only requires prolonged diagnostic time but also faces a steep
increase in medical costs. In recent years, scientists have tried to investigate ASD
by using advanced technologies like machine learning to improve the precision
and time required for diagnosis, as well as the quality of thewhole process.Models
such as Support Vector Machines (SVM), Random Forest Classifier (RFC), Naïve
Bayes (NB), Logistic Regression (LR) and KNN have been applied to our dataset
and predictive models have been constructed based on the outcome. Our objective
is to thus determine if the child is susceptible to neurological disorders such as
ASD in its nascent stages, which would help streamline the diagnosis process.

Keywords: ASD · Autism ·Machine Learning · Dataset · Preprocessing ·
Encoding · SVM · KNN · Random Forest · Logistic Regression · Confusion
matrix · Precision · Recall

1 Introduction

Autism Spectrum Disorder occurs in the developmental stages of an individual and is
a serious disorder which can impair the ability to interact or communicate with others.
Usually, it impacts the nervous system, as a result of which the overall cognitive, social,
emotional and physical health of the individual is affected [20]. There is a wide variance
in the range as well as the severity of its symptoms. A few of the common symptoms the
individual faces are difficulties in communication especially in social settings, obsessive
interests and mannerisms which take a repetitive form. In order to identify ASD, an
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extensive examination is required. This also includes an extensive evaluation and a
variety of assessments by psychologists for children and various certified professionals.

A significant portion of the pediatric population suffers from ASD. In most cases,
it can usually be identified in its preliminary stages, but the major bottleneck lies in the
subjective and tedious nature of existing diagnosis procedures. As a result, there is a
waiting time of at least 13 months from the initial suspicion to the actual diagnosis. The
diagnosis takes many hours [9], and the continuously growing demand for appointments
is much greater than the peak capacity of the country’s pediatric clinics [5].

Owing to the gaps between initial concern and diagnosis, a lot of valuable time is lost
as this disorder remains undetected. Machine Learning methods would not only help to
assess the risk for ASD in a quick and accurate manner, but are also essential in order
to streamline the whole diagnosis process and help families access the much-needed
therapies faster.

We have structured our paper as follows: Sect. 1 includes the introduction to our
project. Section 2 summarizes the literature survey performed. Sections 3 and 4 explain
the working and methodology of the system we have proposed and its implementation.
Section 5 portrays the inferences and results obtained. Lastly, Sect. 6 highlights our
conclusions.

2 Review of Literature

Several studies have made use of machine learning in various ways to improve and
speed up the diagnosis of ASD. In M Duda’s [13] paper, forward feature selection cou-
pled with under sampling was used to differentiate between autism and ADHD with the
help of a Social Responsiveness Scale containing 65 items. Gopalkrishna Deshpande’s
[7] research involved using metrics based on brain activity to predict ASD. Soft com-
puting techniques such as probabilistic reasoning, artificial neural networks (ANN) and
classifier combination have also been used [15]. Many of the studies performed, have
talked of automated ML models which only depend on characteristics as input features.
A few studies relied on data from brain neuroimaging as well. In the ABIDE database,
Milan N. Parikh [10] extracted 6 personal characteristics from 851 subjects and per-
formed the implementation of a cross-validation strategy for the training and testing
of the ML models. This was used to classify between patients with and without ASD
respectively. In this study, have used five ML models to classify individual subjects as
having ASD or No ASD, by making use of features, such as age, sex, ethnicity etc. and
evaluated each of them to find the most optimal model.

The following table (Table 1) summarizes all the papers that were studied by
identifying the key findings and limitations of each paper.
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Table 1. Summary of literature review.

Paper Key findings Limitations

[13] • Used forward feature selection and
under sampling

• Trained and tested six ML models on
score sheets of 65 Social
Responsiveness Scale from 2925
individuals having ASD or ADHD

• Found that out of the 65 behaviours 5
were sufficient to distinguish ASD from
ADHD with an accuracy of 96.4%

• The dataset was compiled from
primarily autism-based collections, as a
result of which there was quite a
significant imbalance, in favour of the
ASD class

[7] • Metrics based on brain activity used for
prediction of ASD

• Used SVM to obtain an accuracy of
95.9% with 2 clusters and 19 features

• Constrained sample size/data set

[5] • Uses SVM
• Integrates ML algorithm inside ASD
screening tool

• Accuracy 97.6%

• Imbalanced datasets
• Small size of dataset, with 612 autism
and 11 non autism cases

[1] • Derived a novel algorithm which
combines the structural and functional
features

• Chalked out various different
representations of the functional
connectivity of the brain

• Results are an indication that combining
multimodal features give the highest
accuracy for distinguishing cases

• The ML models used show an increase
in the accuracy of the prediction by a
mere 4.2% for Autism, in comparison to
the previous works carried out

• Datasets suffer significantly from
variations

[2] • Makes use of SVM, Naïve Bayes and
Random Forest classification methods

• 95,577 records of children with 367
variables out of which 256 were found
to be sufficient

• Clearly delineates different attributes
used

• Created dataset having 4 classes (ASD:
None, Mild, Moderate, Severe)

• Highest accuracy of 87.1% (2 class) and
54.1% (4 class) achieved with J48
algorithm (decision tree)

• Does not predict the severity of ASD
• Cursory set of attributes (conditions)
used for identification of ASD which
might not always necessarily translate to
a case of ASD

(continued)
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Table 1. (continued)

Paper Key findings Limitations

[18] • Automated optimal feature selection
using Binary Firefly algorithm
(selected 10 out of 21 features as
optimum)

• No class imbalance problem (Among
292 instances in ASD children dataset,
there are 151 instances with class ‘yes’
and 141 instances with class ‘No’)

• Makes use of NB, J48, SVM, KNN
models

• Highest accuracy of 97.95% achieved
with SVM

• Missing instances in the ASD child
dataset

• Due to lesser number of instances in the
dataset, there exists a chance of model
overfitting on the dataset.

• Certain disadvantages of swarm
intelligence wrappers (Binary Firefly
algorithm)

[21] • Extracted 6 personal characteristics
from 851 subjects in the ABIDE
database

• Performed a cross-validation strategy
which trains and tests ML models for
classification

• Classification performance was assessed
by using parameters such as accuracy,
AUC,

• Sensitivity and specificity
• 9 models were tested using 6 personal
characteristics. The best performance
was shown by the Neural Network
Model with 0.646 as the mean AUC

• Data has been collected from 17 sites
leading to heterogeneity. This might
compromise the ML models

• The small sex difference in ASD vs.
controls observed is likely a function of
the high incidence of ASD in males
rather than a selection bias for this
sub-study

• Small size of dataset, i.e. 851 subjects

3 Working Model

Figure 1 demonstrates the generalworking andflowof our system.Various preprocessing
techniques like noise removal, encoding and normalization can be applied, depending
upon the dataset. As an optional step, feature engineering can also be performed, which
involves choosing the most optimal features out of all the features present in the data
set, to reduce data dimensionality in order to improve speed and efficiency. This can
be either done manually or by using an automated algorithm, like the Binary Firefly
Algorithm [19]. Once the data has been preprocessed, classification algorithms like
Logistic Regression, Naïve Bayes, Support Vector Machine, K-Nearest Neighbors and
Random Forest Classifiers are used to train the data set. The accuracy of each model
is observed and compared. If the model performs well, then the training accuracy will
be higher than the test accuracy. This model can then be deemed to be the best model
and hence be used for further training and learning. Furthermore, several metrics like
the F1 score and precision-recall values are also calculated for better evaluation of each
algorithm. Finally, the result is obtained and deployed.
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Fig. 1. Architecture of our proposed system

4 Methodology

4.1 Data Preprocessing

The dataset [3] that we have used has been developed by Dr. Fadi Thabtah [6] and it
contains categorical, continuous and binary attributes. Originally, the dataset had 1054
instances along with 18 attributes (including class variable). Since the dataset contained
a few non-contributing and categorical attributes, we had to preprocess the data. Prepro-
cessing refers to the transformations applied to our data before feeding it to the algorithm.
It is done to clean raw or noisy data and make it more suited for performing analysis.
In order to deal with the categorical values, we are making use of label encoding. Label
Encoding converts the labels into numeric form to make it machine-readable. Repeated
labels are assigned the same value as assigned earlier. Five features having two classes
(Ethnicity, Sex, Jaundice, Family_mem_with_ASD, and Class/ASD_Traits) have been
selected to be binary label encoded.

4.2 Implementation

We split the dataset into two parts. The training set that consists of 80% of the data (843
samples) will be used to train the model. The remaining 20% of the data (211 samples)
will be reserved for testing the accuracy and effectiveness of the model on data that the
model has never seen before and will be referred as the testing data set.

After preprocessing the data, we tested five models, namely Logistic Regres-
sion, Naive Bayes, Support Vector Machine, K-Nearest Neighbors and Random Forest
Classifier.

a. Logistic Regression Logistic Regression (LR)
Logistic Regression’s primary aim is in finding the model with the best fit that describes
the relationship between the binomial character of interest and a set of independent
variables [12]. It makes use of a logistic function to find an optimal curve to fit the data
points.



Early Detection of ASD in Children Using Supervised Machine Learning 325

b. Naive Bayes (NB)
Based around conditional probability (Bayes theorem) and counting, the name “naive”
comes from its assumption of conditional independence of all input features [11]. If this
assumption is considered true, the rate at which a NB classifier will converge, will be
much higher than a discriminative model like logistic regression. Therefore, the amount
of training data required would be lesser. The main disadvantage of NB is that it only
works well with limited number of features. Moreover, there is a high bias when there
is a small amount of data.

c. Support Vector Machine (SVM)
Commonly used in classification problems, Support Vector Machine is based on the
idea of finding the hyperplane that divides a given data set into two classes in the best
possible way [17]. The distance from the hyperplane to the closest training data point is
known as the margin. SVM aims to maximize the margin of the training data by finding
the most optimal separating hyperplane [4].

d. K-Nearest Neighbors (KNN)
The KNN algorithm is based on mainly two ideas: the notion of a distance metric and
that points that are close to one another are similar. Let x be the new data point that
we wish to predict a label for. The KNN algorithm works by finding the k training data
points closest to x using a Euclidean distance metric. KNN algorithm then performs
majority voting to determine the label for the new data point x [8]. In our analysis, lower
values of k (k = 1 to k = 10) gave us the highest accuracy.

e. Random Forest Classifier (RFC)
Random forest classifier is a flexible algorithm that can be used for classification, regres-
sion and other tasks as well [16]. It works by creating multiple decision trees on arbitrary
data points. After getting the prediction from each tree, the best solution is selected by
voting.

5 Results

1. Dataset Analysis
We plotted bar graphs in order to get a visual analysis of the dataset. In the first plot
(Fig. 2), we can see that the number of toddlers who are ASD positive are those who do
not have jaundice while birth. The count is almost 2–3 times more than that of jaundice
born toddlers. Thus, we can infer that jaundice born children have a weak link with ASD.
Also, from the bar plots obtained, we have observed that ASD is more prevalent in boys
than in girls, by about 5 times.

For toddlers, most of the ASD positive cases are around 36 months of age. We can
see that as the age increases, the number of ASD positive cases increase. From the graph
it is evident that significant signs of autism occur at the age of 3 years (Fig. 3).
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Fig. 2. ASD positive toddlers born with jaundice based on gender

Fig. 3. Age distribution of ASD positive

2. Comparison of Models
The confusion matrix along with its parameters is shown below (Table 2).

Table 2. Confusion matrix for ASD prediction

Predicted Individual has ASD Individual does not have ASD

ASD is predicted True positive False positive

ASD is not predicted False negative True negative

Usually, inmost predictivemodels, the data points lie in the following four categories:

i. True positive: The individual has ASD andwe predicted correctly that the individual
has ASD.

ii. True negative: The individual does not have ASD and we predicted correctly that
the individual does not have ASD.

iii. False positive: The individual does not have ASD, but we predicted incorrectly that
the individual has ASD. This is known as Type 1 error.

iv. False negative: The individual has ASD, but we predicted incorrectly that the
individual does not have ASD. This is known as Type 2 error.
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Shown below is a table (Table 3) comparing all the machine learning models we
used-

Table 3. A comparison of the applied ML models

LR NB SVM KNN RFC

Accuracy 97.15% 94.79% 93.84% 90.52% 81.52%

Confusion matrix [57 5] [1 148] [56 6] [5 144] [52 10] [3 146] [51 11] [9 140] [45 17] [14 135]

F1 score 0.98 0.96 0.95 0.93 0.88

From the values obtained, we can thereby infer that Logistic Regression, giving the
highest accuracy, is the best model for our current dataset. Logistic regression performs
well when the training data size is small and it is binary in nature. The feature space is
split linearly, and it works well even when only a few variables are correlated. However,
Naïve Bayes assumes that all features are conditionally independent. Hence, if some of
the features are interdependent, the prediction might be inaccurate.

In addition to accuracy, we have also found out the precision and recall values to
provide a better insight. The F1 score has then been calculated by taking the weighted
average of the precision and recall values. This score can vary between 0 and 1. The
higher the F1 score, the better the model (a score of 1 is considered to be the best).

3. Precision and Recall Curves
Precision measures how accurate our positive predictions were i.e., out of all the points
predicted to be positive how many of them were actually positive.

Precision = True Positives/(True Positives + False Positives)

Recall measures what fraction of the positives our model identified, i.e., out of the
points that are labelled positive, how many of them were correctly predicted as positive.

Recall = True Positives/(True Positives + False Negatives)

Accuracy can be defined as the probability of the number of correct predictions made
by the classifier. In other words, it is the fraction of correct predictions made out of the
total number of predictions.

Accuracy = (True Positives + TrueNegatives)/Total

Shown below are the precision and recall curves plotted for Logistic Regression
(Fig. 4), Naïve Bayes (Fig. 5) and SVM (Fig. 6).
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Fig. 4. Logistic Regression Fig. 5. Naïve Bayes

Fig. 6. Support Vector Machine

6 Conclusion

ASD behavioral assessment is a time-consuming phase that can be compounded by
symptomatology overlaps. There is currently no diagnostic test that can quickly and
accurately detect ASD, or an optimized and thorough screening tool that is explic-
itly developed to identify the risk between ASD and other similar disorders. We have
designed an automatedASDpredictionmodelwithminimumbehavior sets selected from
the diagnosis datasets of each. Out of the five models that we applied to our dataset;
Logistic Regression was observed to give the highest accuracy.

This research work has used a dataset which has less sample space. However, our
research has provided useful insights in the development of an automated model that can
assist the medical practitioners in detecting autism in children. In the future, we will be
considering using a larger dataset to improve generalization. With this in consideration,
our research has resulted in analyzing models that can accurately detect ASD in indi-
viduals with given attributes regarding the persons behavioral and medical information.
These models can serve as benchmarks for any machine learning researcher/practitioner
who is interested in exploring this dataset further or other data sets related to Autism
Spectrum Disorder.
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Abstract. We have many different types of languages and alphabets in the world,
but the alphabet of each language has its own unique design. We tried to bridge
between the two countries/languages by reflecting the differences in the alphabet
in another language by highlighting its distinctive features. By using the two
most commonly used languages like English & Arabic. Here the transformation
process of flavors one into another language has been introduced by replication.
The alphabet has the same characteristics in the alphabet of the two languages
and reflected in other languages. In this study, we have completed the task of
transforming the character flavor of English and Arabic as well as the Arabic
language in English. The process is finding characteristic patterns and connecting
to any other language alphabet to achieving new tastes.

Keywords: Language characteristic · Font anatomy · Typographic test
exchange · Digital typography · Typeface design · Cognitive psychology ·
Typographic transformation · Visual perception of alphabet

1 Introduction

From prehistoric times, people became fascinated by the invention of theworld, and have
been continuously working on it. In the “Stone Age”, they wrote on the rocks, and even
in cave paintings, people painted inside the cave as a means of expressing their feelings.
The language is called “Language is the dress of thought, being the case, Typography
can be viewed as one of the swatches of fabric from which that dress is made” [1]. It is
easily conceivable that the change in the way people use their daily clothing, it is not
bizarre to rely on just one font design in digital typography. So if the new font style is as
demanding as the time, then the pattern of the styles, if found in the mind is not sluggish.
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In the current world, approximately 550000+ font styles have been created in the world
[2, 9, 10, 21], in the same way; it is shown in many languages.

All people naturally welcome the change, in the midst of which a graphic designer
is always on the lookout for change because his work is so needed that it can be done
by uniqueness. We think a designer if following the formulated way to look out for new
typographic creations, he will succeed to create typographic inventions. It is an unavoid-
able matter as a graphic designer whenwe face the subjective designing problem to solve
the cultural and psychological approach. Language or typographic characteristics may
be the best way to culturally and psychologically motivate the viewers. That way font
style plays a powerful role in communication design. In this case, all graphic design-
ers extremely concentrate on using typographic style. Beyond that, maximum designer
creates lots of new typeface designs but he/she does not maintain the same theory.

Here is the main point of our study. In the world there are approximately 6906
languages, among them, 3500 languages are in written form [3, 17], each language has a
different characteristic pattern. By finding this characteristic pattern and connecting it to
any other language alphabet, it is possible to find the alphabetic taste of other languages
in addition to the breakthrough in typography. In this study we explain how to work a
typographic characteristic in other languages font. Although in this way it is possible
to have characteristic transformation in all languages font. At this time we are trying to
explain the transformation of two languages fonts’ style.

2 Interpretation of Perceiving Ability to Recognize Cognitive
Psychology

Although there are not plenty of ideas about the languages of the world, everyone has
ideas about some languages or some writing methods for visual reasons; sometimes it
is worth noting that some languages cannot read. But we can perceive only by seeing a
few languages or alphabet which country or sub-race.

Ifwe aremore concernedwith cognitive psychology, the human cerebrum follows the
common need to dissect equivocal information and offer significance to visual upgrades,
as arbitrary as they may show up. Where letterforms develop step by step and methodi-
cally from progressively combining segments, the human mind is animated and prodded
into a procedure of speculating the visual data that is going to advance. Indeed, even the
perusing procedure identifiedwith static writingsmay include a procedure of speculating
data. Subsequent to laying out a scope of hypotheses identified with the view of static
writings [4]. Speculates that the saccadic eye development, which can prove related to
the filtering of printed writings, might be a sign that includes perusing.

ABritish nervous system specialist looks at the view of equivocal pictures and claims
the human mind can just process each conceivable translation in turn. This implies
the human mind is compelled to process various potential understandings of vague
symbolism in fast progression, which can be a dazzling encounter. Be that as it may,
for what reason is it enrapturing? Whenever confronted with equivocal visual data, our
brains are caught in our normal inclination of comprehending visual improvements [4].
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2.1 Discussion as an Aspect of Visual Information

When designing communication materials, designers take into account not only the
words used but also how the words are presented, the typeface of the words. What does
it mean by what the word implies, as well as the color, the format, the visual expression
of the typeface, etc.? All that matters, these factors depend on a lot of physical properties
of typeface [18].

Advertisers are constantly looking for ways to increase the persuasive power of
their advertisements. To that end advertisers are encouraged to match their advertising
execution elements with their consumer motivations for processing brand information in
advertisements. One less considered approach is to select the effective ingredients that
will increase the motivation, scope and capacity of the customers.

The findings indicate that not only typography influences the consumer’s ability to
process information based on ad-based brand, but the effects of different typographic
features are also highly interactive [5, 11–16].

3 Findings from the Relevant Research

The above discussion shows that the demand for typography is immensewhen it comes to
the new feature. The effects of font manner are discussed and taken very seriously at the
more relevant research. As a result of the design postulant changes in human perceptions,
there are sufficient explanations in other research. One thing that is completely absent
in their research is if the alphabet is manifest in the character of any other languages by
the characteristics of the basic alphabet style or behavior of the different languages, the
character of that language, it will increase the attractiveness to the other languages font
design which is absolutely absent on this topic.

4 The Methodology of Our Proposed Font Designing Approach

The first thing is to choose two languages, then let’s focus on the main task. We were
able to complete the task based on the results obtained by analyzing the alphabets of the
two languages in an orderly manner. The results obtained here are the structural analysis
of the alphabet, the physical anatomy, visual look and characteristic of the alphabet. This
study focuses on the subject of the two-language alphabet, which has been used as the
main rule of the new font design. We have tried some experiments by some alphabet -
without full fonts designing. By adapting this method, we think it is possible to transform
the alphabet of one language into another (Fig. 1).

Step 1: Choose two languages
Step 2: Analyzing the two languages alphabets (physical anatomy, visual look and
characteristic of the alphabet)
Step 3: Obtained results (common characteristic, Pattern, stroke gesture, Shape/Form,
Anatomical Properties)
Step 4: Appling another language font
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Fig. 1. Proposed methodology

4.1 Pre-talk About Two Languages

Arabic is composed from option to left – in opposition to English.
One segment we ought to become accustomed to in the Arabic content is that short

vowels, for example, an, I or u (as antagonistic to the long vowels aa, uu and ii), are not
yet demonstrated in the content. Arabic content by arrangement follows a joined on bent
example. There is no comparability of the English literary substance we are presently
perusing. Right now the letters have separate structures with spaces between them. There
are no capital letters. In cursive content composing letters are consolidated by methods
for a limit of turning into an individual from strokes (called ligatures). Thus, Arabic
letters have somewhat selective structures, contingent upon whether they come toward
the start, focus or surrender a word. A couple of letters don’t join the accompanying
letter, yet all Arabic letters are a piece of the past one. The cursive calligraphy style
begins in boundless terms from the rearrangements of the signal of composing because
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of the way that-the tendency is an outcome of the speed and development of the motion.
The calligraphic style is without trouble unmistakable in the Western world [6–8, 19,
20] (Fig. 2).

Fig. 2. The basic variable component of two types alphabet

4.2 Character Analyzing Part 1

There are four separate appearances in all Arabic characters in existence.When a letter is
used at the beginning of a word, its appearance is changed from its previous appearance
when used in the middle of the word. It gives us another look to see the same character
used at the end of the word. On the other hand, the individual character is a very specific
look from the other. We tried to visualize four different looks in Fig. 3. All Arabic
alphabets can be seen in these four faces. The perceived feature available here that will
be reflected in our next discussion (Fig. 4).

4.3 Character Analyzing Part 2

On the other hand inEnglish alphabets are two separate views, one is capital letter another
is small. In the case of script font ever we can see different looks which are seen in the
Arabic cursive calligraphic font. Moreover, in English languages massive use of Capital
& Small is mixed. In Fig. 5 we tried to visualize possible uses of English alphabets. It
is pity difficult to connect two alphabets because there is much difference between one
with another. Still, we have searched how to create consequences alphabetical tastes by
morphological approach (Fig. 6).

4.4 Common Feature and Visual Perception

After analyzing the velocity & movement of the two characters, we have achieved some
common features & perceptions, which are separately demonstrated in Fig. 7. The heir
is the most relevant feature is half-circle, Circle, triangle, rectangle shapes used in two
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Fig. 3. Four separated looks in the Arabic alphabets

Fig. 4. Glyph view of Arabic alphabet.
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Fig. 5. Two separated looks in the English alphabets

Fig. 6. Glyph view of English alphabet.



Anatomical Analysis Between Two Languages Alphabets 337

languages, Visual perception is the most universal in both alphabets. If we accumulate
universal features from both characters and create new character design- then naturally
the visual perception will be perceived as a targeted view of language test.

Fig. 7. Velocity and movement of the gesture in two types of alphabet.

5 Experimental Analysis by Two Languages

In this phase,we are trying to create visuals from theEnglishword “Bangladesh” visually
seeing Arabic letterform test. Since we want the English to be an Arabic test, then the
Arabic font properties will need to be glued down. At this stage, the following Fig. 8
has shown some more mentioned features of the Arabic fonts. It is possible to change
those features by reflection in the English language. It is noticeable in the picture is the
main stem stroke and another anatomy such as a tooth, Tail, Stem, Occlusions, Dot with
all are diacritics and Pseudo-word strictly maintained in this matter. Experimental result
represents of English writing with Arabic alphabetical test. Our Subconscious mind at
first shows Bangladesh word as an Arabic word, if we saw with little concentration to
this word then visualize the writing is really English.
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Fig. 8. Experimental representation of English writing with Arabic alphabetical Test.

6 Conclusion and Future Work

Finally, in this research we have proved how to make a cultural exchange by introducing
visual collage between two languages. In this study, we created only two language test
exchanges. It is possible to transform by the morphological approach in every language
and our intention in this research is achieving qualitative font design in the alphabet
of every language and reflection of taste variety. Finally, we have succeeded in this
phenomenon. In the next journey, our uninterrupted attempt will be continued to the
invention of a new methodology for achieving the goal. In the next steps, we will be
trying to include language development theory which will create a new dimension for
this research. Moreover, we have a plan to work with two different languages in the
required approaches.
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Abstract. Segmentation of Lung is the vital first step in radiologic diagnosis of
lung cancer. In this work, we present a deep learning based automated technique
that overcomesvarious shortcomings of traditional lung segmentation and explores
the role of adding “explainability” to deep learning models so that the trust can be
built on these models. Our approach shows better generalization across different
scanner settings, vendors and the slice thickness. In addition, there is no initializa-
tion of the seed point making it complete automated without manual intervention.
The dice score of 0.98 is achieved for lung segmentation on an independent data
set of non-small cell lung cancer.

Keywords: Lung segmentation · NSCLC · Deep learning

1 Introduction

Lung cancer is the leading cause for cancer related deaths and is accompanied by a dismal
prognosis with a 5-year survival rate at only 18% [1]. Out of all Lung cancer, Non-Small
Cell Lung Cancer (NSCLC) accounts for 85% of the cases. Treatment monitoring and
analysis [2] using computed tomography (CT) images is an important strategy for early
lung cancer diagnosis and survival time improvement. In these approaches, accurate
Lung anatomy and pathology region segmentation is necessary as it directly related
to the treatment plan. After decades of development in imaging techniques, volumes of
high-resolution imageswith lowdistortions are nowmore easily available.Despite devel-
opment of approaches for lung segmentation in recent years [3–6], achieving accurate
segmentation performance continues to require attention because of specific challenges.
One such example is tumors have an intensity similar to that of lung wall; thus, they
are difficult to distinguish using intensity values alone and also the structure of the lung
changes based on the disease pathology such as consolidation, masses, pneumothorax
or effusions.

There is considerable progress in developing Lung segmentation algorithms that
have an ability to perform accurate delineation under different disease conditions [7].
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In general, all the lung segmentation algorithms can be classified into following five
sub categories (1) Intensity based (2) Shape based or Model based (3) Neighboring
anatomyguided (4)Region based (5)Artificial Intelligence based [7]. The intensity based
approaches are fast, intuitive and computationally efficient however these techniques
fail during the pathological condition where there are attenuation variation. The shape
based or the model based approaches provide a very good accuracy due to template
mapping, however these algorithms are computationally inefficient and it’s difficult to
create representative training features. Neighboring anatomy based approach exploits
the information of the spatial context of the neighboring organ of the lung such as
rib cage, heart, spine for extracting the contours of the lung region, this approach is
computationally expensive but provide good results when the intensity variation is mild
to moderate. However, in case of the extreme diseased condition such as opacification
of entire hemithorax this approach fails. Region growing approaches such as watershed
transform, graph cuts and random walks are efficient but they tend to over segment. In
recent times AI based (Machine Leaning and Deep Learning) approaches have become
popular and in particular Deep Learning (DL) approaches due to the better accuracy that
these algorithms achieve in ill defined pathologic conditions [8].

Recently, Convolutional Neural Networks (CNN) have been seen as a powerful tool
for learning features from network layers [9]. CNN’s act as a tool for learning discrim-
inative features, which are useful in different image processing and computer vision
tasks. CNN’s need relatively less pre-processing compared to other known algorithms,
which means the network learns the filters that in traditional algorithms had to be hand
engineered [9]. The independence from prior knowledge and effort required in feature
selection design is a major advantage. Moreover, CNN’s include multi-layer processing,
which ensures that the model learns the features at the granular level. In recent time,
there has been progressive usage of CNN’s for various medical segmentation tasks. Dou
et al. [10] uses a 3D CNN, which focuses on the task of automatic nodule detection.
DIAGConvnet by Setio et al. [11] provides automatic pulmonary nodule detection in CT
images. The review article by Zhou et al. [12] lists various deep learning based medical
segmentation approaches developed for different modalities and anatomies. Although,
CNN’s are explored for medical image segmentation, we did not come across a study
with large-scale validation of the Lung segmentation approach with deep learning in
diseased conditions.

The objectives of the current work are manifold. The first being to test the efficacy
of the deep learning models on a large scale diseased Lung dataset to automatically
segment the Lung region. Second, to compare DL approach with the traditional seg-
mentation methods and comment on the complexity and efficiency. Third being, adding
“explainability” to deep learning models so that the trust can be built on these models.

2 Methodology

In the traditional approach of Lung segmentation, the canonical steps are employed as
shown in Fig. 1. However, there might be slight variation in each of the block based on
the algorithm that is considered for implementation. Each of these blocks needs tuning
based on the image type and the acquisition parameters of the scanner.Marker generation
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is used to define the region that is present inside and outside the Lung region; this is
performed manually by marking the region using a seed point. Further, the image is
preprocessed by applying the filters as well as HU thresholding to eliminate unwanted
region. This is followed by running a segmenter algorithm (such as watershed, active
contour etc.) and performing themorphological and post processing operations to correct
the contours. These traditional approaches needs manual and empirical tuning and quite
difficult to generalize on the large and varied dataset with different acquisitions and
threshold values.

Fig. 1. Traditional lung segmentation approach

The approach adapted in this work is described in the section below, which is rep-
resented by the block diagram schematic as shown in Fig. 2. There are two phases in
creation of the deep learning model, which aids in segmentation of the Lung anatomy.
First being the training phase, where in the data is fed after preprocessing to the model,
where the model is trained with the annotated ground truth (region of the Lung) as the
reference. Further, the learnt model layers are analyzed using visualization to ascertain,
what region of the image, model looked into to arrive at the delineation of the Lung
region. In the scoring phase, the trained model is used to delineate the region of the lung
on the unseen/live Lung CT scans.

2.1 Data

The data set used for model training which was obtained from The Cancer Imaging
Archive (TCIA) repository of NSCLC patients [13]. This dataset contained pretreatment
CT scans where in the lung regions were manually delineated by the radiation oncologist
on the 3D volume. This data set will be referred as Lung 1. In total 422 subjects were
used for training, which maps to ~42,019 Lung CT slices on which the algorithm was
trained. Out of 422 subjects, randomly 300 subjects were used for model training and
remaining 122 for model validation. The training data had following sub categories of
NSCLC: Adenocarcinoma, Large cell carcinoma and Squamous cell carcinoma. The
CT scanners used for imaging the subjects were from different vendors (Siemens, CNS
Inc, Philips and GE) and the slice thickness varied from 0.65 to 5 mm with 512 * 512
resolution. Further, for testing the model, independent data set of Lung 2 was used which
is marked as NSCLCRadiogenomics dataset in TCIA repository with 211 subject’s [14].
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Fig. 2. Deep Learning based lung segmentation approach

The testing data had following different sub categories of NSCLC: Adenocarcinoma,
Squamous cell carcinoma and NOS. The demographics of each of the subgroups of
training and testing are mentioned in the Fig. 3.

Fig. 3. Data demographics and data split for model training

2.2 Pre Processing

The input CT volumes are processed to set non-anatomical regions such as air (with
HU value below −1000) to 0, so that number of the pixel computations are reduced.
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The data augmentation was performed in terms of translation and rotation (0 to 30°) to
make the model robust against the data variations. No specific preprocessing steps such
as de-noising, artifact corrections, system-based calibration were employed, which are
typical in conventional approaches of Lung segmentation. The preprocessing approach
was specifically designed to have minimum steps, to test the efficacy of convolution
neural networks.

2.3 Training Deep Learning Model

The target of the current approach is, given aCT slice of a lung (diseased or non-diseased)
the region ofwhole Lung need to be segmented.We employmodifiedU-Net [15] inspired
CNN architecture to arrive at segmented region of the lung. We follow a pixel based
classification mechanism that aims at classifying whether each pixel belongs to Lung
region. The model architecture that is built was inspired fromU-Net Convolution Neural
Network (CNN), which consists of 18 convolutional layers, 4 central pooling layers
with the convolutional kernel size of 3X3 in each convolutional layer. The schematic
representation of the model architecture is as shown in the Fig. 4.

The convolutional layers perform convolutional operation on all input feature maps
to obtain output features defined by theRectifiedLinearUnits (ReLU) activation function
[16]. The feature map layer combination is defined by the Eq. (1)

f j = ReLU
(∑m

i=1
Cij ∗ f i + bj

)
(1)

Where f i and f j are the ith input feature map and jth output feature map, respec-
tively. We define Cij as the convolutional kernel between f i and f j (* denotes the 2-D
convolutional operation), bj is the bias of the jth output feature map.

After each convolutional layer, a rectified linear unit (ReLU) is used as a non-linear
activation function, this is added to bring non linearity to the model and is expressed as:

ReLU (z) = max(0, z) (2)

Further to the last convolutional layer, a fully connected layer is applied where each
output unit connects to all inputs. This layer can capture correlations between different
features produced by the convolutional layer. For achieving non-linearity and a two-class
output classifier, the sigmoid function was used. Since the sigmoid function ranges from
zero to one, it can be directly related to class probabilities making it ideal activation
function for classification task.

sigmoid(z) = 1

1 + e−z
(3)

The goal of network training is to maximize the probability of the correct class.
This is achieved by minimizing the dice coefficient loss function. The loss function is
minimized during the model’s training process. The weight updation was performed
using Adaptive Moment Estimation (ADAM) algorithm [17]. Instead of adapting the
parameter learning rates based on the average first moment as in RMSProp, ADAM
makes use of the average of secondmoments of the gradients. Specifically, the algorithm
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calculates an exponential moving average of the gradient and the squared gradient, and
the parameters β1, β2 control the decay rates of these moving averages. The initial
value of the moving averages and β1, β2 values close to 1.0 (recommended) results
in a bias of moment estimates towards zero. This bias is overcome by calculating the
biased estimates and then calculating bias-corrected estimates. ADAM is an extension
to stochastic gradient descent and converges faster than other stochastic optimization
methods [18]. It also rectifies problem such as vanishing learning rate, slow convergence
that other optimization problems face which leads to fluctuating loss function. The
weights are updated based on the below equation

w(t+1) ← w(t) − η
mw
∧

√
vw
∧ + ε

(4)

Where ε is a small number used to prevent division by zero.
And

mw
∧ = m(t+1)

w

1 − β t
1

(5)

vw
∧ = v(t+1)

w

1 − β t
2

(6)

Where mw and vw are estimates of the first moment and second moment of the
gradients respectively. β1 and β2 are the forgetting factors for gradients and second
moments of gradients, respectively.

The hyperparameters used for the model training are Optimizer = ADAM, Learn-
ing Rate = 1.0e−6, Metric = Dice score, Number of Epochs = 50, Batch Size =
2, Weight Initialization Method = Xavier initialization. The dice similarity coefficient
(DSC) is used as the primary evaluation criteria for assessing the automatic segmenta-
tion accuracy; also, this is used as a loss function for the backward propagation in the
proposed model. The DSC expressed as in Eq. (7) provides amount of overlap between
two segmentation results [19], wherein Gt is the groundtruth segmentation and Auto is
the automated segmentation performed by the trained model.

DSC = 2 ∗ V (Gt ∩ Auto)

V (Gt) + V (Auto)
(7)

In the implementation, RT Structure of delineated lung region on each slice by the
radiologist is considered as the ground truth and the region predicted by the model is
overlaid on the RT Structure mask to arrive at the DSC.

2.4 Model Visualization

Interpreting the deep learning model and understanding model’s rationale behind the
decision process to arrive at the prediction is challenging. In order to ensure that the
model is indeed looking into the relevant regions in the input image to arrive at the
decision, a visualization enginewas added on top of the builtmodel. The approach used to
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build the model visualization was Gradient-weighted Class Activation Mapping (Grad-
CAM) [20]. The Grad-CAM works on the class discriminative localization approach
wherein it uses the gradients of target of the final convolutional layer to produce a coarse
localization map, highlighting the regions considered in the image for predicting the
concept. This is not only useful to know about the regions responsible for prediction
but also aids in debugging the decision process in the networks. In essence, Grad-CAM
takes into account the penultimate layer (layer before softmax) to interpret the decision
of the CNN and identifies the respective filter activation for every spatial location (i,
j) in the given image, further this is converted into the heat map based on the weights
indicating the prominent regions. The mathematical aspect is depicted in the Eq. (8, 9).

Wc
k = 1

z

∑
i

∑
j

∂Y c

∂Ak
ij

(8)

Sc = 1

z

∑
i

∑
j

∑
k
wc
kA

k
ij (9)

Fig. 4. Model architecture

The spatial score of a specific class Sc is the global average pooling over spatial
location (i, j) for the gradient of respective class output Y c with respect to the feature
map Ak

ij. The spatial score is obtained by multiply the resulting value with the feature
map along with its channel axis k. The

∑
describes the pooling and average operation

and z is constant. The output of the sample GradCAM results can be seen in Fig. 5. It
can be observed from the figure that location of the lungs are highlighted with red colour
indicating the maximum activation of the filters in that region, mapping to understanding
that the model has learnt the region of image that needs to be segmented.

3 Results and Discussion

The training data set containing 300 subjects of NSCLC, were fed to the U-Net inspired
model for training and 122 subjects were used as the validation set. The training accuracy
of 0.99 dice score was obtained after 50 epochs of training. The quantitative analysis
resulted in average dice score of 0.98 on the independent test data of Lung 2 dataset,
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Fig. 5. GradCAM visualization on Lung region.

comprising of 211 subjects. The Bland-Altman plot showing the variation of difference
between the ground truth dice score and predicted dice score vs mean of ground truth
and predicted dice score of the test data is plotted in the Fig. 6. It can be observed that the
differences are within mean ±1.96 SD indicating that the segmentation performed by
the model resembles the ground truth with high accuracy. Also, the box plot in the Fig. 7
on the test data shows the similar results indicating the average predicted dice score in
the range of 1 to 0.98 without outliers being seen, thus suggesting the robustness of the
model. The model was built using Keras (2.1.1) and Tensor flow (1.2.1) as backend in
python 3.0. The machine configuration used for training the model had Nvidia GPU
(Titan X 1080Ti) with the mentioned model hyper parameters. The scoring time on the
same GPU configuration took one millisecond per lung slice.
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Fig. 6. Bland-Altman plot of dice score of lung anatomy

Fig. 7. Box Plot of dice score of lung anatomy on the test set

The sample results of segmented output can be observed in the Fig. 8. The first
column is input CT slice, second column depicts annotation of the lung marked by the
radiation oncologist, third column in the figure maps to the segmented output by our
model, fourth being lung contour extracted from the predicted segmentation and fifth
column is the over laid contour on the original Lung slice. It can be observed that the lung
segmentation model is robust to the different anatomical structure of the Lung ranging
from symmetric lung (rows d–f) to partial lung region being visible (row i–j), in the
bottom two rows of the figure.
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(a) 

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

Fig. 8. Segmented Lung region and the associated ground truth masks

Table 1. Comparison with other lung segmentation approaches.

Title Approach Number of dataset(n) Average dice score Test dataset

Y. Wei G et al. [21] Bresenham
algorithm

97 subjects 0.95 Externally validated on
25 Subjects

Dai et al. [22] Gaussian Mixture
based model

Not mentioned 0.98 No external validation

Noor et al. [5] Thresholding &
morphological

96 subjects 0.98 No external validation

Zhang et al. [23] Active contour 60 subjects 0.97 Externally validated on
60 subjects

Our approach Deep Learning 422 Subjects 0.98 Externally validated on
211 subjects
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4 Conclusion

Multiple algorithms in the literature have attempted the segmentation of the lung
anatomy, the algorithms varies from simple thresholding to that of machine learning
approaches. The Table 1 provides comparison of lung segmentation approaches being
published recently. The prior work by Y. Wei et al. [21] performs both preprocessing
as well as post processing of the scans to arrive at the segmentation and its validated
on limited external data of 25 subjects leading to DSC of 0.95. However, as there are
preprocessing steps used in this study, where in each of these steps needs to optimize
based on the scan type, slice thickness and acquisition parameters leading to loss of
generalization in the approach. Another study by Dai et al. [22] used Gaussian mix-
ture model based approach; wherein there is need of manual seed point, initialization
and custom preprocessing for noise elimination. The study does not mention the data
characteristics, diseased conditions as well as number of subjects used for building the
model, leading to questioning the claims of the study. Noor et al. [5] used thresholding
approach and claimed DSC of 0.98 without external validation data set. In addition, the
study focused only on a single scanner type as well as single slice thickness of 10 mm
making the approach difficult to be generalized across all the scanner types, disease
conditions and the variability. Another study by Zhang et al. [23] showed robustness
of active contour model for delineation of the lung region with pathological conditions,
also the model took into account the variability of scanner setting and the data. Further,
the model was validated on the external data of 60 subjects resulting in the dice score of
0.97, with a robust validation approach. However, in this study there is a need to initialize
the threshold value and perform preprocessing steps such as Gaussian smoothing. Com-
pared to existing approaches, our model is exhaustively validated on the diseased data
set with external data and there is no preprocessing or post processing performed, no
domain-based adaptation is performed to arrive at the delineation. Our approach shows
better generalization across different scanner settings, vendors and the slice thickness.
In addition, there is no initialization of the seed point making it complete automated
without manual intervention.

References

1. Siegel, R., Miller, K., Jemal, A.: Cancer statistics, 2016. CA-Cancer J. Clin. 66, 7–30 (2016)
2. Aerts, H., et al.: Decoding tumour phenotype by noninvasive imaging using a quantitative

radiomics approach. Nat. Commun. 5, 4006 (2014). https://doi.org/10.1038/ncomms5006
3. Wei, Y., Shen, G., Li, J.J.: A fully automatic method for lung parenchyma segmentation and

repairing. J. Digit. Imaging 26(3), 483–495 (2013)
4. Dai, S., Lu, K., Dong, J., Zhang, Y., Chen, Y.: A novel approach of lung segmentation on

chest CT images using graph cuts. Neurocomputing 168, 799–807 (2015)
5. Noor, N.M., et al.: Automatic lung segmentation using control feedback system: morphology

and texture paradigm. J. Med. Syst. 39(3), 22 (2015)
6. Pulagam, A.R., Kande, G.B., Ede, V.K.R., Inampudi, R.B.: Automated lung segmentation

from HRCT scans with diffuse parenchymal lung diseases. J. Digit. Imaging 29(4), 507–519
(2016). https://doi.org/10.1007/s10278-016-9875-z

https://doi.org/10.1038/ncomms5006
https://doi.org/10.1007/s10278-016-9875-z


Auto Segmentation of Lung in Non-small Cell Lung Cancer 351

7. Awais, M. et al.: Segmentation and image analysis of abnormal lungs at CT: current
approaches, challenges, and future trends. Radiographics (2015). https://doi.org/10.1148/rg.
2015140232

8. Chae, S.H., Moon, H.M., Chung, Y., Shin, J., Pan, S.B.: Automatic lung segmentation for
large-scale medical image management. Multimed. Tools Appl. 75(23), 15347–15363 (2016)

9. Yamashita, R., Nishio, M., Do, R.K.G., et al.: Convolutional neural networks: an overview
and application in radiology. Insights Imaging 9, 611–629 (2018). https://doi.org/10.1007/
s13244-018-0639-

10. Dou, Q., Chen, H., Yu, L., Qin, J., Heng, P.A.: Multi-level contextual 3D CNNs for false
positive reduction in pulmonary nodule detection (2016). IEEE Trans. Biomed. Eng. https://
doi.org/10.1109/tbme.2016.2613502

11. Setio, A.A.A.: Pulmonary nodule detection inCT images: false positive reduction usingmulti-
view convolutional networks. Med. Imaging IEEE Trans. https://doi.org/10.1109/TMI.2016.
2536809

12. Zhou, T., et. al.: A review: deep learning formedical image segmentation usingmulti-modality
fusion. Array 3, 10004 (2019). https://doi.org/10.1016/j.array.2019.100004

13. Aerts, H.J., et al.: Data from NSCLC-radiomics [data set]. Cancer Imaging Arch (2019).
https://doi.org/10.7937/K9/TCIA.2015.PF0M9REI

14. Shaimaa, B., et al.: Data for NSCLC radiogenomics collection. Cancer Imaging Arch. (2017).
http://doi.org/10.7937/K9/TCIA.2017.7hs46erv

15. Ronneberger, O., Fischer, P., Brox, T.: U-Net: convolutional networks for biomedical image
segmentation. In: Navab, N., Hornegger, J., Wells, William M., Frangi, Alejandro F. (eds.)
MICCAI 2015. LNCS, vol. 9351, pp. 234–241. Springer, Cham (2015). https://doi.org/10.
1007/978-3-319-24574-4_28

16. Xu, B., Wang, N., Chen, T., Li, M.: Empirical evaluation of rectified activations in
convolutional network. arXiv preprint arXiv:1505.00853 (2015)

17. Goodfellow, I., Bengio, Y., Courville, A., Bengio, Y.: Deep Learning, vol. 1. MIT press,
Cambridge (2016)

18. Ruder, S.: An overview of gradient descent optimization algorithms. arXiv preprint arXiv:
1609.04747 (2016)

19. Havaei, M., Guizard, N., Chapados, N., Bengio, Y.: HeMIS: hetero-modal image segmenta-
tion. In: Ourselin, S., Joskowicz, L., Sabuncu, Mert R., Unal, G., Wells, W. (eds.) MICCAI
2016. LNCS, vol. 9901, pp. 469–477. Springer, Cham (2016). https://doi.org/10.1007/978-3-
319-46723-8_54

20. Selvaraju, R.R., Cogswell, M., Das, A., Vedantam, R., Parikh, D., Batra, D.: Grad-CAM:
Visual Explanations fromDeepNetworks viaGradient-basedLocalization. arXiv:1610.02391
(2016)

21. Wei, Y., Shen, G., Juan-juan, L.: A fully automatic method for lung parenchyma segmentation
and repairing. J. Digit. Imaging 26, 483–495 (2013). https://doi.org/10.1007/s10278-012-
9528-9

22. Dai, S., Lu, K., Dong, J., Zhang, Y., Chen, Y.: A novel approach of lung segmentation on
chest CT images using graph cuts. Neurocomput. 168(C), 799–807 (2015). https://doi.org/
10.1016/j.neucom.2015.05.044

23. Zhang, W., Wang, X., Zhang, P., Chen, J.: Global optimal hybrid geometric active contour
for automated lung segmentation on CT images. Comput. Biol. Med. 91, 168–180 (2017).
https://doi.org/10.1016/j.compbiomed.2017.10.005

https://doi.org/10.1148/rg.2015140232
https://doi.org/10.1007/s13244-018-0639-
https://doi.org/10.1109/tbme.2016.2613502
https://doi.org/10.1109/TMI.2016.2536809
https://doi.org/10.1016/j.array.2019.100004
https://doi.org/10.7937/K9/TCIA.2015.PF0M9REI
http://doi.org/10.7937/K9/TCIA.2017.7hs46erv
https://doi.org/10.1007/978-3-319-24574-4_28
http://arxiv.org/abs/1505.00853
http://arxiv.org/abs/1609.04747
https://doi.org/10.1007/978-3-319-46723-8_54
http://arxiv.org/abs/1610.02391
https://doi.org/10.1007/s10278-012-9528-9
https://doi.org/10.1016/j.neucom.2015.05.044
https://doi.org/10.1016/j.compbiomed.2017.10.005


Multiwavelet Based Unmanned Aerial Vehicle
Thermal Image Fusion for Surveillance

and Target Location

B. Bharathidasan1(B) and G. Thirugnanam2(B)

1 Department of Electronics and Instrumentation Engineering, Annamalai University,
Chidambaram, India

ggtt_me@yahoo.com
2 Department of Electronics and Communication Engineering,

Government College of Technology, Coimbatore, India
thirugnanam_me@yahoo.com

Abstract. A novel image fusion method in multiwavelet domain is proposed
in this paper. The special frequency band and property of image in multiwavelet
domain are employed for the image fusion algorithm. Due to thewidespread use of
digital media applications, multimedia refuge and the fusing has grown incredible
important. Here in this research work, a low resolution multispectral and high
resolution RGB image fused here is he new method to fuse that is proposed, to
find out the armed person behind deep forest with surrounding trees. The picture is
acquired from a wing which is new unmanned aerial vehicle (UAV) at 90 to 100 m
distance in dark light surroundings. The combined effect of the texture resolution
by a heavy decree RGB image and the thermal image taken by Dual Sensor Night
Vision Goggle (DSNVG), to retrieve a fused IR RGB-thermal good image of the
armed person. Inside this research work, The DSNVG is in construction to offer
fusion of thermal imagery, to afford the profit of larger positional alertness due to
developed risk discovery underneath nearly all battlefield outsides, like-minded
with established bludgeon structure ranges, prolonged performance potential from
high-light circumstances to sum dusk and through battlefield obstacles, increasing
ability for municipal work. Here, Multiwavelet transform is being compared with
wavelet packet for aerial vehicle fusion. In this work concludes that multiwavelet
performs better than wavelet packet.

Keywords: Image fusion · Multiwavelet transform · Wavelet packet transform

1 Introduction

This fusingof Image technique by joining the considerable statistics beginning a establish
of films of the identical spectacle within a restricted picture and the resultant diverse
image is superfluous informative and complete than the host images. Input images could
be the multisensor, occurence and more focus point [1]. The fused image is imaginary
to place all important real terms from the original images. The artifacts introduced by
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the image fusion that supply to an erroneous psychiatry. Picture listing is the necessary
fundamental procedure of the fusion technique. It also the procedure of transforming
an assortment of sets of statistics into one classify coordination. Image fusion place
submission in the pasture of steeringmanagement, goal discovery, and gratitude,medical
judgment, satellite imagery for long distance sensing, military and inhabitant scrutiny
[2]. These methods are confidential into picture element, feather, and decision makings.

The DSNVG is in construction to offer fusion of thermal imagery, to afford the
profit of larger positional alertness due to developed risk discovery underneath nearly all
battlefield outsides, like-minded with established bludgeon structure ranges, prolonged
performance potential from high-light circumstances to sum dusk and through battlefield
obstacles, increasing ability for municipal work [3].

The sieve deposit applied to put into practicewavelet transform and satisfies the prop-
erties of orthogonality, balance, little support and upper estimate sort concurrently. The
DSNVG is in construction to offer fusion of thermal imagery, to afford the profit of larger
positional alertness due to developed risk discovery underneath nearly all battlefield out-
sides, like-minded with established bludgeon structure ranges, prolonged performance
potential from high-light circumstances to sum dusk and through battlefield obstacles,
increasing ability for municipal work.

The DSNVG is in construction to offer fusion of thermal imagery, to afford the
profit of larger positional alertness due to developed risk discovery underneath nearly all
battlefield outsides, like-minded with established bludgeon structure ranges, prolonged
performance potential from high-light circumstances to sum dusk and through battle-
field obstacles, increasing ability for municipal work. Temperature pictures might be
a precious gain along the illustration pictures. Temperature picture don’t relays over
the shadow, the productivity is the outcrop of temperature acquiring of the radiation
of warmth of the substance [4, 5]. With the progress of new imaging sensing exist the
necessitate of a carrying great weight amalgamation of all in a job imaging source. Fus-
ing of images of illustration and temperature gathering results sums a innovative breadth
in producing the final searching further unfailing. The DSNVG is in construction to
offer fusion of thermal imagery, to afford the profit of larger positional alertness due
to developed risk discovery underneath nearly all battlefield outsides, like-minded with
established bludgeon structure ranges, prolonged performance potential from high-light
circumstances to sum dusk and through battlefield obstacles, increasing ability.

The DSNVG is in construction to offer fusion of thermal imagery, to afford the
profit of larger positional alertness due to developed risk discovery underneath nearly all
battlefield outsides, like-minded with established bludgeon structure ranges, prolonged
performance potential from high-light circumstances to sum dusk and through battlefield
obstacles.

2 Wavelet Packet Transform

InWPT, the sub-bands LL1, LH1, HL1 andHH1 are decomposed further. The purpose is
to provide time frequency plane to be partitioned added accurately [6]. A two level WPT
produces 16 coefficients from LLA2 to HHD2 as shown in Fig. 2. LLA2 is the approxi-
mation coefficient and remaining 15 sub-bands are detail coefficients. These coefficients
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give supplementary resolution in time and increase the robustness and imperceptibility
of the fusion method [7] (Fig. 1).

Fig. 1. Two level 2D WPT analysis filter banks

3 Proposed System

In this paper it is proposed to implement Multiwavelet and then applying new Image
fusion technique to it [8].

3.1 Multiwavelet Transform

InWPT, with the help of the lower side of the tree structures otherwise the higher side of
the branch the fundamental two-channel paper bank is simulated as shown in Fig. 2. This
produces uninformed tree makeup with each tree analogous to aWPT basis. These bases
are premeditated by in-between the repeated federation in steps of anecdotal sizes [9,
10]. Thin packed basics are consequently chiefly glowing bespoke to sour transmission
part that have unlike deeds in diverse frequency steps. However, Packets are found to
be less robust against image processing attacks and their shift variance property causes
inaccurate extraction also. Hence, in this paper Multiwavelet Transform based image
fusion is proposed and implemented [11].

Like wavelets, Multiwavelets rely on Multi Resolution analyses (MRA) like that of
wavelets. Only to the large industry function ϕ(t) and only wavelet celebration ψ(t)
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present in wavelets using MRA, where as multiwavelets have large items have small
industry celebrations underneath a single vetrified can be specified as,

ϕ(t) = [ϕ1(t), ϕ2(t), . . . , ϕN (t)]T (1)

and large scale industry celebrations can be identified as,

ψ(t) = [ψ1(t), ψ2(t), . . . , ψN (t)]T (2)

matrix dissolution First equation and waving second equation

ϕ(t) =
∑

K

H (k)ϕ(2t − k) (3)

ψ(t) =
∑

K

H (k)ϕ(2t − k) (4)

Fig. 2. Decomposition tree for two level using multiwavelet

Many of the literature specified that multiwavelets N is 2 i.e., scaling and wavelet
functions are two. The sub-bands higher passing and lower passing are no. of matrices
in its place of scaling findings. First figures reveals that a paper savings that decreasing
these pictures to a single level. The input is to be a multiple filter that has. Taps of size
N × N filter deposits matrices,

The DSNVG is in construction to offer fusion of thermal imagery, to afford the
profit of larger positional alertness due to developed risk discovery underneath nearly all
battlefield outsides, like-minded with established bludgeon structure ranges, prolonged
performance potential from high-light circumstances to sum dusk and through battlefield
obstacles, increasing ability for municipal work (Fig. 3).
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Fig. 3. Two sided multiwavelet analysis

4 Image Fusion

Here there are one or more input images that are combined to form only one image that
consists of all the features of that input images [12]. In this research paper, fusion is
done to join the images of RGB and temperature based gray scale image. The resulting
mixed image accommodates uniformly the finding out armed person behind group of
trees. An pioneering mixing growth with multiwavelet move toward shut to is done.
N of multiwavelets is 2 as it is suggested in many of the literatures. The input has to
be two vectors when N is double. This can be possible by moreover dividing ones and
threes model individually across findings or doing one watercourse of input into two
watercourse or filter previously the timing small industry host to detect the steady guess
that results second screams of span partially of the input. The protuberance image of
a widened multiwavelet produces imaging fusing scheme is available in second figure.
RGB is deliberate as Image 1, and temperature image is applied as second picture (Fig. 4).

Fig. 4. Procedure of multiwavelet fusing images

In WPT, the sub-bands LL1, LH1, HL1 and HH1 are decomposed further. The
purpose is to provide time frequency plane to be partitioned added accurately. A two
level WPT produces 16 coefficients from LLA2 to HHD2 as shown in Fig. 2. LLA2
is the approximation coefficient and remaining 15 sub-bands are detail coefficients.
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These coefficients give supplementary resolution in time and increase the robustness
and imperceptibility of the fusion method [13].

5 Fusion Rule

The DSNVG is in construction to offer fusion of thermal imagery, to afford the profit of
larger positional alertness due to developed risk discovery underneath nearly all battle-
field outsides, like-minded with established bludgeon structure ranges, prolonged per-
formance potential from high-light circumstances to sum dusk and through battlefield
obstacles, increasing ability for municipal work:

Wa
j = α ∗ Wa

Aj + β ∗ Wa
Bj (5)

W – sub-bands of the image, A and B locate for IR and Thermal images are in
straight, j is the height of wavelet and the principles of α + β = 1.

Manner in brains that larger frequency sub-bands located of a particulars, the
reseacher developed greater repeat sub-bands are improved constituent to place sideways
extra excellent values [14, 15].

Wd
j =

⎧
⎪⎨

⎪⎩

Wd
Aj,

∣∣∣Wd
Aj

∣∣∣ ≥
∣∣∣Wd

Bj

∣∣∣

Wd
Bj,

∣∣∣Wd
Aj

∣∣∣ ≤
∣∣∣Wd

Bj

∣∣∣
(6)

6 Simulation Results

Image 1 is the infra red image and image 2 is the thermal image as shown in Figs. 5
and 6 of size 256 × 256. Y, U, V components are obtained from input image 1 and for
fusion only Y component is taken and the figures as shown in Figs. 7, 8 and 9. With the
use of Multiwavelet transform, Image 1 is sub-divided into two levels and it is shown
in Fig. 10 and in Fig. 11. Similarly, Multiwavelet transform decomposes image 2 and
it is displayed in the Figs. 12 and in Fig. 13. Fusion rule which is proposed here in this
work, is applied on seven subtitutes of first and second pictures. The mean is calculated
between low-frequency components in two images in lower oreder sub-bands. Fused
multiwavelet sub-band image is retrieved after the process of fusing, and immediately
reverse MWT is shown in Fig. 14 as it is called as Y component of the compound image
as indulged in Fig. 15. After that Y component mixed picture element is converted
to an RGB mixed image as directed in Fig. 16. PSNR and Normalized Correlation
are compared and tabulated in Table 1 intended for wavelet packet and multiwavelet
transform.
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Fig. 5. Input image 1 (Infra Red image) Fig. 6. Input image 2 (Thermal image)

Fig. 7. Y component of input image1 Fig. 8. U component of input image1

Fig. 9. V component of input image1 Fig. 10. One level Multiwavelet
decomposition
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Fig. 11. Two level Multiwavelet
decomposition of image1

Fig. 12. One level Multiwavelet
decomposition of image2

Fig. 13. Two level Multiwavelet
decomposition of image2

Fig. 14. Fused coefficients

Fig. 15. Output Y component of image fusion Fig. 16. RGB fused image
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Table 1. Performance comparison of wavelet packet and multiwavelet

Input images PSNR (dB) Similarity measure MSE

WPT Multiwavelet WPT Multiwavelet WPT Multiwavelet

Proposed UAV
Images

45.9472 47.1903 0.9478 0.9686 0.9112 0.8821

INSAT 45.9327 47.2843 0.9459 0.9612 0.9198 0.8892

LANDSAT 43.4233 46.3925 0.9362 0.9589 0.9723 0.8997

PAN-MS 44.7331 46.9276 0.9312 0.9525 0.9610 0.8933

7 Conclusion and Future Work

Multiwavelet transform based thermal image fusion is attempted in this paper work.
Simulation results arrived using MATLAB reveals that the supremacy of the proposed
Multiwavelet based image fusion toWPT. The results from Table 1 show that the imper-
ceptibility is 47 db when compared to WPT and it shows the better results. As per the
similarity measure is concern 96% is the proposed method values when compared to
previous methods. This fusion technique found to be successful for the fusion in the
survival of intrusion. In this work, Multiwavelet transform based thermal image fusion
is attempted. In the future work, it is proposed to attempt Framelet transform, a new
novel technique which is to be applied for the image fusion for UAV images.
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Abstract. Digital evidence from CCTVs is an aid in crime scene investigations
and there is a demand for more automation. This paper describes a system that
detects motion induced events within a video clip based on user-defined criteria,
such as filtering by colour and size of the moving object and then extracts features
and regions where events have been detected. Post processing includes finding
association rules between objects that appear simultaneously in a clip based on
their colour. All processing techniques follow best practices.

The available Wallflower dataset is used for evaluation, and confusion matri-
ces are computed by comparing the results achieved by this system against the
ground truth values for each image sequence. Ranges of effective pre-processing
parameter values were set for erosion, dilation and background subtractor thresh-
old and the system was tested across a wide array of parameter values. For each
combination, measures are extracted and the F1 Score is calculated.

The lowest and highest F1 Score obtained across all image sequences were
of 67% and 95% respectively. It is noted that the image quality of clips and
background affect the F1 scores.

Keywords: Computer vision ·Movement detection · Digital forensics

1 Introduction and Background

Analysis of video footage from Crime Scene Investigation (CSI) is an important part of
digital forensics and one which is constantly improving, as investigations rely on such
media to support evidence [1]. However, the investigators still have to manually review
the video footage to detect events of interest. This review is very time consuming, prone
to human error, subjective, and inefficient.

Video footage is also vital in the CSI as it can provide indications towards identifi-
cation of potential suspects and witnesses, vehicles used by identified individuals and
any associated detections (e.g. a person following another). Video footage and the detec-
tions are very effective evidence in a court trial. There are numerous CSI that have been
resolved by video footage from one or many video sources; one example is untangling
the events in a violent street brawl [2].

This paper describes the design, methodology adopted for evaluating and technolo-
gies used to implement the system are described. Finally, the results and observations
from the evaluation process are reported.
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2 Background

2.1 Digital Forensics

Digital Forensics is the means of gathering and interpreting information from digital
media or digital devices as evidence, that can be used in building a crime case [3].
Digital Image and Video Forensics is a branch of Digital Forensics that deals with
discovering and analysing facts about an image or a video. Examples of forensic studies
include detecting alterations, discovering or recovering hidden data, and tracing back
the origins of the media [4].

2.2 Computer Vision and Digital Image Processing

As video content grows, the field of computer vision is much more in demand as there
is an ever-growing demand for video analysis techniques and image understanding [5].
Computer vision techniques can be applied to several different areas, such as motion,
and object and pedestrian detection.

Digital Image Processing is the act of manipulating and changing images that are
stored digitally on some storage media, using a digital computer. Such manipulations
range from a simple image rotation to more complicated operations such as colourising
a greyscale image.

2.3 Motion Detection

Motion detection in a video clip is the process of identifying motion of objects that are
present in two or more sequential images [6]. There exist many approaches for detecting
motion, and several algorithms have been proposed. These are still challenged by content
of a video clip and therefore effects the quality of the detected results. Such challenges
include illumination changes, dynamic backgrounds, occlusion, clutter, camouflage and
inclement weather [7].

A popular technique used for detecting motion is Background Subtraction. It has
been used successfully for indoor and outdoor applications [8]. The technique works
by selecting an image from an video sequence, called a background model, and then
subtracting it from the current frame in the sequence. This will generate a binary image,
where the white pixels represent the differences between the current frame and the
background model.

2.4 Data Mining

Data mining is the combined process of analysing gathered data and transforming that
data into meaningful, reduced, and useful information.

Association rule mining was introduced in 1993 and is still one of the most widely
used pattern-discovery methods [9]. It can be described as discovering associations
between two or more objects from within a given database populated with transactions.
In order to accept an association rule, it has to satisfy the rules of confidence and support.
Confidence is a percentage of transactions containing Y and X with regard to the overall
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number of transactions containing Y. Support on the other hand is a percentage of
transactions containing both X and Y together from the overall number of transactions
[10].

2.5 Similar Systems

There are existing and similar systems that incorporate motion detection such as those
found in real-time camera systems. Some of these camera systems use Passive Infrared
(PIR), which detect motion based on the heat emitted by objects in contrast to the heat
of the background. Other systems use Computer Vision to detect motion, which offer
more advanced features [11].

3 Aims, Objectives and Requirements

The aim here is to develop a computerised system that automates the process of detecting
motion event details in video evidence collected from stationary cameras. Furthermore,
the system has to offer functionalities such as filtering the results by colour and size
of targets, analysing features within the detected areas, and mining association rules
between moving objects that appear within a video based on their colour. Due to the
diversity of scenes, environments, and quality of captured footage, there cannot be a
definite pre-processing and post-processing configuration that fits all videos. For this
reason, the end user is able to change the default configurations through parameters
settings.

The system is required to provide a time and resource efficientmethod for automating
the process of detectingmotion events in the specified video file. Tomeasure the system’s
capabilities an evaluation is conducted using an oracle type of comparison against the
results returned by our system. To run the evaluation a publicly available data set is used;
the Wallflower data set [12] contains different types of image sequences.

To address the turnaround time for processing a video sequence and extracting the
events therein, automation and in some cases lightly supervised automation is being
entrenched in the system. To address the quality and consistency of motion event detec-
tion, the system depends less on human intervention and adopts best practices in com-
puter vision and motion detection during processing; human intervention is known to
decrease the quality of work with load due to subjectiveness, tiredness, distractions and
other effects that deter the focus of the investigator. By relieving the investigator’s time
from mundane task of reviewing all the video sequence the system allows an investiga-
tor to conduct multiple runs each specifying different search criteria whose settings are
tuned through his expertise.

The proposed system is an interactive system that analyses digital video extracted
from stationary cameras, such as CCTV surveillance systems, for evidence through
automatic detection of events based on visual movement. The user is given options to
aid and direct the motion detection process, such as pre-processing options on the binary
images generated, change the image resolution for analysis, and even the parameters to
adjust the background subtraction. Once motion is detected, the system then allows
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the user to choose their next action from the following; parametric motion detection,
detected object feature analysis, and association rule mining based on objects detected.

If the user opts for supervised automation, then parametric motion detection is avail-
able to filter the results by selecting one or more colours, and minimum and maximum
sizes of the objects to be reported. The user is allowed to input the minimum number of
pixels that match the parameters, to provide further filtering. If any of the set parameters
are satisfied, then the system outputs the results to the user, marking the region where
the parameter selected is satisfied using a bounding rectangle.

For detected object feature analysis, the user selects a frame where motion was
detected, and subsequently select the area highlighting the moving object for further
analysis. The results are shown in a list, displaying the detected features and a percentage
representing the degree of confidence in feature detection.

If the user chooses to perform association rule mining, they are able to modify the
support and confidence levels with which the algorithmmines association rules. Once an
association rule instance is found it is presented in textual format displaying the degree
of confidence with which this implication holds.

For each process run, set parameters and results obtained are stored in a database to
enable explanation of the conditions that lead to these detections.

4 Design and Implementation

The system is designed to have four major modules to meet the requirements.

4.1 Motion Detection

Themotion detection process is made up of three phases. The first phase is collecting the
input video properties; this meta data is used to drive processing the images contained in
the input video file. The video file is then split into individual frames, representing each
image in the video file. Each image is then resized to a resolution specified by default or
set by the user. Even though downsizing images causes loss in quality, it is a trade-off
for boosting the time performance of the detection process.

The motion detection process, the second phase of motion detection, is implemented
using a combination of best practices reported in the literature. In order to detect changes
between two frames, background subtraction is used to generate a binary image high-
lighting differences between two frames being the reference frame and the input frame,
by colouring different pixels white. Along with background subtraction, a background
modelling technique is used to build and update a reference frame, which adapts to the
changing background throughout the video timeline to represents the ideal background
from which to subtract each consequent frame from. The library OpenCV offers various
ways to apply background subtraction. The option chosen here was the Background
Subtractor MOG2 object [13] which uses an improved Gaussian Mixture-based back-
ground modelling technique [14]. MOG2 accepts the following parameters: the number
of frames to consider for background modelling, a threshold value to check how fitting a
pixel is to the background using the squaredMahalanobis distance function, andwhether
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to mark shadows in the binary images. The default values for each of the parameters are
500, 32, and ‘False’ respectively.

Once the binary images are generated, the morphological operators, such as erosion
and dilation [15], are applied to the image as specified by the user. After these operations
on the binary images, the system sifts the binary images for areas of interest marked
by white pixels. Another process is involved to coalesce objects of interest that are
effectively one; the Connected Components algorithm [16] is used to identify separate
objects found within the frame (called Labels). When a Label satisfies the motion detec-
tion parameter and is deemed to be a moving object, an object structure representing
the motion event is created for later access. After all the video timeline is analysed for
events, time intervals in seconds and the frames where motion is detected are presented
to the user. All the configurations and results are also stored in the database for the run.

The third phase of the motion detection process is that of gathering and reporting
the results. The user is able to view the results in either of two perspectives. First, by
choosing to save the images where motion is detected to storage. This allows for further
review of each single frame. Second, by choosing time intervals, in a range format and
frames, from the original video for each event.

4.2 Parametric Motion Detection

The second module enables parametric motion detection based on user set filters; these
include selecting one or more colours, and a minimum and maximum size of the target
object. Once the parameters are set by a user and the motion detection process is run,
results are presented with a list of images that meet the set user criteria with the area
satisfying user constraints marked by a bounding rectangle.

The implementation of the parametric motion detectionmodule is composed of three
functions. Two of the functions are dedicated to the types of filtering available; namely
colour and size. The third function supports colour filtering which compares the values
of a pixel against a classification of colours, to determine whether a pixel belongs to a
certain colour group using the HSV (hue, saturation, value) colour space. Specifically,
for each marked object the image is iterated, and each of its pixel’s is checked for
satisfaction of any of the parameters set by the user. Similarly, size filtering takes place
by comparing the height and width of the Label to those set by the user.

4.3 Object Feature Analysis

The third module is feature analysis of any detected object. This is implemented with
the use of an API provided by Google (Google Cloud Platform Service [17]). The user
is allowed to crop a region that has been detected in a frame which is then sent using the
API and the system awaits the identification of features.

The API available from the Google, the Vision API, is provided with an image, and
it returns a dictionary providing information about the features detected, such as the
description, and the confidence score.
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4.4 Association Rule Mining

The final module provides association rule mining. In order to find association rules, the
FP Growth algorithm [18] was adopted. This finds associations between objects based
on their colour, and if they appear simultaneously in the video satisfying a certain degree
of confidence, then they are flagged in an association rule. The confidence level can be
user defined.

In order to implement the association rule mining module, the PyFPgrowth library
is used. This library offers the functionality to perform the FP Growth algorithm on a
set of transactions. These transactions are set based on the colours of the objects that
appear simultaneously throughout parts of the video.

4.5 User Interface

The User Interface design for this system is influenced by the available system’s features
and expected usage so as to accommodate the various processes available, depending
on and related to the flow of processing.

The user interface is implemented using the PyQt5 and PyQt5-tools libraries. PyQt5
is a library that allows you to create a user interface using objects such as sliders, text
fields and buttons.

In order to keep the user interface responsivewhile the system is processing a request,
multi-threading had to be implemented. The user interface runs on themain thread,whilst
the additional triggered processes are executed on daemon threads. Threading was done
using the in-built Python library.

4.6 Database

All of the above modules post results to a database, where the end user can then review
the results without having to perform the processes again. The database was also used
for debugging and evaluating the system. Evaluation was done by developing a separate
script to automate inputting ranges of different pre-processing operation values, rather
than having to do each process with each different variable through the User Interface.
An important role of the database is to provide the basis for a custody system and also
to exactly explain results (i.e. from which input file and which settings has the process
executed with).

For this purpose, the library PyGreSQL was imported into the solution. A dedi-
cated script was implemented to integrate the system with the database. There are seven
functions used to store results into the database and for evaluating results.

Implementation of the system was done using Python 3.6.4 programming lan-
guage. Libraries and APIs used for computer vision and matrices are OpenCV, NumPy
and Google Cloud Platform (Vision API). PyGreSQL and PyFPgrowth were used for
database connectivity and association rule mining respectively.

5 Evaluation, Results and Testing

The evaluation was conducted on the motion detection process, as it is the basis of
the whole system. The data set used for evaluation is the publicly available and very
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realistic Wallflower data set [12]. An oracle table for each of the used image sequences
was encoded by manually enumerating the motion events.

In order to make sure that the system is functioning as intended, a Unit Testing
method is employed. When conducting Unit Testing one can test specific pieces of code,
such as a function, or a set of functions [21]. For this purpose, the standard python library
‘unittest’ is used. All the main functionalities are tested using assertions, excluding the
database functions and user interface.

5.1 Evaluating Motion Detection

The method of evaluation is based on the use of confusion matrices and calculating the
accuracy, precision and recall on the four classifications: false positive, false negative,
true positive and true negative. Once recall and precision are calculated, we are then able
to compute the F1 Score [19], which is a harmonic average of precision and recall.

The settings used for evaluating the motion detection process were as follows:

• 500 frames background subtraction modelling;
• Shadows set to ‘False’;
• 15 pixels minimum area of object to detect;
• Frames resolution is unchanged;

Due to allowing the end user to set the system’s settings to fit their requirements, it
would be impossible to evaluate the full variety of all the possible configurations for pre-
processing and detection process settings available. After carefully testing and analysis
the effects of erosion, dilation and background subtractor threshold, it evidently showed
that extreme iterations of dilation and erosion operations as well as low or high threshold
values makes the motion detection pointless. For these reasons, the evaluating process
for the system is conducted on combinations of three separate ranges for erosion, dilation
and background subtractor. The ranges chosen are 0 to 9 for erosion and dilation, and
25 to 34 for background subtractor threshold.

From the results obtained for the Time of Day image sequence, it can be observed
that although the background is constantly changing, due to the fact that it is a very
slow and gradual change it does not impact the performance of the system as much
as the Light Switch and Foreground Aperture image sequences do. In the latter image
sequences, a sudden change occurs where the background model needs to quickly adapt
to a completely new reference frame. This results in a number of false positives, hence
having a significant negative effect on the Precision measure, and subsequently the F1
score. In the Moved Object image sequence, we do not experience any change in the
backgroundmodel, hence testing themotion detection process only. The results obtained
for each image sequence are depicted in Fig. 1.

From the results obtained it can be concluded that every video file will have its own
best configuration that will output the best results, meaning that there is no common
combination of pre-processing settings that will output the best result for all video input
to the system. It was also noted that the system had considerable amounts of false
positives after motion is detected. This is due to the background adapting to the changes
occurring, being marked as motion.
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Fig. 1. Bar chart showing the best measured results for each image sequence

5.2 Evaluating Association Rule Mining

In order to evaluate the association rule mining module, a staged video was created.
The video shows rectangles moving in and out of the scene, each with different colours,
however with a bias that green and red are to appear together more frequently, but not
always. The results achieved were correct, as the objects of colours green and red both
imply one another, meaning that there is an association between them.

5.3 Google Cloud Vision Evaluation

H. Hosseini, B. Xiao and R. Poovendran conducted an experiment in order to evaluate
the robustness of the Google Cloud Vision API [20]. The authors first tested the API
using the original images and recording the results returned. Then, they modified the
images by adding impulse noise until the results returned by the API fail to recognize
the contents of the image input. The authors conclude by stating that the Google Cloud
VisionAPI can be deceivedwhen using imageswith noise added to them.However,when
the modified image is restored, the API outputs very similar results to those returned
when using the original image.

6 Conclusions and Future Work

The aim was to develop a system that would automate the process of manually review-
ing digital video evidence, while still allowing the end user to control the retrieval by
modifying the available pre-processing and post-processing parameters.

The evaluation process showed that the least and most F1 Score percentage obtained
were those of 67% and 95% respectively. The average F1 Score of all results is 58%,
which does not reflect the system’s success rate. This is due to the fact that the configured
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parameters play a significant part in achieving the optimal results, however one can
also affect the results negatively when system is misconfigured. For this reason, a brief
analysis of the video is required to identify the parameter configuration settings in order
to achieve better results.

The OpenCV library was very useful in development of the final system. It is rela-
tively easy to learn and use due to the documentation provided by the developers and
community. PostgreSQL too was also very effective when used to process the data in a
quick and efficient manner, and an indispensable value for chain of custody.

Several features have been implemented in this motion detection system, however
due to the area of digital forensics and computer vision being so widespread, there are
many other possible improvements that can be done to make this system better and
even more effective. Examples of such improvements are: adapt the square pixel kernel
used for morphological operations erosion and dilation according to the resolution of
the frame; implement object tracking; optimization of process by using main memory
caching; add more background subtraction algorithms for the user to choose from; and
add more event types to association rule mining rather than just the colours of objects.
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Abstract. Forecasting is an essential part of any business as extensive amount of
data is available, one needs to combine statistical model with machine learning
to improve accuracy, throughput and overall performance. In this paper a time
series forecasting approach is used with machine learning techniques to forecast
the store item demands. SARIMA(0,1,1)X(0,1,0)12 model is used with parame-
ters (0,1,0,12) referring to seasonalcomponents of series combined with ARIMA
(0,1,1) for trend components. We trained our model taking past 4 year values of
store items and predicted sales for next year.

Keywords: Sales prediction · Machine learning · Time series · SARIMA
model · Grid search · Akaike information criterion

1 Introduction

Forecasting is a data science task that is central to many activities within an organization.
Faced by challenges like sudden rise in demands, high expectations, unknown demand
and high costs, every organization needs plans ahead of time to efficiently allocate the
scarce resources tomaximize the benefits andmeet the demands in the peak times. It helps
in goal setting as well as measuring performance over time for further improvements.
Since 1960s various statistical models have been presented for this purpose like linear
regression, ARIMA.

The increasing availability of huge amounts of data and firms striving to excel in busi-
ness has made forecasting a difficult and complex task. Nowadays, with great advance-
ment in AI and machine learning, forecasting can be done with machine learning which
reduces the cost of labour and automation leading to less time consumption.

In this paper, effort is made to predict one year sales of store item from given
5 years of data taken from website Kaggle [1]. Various trends, seasonal variation are
considered for monthly, yearly plots of data items.Machine learning techniques are used
to fit Autoregressive IntegratedMoving Average (ARIMA) and Seasonal Autoregressive
Integrated Moving Average (SARIMA) models.

© Springer Nature Singapore Pte Ltd. 2020
M. Singh et al. (Eds.): ICACDS 2020, CCIS 1244, pp. 372–381, 2020.
https://doi.org/10.1007/978-981-15-6634-9_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6634-9_34&domain=pdf
https://doi.org/10.1007/978-981-15-6634-9_34


Time Series Forecasting Using Machine Learning 373

2 Literature Survey

In this section, we present a brief overview of contributions which focus on time series
analysis and forecasting. Ariyo et al. [2] have used uses autoregressive integratedmoving
average (ARIMA)models to successfully predict stock prices over time. ARIMA (1,0,1)
was selected as the best model for Zenith bank stock index. He concluded how ARIMA
model has a strong potential for short-term prediction and can compete favourably with
existing techniques for stock price prediction. Nochai and Nochai [3] forecasted three
types of prices of palm oil i.e. farm price, wholesale price and pure oil price for 2000–
2004 inThailand.Main focuswas onfittingARIMAmodel byminimizingmean absolute
percentage error. Hong [4] used machine learning hybrid of RNNs and SVMs, namely
RSVR, to forecast rainfall depth values. It is observed that this results in great forecasting
performance which concludes RSVRCPSO model provides a promising alternative for
forecasting rainfall values. Pavlyshenko [5] explained machine learningmodels for sales
predictive analytics. TheThe effect of machine-learning generalization consists in the
fact of capturing the patterns in the whole set of data which is effective for small number
of predictions. Etuk andMohammed [6] used a similarmodel butwith different approach.
SARIMA(0,0,0)x(0,0,1)12was used to predict monthly rainfall in Gadaref, Sudan. Data
was already stationary and other parameters were estimated by ACF/PACF plots. Luo
et al. [7] used SARIMA model to predict Cucumber price. SARIMA(1,0,1)x(1,1,1)12
was fitted with fitting error 17%. It was deduced that SARIMA model is feasible for
short-term prediction of vegetable prices. Jarrett and Kyper [8] used the methods of
ARIMA-Intervention analysis toanalyse and draw conclusion concerning how the stock
market price index in China behave over time. Various parameters of ARIMA were
found by ACF/PACF plots after data was made stationary. Further, AIC value indicated
the usefulness of the model fitted. Guha and Bandyopadhyay [9] gave an inside view of
application of ARIMA time series model to forecast future values of gold. He pointed
how ARIMA is best for short run as model needs to be retrain to capture the new
trends in the data over years. He used six different models to predict values and fitted
ARIMA(1,1,1) which was the chosen according to lowest value of root mean square
error value.

3 Approach

Time series is ordered sequence of useful data such as temperature, stock price and item
demands over regular spaced interval of time. ARIMA models are a type of models that
have the ability to predict stationary as well as non-stationary data that is their mean,
variance and autocorrelation change over time. This gives it an upper hand as most
practical data we need to work with is non-stationary. In SARIMA (Seasonal ARIMA)
another parameter for seasonal trend is added. It compromises of making data stationary,
model identification, parameter estimation followed bymodel’s use for future prediction.
Following are the steps needed.

Data 
Analysis and 
Visualization

Ckeck 
Statioarity

Model 
Parameter 
Estimation

Fit SARIMA 
Model 

Validate 
Model

Future 
Predictions
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3.1 Data Analysis and Visualization

Time Series Analysis is the art of extracting meaningful statistics from the time series
data. It is helpful in determining the structure and factors behind the given time series
data. Therefore making a better decision in choosing model for prediction. Following is
plot between sales of item in store with time (Fig. 1).

Fig. 1. Plot of store item demands w.r.t. month

From the above observations we can infer that the sales increase with year, which
means there is a trend. Also, the sales are high in the months of June and July, which
indicates seasonality. By looking at the graphs we can say that all stores show some
seasonality and trend. But it is hard to say precisely just by looking. To get a better
understanding we do ETS decomposition. Time series decomposition is a mathematical
procedure which transforms a time series into multiple different time series. It originally
means extracting trend and seasonality components.

The original time series is usually split into three components:

• Seasonal: These are patterns that repeat within fixed periods of time. For example, a
website might receive more visits during weekend than weekdays.

• Trend: The underlying trend of the metrices. A website increasing in popularity must
show an upwards trend.

• Random: These are the residuals of the original time series after seasonal and trend
is removed.

We can assume additive model or multiplicative model to perform decomposition. In
additive model, trend is linear and seasonality is constant over time whereas it is increas-
ing or decreasing at non-linear rate in multiplicative model. From previous section, we
deduce to use multiplicative model in ETS decomposition (Fig. 2).

We confirm from the ETS decomposition that there is an upward trend and sales
shows seasonality of yearly cycle.

The next step is we need to check for stationarity. If the data is not stationary, we
need to make it.
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Fig. 2. ETS decomposition of sales into three components

3.2 Check for Stationarity

Stationary data hasmean, standard deviation constant over timeand autocorrelation inde-
pendent of time. In general, it is preferred to have data stationary for forecasting as
ARIMA predicts according to previous values i.e. its own lags and lagged forecast
errors. There are many statistical test to check whether data is stationary or not. The
Augmented Dickey-Fuller test is a type of statistical test called a unit root test. The
intuition behind a unit root test is that it determines how strongly a time series is defined
by a trend. The null hypothesis of the test is that the time series can be represented by
a unit root, that it is not stationary. The alternate hypothesis is that the time series is
stationary [10].

Null Hypothesis:If failed to be rejected, it suggests the time series has a unit root,
meaning it is non-stationary. It has some time dependent structure.

Alternate Hypothesis: The null hypothesis is rejected; it suggests the time series does
not have a unit root, meaning it is stationary. It does not have time-dependent structure.

We interpret this result using the p-value from the test as follows:-
p-value > 0.05: Fail to reject the null hypothesis, the data has a unit root and is

non-stationary.
p-value ≤ 0.05: Reject the null hypothesis, the data does not have a unit root and is

stationary.
We use Augmented Dickey Fuller test to get the summary statistics such as rolling

mean as follows (Fig. 3).
Test Statistic = −2.987278, p-value = 0.036100, Lags used = 20.00000.
Since p-value is very close to the threshold and rolling mean and standard deviation

is not constant over time, we can use methods to make it stationary. One way to make
the data stationary is use differencing where we subtract value at an instant by previous
value at a particular instant. In our case, we take first difference and find the values and
plot them (Fig. 4).
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Fig. 3. Rolling mean and standard deviation of sales data for 5 years

Fig. 4. Taking first difference of sales

Test Statistic = −1.520810e+01, p-value = 5.705031e−28, Lags Used =
2.000000e+01
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This gives us our desired result and gives us constant mean and variance. Nowwe can
move further with the prediction part. Also we can infer that the minimum differencing
required to make data stationary (d) is 1.

3.3 Model’s Parameter Estimation

In ARIMA model, we have three parameters

• p is the parameter associated with auto-regressive (AR) aspect of model.
• d is the parameter associated with the integrated part of model.
• q is the parameter associated with the moving average part of model (MA).

As observed previously our model has a seasonal component as well, in this case
we have three more parameters P, Q and D and m which are similar to p, q, and d but
corresponds with the seasonal component of model.m is the parameter in SARIMA that
denotes the no. of steps for a single seasonal period which is found out to be 12 i.e. yearly
seasonal cycle. To estimate parameters we can either do ACF/PACF plots or do a grid
search putting an algorithm.We proceed with grid search. The pyramid-arima library for
Python allows us to perform grid search over multiple values of parameters in a range
to extract the best fitting model. Akaike information criterion (AIC) is an estimator of
how well the model fits for given dataset in comparison to each other (Table 1).

Table 1. Grid search results

ARIMA (p,d,q) SARIMA
(p,d,q,m)

AIC Fit Time (in sec)

(0,1,0) (1,1,1,12) 171.706 0.643

(0,1,0) (0,1,0,12) 167.845 0.015

(1,1,0) (1,1,0,12) 159.195 0.137

(0,1,1) (0,1,1,12) 150.423 0.536

(0,1,1) (1,1,1,12) 152.756 0.732

(0,1,1) (0,1,0,12) 148.756 0.196

(1,1,1) (0,1,0,12) 149.579 0.488

(0,1,2) (0,1,0,12) 149.827 0.307

(1,1,2) (0,1,0,12) 151.018 0.504

(0,1,1) (1,1,0,12) 150.482 0.645

Lower the AIC value, better thee model will fit. We choose the parameters with the
lowest AIC value. This helps us get the closest predictions becauseas lowest value of
AICmeans model is better relative to other. We can clearly see from the table that lowest
value AIC and BIC is found model with p = 0, d = 1, q = 1 and P = 0, D = 1, Q = 0,
m = 12 (Table 2).
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Table 2. Summary of fitted model

SARIMA
model

Log likelihood AIC BIC HQIC

(0,1,1)X
(0,1,0)12

−71.378 148.756 154.306 150.845

3.4 Validating Model

Grid search results not only in estimation of parameters but also returns a model object
that we can fit to train the data. We train with data by giving monthly data of past 4 years
(from 2013 to 2016) and test data for 1 year (2017). Now we make predictions for 207
to validate our model (Fig. 5, Tables 3 and 4).

Fig. 5. Monthly actual sales vs. predicted values using SARIMA(0,1,1)X(0,1,0)12 model

We check error using RMSE (root mean square error) which is 1.228 which is a
measure of how far the actual values are from predicted values. We can deduce that out
of 12 actual values only 1 value is different gving us about 92% acurracy. Also from the
graph we can see that our predicated values are close to actual sales.
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Table 3. Predcited values of test data

Date Predicted sales

2017-01-01 15.241402

2017-01-02 16.274773

2017-01-03 19.757531

2017-01-04 23.890865

2017-01-05 25.983338

2017-01-06 27.090865

2017-01-07 29.886563

2017-01-08 24.209144

2017-01-09 24.390865

2017-01-10 23.305918

2017-01-11 22.824198

2017-01-12 16.757531

Table 4. Actual values of test data

Date Actual sales

2017-01-01 15.645161

2017-01-02 17.392857

2017-01-03 18.096774

2017-01-04 22.566667

2017-01-05 24.935484

2017-01-06 28.333333

2017-01-07 28.161290

2017-01-08 25.612903

2017-01-09 24.533333

2017-01-10 21.290323

2017-01-11 22.266667

2017-01-12 17.193548

4 Result

The final step after validating model is to apply the model to predict sales for the year
2018 (Fig. 6).
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Fig. 6. Final monthly prediction of store item

5 Conclusion

Time Series Forecasting is similar to any other predictions but with an extra complexity
time. This is why it is often neglected as time is difficult to handle. In this work, SARIMA
(0,1,1)(0,1,0)12 was found out to be the best candidate model for predicting one year
of store items demand using last 5 years of store item salestaken from Kaggle. This
demonstrates the potential of SARIMA models to predict sales and demands which can
give businesses a good start and reduce the uncertainty of demands so as to make profits.
Moreover, with machine learning techniques, future forecasts can be easily predicted
with accuracy. We fitted the model by directly training the model on past dataset with
machine learning.

References

1. Store ItemDemand Forecasting Challenge, kaggle.com, June 2018. https://www.kaggle.com/
c/demand-forecasting-kernels-only/overview

2. Adebiyi, A., Adewumi, A., Ayo, C.: Stock price prediction using the ARIMA model. In:
Presented at 16th International Conference on Computer Modelling and Simulation (2014)

3. Nochai, R., Nochai, T.: Arima model for forecasting oil palm price. Presented at 2nd
IMT_GTRegioonal Conference onMathematics, Statistics andApplicationsUniversity Sains
Malaysia, Penang, 13–15 June 2006

4. Hong, W.C.: Rainfall forecasting by technological machine learning models. Appl. Math.
Comput. 200(1), 41–57 (2008)

5. Pavlyshenko, B.M.: Using stacking approaches for machine learning models. In: Proceedings
of the 2018 IEEE Second International Conference on Data Stream Mining & Processing
(DSMP), Lviv, Ukraine, 21–25 August 2018

6. Etuk, E.H.,Mohamed, T.M.:A seasonal arimamodel for forecastingmonthly rainfall in gezira
scheme, sudan. J. Adv. Stud. Agric. Biol. Environ. Sci. 2(7), 320–327 (2014)

https://www.kaggle.com/c/demand-forecasting-kernels-only/overview


Time Series Forecasting Using Machine Learning 381

7. Luo, C.S., Zhou, L.Y., Wei, Q.F.: Application of SARIMAmodel in cucumber price forecast.
Appl. Mech. Mater. 373–375, 1686–1690 (2013)

8. Jarrett, J.E., Kyper, E.: ARIMA modeling with intervention to forecast and analyse Chinese
stock prices. Int. J. Eng. Bus. Manag. 3(3), 53–58 (2011)

9. Guha, B., Bandyopadhyay, G.: Gold price forecasting using ARIMAmodel. J. Adv. Manage.
Sci. 4(2), 117–121 (2016)

10. Li, S.: An End-to-End Project on Time Series Analysis and Forecasting with Python, towards-
datascience.com, July 2018. https://towardsdatascience.com/an-end-to-end-project-on-time-
series-analysis-and-forecasting-with-python-4835e6bf050b?gi=b708004bef61

https://towardsdatascience.com/an-end-to-end-project-on-time-series-analysis-and-forecasting-with-python-4835e6bf050b%3fgi%3db708004bef61


Improving Packet Queues Using Selective
Epidemic Routing Protocol in Opportunistic

Networks (SERPO)

Tanvi Gautam1(B) and Amita Dev2

1 University School of Information and Communication Technology,
Computer Science and Engineering, Guru Gobind Singh Indraprastha University,

Dwarka 110078, New Delhi, India
tanvigautam99@gmail.com

2 Indira Gandhi Delhi Technical University for Women, Kashmere Gate,
New Delhi 110006, India

amita_dev@hotmail.com

Abstract. Opportunistic networks are an extension of Adhoc networks and sub-
class of MANET wherein network possess intermittent connectivity and store
– carry – forward mechanism. During routing, if a packet transmission has been
initiated by a node through Epidemic to all its neighboring nodes by producing a
multiple copy resulting in the network resource consumption early. In Epidemic
routing mechanism a multiple copy of a message packet has been created in the
direction of inflate the message packet delivery ratio contrary it also enhances
additional buffer capacity of a network. By proposing a SERPO approach the
packet transmission happens only on a selected route which find out with the help
of Dijkstra’s algorithm and for minimizing the packet congestion using Weighted
Fair Queuing. In this paper we propose an outline to improve the delivery ratio,
transmission delay and access delay of a packet in a network using SERPO. We
broadly simulate the proposed scheme in ONE simulator and compared it with
Epidemic variants using the network performance metrics message transmission
(packet delivery), message relaying time (transferring time) and access delay ratio
respectively.

Keywords: Adhoc network · Buffer management scheme · Epidemic routing
protocol ·MANET · Opportunistic Networks

1 Introduction

Wireless message transmission model broadly classified into two classes: infrastruc-
ture and infrastructure less network. Infrastructure network belongs to network that
possess characteristics as: presence of the central administrator and fixed/stationary
nodes whereas in infrastructure less network absence of central administrator and
dynamic/mobile nodes [1]. Infrastructure less networks are of various kinds such as;
AdhocNetwork [2–4], OpportunisticNetworks (OppNets) [5],Wireless SensorNetwork
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(WSN) [6], Vehicular Adhoc Network (VAN) [7] and so on. Opportunistic Networks
has been well-thought-out of a subclass of DTN and an extension of MANET. The main
characteristics of an OppNets are as follow:

i. Subclass of DTN/Adhoc and an extension of MANET. From DTN it inherited the
feature of intermittent connectivity (i.e. no pre-defined routing path between source
and destination node) whereas MANET inherited feature is dynamic topology of
the network.

ii. Transitional nodes (i.e. intermediate) used store – carry – forward fashion.
iii. Network link recital is extremely flexible or risky.
iv. Dynamic network topology.
v. Tolerant of extended interruptions and high fault frequency.

The network link performance in an intermittent environment is extremely flexible or
risky which results in the worse performance of TCP/IP and Internet protocols hence
OppNets arise as ancient routing algorithms fail in such environment. The transitional
nodes trail store – carry – forward (i.e. transitional nodes store the message packet till
it comes into communication range with other nodes) for message packet transmission
in an intermittent region. Epidemic create a multiple copy of a message packet forward-
ing through transitional node to destined node through flooding mechanism [8]. Such
methodology helps in improving the message delivery ratio but it also enhances more
network resource consumption such as power, battery, energy, buffer and so on. But
if in a case new message packet has been arrived in a network it causes old message
packet drop from a buffer resulting in dropping message delivery ratio and irrelevant
network resource consumption [9]. The main encounter of Epidemic towards utilizing
the less network resources and to improves the packet delivery ratio (PDR) by utiliz-
ing the minimum network bandwidth. The most promising OppNet routing protocols
are Epidemic variants [8, 10–12] and we propose the Epidemic variant for improvising
the network performance metrics message transmission (packet delivery) ratio, message
relaying (packet transferring) time and message access delay ratio which helps in opti-
mizing the less network resource consumption resources. In our proposal we propose
a strategy to improve the packet delivery ratio (PDR), packet transmission time and
packet access delay by enhancing a buffer strategy scheme on the basis of encountering
a nodes distance usingDijkstra’s algorithm[13] alongwith the improving buffermanage-
ment scheme using the Weighted Fair Queuing mechanism instead of FIFO for message
packet queuing [14]. As a result, it also improves the network resource consumption,
packet delivery, transmission time and access delay ratio respectively because as soon
the transmission starts, node start receiving the message copies moment buffer space
is not sufficient to hold the packet node will not accept it and primarily it is called as
Selective Epidemic RP (SERPO). Remainder segment of paper is systemized as per fol-
lows. Unit II, boons the contextual and assessment of interrelated work. Unit III give the
detailed explanation of proposed approach SERPO. Unit IV is fermenting an enactment
of planned method SERPO using ONE simulator along with the observation and results.
Section 5 we accomplish and stretch the forthcoming course of our proposed work.
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2 Contextual and Associated Work

Herein we extant an outline of numerous work that has been proposed by researchers for
Epidemic protocol in OppNets namely First Protocol [15], Epidemic [8], Spray andWait
[16], Energy efficient N Epidemic [10], Prioritized Epidemic Routing [11], Improving
energy consumption of Epidemic Routing [12].

2.1 First Contact [15]

The promising one is to let the source node carrying packet all the way to its destined
node bymoving utterly in an environment. If uncertainly in matter of path unavailability,
then certainly the packet waits till the path becomes available for packet transmission
and as soon the path availability is there then finally packet has been dropped (first). The
pro of this scheme is it remove the local copy of packet whereas cons are it has poor
packet delivery ratio and large network resource consumption.

2.2 Epidemic [8]

Flooding based scheme in which a multiple copy of packet has been generated and
transmitted to all transitional nodes. Each node holds the packet till it comes into com-
munication range with the transitional node. Each node holds the packet that has been
originated and packets received by the other nodes. Those entries that has been locally
set by a host prepared in a form called as bit vector “Summary Vector” (SV). The
instant both transitional nodes originate into communiqué series through each further,
node with smaller identifier inductees an “anti – entropy” assembly. During such session
node exchanges the summary vector table with each other. Working of Epidemic shown
below in Fig. 1.

Fig. 1. Working of epidemic routing protocol
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The pros of this scheme are that packet delivery ratio is highwithinminimum amount
of time. The cons of this scheme are that it incurs maximum buffer space requirement
and resource consumption.

2.3 Spray and Wait [16]

For controlling the flooding level in Epidemic routing [8] an interesting technique [16]
has been proposed. Within two phases packet has been initiated: Spray and Wait. In
Spray phase L duplicate packets broaden through the foundation hop and respite fur-
ther transitional nodes receives the duplicate packet from the source node in L interval
distinct delays. During Wait phase if other transitional nodes didn’t have this duplicate
packet, then such node accomplishes the direct transmission. The pros of this scheme
are a smaller number of packet transmissions. The cons are large network resource
consumption.

2.4 Energy Efficient N – Epidemic Routing Protocol for Delay Networks [10]

Energy efficient n –Epidemic routingprotocol for delay networks [10]mechanismpacket
transmission only done when it has n – neighboring nodes. On the basis of valid n –
value obtained themethod of packet forwarding only that helps inmaintaining the energy
consumption of node, in former mentioned case packet forwarding occurs for reducing
the network energy consumption. By choosing appropriate n value it also reduces the
number of packet transmissions. The pros are it improves the packet transmission time
but if n value is small then large number of transmission else smaller or no transmission
at all which impact the packet delivery ratio.

2.5 Prioritized Epidemic Routing for Opportunistic Networks [11]

In [11] PREP is being an extended variant of Epidemic [8]. To enact a fractional message
bundles followed by DTNRG speech [17] intended for communication and obliteration.
The dependency of precedence purpose is on four inputs: latest taken rate from basis
to end point, latest taken cost from source, packet finish and era period respectively.
Average availability act as a novel metric which is generally use for inter – node cost
computation and priority assigned to a node. To each available link, average availability
value is epidemically flooded, in case of packet replication packet dropping occurs by a
node. Pros is it incurs less resource consumption and con is poor packet delivery ratio.

2.6 Improving Energy Consumption of Epidemic Routing in Delay Tolerant
Networks [12]

The rationale behind this [12] approach is that network performance metric i.e. message
transmission ratio is relatable with long life and in enhancing the network life timewhich
in turns increases the long life of network. If a node utilizes less network resources
(energy) only then network lives longer. The approach is packet transmission done by a
likelihood node which possess high energy and free buffer because such node lives for
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longer time in a network and packet stays in a buffer for longer time. If a transmitting
node energy and buffer space is less in comparison with the receiving one then such
node will not receive the packet even if it has copy of it. The pro of this scheme is less
network resource consumption but it significantly affects the packet delivery ratio.

3 Proposed Approach

Priorly getting into detail regarding the proposed approach, we first summarizing the
observations that has been concluded in Epidemic routing [8] which impose as a reason
for proposing a new approach. The observations drawn as follows:

i. IMEP layer is responsible for informing to all transitional nodes about routing path
availability.

ii. CDF (i.e. Cumulative Distributive Function) [18] is used for measuring the amount
of resource consumption i.e. the number of nodes traversed by a source node for
transferring the message to the final destination.

iii. It can be observed that to limit buffer space requirement we need to minimize the
latency ratio and number of traversed nodes i.e. packet reach to the destined node
by traversing minutest figure of transitional nodes.

Therefore, it can be concluded that to limit the resource consumption it is required
to limit the buffer space requirement. Primarily argument is that the performance of
Epidemic routing [8] is outstanding in comparison with Delay Tolerant Network [3]
and MANET [4] and for ensuring 100% packet delivery ratio. But it also consumes
lot of network resource consumption while a multiple copy of message has been gen-
erated. Then, question arise is that how we simply fix the shortcomings in Epidemic
[8] where its performance weakens in terms of network resource consumption (such as
bandwidth/storage considerations).

The key idea behind SERPO is that it follows a reverse approach proposed approach
is that packet lives longer in a network if a network possess sufficient buffer storage then
only it resolves and upsurge the packet transfer ratio. If a packet does less buffer utiliza-
tion in a network then it increases the life of node, network, packet and minimizes less
network resource consumption respectively. Choosing the optimal buffer space during
packet transmission is a key of increasing a life of network. In our scheme SERPO, it is
basically divided into three phases: (1) Apprehension of network configuration that qual-
ifies in assessing the link availability from source node to destined and cost computation
helps in determining cost from source to destination node followed by OR operation on
the basis of node cost value (2) Packet queuing, Precedence and Dissemination in this
scheme packet queuing is done using Weighted Fair queuing scheme afterwards node
precedence selection is done on the basis of which dissemination of packet completed.
The parameters used to show in Table 1 with notations

3.1 Apprehension of Network Configuration

In this phase, a node determines the link availability among two nodes which is essential
in maintaining the bidirectional link (i.e. transmitting packet in both direction among
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Table 1. Characteristics of packet queue mechanism [14] categories

Packet queuing mechanism
name

Pros Cons

Priority queuing [14] Higher priority packet always
processed first

No service for lower priority
traffic

Weighted Round Robin [14] Fair buffer allocation Knowledge of packet size is
required

Weighted Fair Queuing [14] Good packet delivery ratio
No starvation

Low priority traffic incurs a
minimum amount of delay

Custom Queuing [14] Each queue processed in order
no priority has been taken into
consideration

Maximum queue size is 16

Class Based WFQ [14] Fair buffer allocation with FIFO
basis

No priority queue for real
time traffic

two nodes) which can be done using link discovery algorithm [7]. With each link a
novel metric is attached called as link metric. Link metric can be used in determining
the routing path availability among two nodes (i.e. whether the link will be available in
future or not). Link metric can be calculated by Eq. (1):

LA = Lu
LT

(1)

LA: Link Availability Metric
Lu: Time for which link was active in past
LT : Total time for which link was active

Once the link is active after determining the value of LA, node sends a note to the
transitional node called “ACT” and store it in a hash index table using Epidemic [8].
In minimizing network overhead only, a sync each node is permitted in each time of
link availability and also helps in giving the knowledge about network topology. In
cost determining phase for determining lowest cost route using Dijkstra’s algorithm
[13] metric called as Route Cost (RC). After determining both value link availability
and route cost, we get the node cost value (NV) which can be determined below using
Eq. (2).

NC = LA+ RC (2)

The moment we determined NC, then we choose minimum value of node with the
help of which we determine the shortest available routing path.

3.2 Packet Queuing, Precedence and Dissemination

The second phase has been conducted into three subphases: packet queuing, precedence
and dissemination. Packet queuing mechanism in Epidemic [8] is done on FIFO [14]
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basis. There are various queuing mechanisms: Priority queuing (PQ), Weighted Round
Robin (WRR), Weighted Fair Queuing (WFQ), Custom Queuing and Class BasedWFQ
respectively [14]. In our proposed approach the chosen one queuing mechanism isWFQ
because no starvation, less resource consumption and priority has been assigned to a
packet on the chosen metric (i.e. Node Cost). The characteristics of queuing categories
has been defined below in Table 1.

During Epidemic [8] execution in ONE [19] it has been observed that on the buffer
size = 25 M the bottleneck has been observed in community model. Bottleneck can be
defined as “congestion in the network that impeded traffic flow.” Bottleneck in a network
measured with the help of a metric called “Buffer occupancy rate (BOR)” using Eq. (3).
Bottleneck probability (BPR) can be defined below using Eq. (4). LM: Lively messages
can be defined as the number of messages which has been initially transmitted. RM:
Relay messages can be well-defined by means of numeral messages transmitted.

BOR = Number of LM

Total number of messages
(3)

BPR = Number of AM

Total number of messages
× 100 (4)

For exploring the characteristics of Epidemic [8] using FIFO [14] queuing mecha-
nism under a different number of scenarios. We first explore the robustness of Epidemic
by varying the buffer size (5 M, 10 M, 15 M, 20 M, 25 M) with 60, 80, 100 and 120
nodes respectively. In Fig. 2 we study a bottleneck probability of FIFO packet queuing
in Epidemic [8] for observing the number of packets delivered and the instance on 20M,
delivered packets start drop which represents the possibility of arising a congestion in a
network resulting in bottleneck in OppNets. In, Table 2 observations has been drawn rep-
resent the lively messages (LM), relay messages (RM), aborted messages (AM), Buffer
occupancy rate (BOR) and Bottleneck probability ratio (BPR) respectively.

Fig. 2. Study of bottleneck using FIFO in Epidemic [8]
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Table 2. Observed values using FIFO in Epidemic

S. No. No. of
nodes

LM RM AM BOR (%) BPR (%)

1 60 8119 6681 1438 26.8 48.63

2 80 1548 1261 287 10.5 19.6

3 100 23587 19535 4048 2.611 2.76

4 120 33326 27719 5607 2.1 0.82

FromFig. 2 it has been studied that on 20Mbuffer size, bottleneck has been increased
in the network as the packet dropping is being started. The observations that has been
concluded from Fig. 2. can be tabularized below in Table 2 for buffer size = 5 M.

Due to the observations that has been drawn in Table 2 after studying FIFO queuing
in Epidemic and on studying the characteristics from Table 2, we use WFQ [14] in our
proposed approach which employs a fair allocation of buffer space to packet by giving
an assumption to the packet length (in our approach packet size = 20). The working
scheme ofWFQ [14] shown diagrammatically below in Fig. 3. It supports variable length
packet due to which large buffer space has been not allocated to the large packet size
and for smaller packet not small buffer space, the optimal buffer size has been chosen.
After assigning the buffer size packet assemble at input port (ingress), then each packet
queue follows share output port bandwidth and packet transmission-initiated bit by bit.
On the basis of bit by bit packet transmission at output port (egress) packet reassemble.
After packet gets reassemble at the egress port, classifier helps in the queueing of the
packet on the basis of smallest packet finish time. The packet with smallest finish time
has high priority and packet with highest finish time has less priority, priority of packet
has been assigned on the basis of Table 3. Priority Values.

Fig. 3. Weighted Fair Queuing (WFQ) [14] packet queuing mechanism

Packet datagram ofmessage packet shown below in Fig. 4 which basically comprises
of three fields: Source/Destination address, Node number, Priority Value.

Fig. 4. Packet datagram of message packet
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Table 3. Priority value on the basis of Class of System

Type of a class Priority Value

Emergency situations such as military, disaster and road accidents 1

Less number of packets in network 0

The field description has been defined below:

a. Source/Destination address: Denotes the node source/destination address.
b. Packet No.: Denotes the Node number of a packet.
c. Class of System (Priority Value): Priority of a packet has been decided on the basis

of packet type which is defined below in Table 3.

4 Simulation Results

We present the simulation of proposed approach SERPO in ONE simulator [19], a
comparative analysis with Epidemic [8], Energy efficient N Epidemic (N Epidemic)
[10], and Prioritized Epidemic Routing for Opportunistic Routing (P Epidemic) [11]
respectively. The constraints castoff intended for imitation by considering most of the
ONE [19] parameters in default mode. The generation of nodes were random in a square
area A and node mobility has been chosen a well-known Shortest Path BasedMovement
mobility model with the packet payload size (1000 bytes) and Time to live is 20 min.
Along with the comparative analysis of SERPO we studied its performance with help
of three parameters: packet delivery ratio, packet transmission time and packet access
delay respectively.

a. Transfer ratio/Message Transmission Ratio (PDR-Packet Delivery Ratio): Ratio of
transferred packets to total number of message (packet) distribution.

b. Packet transmission time: It is a synonym of packet overhead ratio and can be defined
as total transmission time of a packet delivery.

c. Packet access delay: It can be defined as packet traversing time of traveling between
source to the destination.

Below, Fig. 5 presents transfer ratio/message transmission ratio (PDR-Packet Deliv-
ery Ratio) analysis with the existing routing protocols to show that the performance of
proposed approach SERPO is best. By applying the WFQ packet queuing mechanism
[14] observation drawn which indicate the message delivery ratio of SERPO seems to be
improved by 0.021%, 0.09%, 0.48% on n= 20 (where n: buffer size [M]) with compar-
ison of Epidemic, N Epidemic and P Epidemic respectively. On n = 40, again the PDR
is improving by 0.61%, 0.001% and 0.54% with comparison of Epidemic, N Epidemic
and P Epidemic respectively. But at n = 60, PDR is dropping in Epidemic, N Epidemic
and P Epidemic respectively as soon as n = 80 then it seems to be improving again by
0.156% and 0.947% with Epidemic and P Epidemic respectively not in N Epidemic.
Again, on n = 100, PDR seems to be increase by 21%, 41.5% and 11.28% respectively
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with comparison of Epidemic, N Epidemic and P Epidemic respectively. This shows that
there is no much of buffer consumption and resource usage in network. Therefore, it can
be concluded that our proposed approach SERPO reduces the network consumption and
improves the packet delivery rate using WFQ [14]. With the proposed approach SERPO
it has been observed that bottleneck issue is being improved.

Fig. 5. Analysis of PDR (Packet Delivery Ratio)

As of Fig. 6 observation can be concluded that packet overhead ratio of SERPO is
best on n = 20, 40, 60, 80, 100 with comparison of Epidemic and N Epidemic but on
performance analysis with P Epidemic it has been seen that on n = 20 performance
of SERPO is poor but it seems to be improving upto n = 40–100 by 0.136%, 0.077%,
0.349%, 0.479% respectively. It shows that network overhead ratio is less which in
turn reduces network resource consumption and overall improves the occurrence of
bottleneck probability. Below in Fig. 7 presents the packet access delay performance
metric analysis of SERPO that on n = 20,40,60,80,100 its performance is best with
comparison of Epidemic, N Epidemic and P Epidemic respectively. But in SERPO
access ratio on n = 40 it increases by 0.1% within comparison of n = 20 and it seems
to be again decreased by 0.1% on n = 60. Again, it increases on n = 80 by 1.01% and
again decreases by 0.12% on n = 100. SERPO improves the packet access delay ratio
due to fair allocation of buffer size to the packet queues after observing the FIFO [14]
bottleneck analysis. Again, it increases on n = 80 by 1.01% and again decreases by
0.12% on n= 100. SERPO improves the packet access delay ratio due to fair allocation
of buffer size to the packet queues after observing the FIFO [14] bottleneck analysis.
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Fig. 6. Analysis of Packet Transmission Delay

Fig. 7. Analysis of packet access delay
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5 Conclusion and Future Work

It can be concluded that performing the simulation in ONE [19] simulator the average of
packet delivery ratio is 4.785 i.e. which means that SERPO increase the delivery perfor-
mance by 479% average. The analysis of performance metric i.e. Packet Transmission
Delay is average in performance within comparison of all existing routing protocols. It
has been shown that on buffer size= 20M, congestion has been controlled bymaking the
packet queue size= 20M following byWeighted Fair Queuingmechanism i.e. it reduced
the overall latency in a network. The simulation shows that SERPO performance is bet-
ter and increases the delivery ratio by 479% respectively. We can give the conclusion
that performance of SERPO is better than existing routing protocols. The advancement
can be done in proposing a new buffer management approach by reducing the network
overhead ratio and resource consumption. Additional examination of planned method
SERPO desirable for diverse simulation settings like varying buffer dimensions, packet
dimensions and under various mobility models.
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Abstract. Heart disease and stroke have had an impact on 28:1% of
total deaths in India in 2016 as compared to 15:2% in 1990. With the
rising use of learning algorithms, In this edition paper, we have developed
a system for predicting heart disease that can predict heart disease by
using a modified random forest algorithm. The proposed algorithm is
trained with a dataset consisting of 303 instances which help to predict
the occurrence of heart disease with an accuracy of 86:84% and can be
implemented in the medical field to improve the overall diagnosis about
heart disease.

Keywords: Random forest · Machine learning · Heart disease ·
Accuracy

1 Introduction

In the past, heart disease was more common in the age between 50–70 years
but now it is rapidly spreading among the youth and getting more common
countrywide. With the evolution of technology, the youths are becoming more
dependent on the excessive use of technology that impacts an adverse effects
on their health. It is because their physical activities level has reduced and also
their eating habits have changed a quiet lot and getting more prone to use of
fast foods and packed foods which in turn increases the chances of heart disease.
According to research conducted by WHO, it is estimated that due to heart
disease 12 million death occurred worldwide. The death caused by heart disease
is sudden or without any warning or symptoms. With a heart prediction The
pathologist information will also help to assign weight to the most impactful
attribute. More useful the attribute for deciding the heart disease will get more
weight further, it will also help the doctors to provide more accurate decisions by
using their knowledge and using the proposed model for heart disease prediction.
Several studies in the past have achieved some accuracy by applying Artificial
Neural Network (ANN) and other Machine Learning based algorithms over the
existing dataset, and concluded that due to lack of data relevant to the accuracy
obtained is not maximized more [5,6,14]. The purpose of this paper is to increase
the accuracy by using a different approach in the Random Forest algorithm
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that will fit best in the provided dataset and also considering the non-linear
dependency of an attribute in the dataset. Proposed the methodology will help
to get better accuracy by adjusting the number of trees and the depth of the
trees in the random forest algorithm.

2 Data Source

In this paper, the data used is provided by the machine learning repository of
UCI [17]. In the dataset, the total number of instances is 303 out of which healthy
instances were 164 and the remaining instances belong to heart disease. Also,
there exist 14 clinical features for each example.

2.1 Feature Illustration

Table 1 represents 14 clinical features used for the proposed system. In the used
dataset these 14 features are categorized into 8 symbolic and 8 numeric features.

Table 1. Various clinical features and their description [17]

Clinical features Description

Age Instance age in years

Sex Instance gender

Cp Chest pain type

Trestbps (mm Hg) Resting blood pressure

Chol (mg/dl) Serum cholesterol

Fbs Fasting blood sugar

Restecg Resting electrocardiographic results

Thalach Maximum heart rate achieved

Exang Exercise induced angina

Oldpeak ST depression induced by exercise relative to rest

Slope The slope of the peak exercise ST segment

Ca Number of major vessels (0–3) colored by flourosopy

Thal 3 = normal; 6 = fixed defect; 7 = reversible defect

Target Diagnosis of heart disease or not

3 Related Work

In this section, we have discussed the various classification algorithms like Naive
Bayes, KNN, decision tree, random-forest etc. as used and implemented by the
other authors in their work.
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3.1 Näıve Bayes

In [3], Dulhare has used the Naive Bayes algorithm for heart disease prediction
and achieved accuracy 87:91% with the use of a proposed modified algorithm
known as Naive Bayes + PSO. In [1], Anbarasi et al. have also used the Naive
Bayes classification algorithm that performs consistently before and after the
reduction of features for the proposed model and gained an accuracy of 96:5%.
In [10], Medhekar et al. have used Naive Bayes classification algorithm based on
Bayesian Theorem and calculated the accuracy of 89:58% in their results. In [2],
Cherian et al. have proposed a Heart disease predictive system and concluded
that Jelinek-mercer smoothing technique is the more effective than Naive Bayes
for predicting patients with heart disease. they have achieved 78% accuracy
with naive Bayes whereas with Laplace Smoothing it comes around 86%. In [18]
Vembandasamy et al. have applied the Naive Bayes algorithm and concluded
that this algorithm provides 86:4198% of accuracy with minimum prediction
time.

3.2 K-Nearest Neighbours

In [4], Ketut et al. have used the KNN algorithm and concluded that the most
important variables came from the data used they are: Exang, CP, and Sex, and
concluded with some variations as the most important. They have achieved an
accuracy of 81:85% with 8 parameters, and 80:61% with 13 parameters. In [9],
Marimuthu et al. have done the analysis for prediction of heart disease and it
was proposed to use the k value determined by the square root of the recog-
nition number. They have achieved an accuracy of 83:60% with the proposed
algorithm. In [7], Gagandeep et al. have used the K nearest neighbor algorithm
and presented that by increasing the number of n- neighbors it provides a very
small difference in the average and achieved accuracy was 86%.

3.3 Decision Tree

In [8], Kirmani and Ansarullah have used decision tree-based classification algo-
rithm and achieved 79:1% of accuracy in their results with the use of equal
width discretization Information Gain Decision Tree. In [13], Dangare and Apte
have used the J48 Decision Tree algorithm. This algorithm uses a pragmatic
way to build a decision tree. The idea is to create a tree that provides flexibility,
accuracy. In [11], Pandey et al. have also used the decision tree algorithm and
obtained the accuracy of Pruned J48 Decision Tree which is better than the sim-
ple approach. The results show that fasting blood sugar is the most important
attribute it provides a better distinction that conflicts with other qualities but
it does not provide better accuracy.
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3.4 Random Forest

In [12], Patil and Kinariwala have used the Random forest algorithm and used
a weighted voting method which provides accuracy of 74:19% with classical RF,
79:42% with modified RF, and 83:6% with weighted RF. In [15], Singh et al.
have used the Random forest algorithm and kept the minimum splits to 10 and
the accuracy achieved is 85:81%. In [16], Lavanya et al. have used the random
forest algorithm and obtained the accuracy of 53:7736% in predicting the class
label of unknown records.

4 Our Proposed Methodology

Random Forest is another learning algorithm that also applies to the nonlinear
tendency of the data set as well as provides a better outcome compared to the
decision tree algorithm. Random Forest is made up of large quantities of trees
along with deliberately random inputs. Proper adjustments should be needed to
get better results in the random forest so that by changing parameters such as
randomness, number of trees, and the maximum depth, the accuracy could be
increased (Fig. 1).

Fig. 1. Our proposed algorithm flow chart.
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In the proposed methodology, we have considered the various cases as men-
tioned follows by changing the amount of trees, and the height of trees to observe
the validity of the proposed method.

– Case 1: Amount of trees = 5, Height of tree = 5
– Case 2: Amount of trees = 5, Height of tree = 25
– Case 3: Amount of trees = 10, Height of tree = 60
– Case 4: Amount of trees = 50, Height of tree = 80
– Case 5: Amount of trees = 100, Height of tree = 90
– Case 6: Amount of trees = 110, Height of tree = 110
– Case 7: Amount of trees = 200, Height of tree = 130
– Case 8: Amount of trees = 300, Height of tree = 130

The accuracy obtained for Case 1 to Case 6 varies from 82:89, 82:29, 81:57,
84:21, 86:84, and 86:84 respectively. The accuracy achieved is 86:84% which is
highest. Whereas, for Case 7 and Case 8 accuracy is 84:21, and 85:52 respectively
which is lower in comparison to Case 6, and also it takes a double amount of
time as expressed in Table 2. From Table 2, it is also lucid that accuracy does not
follow any trend. Here, we can say that the nature of dataset decides what should
be the number of trees, depth of trees and randomness that will bestfit and give

Table 2. Various scenarios for the proposed methodology

Number of trees Depth Accuracy (%) Time (Seconds)

5 5 82.89 0.053

5 25 82.29 0.06

10 60 81.57 0.08

50 80 84.21 0.32

100 90 86.84 0.61

110 110 86.84 0.66

200 130 84.21 1.25

300 130 85.52 1.59

the highest accuracy these parameters may change for the different datasets.
We can find the perfect combination of hit and trial method. From Table II,
it is also clear that accuracy does not follow any trend. Here, we can say that
these factors such as randomness, number of nodes, number trees, and depths
depending on the nature of the data and is different from one data to another.
The perfect combination of these parameters can only be obtained through the
sheer brute force.
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5 Performance Analysis

In this section, we have discussed the following parameters of the performance
analysis of the proposed algorithm.

– TP (true positive): is a test result that observes the state when the state is
present.

– TN (true negative): is a test result that does not observe the state when the
state is absent.

– FP (false positive): is a test result that observes the state when the state is
absent.

– FN (false negative): is a test result that does not observe the state when the
state is present.

The above-mentioned parameters TP, TN, FP, and FN are used to calculate the
Accuracy, Precisionscore, F1score, and Recallscore of the proposed algorithm.
Results obtained for performance analysis are shown in Fig. 3, Fig. 4, Fig. 5 and
Fig. 6.

AccuracyScore =
TP + TN

TP + TN + FP + FN
(1)

where TP is True Positives, TN is True Negatives, FP is False Positives, and FN
is False Negatives.

PrecesionScore =
TP

TP + FP
(2)

F1Score = 2 ∗ PrecisionScore ∗ RecalScorel

PrecisionScore + RecallScorel
(3)

RecallScore =
TP

TP + FN
(4)

6 Experiments and Results

This section represents the various results obtained after the implementation of
the proposed approach on the dataset. During implementation, We have applied
the proposed classification algorithm using python and its libraries like sci-kit
learn, pandas, NumPy, and matplotlib. The obtained results for the proposed
results are shown in Fig. 2, Fig. 3, Fig. 4 and Fig. 5 where we proposed algorithm
has achieved an accuracy of 86:84%, F1score = 0:88, Recallscore = 0:93, and
Precisionscore = 0:85. Here, Fig. 6 also represents the comparison of the proposed
approach with the previously published techniques and represents the highest
achieved an accuracy of 86:84%.
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Fig. 2. Comparing accuracy of proposed approach with different algorithms.

Fig. 3. Comparing precision score of proposed approach with different algorithms.
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Fig. 4. Comparing F1 score of proposed approach with different algorithms.

Fig. 5. Comparing Recall score of proposed approach with different algorithms.
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Fig. 6. Comparing accuracy of proposed approach with previously proposed
techniques.

7 Conclusion and Future Work

In this work, we have applied various machine learning algorithms onto the
dataset and measured the accuracy while predicting heart disease. We have
achieved the highest accuracy of 86.84% with the proposed modified random
forest algorithm. The proposed algorithm equally respond better in real-time
and its accuracy can be increased by collecting more data and by implementing
other deep learning based techniques and convolutional neural network. This
machine-based prediction based methodology will help to reduce human errors
while detecting heart disease.
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Abstract. Facing the problem of structuring irregular data in the big data era,
graph databases are a powerful solution to handle link relationship without costly
operations and enjoy great flexibility as data model changes. Though it’s well-
known that graph databases have superior performance in a certain area than
relational databases, little effort has been put into investigating the detail of these
advantages. In this paper, we report a systematic performance study of graph
databases and relational databases on a transportation network. We design a
database benchmark considering traversal and searching performance to evalu-
ate system performance in different data organizations, initial states, and running
modes. Our results show that graph databases outperform relational databases
system in three main graph algorithms testing. Furthermore, we discuss the rea-
sonable practice in applications based on graph databases from our experiment
results.

Keywords: Graph databases · Relational databases. Neo4j · Benchmark · Graph
algorithm

1 Introduction

We are living in a digital world where data is everywhere. With the rapid development of
information technology and internet industry, mountains of data are produced every day.
In the Big Data era, the way how data is stored in an efficient and appropriate approach
is one of the key fundamental technical considerations. Acting as the central data storage
and manipulating platform, database is the core of these technical considerations.

Traditionally, databases have been designed with the relational model since Edgar F.
Codd’s milestone paper on the introduction of relational model [1]. As a result, relational
database systems are designed and served in various industry information systems. How-
ever, this kind of traditional database practice is not a one-fits-all solution. It has huge
limitations and disadvantages when it comes to cases where relationships are queried
and processed frequently. The reason behind this is, data in the relational model is nor-
malized to strictly support the ACID transactions for preserving data consistency [2].
When complex relationships are involved in queries, many costly join operations will
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be made, which causes heavy overhead. What’s worse is, big data will get bigger, and
relevant relationships between these connected entities will grow exponentially, so is the
overhead.

Compared with relational databases, graph databases are based on the graph model,
fitting the object-oriented applications more naturally. Graph databases depend less on
schema regulations, and they are easy to handle link relationship without costly join
operations. In addition, the performance advantage of graph databases over relational
databases is stable, whichmeans graph database performance keeps constant as data size
grows while relational database will meet exponential overhead growth. In addition,
graph database enjoys great flexibility as data model changes. It’s convenient to add
changes to the existing database structures without heavy modifications on a current
model [12].

As stated above, graph database has many advantages over relational database in
certain areas. However, many of these are stated in a more theoretical manner, there is a
lack of practical assessment on the arguments. Besides general performance comparison
between graph database and relational database, it’s more necessary to focus on some
more specific scenes, where graph database is perfectly suitable in those fields. In this
paper, we focus on the transportation field, where performance comparison experiments
of three variants of the shortest path algorithm are conducted on a transportation network.
We choose Neo4j as the representative of the graph database systems and PostgreSQL as
the representative of the relational database systems. We provide a high-level overview
of Graph database knowledge in Sect. 2, followed by a description of database bench-
mark consideration. Related research work is presented in Sect. 3. In Sect. 4we illustrate
the research methodology, including the descriptions of dataset, experiment design and
experiment setup. Experiments results are then shown in Sect. 5.1. More detailed dis-
cussions of the results are presented in Sect. 5.2. Finally, we draw some conclusions in
Sect. 6.

2 Graph Database

2.1 Graph Database System

According to [3], graph databases are those in which data structures for the schema and
instances are modeled as graphs or generalizations of them, and data manipulation is
expressed by graph-oriented operations and type constructors. Graph database is based
on graph model, which generally defined as a collection of nodes and edges, denoted as
G = (V , E), where V is a set of vertices and E is a set of edges. Edge ei in E connects
two vertices in a directed or undirected way, it can be expressed as a triple (s, e, vi),
where s, e ∈ V and vi is a real value as edge value. Conceptually the property graph
model is the simplest data model of expressing and describing connected information
[11].

Property is an important data unit in graph database. In graph database, property
information is supported on node entity and edge relationship by one or more key-value
pairs. It extends a single edge value on general graph model. This kind of data model
is property graphs. It is the most popular data model in the industry, and is becoming
increasingly prevalent in academia [20]. Property field on nodes or edges enables another
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layer of abstraction to the structure to provide convenience for possible common queries
and many graph algorithms like shortest path algorithm.

The world we live in is highly interconnected, and graph structure is everywhere.
It has been deployed on many leading companies to meet their business requirements.
Customized recommendation system [5], artificial intelligence system [6] and fraud
detection system [7] are build based on the graph database.

2.2 Graph Query Language

Most relational databases use a dialect of SQL as their query language while the graph
database world has a few query languages to choose from. Cypher, SPARQL, GraphQL,
and Gremlin are some popular graph database query languages.

Cypher is a declarative query language for property graphs, created for the Neo4j
graph database system. As it’s declarative, the query optimizer automatically chooses
the strategy that is predicted to be the most efficient. It has now been implemented
commercially in other products such as SAP HANAGraph, Redis Graph, Agens Graph,
and Memgraph. The language therefore is used in hundreds of production applications
across many industry vertical domains [19]. SPARQL is a SQL-like declarative query
language created by W3C to query RDF (Resource Description Framework) graphs.
GraphQL is a query language created by Facebook for APIs that is not specific to graph
databases. Gremlin is a query language for Apache TinkerPop. It’s a graph traversal DSL
(Domain Specific Language) that can be either declarative or imperative.

2.3 Database Benchmark

A database benchmark is a standard set of executable instructions that are used to mea-
sure and compare the relative and quantitative performance of two or more database
management systems through the execution of controlled experiments [8]. Standard
database benchmarks include TP1 benchmark, TPC-A, and TPC-B benchmarks to esti-
mate the performance of online transaction processing. A series of new benchmark
standards, TPC-C, TPC-D, TPC-H, TPC-R, and TPC-W are designed to meet the needs
of emerging industry or academic requirements [9]. While these are well-designed and
effective database benchmarks in different domains, they are designed and developed
for relational databases. Paper [14] analyzes the important aspects for designing a graph
database benchmark roundly. This paper presents a benchmark designed to measure
the performance of the graph database system and the relational database system based
on the principles discussed in [14]. Details of this benchmark setting are presented in
Sect. 4.2.

3 Related Work

To our knowledge only a handful of researches on graph databases performance has
been conducted. The Neo4j organization has made an official performance comparison
testing for several graph algorithms covered by its graph algorithms library [4]. Paper
[13] provides a comparative analysis of the Neo4j graph database with the relational
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database MySQL. It measures the retrieval times of queries by neo4j and MySQL on
graphs of hundreds of nodes. Paper [10] makes a graph community discovery algorithms
comparison in Neo4j with a Regularization-based Evaluation Metric. Those community
discovery algorithms are implemented in Java over Neo4j. Paper [12] makes the shortest
path algorithm performance comparison in graph and relational database. In the work
of [4], the algorithms performance comparison is made on a single Neo4j platform. The
algorithms are not implemented in a relational database system to make a cross-platform
comparison, so is the work in [10]. Paper [12] conducts a cross-platform algorithm
performance comparison between a graph database system and a relational database
system. However, it only implements one shortest path algorithm on both platforms due
to platforms constraint (it’s the only algorithm implemented on both platforms) at that
time (2014). With the development in these years, we are now able to implement more
algorithms in these platforms to make further research.

4 Research Methodology

4.1 Dataset

In order to comprehend the effectiveness of graph databases under transportation domain,
we use an urban traffic road network. Euclidean relationship among nodes and edges is
not concerned. A detailed description is as follows.

The Shenzhen urban traffic network dataset with 36,968 nodes and 86,230 roads is
provided by the OpenStreetMap project [16]. The edges represent real roads in urban
traffic network. The nodes are start and end of edges that represented real intersections,

Table 1. Shenzhen urban traffic network dataset description

Data fields Description Data type

ID Edge identifier Integer

D Road direction:
‘B’: two-way
‘FT’: one-way, source to target
‘TF’: one-way, target to source

String

SN Start node identifier Integer

EN End node identifier Integer

C ‘FT’ direction road length Double

RC ‘TF’ direction road length
(if ‘B’ direction, same to Cost)

Double

X1 Start node X-axis Double

Y1 Start node Y-axis Double

X2 End node X-axis Double

Y2 End node Y-axis Double
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crossroads, and destinations of roads, etc. In this study, detail information of real roads
such as road name, deflection angle, and road kind are removed. Topological properties
include nodes and edges that corresponding to real road network, edges’ weight that
takes real road length as value and direction of edges expressed by start and target nodes
are preserved. Traffic network’s Euclidean feature is reflected by coordinates of start
and target nodes, coordinate reference system of which is WGS 84. Data fields’ detail
description is shown in Table 1 below. Table 2 gives a sample data.

Table 2. Sample data

ID D SN EN C

14 B 25956 25956 800.0838

RC X1 Y1 X2 Y2

800.0838 244719.8 2486072 245413.4 2486398

4.2 Experiment Design

4.2.1 Principle

Since relational databases are significantly different from graph databases in their data
structure, a new database benchmark is necessary for testing the applications based on
graph structure. According to the principles of designing a graph database benchmark
discussed in [14, 15], traversal performance, the time needed to find a set of edges that
meet a condition traversal, graph analysis, communities, and connected components
finding are some useful performance considerations. In addition, different graph queries
are not homogeneous, we should try to build balanced operations. The shortest path
algorithm is an ideal algorithm for benchmark experiments. To make balanced testing,
different versions of shortest path algorithms that traverse the graph in different ways
will be included in the benchmark. In our work, we set several diverse graph algorithms
to build our benchmark.

4.2.2 Platforms

We choose Neo4j as the graph database experiment platform, it is one of the most
popular property graph databases that stores graphs natively on disk and provides a
framework for traversing graphs and executing graph operations [19]. Neo4j is open-
source, lightning-fast and easy to use with its powerful and productive graph query
language and high-level programming language APIs. It’s has proved to be one of the
most efficient graph database systems [14]. Another strength of Neo4j is its native graph
storage and graph processing framework [4], which is faster than a non-native framework
database.
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4.2.3 Algorithms

Algorithms with different time complexity and space complexity are adopted to compre-
hensively compare Neo4j with PostgreSQL. Both the Neo4j and PostgreSQL databases
implement some graph algorithms, such as the Dijkstra shortest path algorithm. Based
on the intersection of the native algorithm libraries of Neo4j and PostgreSQL’s official
documents, algorithms of different complexity are proposedwhich areA* algorithm [17]
and Dijkstra algorithm [3]. The best time complexity of Dijkstra algorithm is O(nlogn).
The best time complexity of the A* algorithm [2] is O(mlogn), where m represents
number of neighbors. In transportation domain, m can take the value 4 as the reason of
the four routes in a crossroad which are going straight, turning left, turning right and
turning around.

Besides the normalDijkstra shortest path algorithm, theK-shortest paths algorithm is
another useful shortest path algorithm. It computes single-source paths for a graph with
non-negative relationship weights. In our experiment, the implementation of K-shortest
paths algorithm uses Dijkstra algorithm to find the shortest path and then proceeds to
find K-1 deviations of the shortest paths.

4.2.4 Execution

The whole process of the algorithm execution can be divided into the following three
steps. (1) Load the graph into the database systems. (2)Run the algorithmon the platform.
(3) Consume results. We launch the discussion of algorithm execution by introducing
the concept of projection.

A projection is a (sub) graph of interest of a property graph. The graph algorithms
library in Neo4j provides two kinds of projection: (1) label-based projection and (2)
Cypher-based projection. Label-based projection extracts all nodes with a given label
while Cypher-based projection extracts a subgraph based on two Cypher queries. Neo4j
has the technique to make efficient loading (quickly load the relevant subgraphs from
Neo4j into the dedicated data structures) by using low-level APIs of the graph database
to avoid memory churn and preferably only use primitive numeric types [18].

Time-consuming of loading a topology structure into a target system is an important
indicator for system performance. Though it’s possible to make use of the efficient
loading technique to load a graph, we choose to set the loading stage as an independent
initial step to avoid extra overhead. We do not set parameters for graph projection, so
that the algorithms run on the complete graph dataset.

In terms of the result consumptions, the graph algorithms library inNeo4j offers three
kinds of result consumptions: (1)write back results, (2) tabular aggregated results, and (3)
tabular streamed results. The non-streaming procedureswrite back results to the property
graph in the database as node properties or relationships. The tabular aggregated results
procedures report the various statistics for the computed metrics and for operations. The
tabular streamed results procedures return tabular results as a tuples stream for further
processing [18]. For a more efficient execution, we use the non-streaming procedures
to run our algorithms, all procedures are set to write back their results into the graph
dataset.
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In our experiment, we compare performance of these algorithms in Neo4j and Post-
greSQL platform in different aspects, including different graph size setting and different
initial state setting.

4.3 Experiment Setup

The experiment is carried out under a single PC with CPU of Inter Core i7-6700T
@2.80 GHz, DDR4 8GBRAM, 203.8 GB disk. The operating system is Ubuntu 16.04.3
LTS 64-bit. Database versions are Neo4j 3.5.3 under Java 1.8 JVM. PostgreSQL 9.5.17
with PostGIS 2.2.1 and PgRouting 2.1.0 extension. We have used mapping rules from
ontology files to regulate the Neo4j database, which can greatly reduce the required stor-
age space. PostgreSQL database management system uses the spatial PostGIS exten-
sion for standardized datatype geometry and PgRouting extension for corresponding
algorithms.

5 Research Results

5.1 Experiment Results

5.1.1 Load Speed

We organize a small size graph structure (3300 edges and corresponding nodes) and a
big size graph structure (100000 edges and corresponding nodes), they are organized
in a topology-similar manner. In fact, various loading methods can be used to import
data into these systems, we organize the traffic network data as CSV format and use two
systems’ CSV import module to load these graphs into Neo4j and PostgreSQL database
management systems respectively. The loading speed by the size of graph is shown in
Fig. 1.

Fig. 1. Loading speed by the size of graph
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5.1.2 Algorithm Comparison

We set the initial state of the system in different situations to simulate cool start and heat
start. More specifically, we restart the whole system to make a cool start environment,
and proceed algorithm after former running calculation tomake a heat start environment.
Graph size is also a chief consideration in experimenting, we set different start nodes
and end nodes to characterize different graph size. In this follow experiment instance,
a running instance with a start node at 8401 and an end node at 65555 represents an
algorithm execution on a big graph size structure, the other one simulates an execution
on a smaller graph. As demonstrated in Fig. 2, the shortest path algorithm is executed
6 times consecutively in each type of graphs. Neo4j outperforms PostgreSQL system
at the same graph by nearly 30%. With the iterations grow, both systems get better
performance with slight fluctuations. PostgreSQL system performance is more stable
after the first two executions.

Fig. 2. Shortest path algorithm overall result

Focusing on the cool start performance and subsequent heat start performance, result
in Fig. 3 shows that both PostgreSQL system and Neo4j system have better average heat
start performance than the cool start one.

Comparing with shortest path algorithm, the K-shortest path algorithm execution
shows less stability in small graph size structure as shown in Fig. 4. However, executions
of K-shortest algorithm on big graphs have shown more stability after several iterations
as shown in Fig. 5.

The last tested algorithm is the A* algorithm, at the initial cool start execution,
Neo4j performance is a little bit worse than PostgreSQL system, and then shows great
performance in subsequent heat start executions. The result is shown in Fig. 6.
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Fig. 3. Shortest path algorithm in different initial state

Fig. 4. K-shortest path algorithm (27393-32721)

Fig. 5. K-shortest path algorithm (12484-52588)
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Fig. 6. A* algorithm overall result

5.2 Result Discussion

There are various ways to import data into a Neo4j system, including raw Cypher lan-
guage create operation, CSV import module, batch-inserter, batch-importer, and Neo4j-
importer. For small size (less than ten thousand nodes) graph, raw create operation is
appropriate. Batch inserter is only available in Java language, it must stop Neo4j running
instance to perform insertion, which is the same as batch-importer and Neo4j-importer.
These three tools enjoy fast insertion speed at ten thousand nodes per second. In our
loading experiment, target graph node size is less than ten thousand, thus its best practice
is using the CSV import module to load data.

As stated before, three graph algorithms used in this paper are chosen to conduct
our experiments not only because they fit our database benchmark well, they have their
implementations on both systems as well. To ensure the consistency of the algorithm, the
implementations of these algorithms in different platforms should be seriously reviewed.
Since both database systems have the source code openly available, it could be easily
concluded that both have similar implementations. Since slight difference is inevitable,
we consider these differences will not violate our experiment principles.

Neo4j gains better performance at the smaller dataset because it looks only at records
that are directly connected to other records. It does not scan the entire graph to find the
nodes that meet the search criteria while the relational databases search all the data
to meet the search criteria. Moreover, Neo4j’s default configuration is optimized for
smaller localized traversal queries, so it will get better performance in smaller graph
size structure. In the big dataset scenario, the relational graph database needs to search
all nodes in a larger graph so it’s much slower than the Neo4j’s executions.

Indexes needed for rapid queries are constructed after the initial cool start execution,
so the heat start executions always outperform the cool start one with big advantage.
Some fluctuations after several iterations of execution may have something to do with
the specific topology structure of certain area. In most cases, algorithm execution will
reach a stable execution time after several iterations.
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6 Conclusion

In this paper, graph database and relational database system are compared roundly based
on our carefully designed and looked through database benchmark. Three shortest path
algorithms are chosen to perform the comparison experiments. It can be concluded from
the results of experiments that Neo4j outperforms PostgreSQL system by average nearly
30% in our transportation network model since it does not scan the entire graph to find
target record. However, by using the same import method, Neo4j needsmore time to load
the road network in both the small-size data and big-size data. The heat start execution
is always recommended to pursue better performance. Specific graph structure may
influence the performance of graph algorithms, especially in small-size graph.

We can draw a conclusion from our research that the transportation network is appro-
priate and recommended to store and handled in graph database systems like Neo4j. The
transportation field is an ideal application area of graph databases. To gain deeper insights
in this fitness, we notice that the transportation network is a graph structure naturally and
it needs great flexibility to add a road sometimes. These are two core aspects of graph
databases advantages. The graph structure ensures a graph modeling in graph databases.
The need for schema modification is also well-handled in graph databases. In fact, it’s a
reasonable inference that graph databases shine in the fields where data interconnectivity
or topology is important, such as social network and recommender system. Further study
on graph databases’ performance in these fields can be explored as future work.
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Abstract. Establishing the best strategy to optimize and test digital
advertising campaigns is essential to the success of every marketing cam-
paign. One common “test-and-learn” approach is creative optimization
through which advertisers can generate the highest possible ROI on their
advertising spends. Due to the uncertainty in determining the most effec-
tive creative a priori to a campaign, companies experiment with vari-
ous strategies. Marketing firms try to distribute their creatives to both
explore (sample more information) and exploit (the current data). The
aim is to dynamically explore which creative is best suited to a spe-
cific audience by running multiple parallel experiments and exploit it
in the post-experimentation phase. This explore/exploit trade-off is best
explained by the Multi-Armed Bandits (MAB), the fundamental pillar in
this discourse. MAB relies on Reinforcement Learning to converge on a
solution with the least opportunity costs. Over time, we have tested key
model parameters which can help in delivering campaign goals efficiently
with improved uplift. We propose a customized MAB solution that has
the potential to offer at least 50% uplift in a marketing KPI relative to
traditional MAB policies through dynamic creative optimization.

Keywords: Multi-armed bandit · Online advertising · A/B testing ·
Reinforcement learning · Artificial intelligence

1 Introduction

In the era of digitization [1], organizations are moving more towards digital spend
to market their products compared to offline strategies. This shift has uninten-
tionally caused a hard-hitting competition in the market across the globe. Mar-
keting teams gather resources and try their best to optimize budget allocation for
different marketing campaigns. Marketing teams are trying every possible strat-
egy to tackle the uncertainty but because of huge competition and huge user
base to target, it’s practically not possible to consider every possibility. One
such uncertain area in digital marketing is Creative Optimization [2]. There are
several approaches to this problem like A/B testing, Split testing, Multi-variant
testing [3], which identifies the best variant or creative among different vari-
ants by allocating equal budgets on live traffic, but with high opportunity costs.
c© Springer Nature Singapore Pte Ltd. 2020
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While an A/B test allows marketing firms to learn which major formatting of a
site or piece of content is most engaging, multi-variant tests allow them to zone
in on which tiny details are most engaging by showing audiences variations that
only have subtle differences. To tackle high opportunity costs in a more “intel-
ligent” way, a reinforcement learning [4] technique called Multi-Arm bandits [5]
has gained more popularity in recent times because it produces faster results by
using machine learning algorithms to dynamically allocate traffic to variations
that are performing well while allocating less traffic to underperforming varia-
tions. It tries to solve the “explore-exploit” problem by minimizing the regret
function [5]. Multi-arm Bandits (MAB) policies like epsilon-greedy, Thompson
sampling, UCB [5] try to find the best performing arm and allocate most of the
resources to that arm to get high Return on Investment (ROI).

Yet there is a problem with this approach. Using the traditional MAB app-
roach we are not considering the next best-performing arms and don’t allocate
budget to them. In this paper, we will be talking about the importance of allo-
cating budget on these arms and what level of impact they can have on ROI.
Using the simulated data, which is a representation of data we observe in dig-
ital campaigns, we tried to optimize traditional MAB regret function [6] and
proposed our custom MAB approach. With the results obtained from the exper-
iments conducted on different marketing campaigns, a minimum of 50% lift was
seen over time compared to a traditional MAB policy.

2 Problem Formulation

2.1 Traditional Multi-arm Bandits

In the traditional Multi-Arm Bandit problem [5] there are A arms among which
we have to identify the arm which gives the best reward. Let ci be an arm in
the experiment such that ci ∈ {1, 2, .....A} and Rci,t be the reward of ith arm
at time t and Rci,t ∈ [0, 1]. Each arm has an unknown distribution of reward
and has an unknown expected reward μci . Over multiple trials at different time
steps, i.e., t = 1,2,... we can infer Rci,t to be a random variable for arm i at time
t. Assuming Rci,t and Rci,s to be identically distributed and Rci,t and Rcj ,t to
be independent, we can refer μci to be the expected reward of arm i. If arm k
were to be the best arm and total T trials occurred in the experiment, the total
expected reward from the experiment ideally would have been:

Rideal = E

[∑
T

Rck

]
= μkT (1)

But, in real scenarios, we don’t know which is the best arm to pull. So
we choose different arm at different point of time in the experiment based on
our observations on previous actions so as to get, what we say as a policy [4].
Thus. a policy can be defined as sequence of arms pulled at different time, i.e.,
p = {ci,1, ci,2....ci,T } ∀i ∈ {1, 2, .....A} . Thus, total expected reward generated
from our policy p can be
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Rp = E

[∑
T

Rci,t

]
(2)

Now when we have both cumulative rewards after T trials in the experiment
we would like to measure the success of the experiment by analyzing the gap
between Rideal (the reward generated if we would have known what was the ideal
arm before starting the experiment) and Rp (reward generated over different
trials as we learnt about different arms) i.e., regret. Then τ , the regret [6], can
be formulated as,

τ = Rideal − Rp

= E

[∑
T

Rck

]
− E

[∑
T

Rci,t

]

= μkT − E

[∑
T

Rci,t

]

= E

[∑
T

max
i

(Rci,t) −
p∑
T

Rci,t

]
(3)

The above regret holds true when there is only one single best arm throughout
the experiment, i.e., we are assuming that the rewards of each arm follow an
unknown random distribution. These are what we call as Stochastic Multi-
arm Bandits [7]. In this paper, we are following the principles of Adverserial
Multi-arm Bandit [8]. The important part of the adversarial setting is not that
we are making a deterministic assumption, but rather that we are not making
any assumptions about the distribution of the rewards. It’s possible that the
adversary is behaving stochastically. Accordingly, the above regret function can
be changed to

τ = E

[∑
T

max
i,t

(Rci,t) −
p∑
T

Rci,t

]
(4)

An adversarial bandit problem [8] is a pair (A, x, y), where A represents
the number of actions, and x is an infinite sequence of payoff/reward vectors
x = x(1), x(2), . . ., where x(t) = (Rc1(t), . . . , RcA(t)) is a vector of length A and
Rci,t ∈ [0, 1] is the reward of action i on step t and y is an infinite sequence of
activation vectors y = y(1), y(2), . . ., where y(t) = (φc1(t), . . . , φcA(t)) is a vector
of length A and a step function which activates when an arm is selected based
on a policy p . In best case scenario if we know the best arm at any time step t
which is giving maximum reward φideal

ci,t can be,

φideal
ci,t =

{
1 ci = maxi (x(t))
0 ci �= maxi (x(t))
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Thus, if we take the dot product of the two vectors we reformulate (4),

τ = E

[
ideal∑
T

x(t)T · y(t) −
p∑
T

x(t)T · y(t)

]
(5)

2.2 Proposed Approach

The goal of any Multi-arm Bandit Problem [5] is to minimize this regret (4), to
achieve maximum cumulative reward for a given scenario. But with the digital
marketing scenario, we can’t follow the traditional policies like UCB, exp3 [5].
Traditional policies like exp3, in each trial t, take only the arm which gives
maximum reward at that time. Thereby inherently ignoring the next best set of
arms which could have possibly increased the cumulative reward or decrease the
regret. Because of the disruptive marketing data and a small budget, there is a
need to correctly identify the best set of arms. There is always a particular order
or rank of each arm at a particular time t which is a much better approximation
of a bandit than just considering one best arm. There will never be a discrete arm
selected and thus, φci,t ∈ [0, 1]. In the best-case scenario, if we assume Nci(T ) to
be the proportion of times each arm i was pulled out of total pulls for all arms
till time T , (5) can be rewritten as:

τ = Rideal − Rp

= E

[
ideal∑
T

x(t)T · y(t) −
p∑
T

x(t)T · y(t)

]

= E

[∑
i

R(ci, t)

]
∗ Nci(T ) − E

[∑
i

R(cp, t)

]
∗ fci

=
∑
i

μi ∗ Nci(T ) − E

[∑
i

R(cp, t)

]
∗ fci

(6)

where , μi is the expected reward for ith arm and fci is the proportion of
times arm i was pulled in the policy p out of total pulls for all arms.

The above regret (6) is a variant of the traditional Multi-Arm Bandit. Instead
of selecting a discrete arm, we now have the flexibility of selecting an arm par-
tially. Hence, in our approach arm selection is not binary. We can assign weight
to each arm � ∑

i fci = 1. Therefore, using Eq. (6), we try to distribute the
weights over time such that over a longer period we can get top-performing
arms with higher weights. Hence, the problem of identifying a single best arm
at each time t becomes a problem of allocation of fci to each arm at time t.

Our task now is to approximate fci
∼= Nci(t) till any given point of time.

Given the above regret function (6), we can model fci with a Dirichlet Distri-
bution. We can deduce that fci at ant point of time t is the mode of Dirichlet
distribution [9] for that arm and we can say that the sum of weights of all arms
in the distribution is 1, i.e.,

∑
i fci =1. The system is bounded,i.e., any change in
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the parameters of Dirichlet distribution of that creative will also have an impact
on the weight of that creative. Hence,

fci = Dirichlet(αci) = Ψ (αci)

3 Learning the Dirichlet Parameters

To estimate Dirichlet parameters we followed some assumptions and experi-
mented. The objective of the experiment was to define the best possible approach
which would lead to faster convergence to the parameters of the distribution.

Let us assume, αci,t to be the Dirichlet parameter for the arm i at time t
and is dependent on historical rewards, i.e.,

αci,t = f(Rci,t, Rci,t−1, Rci,t−2, Rci,t−3, ....)

and all arms follow below mentioned assumptions :

– For an arm i,if, Rci,t < Rci,t+1 < Rci,t+2 is true, then αci,t < αci,t+1 < αci,t+2

should also be true
– If Rc1,t, Rc2,t, Rc3,t, ....follow a non-decreasing order, then αc1,t, αc2,t, αc3,t, ....

should also follow this order
– If there is a crossover in rewards between two arm, then corresponding alphas

should also exhibit this change.

3.1 Experiment

In the experiment we devise a framework to measure the relative reward of
different creatives. This way we can observe their ranking and learn the Dirichlet
parameters. Let us define a benchmark φ at time t, to be the median reward of
all the creatives at time t, i.e.,

φt = median(Rc1,t, Rc2,t, Rc3,t, ....., Rc4,t) (7)

The percentage change in reward, δci,t, for each creative with respect to the
median reward φt at time t can be defined as:

δci,t = (Rci,t − φt)/φt ∗ 100 (8)

δci,t is the incremental value which will help the algorithm to identify the best set
of performing arms. Different approaches like comparing the percentage change
in rewards of creatives at consecutive times or difference in ranks of rewards of
creatives at different points of time can also be used in determining δci,t and
better handling of uncertain fluctuations of rewards of each creative.
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Given below is the custom MAB algorithm for digital marketing scenario
which uses the existing skeleton of traditional MAB Eq. (5) so as to finally con-
vert it to Eq. (6) above.

Algorithm

1. Given γ ∈ [0,1], initialize the Dirichlet parameters αci = 1 for i = 1, . . . , A.
2. In each round t:

(a) Set fci (t) = (1 − γ) ∗ Ψ [αci ] (t) +
γ
A

for each arm i
(b) Distribute the budget B to all arms according to their distribution of fci (t).
(c) Observe reward vector x(t).
(d) Calculate δci (t) for each arm i
(e) Set αci (t + 1) = αci (t) + δci (t) for each arm i

Here, γ is the explore-exploit parameter [10] which is used quite commonly in
MAB framework. The second step in each round t, takes care of the exploitation
and exploration part of the MAB problem by using experiment parameter γ,
which can be tweaked as experiment progresses. Higher value of γ indicates
that the experiment is more towards exploration phase while lower γ guides the
experiment towards exploitation. γ = 0.5 supports balanced exploration and
exploitation.

For the initial round, we can distribute equal budget to each arm and observe
the rewards. For each arm i we can calculate δci,t incremental value and update
its αci,t+1, the Dirichlet parameter accordingly. This process can go on indefi-
nitely or till t rounds, depending on the experiment run time or objective of the
experiment.

4 Data

The data used in the experiment is a simulated representation of digital market-
ing data. In this data, there are 12 creatives or advertisements named Ad1, Ad2
and so on. Each advertisement has a different phrase and image yet pertain to a
single marketing theme such that the audience seeing these images remains sim-
ilar. Over time audience’s response to each of these advertisements was recorded
and was used to perform online training to exp3 MAB policy and our custom
policy. Refer to Fig. 1 to see the sample data which tells about the total impres-
sions, clicks, and conversion for each advertisement shown on a given day. CTR
refers to the click-through rate and CVR refers to the conversion rate for a given
advertisement. We will be using metric, which is the sum of CTR and CVR,
as our reward and will be treating it as the key performance indicator(KPI) to
optimize on.

Throughout the course of the experiment there is randomness in the rewards
of creatives which can be seen in Fig. 2 and Fig. 3.

Figure 2 tells about the distribution of rewards for each creatives throughout
the course of the experiment. As we can see the mean reward for each creative
is almost same, the need to seek the correct ranking of different creatives, as
explained in Sect. 2.2, seems necessary in our case.
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Fig. 1. Sample data

Fig. 2. Bar Plots of average reward for each creative

Figure 3 further supports the randomness in rewards of different creatives
when plotted daily. The audience had different creative each day which they
liked most.
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Fig. 3. Daily rewards for each creative

5 Results

In the experiment, we are trying to compare the EXP3 MAB policy and our
optimized MAB policy. Equal budget is spent each day for almost one month
on both the algorithms and at the end of the experiment we expect each pol-
icy to give the highest possible cumulative reward. Throughout the experiment,
responses from the audience, i.e., rewards for each creative at the end of each
day were observed and fed back to the modeling algorithms. The modeling algo-
rithms then update their recommendations and provide updated weights for each
creative for the next day of serving.

As we progress in the experiment we can see in Fig. 4, the cumulative reward
of the Optimized MAB algorithm takes over the EXP3 MAB algorithm in a few
days only. This means returns obtained from the budget allocation done by the
optimized algorithm are greater than exp3, and in few more days they exceed
so much that the number becomes quite impactful.

At the end of the experiment, we saw an uplift of more than 100% using our
approach compared to the traditional Multi-arm bandit approach. The cumu-
lative reward of our approach was 0.049 compared to a single winning MAB
approach with EXP3, i.e., 0.028. Concerning time to converge, our approach
took over exp3 early on and provided considerable lift over time. The results
obtained are only valid when arms have similar expected rewards. In the case of
different expected rewards, exp3 will always perform better.

When we look at the final weights of creatives, αci,t at the end of the exper-
iment Fig. 5, we can see that the weights from optimized algorithm we pro-
posed, correlate more with the average reward of each creative Fig. 2 compared to
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Fig. 4. Performance comparison

average selection proportion obtained from EXP3 algorithm, which further val-
idates our approach for this kind of data.

Fig. 5. Weight of each advertisement at the end of the experiment

6 Conclusion and Future Work

Digital marketing firms are confronted with various marketing challenges to opti-
mize their marketing campaigns [12,13]. To help them in their endeavor and to
reduce the opportunity costs, our approach can be utilized. An overview of tra-
ditional Multi-arm bandits with its mathematical formulation is presented and
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the proposed method and how it is different from existing Multi-arm bandits is
described in detail. Most of the multi-arm bandit techniques used for optimiza-
tion focuses on the single best arm to identify and allocate all of the budget on
it, which might not hold in some cases. The approach we have proposed provides
a solution to the problem where each advertisement performs similar and where
traditional bandit policies fail to give higher returns. Therefore, it is necessary
to identify the natural ranking of arms over time and allocate budgets accord-
ing to the weights obtained. The efficiency and effectiveness of our approach
can be demonstrated by the fact that we were able to provide considerable lift
compared to the conventional approach. This has not only led to a significant
performance boost for our model but also led to a significant incremental impact
on client-specific strategy for their marketing budget.

However, assuming a single context [11] (meaning, the online behavior of
users) for different groups of users in a marketing strategy is not ideal. The
research done above was solely to optimize the campaign budget distribution
and reduce the opportunity costs. What warrants additional research is how
can we split our audience of different contexts and run our approach of multi-
arm bandits on each context, i.e., multi-learners so that we can get tailored
performance for each group of users in a marketing campaign.
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Abstract. In today’s dynamic business scenario, customers have the power to
rule the market on their terms and conditions. Customer Relationship Manage-
ment (CRM) plays an imperative role by covering all methods and measures to
have a better customer understanding, and to make the most of this knowledge
in applications like production and marketing. With the emergence of big data, it
brings a whole new inclusion of CRM strategies which can support customization
of sales, personalization of services, and customer interactions. The paper aims to
study the extant state of big data analytics for customer relationship management
through the method of systematic literature review. Thematic analysis from the
relevant studies is done and a framework is proposed as an outcome of the study.
This framework can be used to analyze the present state of research in area of
big data analytics and CRM and also future directions for the further research are
provided in the paper.

Keywords: Customer relationship management · CRM · Big data · Systematic
review · Framework

1 Introduction

Big data is an area of recent research which academics and practitioners are taking into
account, the means through which they can explore to develop various strategies to bring
in competitive advantages to the enterprises. The field of big data is growing with a fast
pace and is gaining importance over the recent years. This also led to the rapid growth in
literature on data analytics which is now attracting a stable stream of research in the area
and journal publications. Customer relationship management is an added advantage to
the companies, who want to understand their customers better by exploring the customer
insights by generating useful information from data, which is an essential part of CRM
process, and can be achieved by data mining. Data mining tools and techniques are
implemented to find the hidden customer information from customer data by generating
patterns and leading to an effective CRM.

The adoption of big data is done in an enormous way, mainly in the services sectors
where managing customer relationship is a key to the survival of business in market.
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Therefore it is critical to analyze and examine the application of big data in context
of CRM strategies of an organization. A frontline mechanism in organization, which
deals with customer interactions, requires broad support. Mostly it needs accurate data
analytics to make sure that potential customers are being engaged in meaningful trans-
actions. Big data analytics is therefore becoming a hot topic of interest in information
systems, management, computer science, and social sciences. Because of widespread
adoption of social media, social networks, and smart mobile devices, this trend is mainly
attributed to the integrated information systems.

Management of a superior customer relationship management system in any organi-
zation mainly comprises of the advanced concepts, tools and techniques, and strategies
related to the customer relationship management. CRM system is having tools with lat-
est technology which can provide organization with a mechanism to understand their
existing customers as well as the potential customers. Its practices aims to deliver a
particular set of activities that might encourage them to make decisions and transactions
based on customer data [1]. The linkage between big data analytics and CRM process
has explored and been hypothesized in research literature. The CRM process aims to
provide the insights about customer by stressing on the relevance of focusing on a single
view of the customer.

Big data is considered as a vital and potential enabling factor for various business
process, strategies, and innovation. It is now treated as a promising form of value creation
for any business through the mechanisms specific to the business. As a matter of fact,
the current increased data availability in terms of volumes, variety, and velocity has
triggered the innovations at a great level. The data characteristics are typically associated
with the concept of big data and the quality of data does affect its various applications.
Maintaining big data is an added advantage to the firms as it allows them to develop
advanced segmentation such as micro-segmentations. These are helpful in the real time
applications, which can be further exploited to refine the various CRM activities of any
organizations. Competitive performance gains can be achieved by making use of CRM
technologies when integrated to the businesses [2].

Customer relationship management is mainly being contextualized within technol-
ogy solutions. This is often described as analogous to a data driven and information-
enabled form of the concept of relationship marketing. The CRM can be distinguished
as: Operational CRM, involved in the current customers’ interactions; Analytical CRM,
enables the process of decision-making, by customer data transformation and analy-
sis; and Collaborative CRM, which by leveraging inter-departmental teamwork and
communication within a firm leads to an improved customer experience.

The coordination of customer data is being done using a multi-channel perspective
and the CRM process. This process has three primary dimensions namely, relationship
initiation, the maintenance, and the termination. The various applications of big data are
developed in context of CRM. Some are already developed, and can be applied in most
of the situations. Big data as well as big data analytics are transforming businesses which
are customer centric and customer-facing. These businesses are generating and increas-
ingly collecting large volumes of customer data. The data in terms of their interactions
or shopping behavior can be useful for enabling the real-time decision making pro-
cess. Business organizations are compiling the customer data spread among the various
heterogeneous sources of data, which is often external and not structured.
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2 Literature Review and Research Gap

The emerging field of big data analytics and CRM is being explored by the researchers,
but still it is not reported in its extant form. This paper aims to conduct a system-
atic literature review and present a framework combining big data analytics and CRM
technologies together. Some authors [3] aimed at compiling and presenting some of the
different analytics tools, techniques, andmethods which can lead to the advancements of
CRM processes [4]. Suggest that big data-enabled CRM initiatives could require several
changes in the pertinent critical success factors. They proposed to adopt an explorative
approach, which can ease the hype created around the field of big data. Authors [2] in
their paper have provided a systematic literature review that can lead to the demonstration
of the mechanisms used for big data analytics for customer relationship management.
Some Authors have also explored the other dimensions of CRM, which are not focusing
on the technological approaches only. They have identified CRM as a business strat-
egy supported by an information system, data. Noting these literature gaps there is a
need of study which can report the existing state of big data analytics in CRM. The
proposed study aims to fill this gap and seek to present the relevant literature in form of
a framework.

3 Methodology

The systematic review is carried with these steps as followed (see Fig. 1):

Fig. 1. Process of systematic review



Big Data Analytics for Customer Relationship Management 433

Step 1: Research objectives or question
To propose a conceptual framework for big data analytics and customer relationship
management.
Step 2: Search Strategy
The database selected for this is Scopus, which covers wide range of research articles on
these topics. The present research connects the area of big data analytics and customer
relationship management, and Scopus suits the multi disciplinary nature of this study.
The database is searched using following search string:
“Big data” AND CRM
The search for articles was carried on 12 February 2020. The search was done for
conference paper, article, and book chapter, which resulted in 112 numbers of articles.
Step 3: Assessment of quality of studies
These 112 articles were accessed for the quality and relevance by the author. Some
articles which only talked about big data or CRM were discarded. Some articles talked
only about data mining but not about CRM were also excluded. Articles covering both
big data and CRM were only selected for further review. As a result 29 articles were
found to be within the scope of present study and were included for next step. It can be
observed that the research on big data analytics and CRM is a relatively new field and
has gained pace in last five years as number of articles published are 22.
Step 4: Data Analysis and summarization
The research articles are compiled and presented in Table 1.
Step 5: Interpretation and findings
The research studies are first scanned for knowing the data and creating the initial impres-
sion. Then the codes and sub themes are generated, and based on the sub-themes the
related ones are combined together are arranged in a thematic framework. The frame-
work is based on the inductive content analysis and the research can be organized in
following themes. It is also presented as a graph representing the number of papers
(Fig. 2). Also the studies are arranged and presented as per the framework in Table 2.

I Processes
I(A) For Big data Analytics
I(B) For CRM
II Architecture
III Data Quality
From Table 2 and Fig. 2 it can be analyzed that there are almost same number

of studies for processes related to the big data analytics and the customer relationship
management. Both the imperative areas are addressed by the researchers and contribution
of research papers are also there. Regarding the architecture also sufficient number of
studies are dedicated. But it can be seen that data quality, although very crucial for the
big data and CRM is not that well acknowledged as there are a few studies in this area.
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Table 1. Compilation of research studies

S. no. Author(s) and year of publication Main findings

1 [6] Abu Ghazaleh and Zabadi (2020) Explored the role of internet of things for big data and its impact on CRM in the
modern customer services. They developed the analytic hierarchy framework for
planning and establishment to determine the factors affecting the implementation of
internet of things for big data

2 [7] Grambau et al. (2019) Reference Architecture combining processes and heterogeneous data sources. They
proposed a framework for social media data which can be implemented for
collecting, processing, and analyzing this data. They included the machine learning
approach for the same

3 [8] Serrano et al. (2019) Their study addressed the issue of customer relationship management in hospitality
industry. Mainly talked about identification and duplication problem. They proposed
a generic framework to improve the data quality for customer relationship
management

5 [9] Rawat et al. (2019) Social media is being used as a competitive edge tool by the companies by effective
use of CRM, digital marketing, and search engine optimization. The authors
attempted to explore the use and optimization of social media using big data to
achieve corporate goals

6 [10] Arco et al. (2019) Suggested a big data and artificial intelligence framework for customer interactions

7 [11] Chiranjeevi et al. (2019) They developed a system to evaluate the customer satisfaction through bot
interactions. That system involves usage of bots to handle multiple customer
interactions therefore enhancing customer relationship management

8 [12] Manigandan et al. (2019) They suggested how business intelligence can be acquired and implemented for
developing the competitive edge in business. Developed techniques and some
applications for data management and analysis

9 [13] Perera et al. (2018) Challenges of handling big data according to velocity, volume and variety. Focused
on big data analytics by using big data analytical framework and data mining
techniques

10 [14] Elyusufi et al. (2018) Used the Complex Events Process (CEP) architecture that perfectly meets this need.
They propsed to intercept the customer behavior and interactions and analyze them
in the real time

11 [15] Ballestero et al. (2018) Developed customer relationship management system by using advanced big data
analytics for robust client profiling

12 [16] Zerbino et al. (2018) Explored the role of big data and its impact on customer relationship management
and also suggested some critical success factors

13 [17] Shrivastava et al. (2018) Addressed the requirement of system and data sets for developing strategy. Available
architectures on big data and CRM also studied

14 [18] Shrivastava et al. (2018) Capturing customers by knowing them well in place of first predicting churn and
then taking action, procedures

15 [19] Francisco et al. (2017) A comparison and analysis among total data quality management (TDQM) and total
information quality management (TIQM) while putting focus on the overall data
quality problems faced in the context of a CRM

16 [20] Gallego and De-Pablos-Heredero (2017) Impact over the power of data applied to selling strategies.

17 [21] Gončarovs and Grabis (2017) Addressed the people involved by exploring the collaboration between business
representatives and data scientists in the refinement of the prediction models
iteratively

18 [22] Orenga-RoglÃ and Chalmeta (2016) Developed and suggested a methodology to implement social CRM business
processes through the use of the social CRM computer system

19 [23] GÃ3mez-Mateu et al. (2016) Examined the impact, current challenges, and opportunities of big data in
biomedical research

20 [24] Ennaji et al. (2016) Designed a social intelligence framework which can be used for extracting, as well
as consolidating the reviews which are expressed through social media

21 [25] Ennaji et al. (2016) Designed a multi-agent framework which can analyze and extract views and
opinions from the social media

(continued)
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Table 1. (continued)

S. no. Author(s) and year of publication Main findings

22 [26] Tiefenbacher and Olbrich (2016) Suggested that capabilities for leveraging big data should be developed which can
lead to the creation of valuable relationships with customers

23 [27] Xu and Chu (2016) Suggested a multi-agent system from a data mining and explored their applications
from a customer relationship management perspective

24 [28] LiK et al. (2015) Talked about the architecture and suggested that enterprises have a choice to make
regarding big data applications and choosing the type of stack

25 [29] Daif et al. (2015) Existing architectures, and subsequently present an architecture with features

26 [30] Jung and Jung (2015) The person cloud computing system connected with the smart phone to the method
that a customer can confirm the real-time analysis data which is the advantage of the
big data analysis

27 [31] Xu and Chu (2015) Introduction of multi-agent systems from data mining perspective and the value of
data mining for the customer relationship management

28 [32] Zhang et al. (2014) Suggested mass security for customer data, while focusing on design and analysis of
customer churn warning model by making use of various data mining technologies

29 [5] Deutsch (2012) Data quality problems in the customer relationship management system. Worked
upon the tradeoff between the volume of data and the quality of data maintained
along with the scaling issues

Fig. 2. Number of studies representing framework

4 Conclusions and Future Scope

The present research paper contributes to the field of big data analytics and CRM by:
a) Compiling the research studies in the field; b) Arranging the studies in themes and
proposing a framework; c) Providing insights on future research areas. The future stud-
ies can be taken up in these upcoming areas and more studies can explore its further
dimensions. The areas identified are in processes of implementing big data for CRM.
Architecture for big data can be another emerging area of research. Quality of data plays
vital role and can affect the outcomes and implementation of data mining algorithms,
hence to explore data quality enhancing mechanisms can be an area of research. Despite
a rigorous and comprehensive effort towards the chosen topic, researchers in no way
claim it to be a holistic one.
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Table 2. Studies arranged in the proposed framework

Framework Author (s)

I Processes

I(A) Big Data [6] Abu Ghazaleh and Zabadi
(2020)
[12] Manigandan et al. (2019)
[16] Zerbino et al. (2018)
[21] Gončarovs and Grabis
(2017)
[23] GÃ3mez-Mateu et al.
(2016)
[26] Tiefenbacher and Olbrich
(2016)
[30] Jung and Jung (2015)

I(B) CRM [9] Rawat et al. (2019)
[10] Arco et al. (2019)
[15] Ballestero et al. (2018)
[18] Shrivastava et al. (2018)
[22] Orenga-RoglÃ¡ and
Chalmeta (2016)
[27] Xu and Chu (2016)
[31] Xu and Chu (2015)

II Architecture [6] Abu Ghazaleh and Zabadi
(2020)
[7] Grambau et al. (2019)
[11] Chiranjeevi et al. (2019)
[13] Perera et al. (2018)
[14] Elyusufi et al. (2018)
[17] Shrivastava et al. (2018)
[24] Ennaji et al. (2016)
[30] Jung and Jung (2015)
[32] Zhang et al. (2014)

III Data Quality [8] Serrano et al. (2019)
[19] Francisco et al. (2017)
[20] Gallego and
De-Pablos-Heredero (2017)
[32] Zhang et al. (2014)
[5] Deutsch (2012)
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Abstract. The environmental, social, and economic problems confronting agri-
culture today are symptoms of agricultural industrialization. In this study, the
agricultural field is analyzed using satellite surface reflectance data. This tech-
nology facilitates monitoring of crop vegetation by spectral analysis of satellite
images of different sites and crops which can track positive and negative dynamics
of crop development. Using this analysis, the field can be categorized into different
categories rating its potency to grow crops, which helps the user to get detailed
information about the current condition of the field. For the analysis, we have
used Landsat 8 data. We have used the Google Earth Engine to import the data
from the ground station. The indices we have used for this study are Normalized
Difference Vegetation Index (NDVI), Modified Soil Adjusted Vegetative Index
(MSAVI) and Normalized Difference Water Index (NDWI) and average rainfall
data. For clustering the data, we have implemented k-means clustering algorithm.
We have collected data from over 6 years and by taking mean values we classified
the agricultural fields into different categories according to their quality.

Keywords: Surface reflectance · Machine learning · Spectral indices · Earth
engine · Satellite field monitoring · Vegetation indices

1 Introduction

Satellites that capture pictures of the earth’s surface also are equippedwith sensors named
Active and Passive. They are utilized to acquire surface reflectance data which can be
beneficial for various applications. In the recent government agricultural surveys that are
challenging, expensive and tedious to study and analyze each and every agricultural field.
Also, it is beneficial for insurance and private companies which need to visit a certain
place for client claim verification which is hassle full job. In these scenarios satellite
data portray an important role by simplifying the job that can otherwise be stressful as
we only need to do is enter the geographical coordinates of a specific agricultural field
as an input. The study of spectral reflectance responses can be used to analyze the crop
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health, moisture content, field vegetation, spectral indices using the Landsat 8 sensors.
They can help calculate the Normalized difference vegetation index (NDVI) and the
Modified Soil-Adjusted Vegetation Index (MSAVI2) which is the simplified version of
the Modified Soil-Adjusted Vegetation Index (MSAVI) algorithm is actually invented
to deal with the soil brightness problem. NDVI is the spectral index which is estimated
by using a red and near-infrared band and the MSAVI index is also used for crop health
monitoring. The last index Normalized Difference Water Index (NDWI) which can
measure the change in water or moisture content in leaves by using Near Infrared (NIR)
and Short Wave Infrared (SWIR) bands. These indices can create a rough outline of an
agricultural field moreover by combining these indices with the rainfall data collected
through the Climate Hazard Group Infrared Precipitation with Station Data (CHIRPS)
one can predict the overall quality of an agricultural field and can get information about
the fertility of land by analyzing 6 years of data. We have used google earth engine to
import the multispectral data from United States Geological Survey (USGS) datasets.
We have designed one web application to acquire data for a specific interested land. By
processing these data vegetation indices that are mentioned above are then calculated.
In this work, we have developed a python application for processing this data. We have
developed amachine learning classificationmodel to classify the agricultural lands based
on vegetation. We have used the K-means clustering algorithm to classify the data. So,
after calculating the spectral indices the average values are calculated and are fed to a
machine learning model that can predict the quality of the field.

2 Related Work

C. Yang and G. L. Anderson used Landsat Multispectral Scanner data so as to know
how Landsat works and how the images are derived from the satellite [1]. Wiegand
and Richardson compared eight vegetation indices and four individual bands calculated
from Landsat Multi-Spectra Scanner (MSS) data. They concluded that all the vegetation
indices and corresponding bands contributed to grain yields. In one technique, Chang
and Liu observed direct and indirect changes in spectral responses caused by changes in
water content of plants, pigments, change in photosynthesis activity and chlorophyll lev-
els fluorescence indices and their internal association [2]. They also have discussed some
common approaches and the new techniques in applying spectral reflectance and indices
for analyzing water levels and physiological activities such as a change in chlorophyll in
plants. In one of the studies, three different vegetation indices of RapidEye imagery are
taken into consideration for the classification of crop type and the effect of each index
on the accuracy of classification was observed [3]. The three indices NDVI, the Green
Normalized Difference Vegetation Index (GNDVI) and the Normalized Difference Red
Edge Index (NDRE) were studied and on that basis crops are classified. All these three
indices incorporated the near-infrared band. Support vector machines were used for the
classification of crop type. The first sampled fields were classified with all these three
indices. Then by performing classification with each single index, the contribution of
each index in classification was also observed. The author concluded that the highest
classification accuracy was obtained by combining all the three indices. Results show
that theNDRE index contributesmore to classification. It was also concluded that Rapid-
Eye imagery is highly preferred for agricultural as well as forestry uses since it has red
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and NIR bands. In one study machine learning techniques are implemented to remotely
sensed imagery to train predictive models for prediction of vegetation health [4]. This
tool was built to increase the capacity for vegetation health monitoring in data-scarce
regions. The author had processed 11 years’ imagery of the Moderate Resolution Imag-
ing Spectroradiometer (MODIS) dataset for building the model. In this technique, the
Enhanced Vegetation Index (EVI) was used for the prediction of crop health. In one of
the techniques, Han et al. studied the relationship between drought and precipitation,
temperature, vegetation with the help of a random forest machine learning algorithm
[5]. In this study, the author tested standardized precipitation index (SPI), relative soil
moisture (RSM), NDWI, normalized multi-band drought index (NMDI), the normalized
difference drought index (NDDI) for verifying effectiveness in drought monitoring. The
author designed a new index for drought monitoring by combining all these indices.
The conclusion of the study was the combined index of drought monitoring was very
effective in drought monitoring. Table 1 describes the different approaches for field
vegetation analysis or crop monitoring. Cici Alexander estimated land surface temper-
atures (LST) from the reflectance of a thermal band of Landsat 8 in his study [6]. The
author calculated spectral indices by using all the combinations of the first seven spectral
bands. Their correlations with LST are analyzed. Correlation between land cover and
LST is estimated [7]. In this study, the author concludes that NDVI has the strongest
correlation (0.77 to 0.86) with LST. Keeping in mind the impacts on ecosystem func-
tions Nobuyuki Kobayashi et al. (2020) developed an administration that helps the crop
cover maps with accurate space-time information [8]. According to the author’s work,
the subject that has gained some weight in the paper is remote sensing, which is used
to obtain crop information at local or global scales. The study of cyclic and seasonal
natural phenomena or vegetation phenology can be extracted from the spectral indices,
which designate the combinations of spectral measurements at different wavelengths.
These spectral indices are obtained through the sentinel 2A image data which gives the
reflectance data which in turn helps to get the current situation of the crop. The authors
have also highlighted the importance of each index for identifying each crop. They have
arrived at a judgment from their work that the use of spectral indices has made better
the classification accuracy, they also called attention to an important point which is the
use of integrated reflectance and spectral indices enhanced the effects related to large
sets of correlated variables and decreased the accuracy. Maria Romero et al. (2018)
have carried out experiments in a vineyard in the Shangri-La region, located in Yunnan
province in China, these experiments were conducted to estimate midday stem water
potentials of grapevines [9]. For evaluating the correlations between stem water poten-
tials and the vegetation indices, statistical methods and machine learning methods are
used. But according to the author, there weren’t any strong correlations found by using
simple machine learning techniques. However, by using Artificial Neural Networks the
correlation found out was high as reported by the authors. The author concludes that
by using this model one can analyze a plant by plant basis to identify sectors of stress
within the vineyard. This model can be used for optimal irrigation management. In one
of the studies, Raí A. Schwalbert et al. (2020) implemented different algorithms such
as multivariate linear regression, random forest algorithm and neural networks for fore-
casting soybean yield using NDVI, EVI, land surface temperature and precipitation as
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independent variables [10]. The author was successful to conclude that it is beneficial to
integrate statistical techniques, remote sensing data and weather records to field survey
data for forecasting soybean yield.

Table 1. Researchers and their approaches

Author Algorithms or spectral indices used

Üstüner et al. NDVI, GNDVI, NDRE

Emily Burchfielda, John J. Nayb and Jonathan Gilliganc EVI

Hongzhu et al. SPI, RSM, NDWI, NMDI, NDDI

Cici Alexander NDVI, SWIR

Raí A. Schwalbert et al. NDVI, EVI

However, the classification of a given piece of land into different categories by
combining appropriate indices by efficient way remains an unsolved problem. In this
work, we have developed a novel method to predict the quality of land by analyzing 6
years’ satellite data. In this study, we have combined NDVI, MSAVI, and NDWI indices
and rainfall data.

3 Proposed Methodology

3.1 Vegetation Indices

Vegetation indices are obtained from satellite and drone data by analyzing multispectral
imagery bands. Satellite has two types of sensors i.e. passive and active. Passive which
measures sunlight reflected from earth’s surface whereas active sensors emit radiations
andmeasures reflected wave [11]. In this way surface reflectance, data can be calculated.
Human eyes can visualize visible light but satellite sensors have the ability to sense
infrared or invisible light. So it plays a big role in crop monitoring. There are many
vegetation indices for crop health monitoring and drought monitoring. For our study we
have chosen the following three indices:

A. NDVI
B. MSAVI
C. NDWI

NDVI was originally founded by NASA in 1970 [12]. In plants, chlorophyll absorbs
visible light from the spectrum and leaves of plants reflect NIR light [13]. So areas with
dense vegetation or plants with good photosynthesis activity will reflect less visible light
and more NIR light. NDVI ranges from −1 to 1 [14]. Land covers having NDVI more
than 0.5 are considered as healthy or dense vegetation areas. Fields with exposed soil
have NDVI nearly in between 0.1 to 0.2. Unhealthy or dead plants may have values less
than 0.3 or less than 0 [14]. NIR and RED bands are required for calculating the NDVI
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index. NDVI can be calculated by the Eq. (1). In this equation, NIR represents the near
infrared band and RED represents red band.

NDVI = (NIR − RED)

(NIR + RED)
(1)

The main drawback of NDVI is the brightness of the soil [15]. So MSAVI is used
to correct soil brightness due to which sensitivity to photosynthesis decreases [13]. It
has the same application such as drought analysis, crop monitoring and yield prediction.
MSAVI can be calculated by the Eq. (2). In this equation,NIR represents the near infrared
band and RED represents the red band.

MSAVI2 = (2 ∗ NIR + 1 −
√
(2 ∗ NIR + 1)2 − 8 ∗ (NIR − RED))

2
(2)

NDWI is generally used for drought analysis, analyzing water level in water reser-
voirs and groundwater level monitoring. NDWI index can be also used for estimating
water content in plant bodies [13]. NDWI index can be calculated by using the Eq. (3).
Where SWIR represents the shortwave infrared band.

NDWI = (NIR − SWIR)

(NIR + SWIR)
(3)

3.2 Web Application

We have used USGS Landsat 8 surface reflectance tier 1 multispectral data for our study.
We have used the Google Earth Engine platform to get access to these photographs and
datasets. Google earth engine is a platform for academic, non-profit research organiza-
tions and Non - Governmental Organizations (NGOs) which provide satellite imagery
for their analysis and studies [16]. More than 40 years of geospatial data is available on
this platform. It provides Application Programming Interface (API) and other tools for
developing application development and for research purposes. We can import datasets
directly from their cloud storage. This platform allows us to deploy a web application
for analysis purposes. We have designed one web application that takes geographical
coordinates as an input and exports multispectral data of a specific piece of land in
comma-separated values (CSV) format. For designing this web application, we have
imported USGS Landsat 8 surface reflectance tier 1 dataset and CHIRPS Daily: climate
hazards group infrared precipitation with station data for precipitation records. We can
get the wavelength of each specific band from exported spreadsheet.

3.3 Landsat 8 Spectral Bands

Landsat 8 has two main sensors: Operational land imager (OLI) and Thermal infrared
sensor (TIRS) [17]. The operational land imager can create nine spectral bands and
TIRS can produce two thermal bands. Table 2 shows detailed information about Landsat
8 bands. In which bands B2, B3, B4 are visible bands that can be used to render the RGB
image.
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Table 2. Landsat 8 multispectral bands

Name of band Wavelength Description

B1 0.435–0.451 µm Band 1 (ultra-blue) surface reflectance

B2 0.452–0.512 µm Band 2 (blue) surface reflectance

B3 0.533–0.590 µm Band 3 (green) surface reflectance

B4 0.636–0.673 µm Band 4 (red) surface reflectance

B5 0.851–0.879 µm Band 5 (near infrared) surface reflectance

B6 1.566–1.651 µm Band 6 (shortwave infrared 1) surface reflectance

3.4 Python Application Development

For calculation of vegetation indices,we have designed python applicationwhich enables
a user to import CSV file which consists of multispectral data and precipitation data.
To read the data from datasheets, we have used a python library called panda. Then,
we have implemented different algorithms for calculation of vegetation indices such as
NDVI, MSAVI2, NDWI by taking specific bands into consideration. By processing 6
years’ data we have calculated mean, maximum, percentage change values which can
help out in analysis of any agricultural field. By processing precipitation data, we have
calculated average rainfall at that location. After that, we have done a small survey and
we randomly chose some agricultural sites from the state of Maharashtra for our study.
We have sampled 140 fields in total throughout the course of the project. While choosing
fields of interest we ensured that all types of fields should be included in the dataset.
Then after collecting multispectral data of selected fields, we recorded mean values of
all indices and average rainfall for each field by using the same python tool and prepared
datasheet containing those values.

3.5 Classification Algorithm

In order to develop the classificationmodel, a detailed studyof range of vegetation indices
for a particular type of vegetation was carried out. The mean values of vegetation indices
and average rainfall are the input parameters of themachine learningmodel.As there is no
previous data to compare with, the model uses unsupervised methods of learning to find
common features in the fed data. Unsupervised learning is one of the machine learning
technique, where you do not need to supervise the model [18]. It mainly deals with
the unlabeled data. In our study, we have implemented K-means clustering algorithm
for unsupervised learning. K-means clustering is an algorithm that finds patterns in
the dataset and forms of clusters of data points that fit together [19]. In our model, all
parameters are plotted against one another to see the relationship between each other.
The relevant indices are then clustered using the Scikit library of Python and the analysis
report can be observed. This study clusters the data points to divide them into 4 major
clusters. Each land (data point) is a part of only one cluster. The clusters are formed on
the basis of the variation of vegetation indices. After the clusters have been formed, each
data point belongs to the specific class which afterward predicts the quality index of



Agricultural Field Analysis 445

the field. Now, it is further classified in order to find the probability of every land lying
in its cluster. For doing so, the algorithm of multiclass classification: Support Vector
Machines is applied. This model will take the input as mean values of NDVI, MSAVI2
and NDWI and average precipitation and will predict the class of a corresponding field
which we call as quality index. In this way, we have designed a python tool to analyze
the current and past scenario of an agricultural field and to predict the overall quality of
a field.

4 Result and Discussion

We have calculated vegetation indices MSAVI, NDVI and NDWI for different sampled
fields using spectral data collected for the respective fields. Using our tool, we found
out that a healthy field has a MSAVI index between 0.55–0.95. It is also observed that
the average values of MSAVI which lie between 0.6 to 0.75 and the highest values lie
between 0.85–0.95. NDWI is not directly affected by the vegetation a field but it shows
a few important factors. In the case of healthy vegetation, areas observed values of the
NDWI index are greater than 0 but not greater than 0.5. You can refer Fig. 1 for more
details it represents the statistical values calculated for the area with healthy vegetation.

Fig. 1. Statistical data of Vegetation Indices values of healthy vegetation area calculated by the
python tool developed for the study.

For barren and dead lands, we found that the MSAVI index has a mere range of 0.1
to 0.40 and the average value of MSAVI for such fields is a mere 0.25. Results show a
similar trend in the case of the NDVI index. Results show that the mean value of the
NDVI index is in-between 0 to 0.15 and the maximum NDVI index in the case of dead
vegetation is around 0.1 to 0.25. All the values of the NDVI index for dead vegetation
lies between 0 to 0.25. It is observed that the NDWI values of unhealthy vegetation areas
are less than 0. Refer Fig. 2 for more detailed information, the figure represents data of
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area with unhealthy vegetation. Through the clustering algorithms, the data is classified
into 4 clusters. Further, through the Support Vector Machines algorithm, the probability
of each land in its cluster is calculated. According to the statistics shown in Fig. 3, the
accuracy of the classification model is 80% and on further using the predict probability
function, the confidence scores of predictions are calculated. From the predictions of the
machine learning model it is observed that the predicted quality index lies in the range
of 1 to 4. Range of quality index can be increased by increasing number of clusters, but
it would decrease the accuracy of the model and hence it is not recommended.

Fig. 2. Statistical data of Vegetation indices values of unhealthy vegetation area.

Fig. 3. Statistics of the machine learning model.

According to the results obtained from study, it is observed that the MSAVI index is
the most decisive index to the vegetation field. It is comparatively larger in the case of
healthy vegetation areas. For dense vegetation field, it shows highermean value.Whereas
in case of unhealthy vegetation mean value of MSAVI is relatively lower. MSAVI isn’t
affected by the brightness of soil and hence it can be considered as a good tool for crop
health monitoring index. NDVI values show some trends while classifying agricultural
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fields on the basis of vegetation. It is higher for healthy fields where as low in case of
barren fields, but due to soil brightness error, it contributes less in the classification of
fields. The Last parameter we have studied was NDWI which is actually a water index
used for drought prediction. But we can use it as a classification factor as it shows a
specific trend. It lies towards the negative side for dead vegetation and it is positive in
case of healthy vegetation areas. We can classify the agricultural field by using mean
values of indices as features. The Overall quality factor of the agricultural field is 1
for extremely healthy vegetation areas and it is 4 for completely dead vegetation areas.
We can classify every and any given field in this range depending on all the different
vegetative index. Through the analysis of parameters, it is noticed that the green or
dead vegetation is simply a measure of the accuracy that the predicted result needs to
be compared to. Buffer time of landsat8 is around 16 days i.e. the satellite images are
updated once within 16 days, which is quite a long time. Multispectral data can be
collected by satellite as well as drones but the accuracy of satellite data is less than that
of drones but using drones can be a costly as well as a complicated affair. There is a huge
importance of having a huge data set with a lot of data points because it helps increase
the accuracy of the tools and makes it more efficient.

5 Conclusion

In this study, agricultural fields from different states in India were studied. The study
concludes that the value of a quality factor is affected by both the current as well the
past situation of a field, and hence they are the most decisive parameters to predict
and conclude the health and quality of an agricultural field. The accuracy of the model
calculated by the support vector machine algorithm was 80%. This can be increased
by increasing the number of data points and it depends upon the distribution of data.
One more inference was obtained that the MSAVI index is the most important factor
affecting the most in the prediction of quality of the field but when it is combined with
other vegetative indexes the accuracy and the efficiency increases. The output produced
through our algorithm is a quality factor that indicates the nature of the field and all of
this can be done without physically visiting the place by just a few clicks on our tool.
This tool can be very useful for government organizations, Insurance companies and
banks for client verification claims and loan grants.

6 Future Scope

We have developed this technique on the windows platform. We can deploy a web
application for this purpose. One can also build this system on the android platform. If
we use more vegetation indices we could get a more precise analysis of the quality of the
land and field vegetation. The accuracy of the model can be increased by using neural
network. This tool can be further used for price prediction of the agricultural land.
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Abstract. Sponsored data connectivity enables third parties to pay for specific
content traffic used by mobile subscribers. It requires network’s intelligence for
specific traffic detection, usagemonitoring, reporting and credit management. The
paper presents an approach to define Application Programming Interfaces (API)
for sponsored data connectivity deployed at the edge of the mobile network. API
enable setting and updating a chargeable party at session setup or during the session
The API design follows the Representational State Transfer architectural style. A
feasibility study is provided which illustrates the API practicability. The latency
introduced by the proposed API is evaluated by emulation.

Keywords: Multi-access Edge Computing · Network function
programmability · Representational State Transfer · Behavioral equivalence ·
Latency evaluation

1 Introduction

Fifth generation (5G) mobile networks offer considerable capabilities to provide rich
multimedia context to mobile devices. The forecast for mobile data traffic per month in
2025 is about 160 exabytes, which is more than four times the monthly usage at the end
of 2019 [1]. Sponsored data connectivity is a way for content or service providers to
advertise their products and to encourage subscribers to use more mobile data services.
Subscribers are offered sponsored access to various types of content, electronic books,
games, movies, trailers, and sports events. The sponsored data access is paid by third
party. In this way, by subsidizing the costs of the subscribers’ broadband traffic, the
consumption of advertising and content on the mobile network is stimulated [2, 3].
Criteria for sponsored data connectivity may depend on access to web portal or mobile
application, subscribers’ demographic profile, location etc.

The impact of sponsored data connectivity on network operators, content providers
and subscribers is analyzed in [4, 5]. Effective business models and winning strategies
are investigated in [6–8]. Sponsored data connectivity requires network’s intelligence for
specific traffic detection, usage monitoring, reporting and credit management. The func-
tionality for sponsored data connectivity in 5G system as a part of policy and charging
framework is defined in [9].
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In this paper, we study capabilities for programmability of sponsored data connectiv-
ity at the network edge. 5G system enables exposure of policy and charging functionality.
Exposure of core network functionality empowers programmability and it is achieved
through Application Programming Interfaces (API) [10, 11]. 5G adopts distributed core
closer to the network edge and thus reducing latency and backhaul traffic [12, 13].
Further improvement of network performance can be achieved by deployment of Multi-
access Edge Computing (MEC). As a key technology for 5G,MEC enables provisioning
of cloud intelligence close to where it is needed [14, 15]. The paper proposes an app-
roach to design MEC-based API for sponsored data connectivity. The rest of the paper
includes description of the proposed API functionality illustrated by typical use case
scenarios, API data model including supported resources, methods and data types, as
well as feasibility study illustrating the approach, and evaluation of API performance
metrics.

2 Sponsor Connectivity Data API at the Network Edge

The mobile edge host, which is located at the network edge, provides the required Net-
work Function Virtualization (NFV) infrastructure with cloud resources. The necessary
functionality required to deploy mobile edge applications on the NFV infrastructure is
provided by the mobile edge platform. It also hosts mobile edge services and enables
applications to consume and provide services. TheMEC host can be co-located with dis-
tributed 5G core and the core network functions can share the same NFV infrastructure
with the mobile edge applications.

We propose a newmobile edge service named Sponsored Data Connectivity Service
(SDCS) which enables mobile edge applications to change the chargeable party from
the beginning of a session or during the session. This core functionality can be exposed
by the core Network Exposure Function (NEF).

The following example illustrates the SDCS functionality at the network edge. A
multimedia content provider wants to advertise the product (e.g. on-line movies or video
games) for mall visitors at the point of cell. In order to encourage the visitors to consume
the content, the content provider subsidize the mobile data traffic related to movie or
video game trailers. The free multimedia content enables the subscribers to choose
whether to buy the advertised content or not. The content provider pays for advertising
data traffic or shares the advertising revenue with the telecom operator.

Figure 1 illustrates the information flow for the above scenario.

1. When setting up a session betweenApplication Server (AS) viaNEF, themobile
edge application requests from the SDCS to become a sponsor (chargeable
party) for the session to be setup.

2. The SDCS in turn invokes the NnefChargeableParty_Create operation of NEF
and requests to be notified about usage monitoring events.

3. The NEF authorizes the request and triggers packet data session modification.
4–5. After successful packet data session modification, the NEF assigns an identifier

to the chargeable party session and responds to the SDCS, which in turn sends
a response to the mobile edge application.
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Fig. 1. Flow of application-initiated change of chargeable party at the data session start and
subsequent notifications about usage of network resources

6–7. The mobile edge application subscribes to receive notifications about usage
monitoring.

8. The subscriber starts watching the free movie trailer.
9–11. The NEF notifies the SDCS about the event

using theNnef_ChargeablePartyNotify operation, and the SDCS in turn notifies
the application.

12. The user stops watching the free movie trailer.
13–15. The NEF notifies the SDCS, which in turn reports the event to the mobile edge

application. The network charges the sponsor for the data traffic (not shown).
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3 Service API Description

This section provides a detailed service description by typical use cases illustrating the
API functionality.

The proposed SDCS API follow the adopted REST (Representational State Trans-
fer) architectural style, where resource is a key concept. Figure 2 illustrates the SDCS
resource structure, where all resources follow the SDCS URI. The SDCS URI can be
discovered using service directory.

/{apiRoot}/sdc/v1

/chargeablePartySessions

/{chargeablePartySessionID}

/chargeablePartySubscriptions

/{chargeablePartySubscriptionID}

Fig. 2. Structure of resources of the Sponsored Data Connectivity Service

The chargeablePartySessions resource represents all AS sessions with option to
change chargeable party. The resource supports HTTP methods GET and POST.

A mobile edge application can retrieve information about all AS sessions with
changed chargeable party by sending a GET request to the chargeablePartySessions
resource. The SDCS responds with 200 OK where, the message body contains a list of
all AS sessions with changed chargeable party.

SDCS Mobile 
edge app

The app decides to 
become a 

chargeable party

POST…/chargeablePartySessions 
(chargeablePartyData)

NEF

Nnef_ChargeableParty_Create_Req

201 Created (chargeablePartyData)

Nnef_ChargeableParty_Create_Res

Fig. 3. Flow of initial chargeable party change at AS session setup

Figure 3 shows the flow of setting the chargeable party at AS session setup.When the
mobile edge application wants to request to subsidize the data traffic from the beginning
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of an AS session or during the AS session, the application sends a POST request to
the resource representing chargeable party sessions. The body of the request contains
chargeablePartyData data type. The SDCS requests setting the chargeable party at the
beginning of AS session and reporting of usage monitoring events. Upon receiving
successful response from NEF, the SDCS creates a resource representing the AS session
with chargeable party and responds to themobile edge application with 201OKmessage
which includes the URI of the created resource.

Table 1 shows the attributes of the chargeablePartyData data type which maps on a
JSON structure.

Themobile edge applicationmaydecide to update the sponsoring status of an existing
AS session. In order to do this, the application sends a PUT request to the resource
representing the respective chargeable party session. The request body indicates the
sponsoring status change. The SDCS interacts with NEF to enforce the requested update
and on successful response, the SDCS sends a 200 OK response to the mobile edge
application.

The chargeablePartySessionID resource, representing an existing AS session with
changed chargeable data, supports also GET method used to retrieve information about
existing sponsored data and DELETE method used to remove an existing AS session
with sponsored data.

The chargeablePartySubscriptions resource represents all subscriptions for reporting
accumulated usage of sponsored data for existingAS session. The resource supportsGET
method, which retrieves all existing subscriptions for reporting accumulated usage of
sponsored data and POSTmethod, which creates a new subscription. Figure 4 shows the
flow of creating a new subscription for reporting accumulated usage for an AS session
with chargeable party set.

The subscriptionData data type defines the usage monitoring information and URI
where the application wants to receive notifications. Optionally, the mobile edge appli-
cationmay include the subscription duration. On receiving the request, the SDCS creates
a resource representing the respective subscription.

The chargeablePartySubscriptionID resource represents an existing subscription for
reporting accumulated usage for an AS session with chargeable party set. It supports
GET, PUT and DELETE methods.

In case of active subscription, the mobile edge application is notified about events
related. To notify the application, the SDCS sends a POST request to the address provided
in the subscription request. The request body contains accumulatedUsage data type,
which is a JSON structure. Table 2 shows the attributes of the accumulatedUsage data
type.
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Table 1. Attributes of ChargeablePartyData data type

Attribute name Type Cardinality Meaning

>timeStamp TimeStamp 0..1 TimeStamp

>asID String 1 Application Server Identifier

>userAddress URI 1 The address of the user

>trafficFlowDescription Structure 1..n IP flow description

>>flowID String 1 Indicates the IP flow

>>direction Enumerated 1 Indicates the uplink or downlink
direction of the flow; 0 = uplink, 1
= downlink, 2 = both

>>sourceAddress String 1 The IP address of the source

>>destinationIPAddress String 1 The IP address of the destination

>>sourcePort Integer 1 The port of the source

>>destinationPort Integer 1 The port of the destination

>>protocol String 1 The protocol used

>sponsorID String 1 The unique sponsor identifier

>sponsoringStatus Boolean 1 Shows whether the sponsoring is
enabled or disabled

>usageMonitoringInfo Structure 1 Information about usage monitoring

>>unitVolume Structure 0..1 Information about volume of
sponsored data in bytes

>�grantedUnitsDL Integer 0..1 The number of granted bytes in
downlink

>�grantedUnitsUL Integer 0..1 The number of granted bytes in
uplink

>�usedUnitsDL Integer 1 The number of used bytes in
downlink

>�usedUnitsUL Integer 1 The number of used bytes in uplink

>>time Structure 0..1 Information about time period of
sponsored data

>�grantedTime Integer 1 The time period granted in seconds

>�usedTime Integer 1 The time period used in seconds.

>appInsID String 1 The unique application instance
identifier

>requestID String 1 The request identifier allocated by
the application
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SDCS Mobile edge 
app

The application wants 
to subscribe for usage

monitoring events

POST 
…/chargeablePartySubscriptions 

(subscriptionData)
201 Created (subscriptionData)

Fig. 4. Flow of subscription for notifications about usage monitoring

Table 2. Attributes of accumulatedData data type

Attribute name Type Cardinality Meaning

>timeStamp TimeStamp 0..1 TimeStamp

>reportedEvents Structure 1..n Indicates the reported events

>>flowID String 1 The IP flow identifier

>>reportedEvent String 1 Indicates the reported event

>>accumulatedUsage Structure 0..1 Usage information corresponding to
the event

>�volumeDL Integer 0..1 Downlink data bytes

>�volumeUL Integer 0..1 Uplink data bytes

>�duration Integer 0..1 The amount of time in seconds.

>startTime TimeStamp 0..1 Indicates the start time of sponsored
data

>stopTime TimeStamp 0..1 Indicates the stop time of sponsored
data

4 Feasibility Study

In order to illustrate the practicality of the Sponsored Data Connectivity API, models
representing the sponsoring status are proposed. The models reflect the mobile edge
platform and application views. Both models are formally described, and it is proved
that the models behave the same way, i.e. they are synchronized.

Figure 5 shows a simplified model of the sponsoring status supported by a mobile
edge application. InNull state, the sponsoring of the data traffic is not activated. On appli-
cation trigger (e.g. at AS session setup) the mobile edge application requests a change
of chargeable party. In SettingChargeableParty state, the application waits for response
of previously sent request. In WaitForSponsoredTrafficStart state, the sponsoring status
is enabled, the application subscribes for receiving notifications about sponsored data
traffic and waits for traffic start. In WaitForSponsoredTrafficStop state, the application



456 I. Atanasov et al.

waits for sponsored data traffic stop. In UpdateChargeableParty state, the application
has requested an update of sponsoring status and waits for response. In DeleteCharge-
ableParty state, the application has requested a removal of traffic sponsoring and waits
for response.

subscribeUsageEventResponse

Null

Setting 
Chargeable Party

appTriggerCreate/
setChargeablePartyRequest

setChargeablePartyResponse/ 
subscribeUsageEventRequest

notifyUsageEventRequest(start)/
notifyUsageEventResponse

deleteChargeablePartyResponse

appTriggerUpdate/
updateChargeablePartyRequest

Wait for Sponsored 
Traffic Start

Wait for Sponsored
Traffic Stop

Update 
Chargeable Party

updateChargeablePartyResponse

Delete 
Chargeable Party

notifyUsageEventRequest(stopt)/
notifyUsageEventResponse, 

deleteChargeablePartyRequest;
appTriggerDelete/

deleteChargeablePartyReque
st

Fig. 5. Model of the sponsoring status supported by a mobile edge application

Figure 6 shows the simplified model of the sponsoring status supported by a mobile
edge platform.

In Idle state, the sponsoring status is disabled. In CreateASsessionWithCharge-
ableParty state, a chargeable party transaction is activated in the network and the mobile
edge platforms waits for response. In WaitForASsessionTraffic, the sponsoring status is
enabled, and themobile edge platformwaits for notification about sponsored traffic start.
In ASsessionTrafficMeasuring, the network measures the accumulated traffic usage. In
UpdateASsessionWithChargeableParty state, a procedure for sponsoring status update
is activated in the network and the mobile edge platforms waits for response.

Each of themodels is formally describes as a quadruple of set of states, set of actions,
set of transitions and set of initial states. For the sake of simplicity, the names of states
and actions are substituted by short notations given in brackets.

By TA it is denoted a formal description of the model representing the sponsoring
status supported by a mobile edge application. TA = (StatesA, ActionsA, TransitionsA,
s0A), where:
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subscribeUsageEventRequest /
subscribeUsageEventResponse

Create AS session 
with chargeable party

setChargeablePartyRequest/
Nnef_ChargeableParty_Create_Req

Nnef_ChargeableParty_Create_Res/
setChargeablePartyResponse

Idle

AS session traffic 
measuring

Update AS session 
with chargeable party

Nnef_ChargeableParty_Update_Res(stop/
deleteChargeablePartyResponse;

notifyUsageEventResponse(stop)

Nnef_ChargeableParty_Notify_Req(start)/
Nnef_ChargeableParty_Notify_Res(start), 
notifyUsageEventRequest(start)

Nnef_ChargeableParty_Notify_Req(stop)/
Nnef_ChargeableParty_Notify_Res(stop),

notifyUsageEventRequest(stop);

deleteChargeablePartyRequest/
Nnef_ChargeableParty_Update_Req(stop);

updateChargeablePartyRequest/
Nnef_ChargeableParty_Update_Req

notifyUsageEventResponse(start)

Wait for AS session 
traffic

Nnef_ChargeableParty_Update_Res

Fig. 6. Model of the sponsoring status supported by a mobile edge platform

StatesA = {Null [sA1 ], SettingChargeableParty [sA2 ], WaitForSponsoredTrafficStart
[sA3 ], WaitForSponsoredTrafficStop [sA4 ], UpdateChargeableParty [sA5 ], DeleteCharge-
ableParty [sA6 ]};

ActionsA = {appTriggerCreate [tA1 ], setChargeablePartyResponse [tA2 ], subscribe-
UsageEventResponse [tA3 ], notifyUsageEventRequest(start) [tA4 ], appTriggerUpdate
[tA5 ], notifyUsageEventRequest(stop) [t

A
6 ], appTriggerDelete [t

A
7 ], updateChargeablePar-

tyResponse [tA8 ], deleteChargeablePartyResponse [t
A
9 ]};

TransitionsA = {(sA1 , t
A
1 , s

A
2 ), (s

A
2 , t

A
2 , s

A
3 ), (s

A
3 , t

A
3 , s

A
3 ), (s

A
3 , t

A
4 , s

A
4 ), (s

A
4 , t

A
5 , s

A
5 ), (s

A
4 ,

tA6 , s
A
6 ), (s

A
4 , t

A
7 , s

A
6 ), (s

A
5 , t

A
8 , s

A
4 ), (s

A
6 , t

A
9 , s

A
1 )};

s0A = sA1 .
Short names of states and actions are given in brackets.
By TM it is denoted an LTS representing the multiparty multimedia session state

model supported by the network TM = (StatesM, ActionsM, TransisionsM, s0M), where:
StatesM = {Idle [sM1 ], CreateASsessionWithChargeableParty [sM2 ], WaitForASsess-

ion-Trafic [sM3 ], ASsessionTrafficmeasuring [sM4 ], UpdateASsessionWithCharge-
ableParty [sM5 ]};

ActionsM = {setChargeablePartyRequest [tM1 ], Nnef_ChargeableParty_Create_Res
[tM2 ], subscribeUsageEventRequest [tM3 ],
Nnef_ChargeableParty_Notify_Req(start) [tM4 ], notifyUsageEventResponse(start) [tM5 ],
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Nnef_ChargeableParty_Notify_Req (stop) [tM6 ], deleteChargeablePartyRequest [tM7 ],
updateChargeablePartyRequest [tM8 ], Nnef_ChargeableParty_Update_Res
[tM9 ], Nnef_ChargeableParty_Update_Res(stop) [tM10], notifyUsageEventResponse(stop)
[tM11]};

TransitionsM = {(sM1 , tM1 , sM2 ), (sM2 , tM2 , sM3 ), (sM3 , tM3 , sM3 ), (sM3 , tM4 , sM4 ), (sM4 , tM5 , sM4 ),
(sM4 , tM6 , sM5 ), (sM4 , tM7 , sM5 ), (sM4 , tM8 , sM5 ), (sM5 , tM9 , sM4 ), (sM5 , tM10, s

M
1 ), (sM5 , tM11, s

M
1 )};

s0M = sM1 .
Formal model verification is conducted using the concept of weak bisimulation. The

aim is to prove that both models expose behavioural equivalence, i.e. the application
model on sponsoring status simulates the mobile edge platform model on sponsoring
status and vice versa [16].

Proposition: TA and TM have a weak bi-simulation relationship.

Proof: To prove the existence of bi-simulation relationship it requires identification of
pairs of states in both models such that the respective transitions match each other. By
RA&M = {(sA1 , s

M
1 ), (sA2 , s

M
2 ), (sA3 , s

A
3 ), (s

A
4 , s

A
4 )}. Then the following functional matching

between the transitions of TA and TM exists:

1. The mobile edge application requests to set a chargeable party and the mobile edge
platform triggers Nnef_ChargeableParty_Create procedure: for (sA1 , t

A
1 , s

A
2 ) ∃ (sM1 ,

tM1 , sM2 ).
2. The mobile edge application is notified when the mobile edge platform receives a

report for successful enabling of sponsoring status, and the application subscribes
for events related to accumulated usage: for (sA2 , t

A
2 , s

A
3 ), (s

A
3 , t

A
3 , s

A
3 ) ∃ (sM2 , tM2 , sM3 ),

(sM3 , tM3 , sM3 ).
3. The mobile edge application is notified when the mobile edge platform receives a

report for sponsoring traffic start: for (sA3 , t
A
4 , s

A
4 ) ∃ (sM3 , tM4 , sM4 ), (sM4 , tM5 , sM4 ).

4. The mobile edge application initiates an update of sponsoring status and the mobile
edge platform triggers Nnef_ChargeableParty_Update procedure: for (sA4 , t

A
5 , s

A
5 ),

(sA5 , t
A
8 , s

A
4 ) ∃ (sM4 , tM8 , sM5 ), (sM5 , tM9 , sM4 ).

5. The mobile edge application initiates a removal of sponsoring and the mobile edge
platform triggers Nnef_ChargeableParty_Update procedure: for (sA4 , t

A
7 , s

A
6 ), (s

A
6 , t

A
9 ,

sA1 ) ∃ (sM4 , tM7 , sM5 ), (sM5 , tM10, s
M
1 ).

6. The mobile edge application is notified when the mobile edge platform receives a
report for sponsoring traffic stop: for (sA4 , t

A
6 , s

A
6 ), (s

A
6 , t

A
9 , s

A
1 ) ∃ (sM4 , tM6 , sM5 ), (sM5 ,

tM11, s
M
1 ).

Therefore, TA and TM have a weak bi-simulation relationship. �

5 Experimental API Emulation

One of the Key Performance Indicators ofMEC is latency which is measured per service
[17]. The service processing time influences the service latency in terms of time required
by the mobile edge platform and application to process the requests and responses.
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An example HTTP request to set a chargeable party for AS session looks like the
following:

POST /appRootExam/sdc/v1/chargeablePartySessions HTTP/1.1
Host: example.com 
Accept: application/json 
Content-type: application/json 
Content-length: 551

{"timeStamp":"2020-01-19 03:14:07'UTC","asID":"BBCCDD12","userAddress":"/subscribers/331278","trafficFlo 
wDescription":{"flowID":"ABCD67","direction":2,"sourceAddress":"168.212.226.204","destinationAddress": 
"168.212.223.150","sourcePort":80,"destinationPort":80,"protocol":"AppleLowLatencyHLS"},"sponsorID":"XXYY
ZZ","sponsoringStatus":"enable","usageMonitoringInfo":{"unitVolume":{"grantedUnitsDL":100000,"grantedUnits
UL":1000,"usedUnitsDL":0,"usedUnitsUL":0},"time":{"grantedDuration":180,"usedDuration":0},"appInsID":"AABB
CCDD","requestID":"F15BC"} 

The corresponding HTTP response looks as: 

HTTP/1.1 201 Created 
Location: example.com/appRootExam/sdc/v1/chargeablePartySessions/2233ABF15
Content-type: application/json 
Content-length: 575

{"timeStamp":"2020-01-19 03:14:07'UTC","asID":"BBCCDD12","userAddress":"/subscribers/331278","trafficFlo 
wDescription":{"flowID":"ABCD67","direction":2,"sourceAddress":"168.212.226.204","destinationAddress": 
"168.212.223.150","sourcePort":80,"destinationPort":80,"protocol":"AppleLowLatencyHLS"},"sponsorID":"XXYY
ZZ","sponsoringStatus":"enable","usageMonitoringInfo":{"unitVolume":{"grantedUnitsDL":100000,"grantedUnits
UL":1000,"usedUnitsDL":0,"usedUnitsUL":0},"time":{"grantedDuration":180,"usedDuration":0},"appInsID":"AABB
CCDD","requestID":"F15BC", "sessionID":"FFEELLMM"} 

The experimental setup includes client and server parties for the above request and
response. The client is implemented in Java and runs on Intel® Core™ i7-3770 CPU@
3,4 GHz, 8 cores, 8 GBRAM, Ubuntu. The server runs on Intel® Core™ i7-9750HCPU
@ 2.60 GHz, 6 cores, 16 GB RAM, Ubuntu OS. The interface between the client (e.g.
mobile edge applications) and the server (mobile edge platform) is based on REST. The
server side is implemented usingEclipseVert.x andRedis. Vert.x is an open source event-
driven application framework [18]. Redis is an open source in memory data structure
storage [19]. The server party consists of 1 to 8 of verticle copies and a Redis storage.
Each verticle copy supports a REST-based interface and a Redis client. The Redis clients
write in the Redis storage. The Redis storage is configured to work in a single node as
master and no clustering is provided at all. The dedicated memory for Redis is 1 GB.

The experiment is conducted for 100 000 operations (POST requests and relevant
201 OK responses). Figure 7 shows the latency measured in nanoseconds for 99% of the
operations. There is a small number (about 1%) of operations for which the latency is
quite high. The emulation is done for 1, 4 and 8 verticle copies. The operations latency
shown in Fig. 7 ranges from say 130 ns to more than 5 ms for the last percent.

Figure 8 shows the number of operations vs latency. The experiment is conducted
for 1, 4 and 8 verticle copies. It is obvious that the average latency is decreased with the
increase of verticle copies.

The results of emulation highlight the benefits of deploying sponsored data
connectivity control at the network edge.
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Fig. 7. Latency as a function of operation numbers (c stands for verticle copies)

Fig. 8. Number of operations versus latency measured for 1, 4 and 8 verticle copies

6 Conclusion

Sponsored Data Connectivity enables sponsoring specific content data traffic for mobile
subscribers without impacting their data plan allowance. It is beneficial for all the parties
involved, telecom operators, content providers and subscribers.

In this paper, an approach to programmability of sponsored data connectivity at the
network edge is proposed. MEC is a promising technology for introducing the required
programmability in the vicinity of end user, where the content is used. MEC provides
the required secured andmanageable environment for runningmobile edge applications.
Using the advantages of NFV, RESTful API which enable setting and updating a charge-
able party at the Application Server session setup or during the session, are defined. The
API are described by resources and supported methods, information exchanged and data
types, which demonstrate the API functionality. As a feasibility study, models represent-
ing the sponsoring status supported by a mobile edge application and the network are
proposed, and formally verified. As an experimental implementation, the API latency is
evaluated by emulation. The results show the low-level latency introduce by the proposed
API.
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Abstract. Real-time bidding (RTB) has been one of the most promi-
nent technological advances in online display advertising. Billions of
transactions in the form of programmatic advertising auctions happen on
a daily basis on ad-networks and exchanges, where advertisers compete
for the ad slots by bidding for that slot. The question: how much should I
bid? has lingered around and troubled many marketers from a long time.
Past strategies’ formulation has been mostly based on targeting users by
analyzing their browsing behavior via cookies to predict the likelihood
that they will interact with the ad. But due to growing privacy concerns
where browsers are taking down cookies and recent regulations like Gen-
eral Data Protection Regulation (GDPR) in Europe, targeting users has
become difficult and these bidding methodologies fail to deliver. This
paper presents a novel approach to tackle the dual problem of optimal
bidding and finding an alternative to user-based targeting by focusing
on contextual-level targeting using features like site-domain, keywords,
postcode, browser, operating system, etc. The targeting is done at feature
combination level in the form Bid Decision Trees. The framework dis-
cussed in the paper dynamically learns and optimizes bid values for the
context features based on their performance over a specific time interval
using a heuristic Feedback Mechanism to optimize the online advertising
KPIs: Cost per Acquisition (CPA) and Conversion Rate (CVR). A com-
parison of the performance of this context-based tree-bidding framework
reveals a 59% lower CPA and 163% higher CVR as compared to other
targeting strategies within the overall campaign budget, which are clear
indicators of its lucrativeness in a world where user-based targeting is
losing popularity.

Keywords: Contextual targeting · Programmatic advertising · Real
time bidding · CPA · CVR · GDPR · Artificial Intelligence · Digital
marketing

1 Introduction

Though the origins of advertising [1] date back in time, digital advertising has
been booming for almost a decade now. In 2019, worldwide digital ad spend was
c© Springer Nature Singapore Pte Ltd. 2020
M. Singh et al. (Eds.): ICACDS 2020, CCIS 1244, pp. 463–473, 2020.
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predicted to spring up by 17.6% to $333.25 billions, which is roughly half of the
global advertising market [2]. In digital ad marketing, the traditional methods
that were followed mainly involved targeting specific demographics and other
behavioral tactics like direct cookie targeting as per the transactional history,
which had been successful [3]. But the rising buzz and concerns on privacy issues
due to cookie targeting led to the birth of GDPR (General Data Protection
Regulation) in Europe. Now, user-specific targeting is strongly discouraged and
hence finding an alternative is very crucial for advertising companies. Contextual
targeting, which is a practice of displaying ads based on a website’s contents
ameliorated the damage control of GDPR restrictions and liabilities and hence
is gaining huge popularity post GDPR.

However, it is equally important to show the ad at the right price to maximize
Return on Investment (ROI) and this is where Real-time bidding (RTB) comes
into the picture. RTB has changed the face of online advertising. It basically
allows advertisers to bid on an ad slot on a website through an automated
digital auction process [4] which happens within fraction of a second (1/10 th of
a second) [5]. Due to these constraints, it is essential to bid accurately and quickly
to gain higher ROI and avoid the risk of losing the ad-auction respectively.

In this paper, we present a novel approach to tackle the dual problem of find-
ing an alternative to cookie-based targeting and arriving at a dynamic optimum
bid value using a Feedback Mechanism.

2 Ecosystem Description

2.1 Digital Advertising Landscape

Digital Advertising is known to have one of the most complex landscapes in
the digital world with various entities. In simple words, it is more of a supply-
demand entity in the digital world. Advertisers would want to show ads about
their product to people on the ad spaces within a website. Hence, advertisers
here act as demand and publishers who own ad spaces on websites act as supply
partners. There are other crucial entities also, like Supply-Side Platform (SSP),
Demand-Side Platform (DSP) and Ad exchanges that support this demand-
supply process [6].

– SSPs help the publisher to connect their inventory to Ad Exchange. It also
helps in making more revenue by selling premium inventory deals to adver-
tisers/DSP’s and figuring out other ways to reach the advertiser.

– DSPs help the advertiser in buying ad space and managing their ad cam-
paigns.

– Ad Exchange is a marketplace where demand and supply get exchanged i.e.,
buying an ad slot on websites by the advertiser from the publisher through
real-time bidding from multiple ad networks.
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2.2 Real-Time Bidding

Real-time bidding [7] is an automated auction process where the multiple adver-
tisers and DSPs compete to win an ad slot on a website to display their ad.
Real-time bidding follows the second price auction model [8] i.e., each adver-
tiser/DSP sets a bid amount they are willing to spend to win the ad slot and the
advertiser with maximum bid wins the auction and buys the ad slot by paying
next highest bid price i.e., second bid price. Recently, there has been a buzz
around ad exchanges moving towards the first-price auction model.

Before delving into the proposed solution, let’s define the terminologies used
in the digital advertising industry. Each winning auction of an ad slot is con-
sidered as an impression [9]. A click will be recorded against an impression
if the user clicks on the ad. Pixels are placed on the advertiser’s page which
gets triggered whenever the page is loaded. Conversions are tracked with the
help of these pixels. A conversion is recorded against an impression when the
user does a predefined activity like landing on the advertiser’s page or making a
transaction or downloading a brochure etc. after viewing the impression.

We, MiQ, represent and help advertisers in running their ad campaigns to
reach their KPI within a specific budget. As per market standards, KPI of a
display campaign is as follows:

– Cost per Acquisition (CPA): This can be defined as the cost spent by the
advertisers for each conversion they’ve gained at a particular defined level.

– Conversion Rate (CVR): This is a ratio of number of conversions to number
of impressions served at a particular defined level.

– Cost per Impression (CPM): This is defined as the cost spent by the adver-
tisers to win 1000 impressions at a particular defined level.

The aim is to acquire a user at a lower cost alluded by the advertiser without
compromising the quality and quantity of impressions delivered. Owing to GDPR
[10], targeting a cookie/user directly is not recommended anymore and hence
targeting contextually is a preferred way out. Hence, to reiterate, we need to
show the ad at the proper place, proper time and proper bid. In this
paper, we will focus on proper place and proper bid.

3 Data Preparation

The data used here is a typical portrayal of activity and bidder data in the
digital advertising market. Bidder data comprises of the details on the available
pandemic inventory whereas activity feed data comprises of the campaign level
characteristics on the inventory MiQ managed to deliver. All the input variables
except keywords are readily available in these two data sets. Keywords are there-
fore extracted from the URL present in bidder data. For example, keywords like
“art” will be extracted from the URL https://www.ebay.com/b/Art/550/bn
1853728. Purchase history data is being used as well. These three data sources

https://www.ebay.com/b/Art/550/bn_1853728
https://www.ebay.com/b/Art/550/bn_1853728
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are merged and used further for feature combination extraction and ranking.
Table 1 shows a snippet of sample data showing some of the features that can
be used to construct the tree. There are other features like country, hour, day,
device etc. which can also be included.

Table 1. Sample data

fc(id) Domain Keyword Browser Postcode Placement Vendor os Creative size

1 ebay.com shoe chrome 99501 p1 v1 windows 720× 90

2 msn.com sports safari 86003 p2 v2 iOS 300× 600

3 yahoo.com news chrome 99501 p3 v3 windows 160× 600

4 nytimes.com washington chrome 98435 p4 v4 windows 300× 250

5 zillow.com mortgage lynx 85001 p5 v5 linux 300× 250

We formulate a utility function that gives a score for each feature combina-
tion using total user count and converted user count. This score is treated as a
metric for ranking the features from best to worst. However, before we go ahead
with ranking, it is crucial to maintain the representation of a contextual feature
combination only once irrespective of possible combinations from the context.
Available inventory from the bidder data is used to judge each contextual fea-
ture combinations. Niche feature combination (the combination with a maximum
number of features for precise targeting) is picked since it represents the context
better and this process is called feature combination optimization. Once feature
combinations are optimized, we proceed with the ranking of features using the
utility function value of each feature combination denoted as fc.

Utility Function (U) = h(c, t|fc) (1)

where c → converted user count, t → total user count

Table 2. Sample data with Utility Function values

fc(id) U

1 0.21

2 0.63

3 0.05

4 0.55

5 0.89

We now have a utility function value which acts as a factor of significance
against each contextual feature combination and hence we have attained the
list of proper contextual places to display the ad. The next step involves the
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calculation of a winnable bid value against each contextual feature. With upper
and lower bounds fixed, initial bids are calculated in a linear fashion with respect
to utility function values.

Bid Function (B) = g(U) = g(h(c, t|fc)) = ϕ(c, t|fc) (2)

We estimate the bid value of a ith feature combination fc denoted as Bi using
upper bound (Bmax) and lower bound (Bmin) as follows.

Bi,fc =
dϕ

dh
∗ h(c, t|fc) + k (3)

Utility function acts as a proxy in defining the optimal bid value along with
defining the importance of features. Once we have optimal bids against each con-
textual feature combination, these are fed into DSP in the form of programmable
decision tree-like structure called bid decision trees where each feature combi-
nation and optimal bid value act as a leaf in the tree. Sample bid decision tree
looks like as follows:

if every domain = “zillow.com”, keyword = “mortgage”, browser =
“lynx”, postcode = 85001, placement = p5, vendor = v5, operating system =
“linux”,creative size = “300 × 250”: value: 5
elif every domain = “yahoo.com”, keyword = “news”, browser = “chrome”,

postcode = 99501, placement = p3, vendor = v3, operating system = “win-
dows”,creative size = “300 × 250”: value: 4.3
.
.
.
elif every domain = “trulia.com”, placement = p6, vendor = v6: value: 1.856
elif every domain = “ebay.com”, postcode = 12345, vendor = v3: value: 1.342
else: value: nobid

4 Feedback Mechanism

Once these contextual bid decision trees are formed, they are deployed onto
Demand Side Platforms (DSP) as one of the strategies in the form of campaigns
for targeting. The Feedback module analyses the campaign’s performance and
improves it using proportional feedback by controlling bids and impression deliv-
eries over feature combinations in the tree. There are a plethora of critical mea-
surement metrics on which the performance of the campaigns in digital adver-
tisement can be modeled and optimized. The choice of metric largely depends
on the type of campaign. For example, if the campaign is a video campaign,
we would want to improve metrics like video completion rate, reduce the cost
per completed view, or if the campaign is to create brand awareness then we
would want to serve more impressions to a large audience. Generally, the met-
rics that stand out to optimize bids are traditional KPIs: CPA, CVR [11]. The
feedback module operates to minimize the CPA and also maximize the CVR of
the campaigns.
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We denote the ith ad strategy starting to serve as a campaign on tth day by
sti in a set of strategies called Bag of strategies, B. Let there be n strategies in a
Bag of a strategy, B. We form an ordered set S, {s11,s

1
2,s

2
3,...s

t
k,s

1
k+1,..s

t
n}, of all

the sti such that the first k strategies correspond to contextual tree strategies and
the rest n − k strategies correspond to other targeting strategies. Furthermore,
let sti(cost), sti(conv) and sti(tot) denote the cost, number of convert users and total
number of impressions associated with strategy sti respectively, which we keep
track of on a daily basis. We sum aggregate the performance of contextual tree
strategies and other targeting strategies separately over a period of T days. Note
that T here is a parameter that can be tweaked as per the need. To track the
performance of other targeting strategies ( Bnc), we define custom CPA and
CVR metrics for Bnc in the following way:

Bnc,cpa =

∑T
t=1

∑n
i=k+1 sti(cost)

∑T
t=1

∑n
i=k+1 sti(conv)

where sti ∈ S (4)

Bnc,cvr =

∑T
t=1

∑n
i=k+1 sti(conv)

∑T
t=1

∑n
i=k+1 sti(tot)

where sti ∈ S (5)

The performance metrics of each feature combination occurring in contextual
tree strategies are also calculated in a similar fashion. Let a feature combination
fc occur in a set of m contextual tree strategies Sc, {s11,s

1
2,s

2
3,..s

t
m}, out of k con-

textual tree strategies in the set S and let f t
c,i(cost), f t

c,i(conv) and f t
c,i(tot) denote

the cost, number of convert users and total number of impressions associated
with fc present in strategy sti, then its custom performance metrics in terms
of CPA and CVR for a window period of T days are defined in the following
manner:

fc,cpa =

∑T
t=1

∑m
i=1 f t

c,i(cost)
∑T

t=1

∑m
i=1 f t

c,i(conv)

where sti ∈ Sc, Sc ⊂ S (6)

fc,cvr =

∑T
t=1

∑m
i=1 f t

c,i(conv)
∑T

t=1

∑m
i=1 f t

c,i(tot)

where sti ∈ Sc, Sc ⊂ S (7)

We devise two flag metrics based on the performance of feature combination
fc and performance of other targeting strategies Bnc. The flag metrics are indi-
cators of whether the feature combination’s performance was better or worse
than the other targeting strategies’ performance. The flag metrics are defined as
follows:

flag1 =
{

1 fc,cpa ≤ Bnc,cpa

0 otherwise
(8)

flag2 =
{

1 fc,cvr ≥ Bnc,cvr

0 otherwise
(9)
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Note that a feature combination fc may perform poorly not only because
it’s a bad inventory to serve an ad, but also because we may not be spending
enough (under-spending) amount of budget on it. Hence, we also keep track of
the spending that we do on each feature combination. To capture the spending
on feature combinations over the last window of T days, we perform percentile
binning of spends on features combinations with a bin size of h bins. The first
bin (spend bin 1) comprises of feature combinations with lowest spends and the
last bin (spend bin h) comprises of feature combinations with highest spends.
We opted for using percentile-bins in order to club similar spending features into
one category. The bin size parameter can be tweaked according to different use-
cases. Each feature combination fc is also marked according to its life-cycle in
the tree by another flag called iteration. The iteration flag denotes the window
in which the feature combination has occurred. If a feature combination remains
in the tree for 2 windows of T days each, then it’s iteration flag will be 2. Note
that iteration flag resets after a window period of D, which again is a parameter
that can be tweaked.

The Feedback Module starts by doing a logical OR operation between the
flag1 and flag2 binary-valued flags and takes subsequent decisions based on the
outcome.

flag1 + flag2 =
{

0 flag1 = 0 and flag2 = 0
1 otherwise

(10)

The following flow chart describes the feedback module (Fig. 1).

Fig. 1. Feedback module flow
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One of the main components of the Feedback Module is the Bid Modifier.
The Bid Modifier either increases, decreases or makes no change in the bid val-
ues associated with each feature combination. The Feedback Module works in
such a way that when the logical OR operation for fc is 1 then the Bid Modifier
increases the bids on that fc irrespective of its spend bin. Otherwise, the Feed-
back Module checks the spend bin number and the iteration number for fc to
make subsequent decisions. For example, if fc is in spend bin 1 that means there
is a possibility of under-spending on fc due to which it has poor performance
as compared to other targeting strategies. In this case, the Feedback Module
increases the bid in iteration 1 and monitors the performance change over the
next iteration i.e. after a window of T days. If fc still does not perform up to
the mark in iteration 2, then the Feedback Module decreases the bid and mon-
itors the performance till iteration 3. In iteration 3, if the poor performance
continues, then fc is removed and new feature combination fn replaces fc. Sim-
ilarly, other decisions are taken to make the bid change dynamic according to
the feature combination’s performance with respect to other targeting strategies’
performance.

The percentage by which the old bid values (bidold) from the previous itera-
tion of fc is increased or decreased is called the bid update parameter or bu. The
Bid Modifier incorporates a custom-defined business rule estimator, ψ, which is
formed using the metrics defined above and the utility function value associated
with each feature combination fc, to give the value of bu.

bu = ψ(sti(cost), fc,cpa, s
t
i(conv), s

t
i(tot), fc,cvr, U, iteration, spendbin, flag1, f lag2)

(11)
The range of bu is [−1,1]. The new bid value (bidnew) is then calculated as:

bnew = bidold + bidold ∗ bu (12)

Table 3 shows how the Feedback Module recommends new bid value (bidnew)
for 3 feature combinations ids shown in Table 2 of a contextual tree campaign
s1 for a single window T days.

Table 3. Feedback module output for a campaign

fc(id) s1(cost) fc,cpa s1(conv) s1(tot) fc,cvr U bidold bu bnew

1 313 10 21 98224 0.02 0.21 3 0.4 4.2

2 313 8 21 98224 0.03 0.63 4 0.5 6

3 313 20 21 98224 0.001 0.05 3 −0.2 2.4

Notice how Feedback Module suggests an increase in bid for fc(id) 2 with
a low CPA value and suggests a decrease in bid for fc(id) 3 with a high CPA
value, thus promoting a higher bid for better performing feature combinations.
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5 Results

Various strategies for an advertiser, within a DSP, are examined to judge the per-
formance by the end of the advertisement cycle. We have observed that the con-
textual tree strategy campaign has a very distinguishable performance compared
to other strategies’ campaigns. In terms of KPIs, the contextual tree strategy
campaign has an 59% lower CPA and 163% higher CVR than the other strate-
gies’ campaigns. A CPA and CVR comparison of two types of strategies for an
advertiser is shown below.

Fig. 2. Performance comparison

From Fig. 2, the performance of the contextual tree strategy in terms of CVR
and CPA is visible in comparison to other strategies.

Fig. 3. Temporal CPA performance

Figure 3 clearly shows how the Feedback mechanism is dynamically trying
to reduce the CPA by altering the bids on feature combinations in a contextual
tree as the day passes in each iteration.
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6 Limitations and Future Scope

Though the Feedback Module is dynamically able to promote the bids on feature
combinations performing well and simultaneously penalize the bids on feature
combinations performing poor, we have observed a slight decrease in impres-
sions delivery in subsequent iterations. This decrease is attributed to the skewed
performance of feature combinations i.e. only a fraction of feature combinations
performs well, and majority of feature combinations don’t perform well. This
trade-off between bids and impressions delivery is pervasive in digital advertise-
ment and is something that needs to be addressed. There is a scope of improving
the Feedback Mechanism in order to attain a balance between bid values and
impressions delivery. We are trying to modify the formulation of Feedback Mod-
ule Flow to incorporate impressions delivery and giving more weight to it while
making the decisions to alter the bid values on feature combinations. This will
allow the algorithm to make informed decisions to win more auctions even when
the bid values decrease in subsequent iterations.

7 Conclusion

The most important challenge for advertisers in the digital advertisement has
always been whether or not they are able to find the right audience for their
ad within a specified budget. Cookie-based targeting has been the center of
attraction for a long time in the digital advertisement but as we move towards
a privacy-first world where there are increased restrictions in cookie-based tar-
geting, advertisers need to find other innovative ways to find these right set
of audiences. The approach we have proposed shows how the advertisers can
leverage the novel context-based targeting strategy to find the right audience
and also generate higher returns on the spending of their advertisement bud-
get. This new methodology was tested on real-world advertisement data and is
designed to work across all the categories of campaigns. The efficiency of this
methodology is conspicuous from the fact that there has been a significant uplift
in the performance indicator metrics like CPA and CVR of the campaigns as
compared to other campaigns which utilize other targeting strategies. We also
discussed the limitation of this approach in terms of slight decrease in impres-
sions delivery which paves the way for further improvements in the described
framework.
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Abstract. Student performance prediction is a challenging problem in online
education. One of the key issues relating to the quality Massive Open Online
Courses (MOOC) teaching is the issue of how to foretell student performance in
the future during the initial phases of education. While the fame of MOOCs has
been rapidly increasing, there is a growing interest in scalable automated sup-
port technologies for student learning. Researchers have implemented numerous
different Machine Learning algorithms in order to find suitable solutions to this
problem. The main concept was to manually design features through cumulating
daily, weekly or monthly user log data and use standard Machine Learners, like
SVM, LOGREG or MLP. Deep learning algorithms could give us new opportu-
nities, as we can apply them directly on raw input data, and we could spare the
most time-consuming process of feature engineering. Based on our extensive lit-
erature survey, recent deep learning publications on MOOC sequences are based
on cumulated data, i.e. on fine-engineered features. The main contribution of this
paper is using raw log-line-level data as our input without any feature engineering
and Recurrent Neural Networks (RNN) to predict student performance at the end
of the MOOC course. We used the Stanford Lagunita’s dataset, consisting of log-
level data of 130000 students and compared the RNN model based on raw data
to standard classifiers using hand-crafted commulated features. The experimental
results presented in this paper indicate the RNN’s dominance given its dependably
superior performance as compared with the standard method. As far as we know,
this will be the first work to use deep learning to predict student performance from
raw log-line level students’ clickstream sequences in an online course.

Keywords: RNN ·MOOC · Clickstream sequence analysis

1 Introduction

The approximate number of Massive Open Online Courses (MOOC) students who
enrolled or took part in a single or more courses is around one hundred million students
[31]. This means that MOOCs can be considered as the prime method of knowledge
acquisition online, their main advantage being the fact that neither geographic location,
not monetary issues play a role in opting for this type of education [7]. As the MOOCs
became quite popular among students, they sparked a great deal of research interest in
MOOC data analytics [8].

© Springer Nature Singapore Pte Ltd. 2020
M. Singh et al. (Eds.): ICACDS 2020, CCIS 1244, pp. 474–485, 2020.
https://doi.org/10.1007/978-981-15-6634-9_43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6634-9_43&domain=pdf
https://doi.org/10.1007/978-981-15-6634-9_43


MOOC Performance Prediction by Deep Learning 475

For all their benefits, the quality of MOOCs has been the target of criticism [9, 10,
11, 15]. Almost all research has pointed to their low completion rates (below 7–10% on
average) as a property preventing more widespread adoption of these courses [10, 12].
Stakeholders would benefit from knowing whether or not a given student was expected
to complete the course, especially in view of the low completion rates. To solve these
problems there has been two new research fields established: 1. Educational data mining
[17], 2. (online) learning analytics [16]. Within the fields of learning analytics and
educational data mining, we are able to create automated MOOC “dropout detectors”
or “forecast performance” [5, 15].

In terms of log data collection in the form of clickstream or social network measures,
the MOOC systems offer a treasure-trove of data. The system gathers this data when
studentswatch the various video lectures, try their hands at quizzes and interact with their
peers in the available forums, discussing the learning materials during the course [11].
The MOOC log data can be leveraged for prediction tasks through Machine Learning
approaches [20]. Eventually efficient student models were created which would serve
as a forecasting tool for estimating how many students were likely to drop out, or
preferably complete the course. This was made possible by extensive research into
comprehending and hopefully increasing the registration and completion rate, ultimately
contributing to a better all-round learning experience in MOOCs [19]. These issues
involved the application of different supervised machine learning approaches so as to
obtain an estimation for future learning results in MOOCs [7, 29]. The majority of
conventional methods is primarily based on generalized linear models, incorporating
logistic regression, linear SVMs and survival analysis. Every model takes into account
various kinds of behavioral and predictive characteristics gleaned from a number of raw
activity records, such as clickstream, grades, forum, and final grades [14].

Another solution is the Deep Learning (Deep Neural Networks) which could algo-
rithmically find structure in log data and carry out prediction on various tasks inMOOCs
[16, 18].

However, the promise of Deep Neural Networks is to learn the temporal context of
input sequences in order to make better predictions, only a few prior works explore this
opportunity. Our extensive literature survey indicates that all studies in Educational Data
Mining following the Deep Learning approach used cumulated data (daily, weekly, etc.)
of feature engineering [8, 10, 12, 13, 15, 20, 30]. We didn’t find any research where the
input of the Deep Learning model was the raw log-line-level activity data.

The main contribution of our study is to investigate this challenge, i.e. whether Deep
Neural Networks can benefit by using directly raw log data, rather than hand-designed
statistics as commulated features. In this paper, we use log-line-level data and Recurrent
Neural Networks (RNNs) to predict student performance at the end of theMOOC course
as both amulticlassification and a regression task. TheRecurrentNeuralNetworkmodels
each element of an activity log sequence (line by line), from the beginning of student’s
activity until a certain point in time, and predicts the student’s final performance at the
very end of the MOOC.

To the best of our knowledge, this will be the first work to use RNNs to predict user
performance from log-line level students’ clickstream sequences in an online course.
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The rest of the paper is organized as follows: In Sects. 1 and 2, we begin with the
design of the problem, which involves the different hypothesis we make in the problem
definition. Section 3 describes the main workflow, feature extraction, RNN-GRUs, and
the prediction model especially. In addition, Sect. 3. details the key technical points of
the research and steps to implement it. Section 4 details the key technical points of the
research and steps to implement it. Afterward, we specify the details of the datasets and
experimental setup we used in Sect. 4. Section 5 presents the experimental results of the
prediction models on datasets provided by Stanford Lagunita’s MOOCs. Finally, Sect. 6
presents our key findings and conclusions.

2 Background

Specific fine-tunings were made by stakeholders during the course of education so as to
be able to deal with both low MOOC outcome results considerable dropout rates. These
modifications included email reminders to students or offering constructive feedback to
specific learners at risk of leaving the course [13].

While this may sound like a workable solution, indeed, beneficial to the students
themselves, given the reality of learner numbers of over ten thousand at a time, it could
hardly be implemented in practice. Out of those 10,000 students there are probably an
estimated 9,000 learners who would need such online support lest they drop out [10].
To address this issue, researchers recommend an automated system capable of reliably
predicting the students’ future performance in real-time [9, 14].

The fact that the system is automatic, basing its work on learning analytics, makes
it possible to both monitor and recognize those students who are in danger of leaving
the course. At the same time, it will also be able to support early intervention design
[10]. Hence, there is a considerable and ever-increasing amount research available about
predictive modeling in MOOCs, especially focusing on models on the likeliness of a
given student’s dropout, stop out, or overall failure of completing a MOOC.

There have been earlier studies on student outcome forecast which were based on a
wide range of characteristics obtained from clickstream data and the natural language
used during postings in discussion forums, social networks, and assignment grades and
activity [19]. These works relied on trace data from the introductory week or other spe-
cific times which would then serve as the basis for predicting students’ outcome by
way of the created prediction models [10]. Such prediction method enables the efficient
detection of whether or not specific students are likely to drop out in the initial education
phase, which, however, requires considerable time for feature extraction. The most pop-
ular feature representations are the measures of the distances among log events (time,
points, etc.), aggregating the clickstream logs on a weekly basis and/or applying Natural
Language Processing (NLP) on discussion forum content.

In terms of Machine Learning architecture, most prior approaches have used gener-
alized linear models (including linear SVMs), survival analysis (e.g., Cox proportional
hazard model), and Logistic Regression [13, 20]. From another perspective, scientists
compare classification against regression approaches [21]. For instance, J. He et al. [22]
dealt with the Support Vector Machine (SVM) and Least Mean Square (LMS) algo-
rithms in order to identify what the learners’ dropout rates were or how well they were
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performing in the MOOCs during the course period. Work was also conducted on clus-
tering techniques, in which students were put into groups, clustering them on the basis
of their student behavioral patterns [23].

The paper of Jo et al. (2018) [24] reviews the variety of solutions in existing studies
on modeling student behaviors via clickstream logs. It categorizes the solutions into
top-down and bottom-up. Top-down approaches predefine a set of student behaviors
of interest, such as disengagement and sequential navigation, and corresponding click
patterns. These approaches provide interpretability, but analyses are focused only on pre-
defined behaviors and patterns. In contrast, bottom-up approaches aim to findmeaningful
click patterns from clickstream data and interpret behaviors they mean [24].

In order to discover the bottom-up approaches, several publications have been pub-
lished in the last few years, and the most common solutions operate with Feedforward
Neural Network or Self Organized Map (SOM), while other papers employ Recurrent
Neural Networks (RNNs), like Long Short-Term Memory (LSTM) Networks. In this
paper, we used Gated Recurrent Unit (GRU) which is introduced by Cho, et al. in 2014.
GRU is a variation on the LSTM (Long Short-Term Memory) and it is a specific RNN
architecture designed to model temporal sequences and their long-range dependencies
more accurately than conventional RNNs [13].

Although, during the last few years several papers have been published which started
to use Deep Learning to predict MOOC outcomes, the main concept has not change.
Kim et al. (2018) [14] collected these studies, so far these have shown low accura-
cies. The fact that accuracy tends to be low can be related to the model’s continued
reliance on feature engineering to decrease input dimensions which seems to hamper
the development of greater and improved Neural Network models [14]. A good example
is R. Al-Shabandar’s et al. (2017) [7], in which numerous characteristics were obtained
from learners’ historical data, including how many sessions they took, how often they
watched the videos, how many courses they participated in, which was then all fed
into a Feedforward Neural Network. Because of the information loss of feature extrac-
tion, current dropout or student performance prediction model’s accuracy is limited, and
Deep Learning methods could not give much better performance than classic Machine
Learning methods.

We could think that the RNN network is not robust enough for raw log-line level
data, but on the other hand, other fields – like anomaly detection – some experts applied
Long Short-TermMemory (LSTM) Networks straight on unprocessed data. Zhang et al.
[25] for instance, opted for using clustering techniques for the raw text from numer-
ous log sources so as to create feature sequences fed to an LSTM for hardware and
software failure predictions. Du et al. [26] implemented special parsing methods on the
unprocessed text of system logs to create sequences for LSTM Denial of Service attack
identification [27].

We address this challenge here by using RNNs directly on raw log-line level data,
rather than hand-designed feature extracted statistics.

3 Methodology

In terms of algorithm, this work studied the power of Deep Learning in the context of
education. The authors’ prediction algorithm is based on raw clickstream data in order
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to provide a prediction of how well students will perform in an online course. We use
the students’ final assessment quiz responses to define the course performance measure.
To do this, we measure the user performance prediction in two ways:

• as a regression problem (0–100%), and
• a multiclass problem (0–9 point). To get labels for the multiclass, we used uniform
discretization of continuous data (0–10% = 0, 11–20% = 2, etc.).

In order to compare our research with other solution, we implemented the Baseline
solutions, i.e. feature extractors on raw clickstream and used traditional classifiers and
regressors on these feature set. We compare the Baseline solution to a GRU-based model
on raw log-line level data (GRU).

3.1 Evaluation

To measure the accuracy of the prediction approaches, we build temporal performance
prediction models on a weekly basis. The log data observed on the second week were
directly added to the dataset on the first week, and similarly for other weeks as well. We
are using the data collected until the current week to predict the student’s outcome in
the very end of the course as shown in Fig. 1. We extract the commulated features from
the collected data for the Baseline solutions and train a GRU model on the raw data.

Fig. 1. Formulation of performance prediction problem

After the training step, we evaluate the accuracy of the prediction models on the
hold-out set of students. The predictions on this hold out set is compared against the
true value (either the actual score or the performance class) of the students’ final course
performance. Following Willmott and Matsuura (2005) [6], for measuring the accuracy
of the solutions, we use accuracy scores (ACC) for classification and root mean squared
error (RMSE) for regression.We split the students into four groups randomly and employ
a 4-fold cross-validation at each week.

Certainly, one of the obstacles to be overcome when creating predictions in MOOCs
is how to deal with sparse data [12]. In Stanford Lagunita’s datasets, the majority of
learners failed to provide answers to every quiz question in the relevant MOOC, which
in turn, resulted in a sparse set of quiz replies for each individual student. To handle
this problem, we only use those users who has filled second quiz after the first week, or
filled third quiz after the second week, etc. To avoid under or over learning problem, we
moved extreme outliers [28] from datasets.
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3.2 Baseline Solutions

For the baseline solutions, we extracted commulated features from the raw data (see in
Table 1). All of these features are normalized by min-max scaling with the maximum
and minimum values of each feature in training dataset.

Table 1. Feature set of Stanford’s course

Feature Explanation (feature aggregated on a weekly basis)

Lecture view Number of lecture videos viewed by a student

Number of times a student visits a lecture site

Number of plays, stop, pause, forward, backward

Number of plays, stop, pause, forward, backward

The distance of time between two log events

Quiz attempt Number of quizzes attempted by a student

In this study, three popular Machine Learning algorithms were employed from the
gradient boosting framework, andRidgeRegression to train and predict over the commu-
lated feature set. We used the gradient boosting (XGboost) for classification and Ridge
Regression, XGBregression for regression tasks. Our main goal is not to find the most
accurate model, so we did not perform any hyper-parameter tuning.

3.3 Deep Learning Architecture

We propose a Deep Learning method based on raw data, to compare the prediction
performance with baseline algorithms.

Fig. 2. Architecture overview of the proposed RNN model.

Our Recurrent Neural Network architecture consists of GRU cells as hidden units. In
the model training, hidden states learned raw log-line by raw log-line to catch sequential
information, which is able to absorb past information. Our GRU model also takes the
dropout technique to prevent overfitting in training process. As the experiment result
has shown in the result section, the usage of GRU and dropout technique helps us to
achieve the training goal. Although there are various suitable algorithms in terms of this
prediction, the authors opted for time series/sequence-based neural network predictor,
mainly based on its frequent implementation in numerous research fields, thus also
student knowledge tracing [12]. Sequence-based neural networks are Recurrent Neural
Networks, with feedback connections enclosing several layers of the network. Gated
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Recurrent Unit (GRU) networks is an example of Recurrent Neural Networks. GRU is a
good choice at solving problems that require learning long-term temporal dependencies.
Figure 2 depicts the architecture of our proposed Deep Learning model consisting of
nine layers.

The input layer of our deep network uses a flat feature structure (one hot encoded
3-dimensional data), as we can see in Fig. 3. The rows in our 3D dataset contain user-
generated log data. These rows are representing a user-generated 2D sequence of actions,
which set up in chronological order. In this 2D sequence, a line is a 1714 length vector,
which represents one of the 1713 possible actions which illustrated with a One Hot
Encoded vector, along with a single feature which is the time elapsed since the last
action. An action encodes either the type of action (e.g. “video stop”) or the item the was
accessed. For example, when the student opens “Lecture1 Part3” which is a webpage
containing a lecture video we log this event. Next, when the student plays the video, we
add a new action to the sequence, but we only store its action type “video play”. While
this condensation of data is necessary for keeping the input space at tractable size, we
expect from the RNN, that it can learn the representation of items in its hidden states.

Fig. 3. Figure1, Formulation of 3-dimensional data

RNN is likely to quickly overfit a training dataset. To reduce the chance of overfitting,
we used dropout layers which offers a very computationally cheap and remarkably
effective regularization method to reduce overfitting and improve generalization error
in our model.

Following the GRU and dropout layers we applied fully connected (dense) hidden
layers with different number of neurons. We use the same network architecture for the
regression and classification tasks besides the output layer, At the regression task, we use
the result from the single output neuron without any transformation. At the multi-class
classification task, the output layer consists of a vector that contains values for each class
along with a SoftMax activation function.

4 Experimental Setup

In our experiments, we used the activity log dataset of the Stanford Lagunita’s MOOC
Computer Science 101 from the summer of 2014. The MOOC ran for six weeks, with
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video lectures, optional homework assignments, discussion forums, and quizzes. The
original main dataset contains 39.6 million action items from around 142,395 students,
where each action represents accessing a particular event in the course, like video view,
assignment view, problem view. From the 142,395 students, 28,368 were active (went
through almost every curriculum) and 12,015 completed enough assignments and scored
high enough on the exams to be considered “certified” by the instructors of the course.
The certified students accounted for 17.79 million of the original 39.6 million actions,
with an average of 1,135 action items per certified student. In our research the set of
12,015 students were used.

To assess ourmodel’s ability to spin up rapidly and predict final outcome,we limit our
scope to first 5 weeks, and we make a prediction after every week with the baseline and
GRUmodels. At eachweek, we compared baseline andDeep Learning solutions for both
a regression and classification tasks. In the regression task, the goal was to predict student
performance over a range of 0–100%, while in the multiclass classification problem we
targeted seven classes of student performance. In each experiment, we employed a 4-
fold cross-validation over students. In the GRU, our learning rate is fixed to 0.001; for
training we used the ADAMAX optimizer; we didn’t use padding, instead we create
variable sequence length for all user with fit generator function; our model used two
GRUs layer with 100 hidden units; two Dropout layers (ranged 50%), two Dense layers
with 100 hidden units each, and one Dense with 13 hidden unit.

The experiments were implemented in python by using Keras [1], Google’s
TensorFlow [2], Sckikit learn [3] and XGBoost [4] package.

5 Empirical Results

We ran ourmodels at the end of eachweek, i.e. after a quiz, and based on that information,
we predicted the final completion of the course. For example, week1 represents all
collected log data from the start of the course until the end of the first week, and week2
represents the collected data until the end of the secondweek. The results of the proposed
GRU method and the baseline methods on Computer Science 101 dataset are shown in
Table 2 respectively.

Table 2. Results of Gru and by baseline methods

RMSE MAE Accuracy

XGBreg Ridge GRU-reg XGBreg Ridge GRU-reg XGBoost GRU-class

Week1 16.010 18.451 10.001 11.706 12.854 7.743 0.361 0.496

Week2 16.217 19.173 9.831 11.784 13.564 7.451 0.378 0.486

Week3 15.730 20.779 9.378 11.251 13.101 7.117 0.39 0.545

Week4 15.346 29.207 8.746 10.202 15.378 6.096 0.405 0.559

Week5 15.265 25.355 8.653 10.585 15.280 6.568 0.405 0.551
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The results of the two experiments in Table 2 shows that the GRUmodel is generally
better than the XGBoost-regression and XGBoost and both RNN based models increase
their prediction quality week by week. This shows that RNNs with raw datasets have
more sensitivity to “catch” patterns than XGBoost or XGBoost-regression. This was
not surprising, as standard machine learning methods without deep feature investigation
cannot make evaluable results. In addition to basic transformations (sum, avg, normal-
ization), we also used other methods to increase the performance of the XGBoost model,
as discussed in Sect. 3, but apparently this solution was not sufficient. Remarkably, for
all week in the proposed method outperforms the best baseline by 15% of ACC or 30 of
RMSE. As expected, performance starts out poor (low ACC or high RMSE) but steadily
improves as more data are fed into the model. Predictions continue to improve until
approximately week 3, after which performance levels out. After 3 weeks of observa-
tions, our model achieves an accuracy of 54%, significantly better than the 39% baseline
of predicting the class role.

Our empirical results demonstrate the feasibility of usingRecurrentNeural Networks
on raw log-line level dataset to predict MOOC students’ performance. We do expect,
however, that a more extensive search for the optimal choices of number of units and
hidden layers (through e.g., hyper-parameter tuning, embedding layer) will improve our
prediction quality further.

Fig. 4. Boxplots of average error (AE) achieved by GRU-reg and XGBReg in the function of
student’s log sequence length

To better understand our results, we performed other examination (see in Fig. 4),
where the relation between the number of log-data and the absolute error (AE) of the
model is plotted. In this process we calculated AE for every user falling in a particular
bin of log-data sequence length and made a boxplot form this data to compare two
models’ outputs. In the first two weeks, the GRU network provides better results than the
traditional approach on any log size. In weeks 3, 4, 5 traditional approaches outperform
RNNs at short log sequences and GRU is only superior when it has got more data of
longer sequences that provide extra information.

Other problem is length of the sequence, which is not same long for all users. For
example, some users finish 6-week course very fast and short way (exp. Doesn’t check
additional information), while other users look into everything and spend more time
checking the details. These results also show that there is a significant correlation between
the length of the sequences and the prediction quality of the RNN.
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RNN model do temporal processing and learn from sequences, e.g., perform
sequence recognition or temporal association, which is impossible to solve with regres-
sion. On the other hand, XGBreg is more sensitive to overfit. To avoid XGBoost-
regression disadvantages, we experimented with various regression models, but they
provide almost the same or worse result (Ridge regressor was among the best one, see
its results in Table 2).

This fact is also supported by our prediction density distribution graph of real and
predicted course outcomes (Fig. 5). The diagram shows thatXGBRegwas not able to find
any useful relationship among its features. On the other hand, GRUreg was capable to
identify different class-like regions in its prediction space. The results are not exhaustive,
but they do encourage us to explore further.

Fig. 5. The distribution of student’s final outcomes - the test results of the proposed GRUmethod
and the baseline (XGBRegression) methods on computer science 101 dataset at fourth week (n=
2159)

6 Conclusions

In this study, we propose a Recurrent Neural Network for solving outcome performance
prediction problem in online learning platform. The main task of this paper is to build
prediction model which could use raw datasets, and get same or better results than regu-
lar prediction models. The key advantage of our model is that, there is no manual feature
engineering is needed, because it could be automatically extracted from the raw log-line
level records. In this way, this approach could save a lot of time and human force, and
ignore the possible inconsistency introduced by the hand-made process. Experimental
results on Stanford Lagunita’s dataset show that the expected model can achieve sig-
nificantly better than the baseline models. The results for our model are sufficient to
demonstrate the feasibility of using Recurrent Neural Networks. Additionally, archi-
tectural insights can be gleaned from the RNN applied, which may in the future lead
to designing more effective models. The methodology in this study aimed to predict
the outcome performance of student participations in MOOCs. In Table 2, we see that
our GRU-Reg and GRU-Class algorithms are especially useful for predicting the perfor-
mance of studentswho answer quizzes.Our neural networks givemuch better results than
regular solutions. On the other hand, we compare a high-end solution with poor pred-
icators, an important step for the feature work would be to implement a well-designed
baseline model which could be enough powerful for the “fair play”. In this paper our
main goal, is not to find the most accurate model, but in the next possible interventions
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could be to improve these parameters from 55% to 80%. In the future, we still need
to take some optimization techniques to adjust hyper parameters of the proposed RNN
model, which is helpful to improve the accuracy. There are several ways that we plan to
extend this ongoing work. First, we would like to use a hyper-parameter tuning to find
the best number of units and layers in GRU network. We also plan to address the role
imbalance by resampling and improve generalization, and layer normalization. Finally,
we plan to use embedding layer which could give us an information what is happened
inside of the neural network, this work also includes evaluating the system on different
datasets which will provide by Stanford Lagunita.
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Abstract. The healthcare domain is always upgrading itself in order to provide
better care. The use of digital media for medical purposes has been on the rise.
Naturally, these methods are being used to store and retrieve medical records.
These records arewidely knownas electronic health records. The proposed system,
UnifiedDecentralizedHealth Repository (UDHR) is inspired byElectronicHealth
Records (EHR). The project aims to integrate and digitize medical records. It also
aims to provide wellness-oriented treatment to patients. Earlier the goal of the
medical community was to provide the traditional illness-oriented treatment. The
innovativeness in the system lies within the blockchain. It is modified to cater
to the needs for security and data searching efficiency. Using natural language
processing, text summarization is achieved for medical records. A summarized
document is generated at the end. It is hashed to attain compression.

Keywords: Blockchain · Decentral · Digital · Electronic health records ·
Healthcare · Natural language processing · Secure · Seq2seq · SHA-256 · Text
summarization

1 Introduction

Health is the greatest form of wealth a person possesses. Too often, it was observed
that people and even hospitals find it difficult to maintain records over a long period.
Paper-based documents were widely used ever since they were first introduced. They
provided a hardcopy of the data. They required intense documentation. But they have
been prone to calamities like arson, floods, and even degradation.

Additionally, these paper-based documents turn out to be bulky and consume space.
Patients are reluctant to keep such massive records at home. There is always a chance
that the patient might need such records again. Hence, they don’t always understand
the importance of preserving documents. When it comes to a hospital, they need a very
sophisticated hierarchy to store documents. It takes a lot of time and effort to find one
document. Apart from this, they also take up space in a hospital. Such difficulties gave
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rise to what is now known as electronic health records [1] or EHR. Such records store
the health information of patients systematically in digital format. It includes various
documents. For example, prescriptions, blood test results, diagnosis result documents,
etc. These kinds of documents help in explaining the health status of a patient.

UDHR is a revolutionary initiative to overcome the strenuous operation of collecting,
maintaining, and referring paper-based health records. The proposed system promotes
digitization in the health domain for the overall development of society. Identified by a
person’s unique identification number, AADHAAR UID, UDHR provides security as
well. Blockchain [2, 3] technology contributes to various features of the system, namely,
security, search efficiency, and decentralization [17] of data. It alsomeans that the system
has an “append-only” feature and keeps valuable data safe from any potential attacker.
The system has a simple GUI intended for all types of users and their capabilities to use
the platform. It also has a well-defined and specialized access for doctors, pharmacists,
pathologists, radiologists, etc. The proposed system provides the facility of viewing
or adding records to a patient’s profile. Apart from this, the system also gives users a
summary of all the previously stored documents. This is as opposed to scrolling through
countless numbers of records. It aids in saving time and act as a quick guide to a patient’s
medical history for doctors. Especially in cases of emergency, every minute counts.
If a doctor can understand the patient’s health in less time, it can prove useful. Text
summarization [4] is achieved through the process of natural language processing.

The paper is organized as follows. Section 2 contains a literature survey; the proposed
model is discussed in Sect. 3, Sect. 4 provides an algorithm, Sect. 5 comprises of the
experimentation, and the conclusion is given in Sect. 6.

2 Literature Survey

InNewZealand [6], the electronic health records [1]work in such away that every patient
is assigned a unique identifier which uses health services for error-free identification.
Similarly, the medical practitioner is assigned a unique index for secure access to such
records. These records are associated with a Medical warning System that warns prac-
titioners about risk factors while making clinical decisions with regards to a particular
patient.

UDHR is taking inspiration from Electronic health records [1], plans to use AAD-
HAARCard number as a unique identifier for Indians so that they don’t have to maintain
various numbers and IDs. It provides ease of access to users. Doctors identified using
their license numbers on similar lines. Along with this, the proposed system is capa-
ble of including the medical warning system as a part of itself and not a standalone
system. Estonia, being the first country in the world who successfully implemented the
e-governance system, the Estonian e-health portal has set a benchmark for completely
taking healthcare online. However, their centralized database will not work in the Indian
system due to its vast area & population. UDHR decentralizes [17] the database and
enhances security. Also, in the Estonian health portal, healthcare professionals need
to do extra work when patient’s reports were concerned. They need to write different
reports manually for themselves and the patient. UDHR overcomes this shortcoming by
summarizing the medical reports by using NLP [7, 8] algorithms. Owing to the benefits
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of electronic health records [1], the government has also gotten involved. Under NITI
Aayog, it has proposed aNationalHealth Stack (NHS) [9]. ThisNHS [9] systemproposes
a central database that provides access to primary health care centers, doctors, hospitals.
UDHR has some key differences with NHS [9], namely, UDHR has a decentralized [17]
database to reduce searching time and optimizes storage. While NHS [9] focuses more
on hospital occupancy and data for insurers, UDHR focuses on patient and doctor ease
and satisfaction. Practo [10] is a revolutionary product for the healthcare sector. Practo
[10] intends on providing a one-stop healthcare platform. It allows a patient to book or
cancel appointments, search for doctors/clinics, order medicines online. UDHR aims to
unify the electronic health records [1], whereas Practo [10] aims to provide a healthcare
platform that will deliver everything online.

3 Proposed Model

The proposed system uses a person’s AADHAAR as a unique identification number for
user authentication and verification. The user able to log in using the UID (AADHAAR)
and a password. There are special login credentials for the individuals concerned with
the treatment and diagnosis of the patient. Like every doctor, pharmacist, laboratory
specialist will be a patient, but vice versa will not be true every time. So, to reduce
ambiguity and provide required functionalities to the persons who will be a part of the
treatment process of the patient, the individuals allow access to the system using their
ownpractice license numbers formedical personnel authentication andverification. They
need to enter the patient’s login credentials in order to fetch and access their profile along
with the digital reports.

When a patient logs into his profile, he has viewing access to his records. All
the reports and prescriptions are available to the user in read-only format exclusively,
whereas the medical personnel has access to the patient’s records, depending on their
fields. A doctor has viewing and writing access to a patient’s records while a pharma-
cist only has viewing access to a patient’s prescription, which prescribed by the doctor.
Similarly, a radiologist or pathologist can view recommended tests and add the records
generated of those performed tests. All these records are added in the blockchain [2, 3].
In the blockchain [2, 3], a structured is defined in such a way that the general details are
available to everyone, but the reports are accessible to only users with necessary rights.
The newest block creates the first one to be retrieved. The system is decentralized [17]
among the hospitals as they are the nodes of the system. Even if one hospital’s server
fails, it gets the data from the next hospital node.

Another part of the system is generating summarized records of a patient. This is
the first document that pops up when a patient logs in. This document serves as a quick
guide for the medical history of a specific patient. Every time a report is generated, the
document is stored in the blockchain [2, 3]. The most recently uploaded report and the
summarized report generated after that is stored in the blockchain [13] as an encrypted
key [4]. AES algorithm [4] was used for file encryption. The encryption key is formed
by hashing the password from the user using SHA 256 [11]. In order to decrypt that
file for a doctor, the encrypted file and the hash [11] of the user’s password are used to
generate the decrypted file using AES [4] algorithm. The password of the user is stored
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in blockchain after using bcrypt [12] hashing algorithm. Once the text summarization
[5] is complete, the output of that which exists in a text file, its hash value is calculated
and again stored in the blockchain [2, 3] (Figs. 1 and 2).

Collecting Data

Calling Routes 

SHA-256 Algorithm

Generating Proof of Work

Mining block into Blockchain

Update Blockchain Reference 

Fig. 1. Store in blockchain

Collecting Data 

Calling Routes 

Authenticate Data 

Search for Credentials 
in Electronic 

Handle Exception 

Retrieve Data from the Block 

Fig. 2. Retrieve from blockchain

4 Algorithm

The following algorithms used for implementation for report summarization and hashing
data stored in the blockchain [13, 14] in order to create a hash number that is stored in
the blockchain.

4.1 Sequence to Sequence Model

The sequence to sequence model [7, 8] tries to map input and output text of fixed length.
But, the length of input and output may differ. Variants of Recurrent neural networks like
Long short-term memory or Gated Recurrent Neural Network (GRU) are the method
widely used. They can overcome the issue of vanishing gradient. This can be used for
Speech Recognition, Machine Language Translation, Name entity/Subject extraction.

Seq2Seq Model
The seq2seq model [7, 8] is divided into two phases:
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1. Training Phase
a. Encoder - In the encoder, at each timestamp, a word is read or processed, and

the contextual information is captured. This is passed to the next block as the
previous context is needed for every word.

b. Decoder - The decoder reads the whole target sequence to predict the same
sequence, but with an offset of one timestep. The decoder is trained to predict
the next word based on the previous word. Specific tokens are designated tomark
the start and end of the sequence.

2. Inference Phase
After training the encoder-decoder or Seq2seq model, the model is tested on input
sequences for which the target sequence is not known. After this, the following
inference architecture is developed:

a. First, encode the entire input sequence. This is followed by the initializing of the
decoder with the internal states of the encoder.

b. Then pass the token, which is specified as an input to the decoder.
c. Then, run the decoder for one timestep with the internal states.
d. The output is the probability for the nextword. Select thewordwith themaximum

probability.
e. This word is then passed as an input to the decoder and update the internal states.
f. The steps 3–5 is repeated until the token to end or reach the maximum length of

the target sequence is generated.

It becomes difficult for the encoder to memorize the entire sequence into a fixed-
sized vector and to compress all the contextual information from the sequence so it will
be efficient for a short sequence. However, it will fail for a long sequence due to the
large size of the vector.

Attention Mechanism
The concept of attention mechanism to overcome the long sequence problem is used. So,
in this, importance to specific parts of the sequence is given, which are important rather
than the entire sequence to predict that word. In the attention, for the decoder to give
the output result, the intermediate form of the encoder state is utilized for context vector
generation from all states. Attention is used to utilize all the contextual information
from the input sequence so that the target sequence can be decoded. So, instead of going
through the entire sequence, attention is given to specific words from the sequence and
produce the result based on that.

The methodology of attention mechanism:

1. Computing score of each encoder state: Train the feed-forward network (encoder-
decoder) using all encoder states and initialize the decoder initial state with the
encoder final state. Train the network to generate a score for the states for which
attention is used. Ignore the ones with a low score.
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2. Computing attentionweights:After generating scores, applySoftMaxon these scores
to obtain the corresponding weights. SoftMax gives a probability with the summed
up the value of all the weights in the range of 0–1.

3. Computing Context Vector: After computing attention weights, calculate the context
vector,which is then usedby the decoder in order to predict the nextword in sequence.
This contains information based on the weight of states which are considered.

4. Addition of context vector with previous output: Add the context vector with the start
token since, for the first timestamp, there is no previous timestamp output. After this,
the decoder generates output for a word in the sequence, and similarly, prediction
every word in the sequence is generated. Once the decoder produces the end token,
stop generating a word (Figs. 3, 4, 5 and 6).

Repeat Until End of Data

Input Data String in Encoder

Encode Input Sequence 

Initialize Decoder 

Run Decoder for One Timestep 

Password with Max Probability

Fig. 3. Summarization of report using NLP

Fetch Data from File 
Sentence by Sentence

Put this Sentence in 
the Encoder

Clean the Sentence

Embed/Modify the Sentence

Adding Input Padding to Data

Fig. 4. Encoder in NLP input

4.2 SHA 256

In the proposed system, a secure hash algorithm 256 [11] (SHA256) is used to enhance
security and feasibility. While registration, the data of the patient and the summarized
reports [15] are stored in the form of the hash in the blockchain [2, 3]. After entering
the data, by using SHA 256 [11], a 16 bit hash is generated, and it gets stored in the
blockchain [2, 3].
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5 Experimentation

The details of the user information are being stored in the blockchain [2, 3], and a new
node is formed in the following manner (Figs. 7 and 8).

The system must be tested on different kinds of medical reports. As the user input
here is of an image kind, there can be some blur in the images which may generate some
noise after the processing of the OCR. The image above is the result of an OCR, and
we must apply text summarization [15] on this. As seen above, the input text size in
multiple paragraphs and the output generated is of only 10 lines.

The system was tested on different kinds of inputs, some of which had noise, but
mostly, it didn’t affect the output until the noise resembled medical terminology (Figs. 9
and 10).

Hospitals with a limited amount of resources have less chances of becoming a miner
as in the proposed system, and mining requires high processing power. If a patient visits
the doctor after a long time, the delay may occur in searching the patient’s UID as its
block may be at a certain distance in the blockchain. Keeping data security as the utmost
priority, fetching the data may take a longer time as decryption of SHA 256 encrypted
data can be time-consuming.

The language used for the user interface, as well as report summarization, is English.
To make it more user-friendly and widely used, regional languages can be added
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Fig. 7. Blockchain structure

Fig. 8. Mining a block
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Fig. 9. Input summarized text

Fig. 10. Output summarized text

6 Conclusion

Paper-based records have been in action for a very long-time, causing inefficiency and
overall environmental degradation. Electronic Health Records (EHR) [1, 16] makes the
process of storing and maintaining medical records of patients a hassle-free venture. The
system focuses on wellness-oriented medical care. Logging in and out of the system is
very easy. Patients can view theirmedical history, prescriptions, test, etc.Medical profes-
sionals can complete their domain required tasks efficiently and effectively. Blockchain
[2, 3] technology makes the system more secure and blocks attacks from happening. It
also allows for the system to be decentralized, making the search time of medical records
more efficient. The system generates well-summarized reports using the Sequence-2-
Sequence model and hence saves time. Doctors are able to easily access these reports to
get a brief overview of the patient’s medical history. The use of the AADHAAR number
makes the authentication process easy. It also enables every Indian citizen to get the most
out of medical care. The doctors and other medical practitioners are held responsible for
all medical actions taken on a patient making the whole process of giving and receiving
medical care transparent. Medical records of patients are no longer prone to various
natural calamities. Patients can access their records anytime and anywhere.
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Abstract. Apre-processing step to reduce the volume of data but suffer an accept-
able loss of data quality before applying datamining algorithms on time series data
is needed to decrease the input data size. Input size reduction is an important step
in optimizing time series processing, e.g. in data mining computations. During
the last two decades various time series dimensionality reduction techniques have
been proposed. However no study has been dedicated to gauge these time series
dimensionality reduction techniques in terms of their effectiveness of producing
a reduced representation of the input time series that when applied to various data
mining algorithms produces good quality results. In this paper empirical evidence
is given by comparing three reduction techniques on various data sets and apply-
ing their output to four different data mining algorithms. The results show that it
is sometimes feasible to use these techniques instead of using the original time
series data. The comparison is evaluated by running data mining methods over
the original and reduced sets of data. It is shown that one dimensionality reduc-
tion technique managed to generate results of over 83% average accuracy when
compared to its benchmark results.

Keywords: Time series · Data mining · Dimensionality reduction techniques

1 Introduction

Vast amounts of data are generated every second from various applications hailing from
such fields as meteorology, science, engineering, telecommunication networks, sensor
data, and location-based services. The majority of this data is in the form of a time
series as it is collected either chronologically or sequentially. Time series data is cat-
egorized as large in data size, characterized with high dimensionality, and the need of
continuous update [1]. Time series data has been given importance from researchers
during the last two decades with accentuated efforts in anomaly detection, motif dis-
covery, query by content, prediction, classification, and clustering. However with the
increase of research efforts, reoccurring computational issues in dimensionality reduc-
tion, similarity measures and indexing on time series data proved to be consistently hard
[2].

Most time series data are of high dimensionality so it is very computationally expen-
sive for one to compute on the original raw format in terms of both processing and

© Springer Nature Singapore Pte Ltd. 2020
M. Singh et al. (Eds.): ICACDS 2020, CCIS 1244, pp. 496–506, 2020.
https://doi.org/10.1007/978-981-15-6634-9_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6634-9_45&domain=pdf
https://doi.org/10.1007/978-981-15-6634-9_45


Mining Massive Time Series Data: With Dimensionality Reduction Techniques 497

storage costs. As a result, a new branch of research in data processing emerged to deal
with processing high dimensional time series data. Various time series dimensionality
reduction techniques have been developed and implemented during the last twenty years,
with their main aim being of reducing a time series of length N to lengthm wherem<<

N (<< denotes much smaller than) such that there is an acceptable loss of data quality
in the reduced time series. Dimensionality reduction techniques are considered highly
important as most related research has to address computing within reasonable resources
and tolerable response time, and therefore research requiring time series analysis can
benefit from it.

Data mining applications working on time series data sets are faced constantly with
this problem of high dimensionality of time series data. Researchers seem to agree that a
pre-processing step is needed before applying different data mining techniques on time
series data and not to work directly on the original raw data as this requires even higher
computational costs in terms of processing speed and storage. However, in literature, no
‘standard’ pre-processing step has been proposed but each researcher has proposed his
method to be applied as a pre-processing step. Thus, various time series dimensionality
reduction techniques have been proposed in literature but there exists no study which
is dedicated on comparing these techniques together in terms of their ability of getting
results of an acceptable accuracy from data mining algorithms, by comparing them with
results one would gain if one would opt to use the original version of data.

The aim of this paper is that of implementing different dimensionality reduction
techniques to serve as a pre-processing step before applying data mining techniques
on a variety of publicly available time series data sets, which have already been used
in literature for diverse time series data mining tasks. Effort is more dedicated on the
aspect of numerosity reduction of the data dimensionality reduction problem i.e. the
ability to reduce a time series of length N to length m. Each dimensionality reduction
technique is evaluated depending on its ability to produce results of an acceptable accu-
racy when compared with the results obtained when applying data mining techniques
on the original time series data. The indications from the benchmarks are extracted to
produce insights that are really required by time series end users so as to decrease a data
mining exercise turnaround project time and produce execution programs with tolerable
time of execution.

The remaining part of this paper is organized as follows: in Sect. 2 the literature
review describeswhat have been achieved so far in the areas of time series dimensionality
reduction and time series data mining. Section 3 describes the methodology followed
in order to be able to benchmark the different time series dimensionality techniques
investigated. Results are shown and evaluated in Sect. 4. A discussion about the results
generated is given in Sect. 5 and the conclusion is found in Sect. 6.

2 Literature Review

2.1 Time Series Processing

Dealing with the original data is very expensive in terms of computation and normally
such data is very dirty in terms of structure and may contain missing values. There-
fore, a pre-processing step is needed before the actual data mining exercise, which is
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a computationally expensive task itself, i.e. requiring an excessive amount of memory
and processing power. An instance of this can be seen from a complex query required
to join different time series data to calculate moving average deviances. Dimensionality
reduction is the pre-processing step addressing this issue. Dimensionality reduction is
considered in terms of compression, dimensionality reduction and numerosity reduc-
tion. Compression is the process of processing and storing a time series with fewer bits.
Dimensionality reduction is the process of reducing the amount of attributes of a time
series data item and keeping the nature of the original time series but not necessary the
time series data entries’ actual attributes. Numerosity reduction is the process of reduc-
ing the length of a given time series from N to m, in which m<<N. This paper is going
to focus more on the third term of dimensionality reduction; i.e. numerosity reduction.

2.2 Types of Dimensionality Reduction Techniques

A plethora of dimensionality reduction techniques have been developed and proposed in
literature throughout the last twenty years. By making use of empirical evidence, some
researchers have tried to identify which dimensionality reduction techniques produce
a reduction of the highest similarity when compared to the original data. The taxon-
omy adopted by Ding in [4] categorizes the different types of dimensionality reduction
techniques. The representation techniques are classified into two different groups, these
being data adaptive and non-data adaptive.

Non-data Adaptive Reduction Techniques: The parameters of the transformation remain
the same for every time series regardless of its nature. One such representation is Discrete
Fourier Transform (DFT) which projects a time series as a superposition of sine and
cosine functions basis in the real domain [5]. Other non-data adaptive techniques which
makes use of wavelets are for instance the Discrete Wavelet Transform (DWT), which
uses a scaled and shifted versions of a mother wavelet function [6]. An approach which
was specifically proposed for time series data is the Piecewise Aggregate Approximation
(PAA) which represents a time series as a vector of all the means of the fixed segments
of a time series [7].

Data-Adaptive Reduction Techniques: The parameters of the transformation are set
depending on the data available. Almost all non-data adaptive techniques can become
data adaptive by adding an extra data-sensitive selection step. Examples of such an app-
roach have been applied to DFT in [8], DWT in [9] and PAA in [10]. Adaptive Piecewise
Constant Approximation (APCA) is a technique which is similar to the PAA technique,
however in the APCA technique the segments can be of arbitrary lengths, which enables
the technique to produce more segments in those parts of the time series where a lot
of activity is present [11]. Techniques which transform a numerical time series into a
discrete set of symbolic strings have also been proposed. The most widely used and
cited technique in literature is the Symbolic Aggregate Approximation (SAX), in which
PAA values are transformed to symbolic strings using a breakpoint lookup table [12]. A
survey comparing different symbolic representations was done in [32].
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2.3 Mining Time Series Data

One of the biggest issue with mining of time series data is the huge amount of instances
i.e. points in a time series data set. This problem has encouraged researchers to propose
and implement different dimensionality reduction techniques to serve as a pre-processing
step in order to reduce the length of the time series whilst keeping the original nature
and quality of the original data. Throughout the years, various data mining techniques
have been applied by the data mining community to time series data. Various works in
the literature have been dedicated to time series clustering in different domains such as
in energy [13], finance [14] and medicine [15]. In [30] the authors compared clustering
results after using the DFT and DWT techniques to dimensionally reduce the original
dataset. Another data mining technique which has been applied on time series data is
classification. Given a set of time series, each defined with a label, the classification task
consists in training a classifier and this classifier is used to test and classify new time
series data [3]. The authors of [31] proposed a new additive representation technique
which generatesmore accurate time series classification results. A datamining technique
which has not been given a lot of attention from researchers is discord discovery. The
discord of a time series is the subsequence which is the most different from all other non-
overlapping subsequences [16]. The problem of discord discovery was derived from the
anomaly detection and similarity search problems found in the data mining community.
Discord discovery have been applied in various domains such as to discover abnormal
heartbeats [17], in electricity consumption data [18], and to discover unusual shapes
[19].

3 Methodology

Three different dimensionality reduction techniques were chosen to be investigated on
four data mining algorithms. The chosen techniques were the Piecewise Aggregate
Approximation (PAA), the Symbolic Aggregate Approximation (2 different alphabet
sizes) and the Discrete Wavelet Transform (DWT). By choosing these three techniques
it was ensured that a wavelet, a piecewise and a symbolic based technique were inves-
tigated in this study. Moreover, it was also assured that both data adaptive and non-data
adaptive techniques were chosen. Due to space limitations, the exact method of how one
can compute each technique is not given in this paper but the reader is referred to the
original paper where each technique was first proposed.

Datamining results produced after applying the computed representations bymaking
use of each of these three techniques were compared to the data mining results produced
from applying the original time series data to the data mining algorithms, i.e. benchmark
results. The PAM clustering algorithm, an agglomerative clustering algorithm, the kNN
algorithm and a discord discovery algorithm were the data mining algorithms chosen
for the techniques to be applied to. Each dimensionality reduction technique produced
reductions of 35%, 50%, 65%, 80% and 95% of the original length of the inputted time
series data.
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3.1 Piecewise Aggregate Approximation (PAA)

The PAA technique proposed by Keogh in [7] (submitted independently as Segmented
Means in [20]), enables a time series to be represented as a series of segments. Each
segment contains the computed average value of all the values that fall within that
segment. The only input parameter required to compute a PAA representation iswwhich
is equal to the number of segments of the resulting PAA representation. This parameter
was determined by the percentage of reduction that needed to be computed.

3.2 Symbolic Aggregate Approximation (SAX)

SAX is a symbolic representation in which a PAA representation is further reduced
and represented by a series of strings obtained from a Gaussian distribution table [12].
Another input parameter that is required by the SAX technique is a, which is equal to the
alphabet size. It has been shown in literature that an alphabet size in the range of 5 to 8,
yields the best results and offers a reasonable balance between space requirements and
the tightness of lower bounds [12]. As a result of this, two SAX representations were
chosen to be investigated in this study, i.e. a SAX representation with a = 5 and another
representation with a = 8. It is also required that before transforming an input time series
to a PAA representation, the input series would be normalized to have a mean of zero
and a standard deviation of one.

Furthermore, the custom MINDIST distance function [12] was used by the data
mining algorithms so as to be able to calculate the distance between different SAX
representations.

3.3 Discrete Wavelet Transform (DWT)

The Discrete wavelet transform (DWT) transforms an input time series using a set of
basis functions called wavelets. Wavelets are a set of mathematical functions used to
decompose data into different components [21]. The Haar wavelet was used to compute
the DWT representations as one of the properties of the Haar wavelet is the ability to
allow a good approximation of the original data by using a subset of coefficients.

It has been proven that to achieve a more accurate representation, keeping the first k
coefficients and approximate the rest with zero yields better results [22], so this option
was applied in this study. In order to compute a DWT representation, an input time
series was first transformed using the Haar wavelet and then the resulting series was
sorted in descending order. Finally, the first k coefficients were chosen depending on the
percentage of reduction that needed to be computed.

3.4 PAM and Agglomerative Clustering Algorithms

The PAM and an agglomerative clustering algorithms were used as the clustering tech-
niques in this study. Both algorithms require the value of k to be inputted by the user
which represents the number of clusters to consider by the algorithm. To reduce imple-
mentation and data bias different values of k were passed to both algorithms and these
were: 2, 4, 6 and 8 clusters.
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The Rand Index [23], the Jaccard Index and the Fowlkes-Mallows Measure [24]
external evaluation measures were applied to compare both sets of results (original
and reduced). The class labels generated by each algorithm for the original set of data
were considered to be the true class labels and these were compared to the class labels
generated from using the reduced sets of data for each dataset used, for each computed
reduction by each dimensionality reduction technique and for each number of clusters
considered as input by both algorithms. The datasets chosen to be used by both clustering
algorithms were a Transactions dataset [25], a Household Power Consumption dataset
[26] and a Gas Sensors dataset [27].

3.5 KNN Classification Algorithm

The kNN algorithm was the classification algorithm chosen for representations to be
applied to. An input parameter of the kNN algorithm is k which is equal to the number
of neighbors considered by the algorithm. Once again different values of k were passed
to the algorithm to reduce implementation and data bias. The values of k considered as
input were: 3, 5 and 7 neighbors.

The class labels predicted for the testing set of data by the classifier were compared to
the true class labels of the testing set in order to calculate the accuracy of the classifier for
both the original and reduced data. Then, the accuracy of the classifier of each reduced
set of data was compared to the accuracy of the classifier produced by the original
set of data for each dimensionality reduction technique, for each number of neighbors
considered as input by the kNN algorithm and for each dataset. The CinC_ECG_Torso,
HandOutlines and StarLightCurves from the UCR time series classification archive [28]
were the datasets chosen.

3.6 Discord Discovery Algorithm

The last data mining algorithm investigated in this study was the discord discovery
algorithm. In discord discovery sequences which are the least similar to all the other
sequences are discovered. A brute force discord discovery algorithm was implemented
based on the work done by [29] to extract the top k most significant discords. The top k
most significant discords were defined as the top k time series which are the least similar
to all other time series in a time series database. The value of k was taken as the real
value 5.

In order to reach the aim of this study, the discords discovered from the original
data were compared to the discord discovered from the reduced data for each reduction
computed by each dimensionality reduction technique and for each dataset used. The
InlineSkate andMALLAT datasets taken from theUCR time series classification archive
[28] and a generated random-walk dataset were used for discords discovery.

4 Results

The results reported here are generated after following the methodologies indicated ear-
lier for time series data reduction. The main aim is to compute and compare results
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produced by applying reductions computed by the investigated dimensionality reduc-
tion techniques to different data mining algorithms over different datasets. The results
obtained for the different runs undertaken have been compared to the benchmark results,
i.e. running the data discovery over the original time series. The results obtained over
the reduced datasets enable identification of better data reduction techniques across data
mining algorithms and conversely, for each data mining algorithm investigated here,
which is the better dimensionality reduction technique to transform with. Another aim,
albeit secondary, is reporting the different input parameters required by each data min-
ing algorithm effect on discovery accuracy. Table 1 below shows the average accuracy
of results obtained by each dimensionality reduction technique for each data mining
algorithm. These are further explained in the following sections.

Table 1. The average accuracy of results obtained by each dimensionality reduction technique
when compared to the benchmark results

PAA SAX-5 (a = 5) SAX-8 (a = 8) DWT

PAM 72.52% 46.57% 47.67% 36.09%

Agglomerative 78.14% 54.43% 62.63% 40.78%

kNN 100.09% 82.62% 87.25% 84.04%

Discord discovery 61.33% 13.33% 13.33% 6.67%

4.1 Clustering Algorithms

The average accuracy of results when grouping by each dimensionality reduction tech-
nique was computed by calculating the average values of all evaluation measures com-
puted for all number of clusters considered as input by the PAM and agglomerative
algorithms, for all reductions computed and for each dataset used.

For both the PAM and agglomerative clustering algorithms, the PAA technique
produced the highest accurate results with an average accuracy of 73% for the PAM
algorithm and 78.14% for the agglomerative algorithm.

When compared to the benchmark results, both SAX representations managed to
produce results with an average accuracy between 46.57% and 62.63% for both cluster-
ing algorithms. However, the SAX representation with the larger alphabet size (a = 8)
managed to produce higher accurate results than the other SAX representation.

The DWT technique produced results with the lowest accuracy with just an average
accuracy of 38% for both algorithms when compared to their benchmark.

4.2 kNN Algorithm

The average accuracy of results when grouping by each dimensionality reduction tech-
niquewas computed by calculating the average values of all accuracymeasures computed
for all number of neighbors considered as input by the kNN algorithm, for all reductions
computed and for each dataset used.



Mining Massive Time Series Data: With Dimensionality Reduction Techniques 503

All time series dimensionality reduction techniques produced results of high accu-
racy when applied to the kNN classification algorithm. All techniques managed to pro-
duce results with an average accuracy of more than 82%. The PAA technique managed
to outperform the benchmark results by a 0.09% in accuracy, which is a very surprising
result to be achieved by a dimensionality reduction technique. The computed results
accuracy of the PAA representation when comparing the predicted class labels with the
true class labels was higher than the accuracy when comparing the predicted class labels
with the true class labels for the original set of data.

The SAX representation with a larger alphabet size (a = 8) outperformed the other
SAX representation by an average accuracy of 5%. TheDWT technique produced results
with an average accuracy of 84%.

4.3 Discord Discovery Algorithm

The average accuracy of results when grouping by each dimensionality reduction tech-
nique was computed by calculating the average number of similar discords discovered
from the reduced data when compared to the discords discovered from the original data,
for each dataset used.

Once again, the PAA technique outperformed all other dimensionality reductions
techniques with a results’ average accuracy of 61% when compared to the bench-
mark results. Both the SAX and DWT dimensionality reduction techniques are not
recommended to be applied to the discord discovery problem as both techniques pro-
duced results with low accuracies, with an average accuracy of 13% for both SAX
representations and just 7% for the DWT technique.

5 Discussion

The change in the results’ accuracy for both the clustering and classification algorithms
to the discord discovery algorithms is explained from the fact that the former algorithms
are not affected that much with a change in the data values of the input time series
when computing the reductions. Since both the original nature and quality of the data
are still mostly preserved in the reduced series, and both the clustering and classification
algorithms generate results on the whole nature of the series rather than only part of the
whole series, results are not affected that much, thus, results’ accuracy remains high.
On the other hand, the discord discovery algorithm is more data dependent and even
the slightest change in the nature and quality of the original series made during the
computation of the reduced series, affect negatively the algorithm, thus, a lower results’
accuracy.

After analyzing and evaluating the results generated, the PAA technique produced
the highest accurate results when compared to the benchmark results out of all dimen-
sionality reduction techniques investigated in this study when applied to all data mining
algorithms implemented. The fact that for one to compute the PAA representation, one
just need to calculate the averages of the data points that fall within each segment of the
resulting PAA representation, the majority of the nature and quality of the original data
is preserved in the reduced set. Since data values which fall within the same segment are
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normally on the same wavelength, this results in a small variance between the average
value computed for the respective segment and the original data values that fall within
that segment. As a result of this, the majority of the original data’s nature and quality is
preserved in the computed reduced set of data.

The SAX dimensionality reduction technique is built on the PAA technique and thus,
requires an extra step to transform the PAA values to symbolic strings by making use of
a Gaussian distribution table. By having to compute this extra step apart from computing
the PAA representation of an input time series, the nature and quality of the original data
is further lost between the first and the required second step. This issue can be considered
as the main reason why both SAX representations failed to match the accuracy of the
results produced by the PAA technique. An important result that was generated in this
study was that when using a larger alphabet size, one would yield better data mining
results than using a smaller alphabet size. When using a larger alphabet size, data points
taken from the Gaussian distribution table are better distributed. As a result, there would
be less variance between the PAA values and the values taken from the table, thus, more
accurate results are producedwhen using a larger alphabet size. As a result, one would be
preserving more of the nature and quality of the original time series data in the computed
reduced representation.

The DWT dimensionality reduction technique produced the least accurate results out
of all the dimensionality reduction techniques investigated in this study when compared
to the benchmark results. Although the DWTmanages to preserve the nature and quality
of the original data with just a subset of coefficients, it is still behind both the SAX
and PAA representations in terms of producing a good accurate reduced representation.
By keeping only the largest k coefficients to compute the reduction, a major part of
the original data’s nature and quality is evidently lost. Thus, the DWT was not able to
produce results of high accuracy as both the PAA and SAX techniques. Another major
drawback of the DWT technique is that the reduction can only be computed for time
series whose lengths are equal to an integral power of two. This is not practical at all
in the real world as most of the time series data produced are of an arbitrary length
and not equal to a length which is an integral power of two. As a result, more time and
computational resources are wasted on the extra step needed to pad zeros at the end of
an input time series when its length is not an integral power of 2.

6 Conclusions

This study can be considered as the first of its kind as different time series dimension-
ality reduction techniques were compared in terms of their effectiveness of producing
high quality results when applied to various data mining algorithms by comparing the
produced results to the benchmark results, i.e. data mining results produced by using the
original time series data. Three dimensionality reduction techniques, the PAA, SAX (2
representations with different alphabet sizes) and DWT, were implemented and applied
to a PAM clustering algorithm, an agglomerative clustering algorithm, a kNN classifi-
cation algorithm and a discord discovery algorithm. Moreover, publicly available time
series datasets which have been previously used in literature for time series analysis
were used as the main source of time series data.



Mining Massive Time Series Data: With Dimensionality Reduction Techniques 505

After analyzing and evaluating all results generated in this study, it was proven that
the PAA technique performed the best out of all investigated techniques for all data
mining algorithms in terms of the achieved results’ accuracy. The least performer was
the DWT technique, while the SAX representation with the larger alphabet size (a =
8) produced results of higher accuracy than the SAX representation with the smaller
alphabet size (a = 5).

This study can be used and serve as a guide to time series end users who are look-
ing for empirical evidence which indicates what is feasible to make use of time series
dimensionality reduction techniques to produce an accurate reduced representation to
apply it to various data mining applications. This study has shown that some time series
dimensionality reduction techniques are able to produce high accurate representations,
which in turn can generate high accurate data mining results when compared to the
benchmark results.

As future work, the accuracy of results generated from applying dimensionality
reduction techniques on multi-dimensional time series can be investigated.
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Abstract. The healthcare sectors have many difficulties and challenges in finding
diseases. Healthcare organizations are collecting bulk amount of patient data. The
Data mining methods are utilized to decide covered data that is valuable to health-
care specialists with effective analytic decisionmaking. Data mining strategies are
utilized in the field of the healthcare industry for different purposes. The objective
of this paper is to assess and analyze using three unique data mining arrangement
methods, for example, Naïve Bayes (NB), Support Vector Machine (SVM) and
Decision Tree to decide the potential approaches to predict the possibility of heart
disease for diabetic patients dependent on their predictive accuracy.

Keywords: Data mining · Naïve Bayes · Support Vector Machine · Decision
Tree

1 Introduction

This Data mining is widely spread in many areas. It assumes a significant job in the med-
ical field. The number of patient records stored in the hospital administration database is
increasing day by day. The algorithms for data mining are used to extract particular data
frommedical records. Traditionally, heart disease was a problem in developed countries,
but today it also causes headaches for developing countries, what’s more, this is one of
the main sources of death. The heart is the most critical strong organ in people, which
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circulates blood through the veins of the circulatory system. Human life depends on the
proper function of the heart. The malfunctioning of the heart affects other parts of the
human body I.e. the brain, kidneys, etc. On the off chance that the blood flow in the body
is inefficient, it influences both heart and cerebrum. Generally, blood arrest in the heart
is called an attack and a blood clot in the brain is called a stroke.

The symptoms of heart disease are largely dependent on the nervousness a person
feels. Some symptoms are not normally distinguished by normal people. The most
common symptoms are chest pain, breathlessness, and shivers. Common chest pains in
various types of heart disease are called angina or angina pectoral and occur when part of
the heart is not getting enough amount of oxygen Angina can be activated by distressing
occasions or physical effort and typically keeps going under 10 min. Cardiovascular
failures can in like manner happen on account of different sorts of coronary illness. The
indications of a heart attack are like those of angina, besides that, they can occur to rest
and will all in all be progressively extraordinary. The symptoms of a heart attack can
once in a while look like indigestion. It can cause heartburn and stomach upset, as well
as a feeling of heaviness in the chest. Different symptoms of heart attack to incorporate
pain in the body example of the neck, back¸ chest to the arms, dizziness, abdomen or
jaw, nausea, profuse sweating and vomiting.

Heart failure is also the result of heart disease and breathing difficulty can happen
when the heart turns out too low blood circulation. Some heart disease has no symptoms,
particularly in the elderly and diabetics. The expression “congenital heart disease” cov-
ers an assortment of conditions. Notwithstanding, general symptoms sweating, severe
fatigue, quick heartbeat, and fast breathing, chest pain. However, these symptoms cannot
occur before the age of 13 years. In such cases, the diagnosis becomes a complex task
requiring much experience and skill. If the risk of a heart attack or the possibility of
heart disease is detected early, it can help patients take precautionary measures and take
regulatory action. More recently, the healthcare industry has generated bulk amounts of
patient data, and its diagnostic reports on the disease are being prepared specifically for
the purpose of global prediction of heart attacks.

This paper aims to solve the challenges of improving the predictive model for pre-
dicting heart disease in diabetic’s patients and provide the timely response to predicting
disease based on the most accurate data mining technique (Fig. 1).

2 Literature Review

HalehAyatollahi et al. [1] presents the investigationwas directed by utilizing datamining
methods. The sample data was the patient health records with coronary vein disease who
were hospitalized in three hospitals partnered to AJA University of Medical Sciences,
Tehran. The dataset and the anticipating factors utilized in this investigation was the
equivalent for the two data mining methods. Absolutely, 25 factors influencing CAD
were chosen and related data were removed. Subsequent to normalizing and cleaning
the data, they were examine into SPSS and Excel.

Monther Tarawneh et al. [2] proposed another heart disease expectation framework
that join all systems into one single calculation, it called hybridization. The outcome
confirm that exact analyze can be taken by utilizing a consolidated model from all
methods.
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Fig. 1. Data mining classification method

Priyan Malarvizhi Kumar et al. [3] Proposed integrated cloud computing and IoT-
based innovation to build adaptability and accessibility. The design utilizes Apache
HBase to store the large volume of the sensor data in the cloud. The people’s wellbeing
data is gathered with the support of RFID and 5G mobile systems. And more, Apache
Mahout is utilized in the proposed health observing framework for structure the logistic
regression-based preidentification model for heart diseases. At last, the exhibition of the
estimationmodel is similarly investigated with the assistance of different executionmea-
surements. The processed outcomes, for example, throughput, affectability, f-measure,
and accuracy, are utilized for exhibiting the proficiency and execution of the proposed
IoT-based health observing framework.

Apruv Patel et al. [4] presented a hybrid or particular of data mining calculations can
be utilized to explore a few papers utilized in heart disease forecast to detect calculations
with high accuracy for future research.

Reddy Prasad et al. [5] proposed the logistic regression calculations are utilized and
the health care information which differentiates the patients whether they are having
heart diseases or not as indicated by the data in the record. Additionally, it will attempt
to utilize this data model which predicts the patient whether they are having heart disease
or are not.

Approach Year Objective Pros Cons

Ching-seh et al.
[6]

2019 Purpose of reporting
about taking benefit
of the different data
mining methods and
develop prediction
models for heart
disease patient
survivability

Naïve Bayes and
Logistic Regression
have high accuracy
when running on high
dimensional
algorithms and
dataset

Decision-Tree gives
lower accuracy than
Random Forest
classifier

(continued)
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(continued)

Approach Year Objective Pros Cons

Jarrel C. Y. Seah
et al. [7]

2018 Congestive heart
failure features on
chest radiographs
learned by NNs can
be recognized using
Generative Visual
Rationales,
over-fitted
prototypes, enabling
detection of bias

A trained deep
learning model will
produce GVRs that
do so frequently than
an intentionally
Over-fitted
framework

Limited resolution
prevented the
evaluation of
fine-image details

T. Nagama
ni et al. [8]

2019 The proposed
Mapreduce
Algorithm’s
implementation in
parallel and
distributed
frameworks was
evaluated by using
Cleveland dataset
and compared with
that of the
predictable ANN
method

The parallel
Meta-heuristic
method with a
prepared neural
network approach
based on Mapreduce
algorithm reduces the
training time
significantly

Hbase is used for
storing resultant
data. It has some
latency due to batch
processing

Proposed 2019 To identify the most
significant
classification
framework which
can help the doctors
in predicting the
risk of heart disease
using diabetic
attributes

To detect the patients
at danger, with the
aim of increasing the
quality of care and to
reduce cost of care

Decision tree
Classifiers can help
only in early
detection of the
vulnerability of a
diabetic patient to
heart disease

3 Research Methodology

See Fig. 2.

Comparing Support Vector Machine (SVM), Naive Bayes and Decision Tree
analysis
Based on the data from the research presented, the experiments were performed by

combining the three Naive Bayes classification techniques, decision tree, SVM, and
using the Rapid miner tool.

The 4 models that use the selected data mining structure were created by classifying
the dataset based on specific attribute-value pairs. The outcome of the experiments on
the different models is concise in Table 1.
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Fig. 2. Flow diagram of the proposed method

Table 1. Prediction Models of Heart Disease (PMHD) with categorization

Model No Categorization

PMHD 1 Age 35 to 75 and Sex = M

PMHD 2 Age 35 to 75 and Sex = F

PMHD 3 Age > 75 and Sex = M

PMHD 4 Age > 75 and Sex = F

Model 1 prediction of heart disease risk for gender=M attribute and age between
35 > 75 years
The analysis report performed by combining Support Vector Machine, Decision Tree
(DT) and Naive Bayes (NB) algorithms for Model 1 is concise in Table 2.

Acc - means Overall accuracy, terms of precision (PL, PM, PH) and recall (RL, RM,
RH) of the three classes, (Low, Medium & High).

Certain rules derivative from the decision tree produced from model 1 are shown in
what follows.

If VLDL > 27.50
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Table 2. Prediction of heart disease Male age > 35 and age < 75, Model 1
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&
LDL > 153.50
BP = 110/80 then high {high = 1, low = 1, medium = 0}
If VLDL > 27.50 & LDL > 153.50
BP = 120/80 then high {high = 10, low = 0, medium = 0}
If VLDL > 27.500 &
LDL > 153.500
BP = 130/80
&Fasting > 251 then high {high = 2, low = 0, medium = 0}
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If LDL > 153.50
&VLDL > 27.50
BP = 130/80
Fasting ≤ 251 then medium {high = 0, low = 0, medium = 3}

Model 2 prediction of heart disease risk for gender = F attribute and age between
35 and 75 years
The consequences of the examination of this done by combining SupportVectorMachine
(SVM), Decision Tree (DT), Naïve Bayes (NB) and calculations over the model 2 are
condensed in Table 3.

Table 3. Prediction of heart disease Female age > 35 and age < 75,Model 2

Algorithm TM FM TH FH TL FL PM% PH% PL% RM% RH% RL% Acc%

Decision 
Tree

53.0 21.0 48.0 11.0 221.0 18.0 71.62 81.35 92.46 74.64 76.18 92.85 86.55 

Naïve
Bayes 

30.0 28.0 45.0 21.0 217.0 31.0 51.70 68.17 87.50 42.24 71.42 91.17 78.48 

Support 
Vector 
Machine 

58.0 127.
0

30.0 1.0 131.0 25.0 31.35 96.76 83.98 81.68 47.61 55.03 58.85 

Some of the rules derived from the DT and generated from model 4 are shown in
what follows.

If
VLDL > 33.50 and LDL > 155
& LDL > 127.50
and A1C > 8.60 then high {high = 37, low = 0, medium = 0}
If VLDL > 33.50
& LDL > 155 and LDL > 127.50
and A1C ≤ 8.60



514 A. Kumar et al.

& Age > 45.50 then high {high = 4, low = 0, medium = 0}
If
VLDL > 33.50
& LDL > 155 & LDL > 127.50
& A1C ≤ 8.60 & Age ≤ 45.50 then
medium {high = 0, low = 0, medium = 2}

Model 3 prediction of heart disease risk for gender = M attribute and age > 75
The results of the investigation done by consolidating Support Vector Machine (SVM),
Decision Tree (DT), Naïve Bayes (NB) calculations over model 3 are condensed in
Table 4.

Table 4. Prediction of heart disease Male age > 75,Model 3

Algorithm TM FM TH FH TL FL PM% PH% PL% RM% RH% RL% Acc%

Decision 
Tree 

0.0 2.0 1.0 2.0 24.0 1.0 0.0 32.3 97.0 0.0 33.3 100.0 82.3 

Naïve 
Bayes 

0.0 1.0 0.0 1.0 24.0 4.0 0.0 0.0 84.7 0.0 0.0 100.0 80.0 

Support
Vector 
Machine 

1.0 2.0 2.0 16.0 6.0 3.0 33.3 11.1 66.6 33.3 66.6 25.0 30.0 

Someof the rules resulting from the decision tree generated frommodel 3 are revealed
in what follows:

If
LDL > 1 20.50
&
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Fasting > 154 then
medium {high = 0¸ low = 0, medium = 2}
If
LDL > 120.50 and
Fasting ≤ 154 then
high {high = 3, low = 0, medium = 1} If LDL ≤ 120.50then
low {high = 0, low = 24, medium = 0}

Model 4 prediction of heart disease risk for gender = F attribute and age > 75
The result of the investigation done by combining SVM and Naïve Bayes¸Decision Tree
calculations over model 4 are outlined in Table 5.

Table 5. Prediction of heart disease Model 4
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Someof the rules resulting from the decision tree generated frommodel 6 are revealed
in what follows.
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If
LDL > 126.50 then
medium {high = 0,low = 0, medium = 7}
If
LDL ≤ 126.500 then low {high = 0, low = 7, medium = 0}

Result of Comparing SVM and Decision Tree, Naive Bayes
To validate the final results obtained in the research presented, were done by consoli-
dating the three methods and the exhibition of Bayes theorem, SVM and Decision tree
have appeared in Tables 6, 7 and 8 separately.

Table 6. Performance of Bayes Theorem with an accuracy of 81.58%

True low True medium True high Class
precision

pred. high 11 25 86 70.49%

pred. medium 39 98 26 60.12%

pred. low 631 62 21 88.38%

class recall 92.66% 52.97% 64.66%

Table 7. Performance of Support vector machine with an accuracy of 61.26%

True low True medium True high Class
precision

pred. high 0 5 59 92.19%

pred. medium 283 155 59 31.19%

pred. low 398 25 15 90.87%

class recall 58.44% 83.78% 44.36%

Table 8. Accuracy of various classification techniques

Technique Accuracy in percentage

Naïve Bayes (NV) 81.5

Support Vector Machine (SVM) 61.2

Decision tree (DT) 90.7

The decision tree utilizing different split techniques, for example, Gain ratio, Infor-
mation addition, and Gini list has been attempted as appeared in Table 8 which gives
various degrees of precision.
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Accuracy of various classification techniques (High, Medium, Low)
The results of all threemodels, decision tree seems to be best as it has themost astounding
level of right expectations (90.79%) for patients with heart diseases, trailed by pursued
by naïve Bayes and SVM (Fig. 3).

Fig. 3. Performance in terms of accuracy

4 Conclusion

Medical data mining plays a dynamic role in the finding of diseases and in making
diagnostic decisions to save lives. The key purpose of this work is to use three different
data mining algorithms, namely Support Vector Machine (SVM), Naive Bayes (NB),
and Decision Tree (DT) to predict the risk of heart disease based on their precision.
Therefore, a comparison of the results of the many grouping techniques was performed
andhigher accuracy of the decision treewas found. The results are displayedwith average
accuracy and repeatability. The outcome found that the accuracy of this proposedmethod
is 90.79%, followed by a naive Bayesian process 81.58% and a carrier vector machine
61.26% to predict the heart disease in people with diabetes using diagnostic features.
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