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Abstract. Data mining procedures are utilized to extract meaningful informa-
tion for effective knowledge discovery. Decision tree, a classification method, is
an efficient method for prediction. Seeing its importance, this paper compares
decision tree algorithms to predict heart disease. The heart disease data sets are
taken from Cleveland database, Hungarian database and Switzerland database to
evaluate the performance measures. 60 data records for training and 50 data
records for testing were taken as input for comparison. In order to evaluate the
performance, fourteen attributes are considered to generate confusion matrices.
The results exhibited that the algorithm that highest accuracy rates for predicting
heart disease is Random forest, and thus can be considered as the best procedure
for prediction.

Keywords: Heart disease � Classification technique � Decision tree � Decision
tree algorithms � Performance measures

1 Introduction

The knowledge discovery process, now-a-days, has become more complex because of
increasing size and complexity of the data sets. Data mining procedures are utilized to
extract meaningful information for effective knowledge discovery. These procedures
can be classified as descriptive procedures and predictive procedures. Descriptive
procedures of data mining provide latest information on past or recent events, and for
validating results, necessitate post-processing methods. Predictive procedures, on the
other hand, predict the patterns and properties of vague information. Commonly used
data mining procedures are Clustering, Classification, Association, Outlier Detection,
Prediction, and Regression.

Classification is utilized for discovering knowledge based on different classes. It
determines a model to describe and distinguish data classes based on trained data set,
and identifies to which of the categories a new observation belongs to. Decision tree
fosters a classification model in a tree-like structure. This type of mining, where the
data set is distributed into smaller subsets and the associated Decision Tree (DT) is
incrementally built, belongs to supervised class learning. The benefits of decision trees
are:
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– Easy integration due to intuitively representing the data,
– Investigative discovery of knowledge
– High accuracy
– Easily interpretable, and
– Excludes unimportant features

Because of above mentioned benefits, decision tree classifier is utilized for
knowledge extraction in areas like education [33, 40], tourism [18, 34], healthcare
[30, 31] and others. The healthcare industry creates colossal information from which it
becomes extremely difficult to extract useful information. Decision tree is an efficient
method for extracting effective knowledge from this titanic of information and pro-
viding reliable healthcare decision. It has been utilized in making effective decisions in
various medical science areas like cancer detection, heart disease diagnosis and others
[9, 11, 32, 45]. Presenting a brief overview of the algorithms for developing decision
trees, and then comparing these algorithms for predicting heart disease based on per-
formance measures is the foremost goal of this paper.

Heart diseases are a major source of death worldwide. As of 2016 there have been
more than 17.6 million deaths per year. The death toll is expected to exceed 23.6
million by 2030 [3]. India too is witnessing shocking rise in the occurrence of heart
disease (HD) [12]. Researchers have developed various decision tree algorithms to
effectively diagnosis and treat heart diseases. Decision trees and rough set approach
was utilized by Son, Kim, Kim, Park and Kim [41] to develop a model for heart
failure. Chaurasia and Pal [8], Sa [35], and Amin, Chiam, and Varathan [4] developed
a prediction system for HD by utilizing decision tree in combination with other data
mining algorithms. Mathan, Kumar, Panchatcharam, Manogaran, and Varadharajan
[22] presented forecast frameworks for heart diseases using decision tree classifiers.
Wu, Badshah and Bhagwat [45] developed prediction model for HD survivability.
Saxena, Johri, Deep and Sharma [37] developed a HD prediction system using KNN
and Decision tree algorithm. Shekar, Chandra and Rao [38] developed a classifier to
provide optimized feature for envisaging the type of HD using decision tree and genetic
algorithm. Vallée, Petruescu, Kretz, Safar and Blacher [43] evaluated the role of
APWV index in predicting HD. Pathak and Valan [29] proposed a forecasting model
for HD diagnosis by integrating rule-based approach with decision tree. Sturts and
Slotman [42] predicted risks for the patients who are re-admitted within 30 days after
hospital discharge for CHF by using decision trees analysis. Seeing the importance of
decision tree in healthcare, this paper presents a brief overview and comparison of
seven DT algorithms based on various evaluation measures to diagnosis the heart
disease.

2 Material and Method

2.1 Overview of Decision Tree Algorithms

Decision tree algorithm is a supervised learning method which is implemented on the
basis of the data volume, available memory space and scalability, in serial or parallel
style. The DT algorithms considered in this study are: J48, Decision stump, LMT,
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Hoeffding tree, Random forest, Random tree and REPTree. These are the most used
algorithms for predicting various diseases (Table 1).

a. The J48 algorithm develops decision tree by classifying the class attribute based on
the input elements.

b. The Hoeffding tree algorithm learns from huge data streams.
c. A Random tree algorithm draws a random tree from a set of possible trees and the

distribution of trees is considered uniform.
d. A Random forest algorithm draws multiple decision trees using a bagging approach.
e. Logistic model tree (LMT) interprets combination of tree induction and linear

logistic regression.
f. Decision stump builds simple binary decision stumps for both nominal and numeric

classification task.
g. REPTree algorithm generates a regression or decision tree using information gain or

variance.

Table 1. Different algorithms are applied in many areas.

S. No. Authors name Year Algorithms Areas

1 Vijiyarani and
Sudha [44]

2013 Decision stump, Random forest,
and LMT

Heart disease

2 Pandey, Pandey,
Jaiswal and Sen
[27]

2013 J48

3 Chaurasia and Pal
[7]

2014 J48

4 Masethe and
Masethe [20]

2014 J48 and REPTree

5 Karabulut and
Ibrikci [15]

2014 LMT

6 Lohita, Sree,
Poojitha, Devi and
Umamakeswari
[19]

2015 Random forest, J48, and
REPTree

7 Pachauri and
Sharma [26]

2015 J48, Decision stump, and
Random forest

8 Bahrami and
Shirvani [6]

2015 J48

9 Kasar and Joshi
[17]

2016 J48 and CART

10 Alickovic and
Subasi [2]

2016 Random forest

11 Masetic and Subasi
[21]

2016 Random forest

12 Shrivas and Yadu
[39]

2017 Decision stump

(continued)
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2.2 Data Set

In order to attain the second goal of the present paper, three data sets from Cleveland
database, Hungarian database and Switzerland database are considered for evaluating
the performance measures of the DT algorithms. 60 data records for training and 50

Table 1. (continued)

S. No. Authors name Year Algorithms Areas

13 Karthikeyan and
Thangaraju [16]

2013 J48 and Random forest Liver disorder

14 Novakovic and
Veljovic [24]

2014 J48 and Decision stump

15 Nahar and Ara [23] 2018 Decision stump, J48, REPTree,
LMT, Random tree, Hoeffding
tree, and Random forest

16 Parimala and
Porkodi [28]

2018 J48, LMT, Random tree, and
REPTree

17 Hasan, Bakar,
Siraj, Sainin and
Hasan [11]

2015 LMT, Random forest, and
Random tree

Cancer

18 Azar, Elshazlyb,
Hassanien and
Elkorany [5]

2014 Random forest Lymph
diseases

19 Iyer, Jeyalatha and
Sumbaly [13]

2015 J48 Diabetes

20 Perveen,
Shahbaza,
Guergachi and
Keshavjeec [31]

2016 J48

21 Alehegn, Joshi and
Mulay [1]

2018 Decision stump

22 Olayinka and
Chiemeke [25]

2019 LMT, REPTree, Hoeffding tree,
and J48

Malaria

23 Jena and Kamila
[14]

2015 J48 Kidney
disease

24 Gomathi and
Narayani [10]

2018 Random forest, J48, and
Hoeffding tree

Systemic
Lupus
Erythematous

25 Salih and Abraham
[36]

2015 J48, LMT, Random forest, and
Random tree

HD, Asthma,
and Diabetes

26 Fatima and Pasha
[9]

2017 J48 HD, Diabetes,
Liver disease,
and Dengue

27 Yang, Guo and Jin
[46]

2018 J48, Decision stump, and
Random tree

Cancer and
Heart disease
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data records for testing were taken as input for comparison. As shown in Table 2,
fourteen attributes are considered for evaluating the performance measures.

3 Decision Tree Analysis

The performance measures are generated by using the information mining instrument
Weka 3.9.3. Data pre-processing is done by means of the Replace Missing Values
channel to filter all records and replace missing qualities. Next confusion matrices are
developed by applying considered DT algorithms with 2 classes as Class 1 = YES
(heart disease is present), and Class 2 = NO (heart disease not present), and True
Positive = correct positive predicted; False Positive = incorrect positive predicted;
True Negative = correct negative predicted; False Negative = incorrect negative pre-
dicted; P are Positive samples; and N are Negative samples.

These matrices are then utilized to compute the accuracy measures using the
equations:

Table 2. Description of the input attributes.

S. No. Attributes Description Values

1. Age Years Continuous
2. Sex M/F 1 if Male, 0 if Female
3. CPT Type of Chest pain 1 if Typical, 2 if Atypical angina,

3 if Non-angina pain, 4 if Asymptomatic
4. RBP Resting BP Cont. (mm Hg)
5. C Cholesterol Cont. (mm/dL)
6. REG Resting electrographic 0 = Normal,

1 = Abnormal,
2 = Probable

7. BS Blood sugar True, when greater than or equal to
120 mg/dL and False, otherwise

8. MHR Maximum heart rate Continuous
9. EIA Exercise induced

angina
0 if no, 1 if yes

10. OdPeak Depression by exercise
relative to rest

Cont.

11. Slp Slope 1 if unsloping,
2 if flat,
3 if downsloping

12. Ca Number of major
vessels

Value (0–3)

13. Tha Type of Defect 3 if normal,
6 if fixed,
7 if reversible

14. HDNum The predicted attribute 0 = Heart Disease No,
1 � value � 4 = Heart Disease Yes
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TPrate ¼ TP
TPþFP

ð1Þ

FPrate ¼ FP
FPþ TN

ð2Þ

Accuracy ¼ TPþ TN
PþN

ð3Þ

Errorrate ¼ FPþFN
PþN

ð4Þ

4 Results: Comparison

In Table 3 discussed the comparison of considered algorithms.

Table 3. Working comparison of decision tree algorithms.

Algorithms Measure Procedure Pruning Data type

J48 Information gain
and
Entropy

Top-down
construction

Pre-pruning
Single Pass
Pruning
Process

Discrete,
Continuous, and
can handle
incomplete data

Hoeffding
tree

Information gain
and Hoeffding
bound

Top-down
construction

Pre-pruning Data streams

Random
tree

Hold-out set (back
fitting)

Stochastic
procedure

No Pruning Discrete,
Continuous, takes
the input feature
vector

Random
forest

Receiver
operating
characteristic area
under the curve

Class for
constructing a
forest of
random trees

No pruning Discrete,
Continuous, takes
the input feature
vector

Logistic
model tree

Logistic
regression
functions

Top-down CART-based
pruning

Numeric,
Nominal, can
contain missing
values

Decision
stump

Mean square error
and
Entropy

One-level
decision tree

Post pruning Discrete,
Continuous,
Binary

REPTree Information gain Top-down Reduce error
pruning with
back-fitting

Binary, Numeric,
Unary
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Table 4 shows the computed performance measures using Eq. (3) and Eq. (4) for
the data.

From the Fig. 1, it can be observed that for the considered data sets, Random Forest
is showing max accuracy and least error rate.

Table 4. Values of correctly classifier instances (CCI) and incorrectly classifier instances (ICI).

Cleveland Switzerland Hungarian
CCI ICI CCI ICI CCI ICI

Decision stump 81.167 18.833 76.167 23.833 81.833 28.167
J48 79.500 20.500 76.167 23.833 81.833 28.167
Hoeffding tree 86.167 13.833 83.333 16.667 86.167 13.833
LMT 96.667 3.333 76.167 23.833 75.500 22.000
Random forest 100.000 0.000 87.000 13.000 86.333 13.667
Random tree 100.000 0.000 82.000 18.000 79.333 19.000
REPTree 68.667 31.333 65.667 34.333 67.667 29.000

Fig. 1. Graph showing accuracy and error rate.

Table 5. Class accuracy.

Algorithms Class Cleveland Switzerland Hungarian
TP rate FP rate TP rate FP rate TP rate FP rate

J48 Yes 0.643 0.182 0.625 0.346 0.6 0.36
No 0.818 0.357 0.654 0.375 0.64 0.4

Decision stump Yes 0.786 0.182 0.625 0.396 0.6 0.36
No 0.818 0.214 0.654 0.375 0.64 0.4

LMT Yes 0.821 0.227 0.625 0.346 0.6 0.28
No 0.773 0.179 0.654 0.375 0.72 0.4

(continued)
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From Table 5 it is clear that the TP Rate for the class = No is higher for Decision
stump, Hoeffding tree, J48, Random forest, LMT and Random tree, which means the
algorithms are successfully identifying the patients who do not have heart disease.

5 Conclusion and Future Scope

The primary goal of this paper was to compare most used decision tree algorithms and
determine efficient method for predicting heart disease on the basis of computed per-
formance measures Accuracy, True Positive Rate, Error rate and False Positive Rate.
The algorithms considered in the study are Hoeffding tree, Decision stump, LMT, J48,
Random tree, Random forest and REPTree were evaluated. From results it is clear that
Random tree and Random forest are efficient method for generating decision tree. The
reason for Radom forest being the best is, it splits on a sub set of a features and
supports parallelism. Further the algorithm also supports high dimensionality, quick
prediction, and outliners and non-linear data. However, the algorithm is less inter-
pretable and can tend to over fit. In future, performance evaluation can be based on
considering more attributes responsible for heart diseases. Other than healthcare, the
framework can be utilized for evaluating performances in other domains also.
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