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Preface

Thin film is a two-dimensional layer of material deposited using controlled pro-
cesses on some supporting surface. There are a variety of thin films based on its
structures such as amorphous thin films, crystalline/polycrystalline/nanocrystalline
thin films, nanostructured thin films, nanocomposite thin films, multilayer and
supperlattice structures and monolayers. Advances in deposition processes and
characterization tools for these thin films during last five decades or so have enabled
a wide range of breakthroughs in technological applications such as optical coat-
ings, magnetic recording media, electronic semiconductor devices, light emitting
devices, hard coatings on cutting tools, thin-film solar cells and thin-film sensors.

Noticeable advancements have taken place in already progressing field of thin
films and related technology in recent past. Ultra-thin films, monolayers, nano-
materials, hybrid thin films, organic and polymer thin films, etc. recently added to
the inventory of class of thin-film materials have given new dimension in realiza-
tion of exceptional properties. These thin films have well-determined structures and
functionalities which have further opened up the avenue for advancement of
devices.

The present book entitled Recent Advances in Thin Films is a collection of 22
review articles from experts who presented their recent R&D work in 17th
International Conference on Thin Films (ICTF-17), working specifically in the field
of surface engineering, hard coatings, epitaxial growth, magnetic materials, pho-
tovoltaic and sensors. The book also covers an overview of recent advances in
development of thin film based newer devices and applications such as hydro-
electric cell, electrocaloric cooling devices and hybrid flexible sensors. All the
chapters contain in-depth studies and analysis of recent aspects of thin films as
material and its use for devices. The book is not only useful for researchers in the
area under discussion in various chapters but also for Ph.D. students, graduate and
undergraduate students specializing in condensed matter physics and material sci-
ence. Particularly, the chapter “Thin Film and Significance of Its Thickness” will be
interesting to students for right understanding of thin film definition and signifi-
cance of thin film thicknesses in various devices.
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The other chapters of the book deal with recent advancement in growth, char-
acterization and device applications of thin films. Chapter “Ultra-Thin Films on
Complex Metallic Alloy Surfaces: A Perspective” gives an overview of ultra-thin
films on complex alloy surfaces. The next four chapters (“Growth Defects in PVD
Hard Coatings”–“Synthesis, Stability and Self-Diffusion in Iron Nitride Thin Films:
A Review”) are mainly focused on growth aspect of hard coatings, epitaxial gallium
nitride thin films, non-magnetic cobalt in cobalt thin films and iron nitride thin
films. Chapter “Photoelectron Energy Loss Spectroscopy: A Versatile Tool for
Material Science” discussed new insight in photoelectron energy loss spectroscopy
tool for thin-film material characterization. Chapter “MoS2- and MoO3-Based
Ultrathin Layered Materials for Optoelectronic Applications” is about MoS2- and
MaO3- based ultra-thin layered materials for optoelectronic applications. The next
three chapters (“Optoelectronic Properties of Nanocrystalline Silicon-Based
Superlattice Structures”–“Organic Thin Films: Langmuir Monolayers and
Multilayers”) discussed about thin-film multilayer and superlattice structures.
Chapters “Thin Films for Electrocaloric Cooling Devices”–“Conducting Polymers
and Their Composites Adding New Dimensions to Advanced Thermoelectric
Materials” are about overview of newer applications of thin films such as hydro-
electric cell, electrocaloric cooling devices and polymer-based thermoelectric
materials, respectively. The next four chapters (“HWCVD: A Potential Tool for
Silicon-Based Thin Films and Nanostructures”–“Nanostructured Black Silicon for
Efficient Thin Silicon Solar Cells: Potential and Challenges”) are about photovoltaic
applications of various kinds of solar cells such as silicon, dye sensitized, per-
ovskite and polymer. Particularly, chapter “Nanostructured Black Silicon for
Efficient Thin Silicon Solar Cells: Potential and Challenges” discussed about recent
advancement in the use of various thin-film layers in nanostructured black silicon
solar cells. The last four chapters (“Chemiresistive Sensors for H2S Gas: State of the
Art”–“Vanadium Oxide Thin Films for Optical and Gas Sensing Applications”)
of the book cover recent development in a variety of thin film based sensors.

We are thankful to all the eminent contributors who made extraordinary efforts
in preparing their respective chapters. We hope this book will be an important
reference book for a wide scientific community doing R&D work in thin film in
universities, research institutions and industries.

New Delhi, India Sushil Kumar
December 2019 D. K. Aswal
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Thin Film and Significance of Its
Thickness

Sushil Kumar and D. K. Aswal

Abstract Thin film is a two dimensional material layer deposited on a substrate in
order to achieve properties that cannot be easily achieved or not realized at all by
the same material in its bulk form. The distinct property of a thin film is resulting
from the unique way of making it, in the form of progressive addition of atoms or
molecules. Thickness is the fundamental property of thin film and is closely linked
to other properties which scale differently with thickness. Thus, thin films are not
defined by their thickness alone. Thin films have a range of properties, based on their
thickness used in a number of applications such as in optical coatings, tribological
coatings, quantum well structures based on supper lattices, magnetic multilayers,
nanoscale coatings, etc. Here effort is made to revisit the definition of thin film by
highlighting significance of its thickness and briefly discussed the role of thicknesses
in some of the applications such as monolayer, nanoscale coatings and multilayer
and superlattice structures.

1 Thin Film and Its Thickness

If we go back in the history of mankind, thin-film material coating traces may be
observed well before 2000 years. Making of thin foil of gold by a goldsmith is a
well-known artwork in early days of development of humankind. It was being made
by beating or slicing of gold or any other metal like a silver block until it reaches a
thickness to be called as a thin layer or foil. In those era goldsmiths have developed
variety of ways to apply thin layer of metals like gold or silver on statue and sculptors
or other common surfaces to look like precious. However, this kind ofmaterial cannot
be called as a thin film. Definition of thin film is not straight forward and thus, one
should not define thin film in terms of its thickness. There is no way to define that
thickness belowwhich a film becomes thin. Essentially thin film is a two dimensional
material formed by a method using atom-by-atom or molecule-by-molecule or ion-
by-ion condensation process and having one of its dimensions negligible compared to
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2 S. Kumar and D. K. Aswal

Fig. 1 Thin film as two dimensional materials having one of its dimensions negligible compared
to other two dimensions (t << …W and L; t, L andW are thickness, length and width respectively)

the other two dimensions. Now point is that howmuch should be the third dimension;
about a micron, less than a micron, few microns or something else. Here it is again
emphasized that it is not simply in terms of thickness, which define thin film rather
a two dimensional material on some support material called “substrate” as shown in
Fig. 1 with distinct properties resulting from a unique way of making it in the form
of progressive addition of basic building blocks, i.e. atoms or molecules one-by-one
or layer-by-layer.

One can question, dowe have a class of thick films and how they are different from
thin films? This can be answered in a way they are prepared. A “thin” film is prepared
by deposition of atoms, molecules and ions from the gaseous or liquid phase. On the
other hand a “thick” film is prepared by deposition of particles consisting of a bunch
of atoms/molecules, e.g. wall paint. Thick films are obtained by the processes like
screen printing, doctor blade, etc., having a thickness of several microns and usually
more when applied in applications. The nature of these thick films which are also
used in printed circuits and for other applications is quite different from the thin film.
One should not be uncertain that “thin” films can be thicker than “thick” films. The
thickness of thin-film material may be few nanometers to about several micrometers
for a specific application. The thickness may be few atoms onto a “substrate” surface
or on some other layer already deposited. Thus, there is no well-defined limit of
thickness to the end of the thin-film stage or any indication of its transition to the
thicker film region. According to material’s thickness, sometimes it can be wrongly
classified into thin film, thick film and bulk.

Generally the physical limit of a film is determined by its thickness below which
certain anomalies appear in filmproperties, however, this differs for different physical
phenomena. For example, the resistivity of metal is determined by the mean free path
of electron conduction which appears very low at thickness 50 nm where applied
voltage produces high field because of non-linear behaviour of the field. Electrical
resistivity increases abruptly for almost all metallic films below a certain thickness.
The scaling of thickness with electrical resistivity is true when structural defects and
impurities present in the body of film remain the same. A film which is optically thin
may be of the order of the wavelength of light, say 500 nm or so reflected from the top
surface and the bottom surface to observe optical interference as shown in Fig. 2a.
The optical interference is observed when film thicknesses of single or multilayer
dielectric thin films are below the wavelength of light. This is due to constructive
or destructive interference between waves reflected/transmitted from the various
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(a) (b) (c)

Fig. 2 A filmwhich is optically thin may be of the order of wavelength of light a reflected from top
surface and bottom surface to observer interference b in infrared (longer wavelength, 10 micron)
or c thickness of thin film of order in ultraviolet (shorter wavelength, 0.3 micron)

boundaries (or interface) separating optical media of different refractive indices. The
optical thin film may be regarded as one whose thickness is of the same order as the
wavelength of the light interacting with the film material. If an infrared light having
longer wavelength, say 10 microns interact with a film material of thickness of same
order may be called as thin film for optical application to this particular wavelength
of light (Fig. 2b). This is true for any wavelength of light and its interaction with
the same order of film thickness as shown in Fig. 2c, for the thickness of thin film
of order in ultraviolet, i.e. shorter wavelength, 0.3 micron. This means that a film of
thickness 10 microns can be considered as a thin film when it interacts with infrared
light of wavelengths few microns to several tens of microns, but if the same film
interacts with ultraviolet light say wavelength less than 0.3 micron, then this film
cannot be considered as thin film.

Thickness is one of the significant thin-film parameters as properties of any thin
film depends on the thickness. As such there are many parameters that may affect
thin-film materials structure and on which different properties such as mechanical,
optical, magnetic, electrical, etc., depends. Several research papers are published
where the thickness dependent studies were performed on a variety of thin-film
materials [1–7].

Most of the basic research on thin films is generally confined to a limited range
of thickness from a few nanometers to about a micron depending on the properties
to be investigated. On the other hand for technological applications where the reli-
ability of performance is important, thus, criteria for the thickness limit at lower
range is usually higher than a few nanometres and can be high as several microm-
eters. Therefore, precise measurement of thickness of thin film is extremely vital.
As such there are various ways to measure thickness of a thin film like using stylus
profilometry, interferometry, ellipsometry, spectrophotometric measurements, X-ray
microanalysis, cross-sectional imaging by electronmicroscopy, etc. It is also possible
to measure the thickness of a film during its growth in progress using quartz crystal
thickness monitor or optical interferometry etc.
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Thin-film materials can be deposited by various ways having similar properties;
however, the difference may be in (a) and (b) of following three steps involved in
vapour based thin-film deposition process:

(a) How the starting precursors such as atoms, ions, molecules, clusters, etc., are
created?

(b) How these atoms, ions, molecules, cluster, etc., transported in an environment
towards substrate?

(c) How these atoms, ions, molecules, clusters, etc., get condensed on the substrate
for the formation of thin film?

These three steps process: (a) creation, (b) transportation and (c) condensation of
atoms, ions, molecules, clusters, etc., involved in the deciding the thin-film struc-
tures as depicted in Fig. 3. Mode of creation depends on a suitable form of energy
(electrical/thermal/photon) applied to the source. Thin film deposited in such away is
characterizedwith certain structural properties, largely as amorphous, polycrystalline
and/or crystalline or maybe mix phases.

Thin-film deposition process is usually divided into two broad categories—Chem-
ical Vapour Deposition (CVD) and Physical Vapour Deposition (PVD). CVD is a
process wherein a volatile fluid or gaseous precursor produces a chemical change on
a substrate surface by a chemical process leaving a chemically deposited material
in the form of a coating. Thermal CVD, plasma CVD, metal-organic CVD, etc., are
commonly used to produce solid materials in industries. Physical Vapour Deposi-
tion is a process, wherein a material is released from a source and deposited on a

Fig. 3 Three steps process: a creation, b transportation and c condensation of atoms, ions,
molecules, clusters etc. involved in deciding the thin film structure
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Fig. 4 Schematic of solution based thin film deposition process

substrate surface using mechanical, electromechanical or thermodynamic processes.
Themost common techniques of PVD are thermal evaporation, sputtering, laser abla-
tion, molecular beam epitaxy (MBE), etc. In all these vapour deposition processes,
deposition of thin films are carried out by condensation of precursors such as atoms,
ions, molecules, etc., as two dimensional material layer on some substrate and prop-
erties of deposited layer scale differently with thickness. There are solution based
processes like sol-gel, spin-coating, dip coating, spray coating, electrode deposition,
Longmuir–Blodgett method, etc., are also being used for deposition of thin films as
shown schematically in Fig. 4.

Thin-film deposition processes are at the heart of today’s manufacturing industry
and it is important to mention that specific thickness of thin film is required for a
specific application in microelectronics, solar panels, sensors, disk drives, optical
devices, etc., and even used in thin film based batteries. In subsequent subsections
criticality of the thickness of thin films for specific applications is discussed briefly.

2 Monolayer and Its Transition to Thin Film

The term “Monolayer” means single layer material of atoms or molecules deposited
on a substrate surface. However, the material on a surface to form a monolayer
does not guarantee a uniform monolayer of coverage. Thus, this is also important to
understand that in synthesis of a thin film howmany layers of atoms ormolecules one
can consider in amonolayer. Thismaynot be correct in the assumption of amonolayer
as some materials deposit in ways that are not uniform. Usually spin-coating method
has been and assumed toprovide a single layer ofmolecules/atoms andnot been cross-
checked for the resultant thickness of the deposited material. Deposition methods
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likemolecular beamepitaxy,Langmuir–Blodgettmethod and atomic layer deposition
allow thin films to be deposited just one layer of molecules/atoms. More precisely,
use of the general term for monolayer is “uniform monolayer”, when the amount
of material that is deposited on a surface uniformly to confirm the formation of a
uniform single layer. Casually it is also said that monolayer is a thin layer of material
and in that case the term “thin layer” does not specify any particular number of
layers of atoms/molecules. The term “thin layer” is generally comparative and the
term used as “mono-layer of a thin film” adds more confusion.

It should also be noted that thin films rarely grow in uniform layers. The structure
of a real film often happens to be imperfect due to early stages of growth features
such as their seeds/nuclei and other defects. High-resolution techniques like STM
and high-resolution AFM may be used for the measurement of height/diameter of
atoms/molecules to illustrate the possible number of layers of atoms or molecules.
HRTEMcan be used to view the position of the single atoms, i.e., the crystallographic
structure of the layer/film under investigation. Monolayer of a molecule like lipid,
DNA will consist of multiple layers of atoms. Monolayer of grapheme consists of
carbon atoms arranged with the two dimensional honeycomb crystal structure.

Let us try to understand monolayer in terms of adsorbates site. The adsorbates
normally do not occupy any position on the surface, but only specific adsorption sites
depending upon the favourable thermodynamical condition. The fractional coverage
of an adsorbate is normally defined as FA = (Number of occupied adsorption sites
(Na))/(Total number of available adsorption sites (N)) and when FA = 1 is referred
to as a lattice-saturated atomic layer or simply monolayer. If adsorbate particles, i.e.
atoms or molecules bond to each other on a surface to form a structure occupying
all available adsorption sites and arranged in a one-layer fashion, e.g. a close-packed
layer of its own crystal structure, such layer is also define as a monolayer, which is
called “geometric monolayer”.

One has to be careful when using terms like monolayer/atomic layer/thin film,
and should not be confused with likeness. Therefore, the concept of a monolayer is a
physical assembly of a layer on surface that result in ordered two dimensional (2D)
molecular structures, i.e. also known as supramolecular assembly of nanomaterials.
A non-covalent force is responsible for assembly of these nanostructures which is
chemically designed using functional molecular precursors. These structures can be
further used as templates for the formation of subsequent ordered layers. The 2D
molecular structure interacts with the surface for stabilizing the molecular overlayer
and with increasing thickness; a 2D molecular layer will eventually adopt the 3D
structure. It is important to understand how this transition from 2D to 3D occurs and
at what thickness? It is to be noted that in most applications the functional organic
2D layer is realized when it becomes 3D structure as thin film, e.g. in organic elec-
tronics, organic photovoltaics, sensors, etc. [8]. In the recent past the number of
research articles published on monolayer formation and study of its properties for
various applications considering these as thin films [9–12]. Grapheme monolayer
exhibiting as ultrathin film with outstanding properties has been demonstrated for
potential application for flexible supercapacitors [10]. There is an excellent review
article written on molecular electronics overview specific to charge transport across
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Fig. 5 Self assembled
monolayer with functional
group

molecular monolayers by Vilan et al. [12]. A study was carried out on graphene tran-
sistors on conventional SiO2/Si substrates by modification with organic molecule
octadecyltrichlorosilane (OTS) self-assembled monolayers [13]. Figure 5 shows a
typical representation of self-assembled monolayer which is formed by two-step
process: an initial fast step of adsorption and a second slower step of monolayer
organization. Self-assembledmonolayers of organic molecules are molecular assem-
blies formed spontaneously on surfaces by adsorption process and are organized into
ordered domains. In conclusion, it is important to precisely look into the thickness
of a layer before naming it as a monolayer.

3 Nano-Scale Coatings

A thin layer coating with the thickness of a few tens to a few hundreds of nanometers
which is deposited on the surface for improving some property or for adding new
functionality is called nano-scale coating or nano coating. The thickness of these coat-
ings are not only in nano-scale but particles may also be dispersed into the matrix
in the nanosize range of coatings have nanosized grains/phase. Nano-scale coat-
ings are technologically attractive for different applications due to its extraordinary
properties such as high hardness, toughness, anti-abrasive, wear resistance, optical
transparency, better adhesion between coating layer and substrate, more flexibility,
more durability, etc. These coatings are applied on surfaces to act as corrosion protec-
tion, moisture protection, friction reduction, antifouling and antibacterial protection,
dust self-cleaning, heat and radiation resistance, etc. Ceramic based nanocoating is
a proof-coat against fluctuation in temperature and rough weather used on various
products such as vehicles, aircraft, ceramic tiles, glasswindows, etc., which enhances
durability and long-lasting of these materials/products. Nanocoating is also resistant
to oxidisation arising from ultraviolet damage ofmaterials/products. It is well-known
that the properties of any thin film or bulk material are nearly the average of all the
forces affecting the atoms it consists. On the other hand the large surface to volume
ratio affects the nano-scale coatings which make the materials more reactive. This
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nanocoating is hydrophobic (water repellent), oleophobic (oil repellent) surface layer
that repels water, oil, dirt and other dry particles from which they are applied.

There are various techniques available for deposition of nano-scale coatings, such
as sol-gel, layer-by-layer, self-assembly, dip coating, spin-coating, plasma-enhanced
or assisted chemical vapour deposition, ion-beam assisted deposition techniques,
electrochemical deposition, vapour deposition, magnetron sputtering, atomic layer
deposition, etc. In any of these deposition processes the nanoparticles organize them-
selves to form a coating and bond with the surface after product material application.
When the surface of the product material is smooth and not absorbent, the nanopar-
ticles combine with the surface, so liquids are repelled taking contaminants with
them. With porous surfaces, the nanoparticles fill up the pores from the inside in the
product material.

Nano-scale coatings for biomedical applications such as ultralow dose BMP-
2-Driven regeneration of bone defects is excellently demonstrated [14]. Excellent
improvement of structure and quality of nano-scalemultilayered, a composite coating
on cutting tools is shown by Vereschaka et al. [15]. The carbide tool in longitudinal
turning (continuous cutting) and end symmetric milling, and intermittent cutting
of steel C45 and hard-to-cut nickel alloy of NiCr20TiAl showed advantages of
the tool with nano-scale multilayered composite coating as compared to the tool
without coating [15]. KunWang et al. have shown the critical thickness of a surface-
functionalized coating for enhanced lithium storage [16]. In this study they have
used nano-scale polypyrrole (PPY)-coated FeS2 as a cathode for Li-ion batteries
and demonstrated that critical thickness of 5 nm at which the PPY-coated FeS2
cathode exhibited remarkable superior high-rate capability and long-term stability
as compared to those with other coating thicknesses owing to the achievement of
optimal electrical conductivity and ion diffusion efficiency. This study opens a new
avenue for the further enhancement of the performance of energy storage devices.
Flexible thin-film batteries are shown for powering smart cards and radio frequency
identification tags. A novel empirical method based on energy-dispersiveX-ray spec-
troscopy (EDX) analysis is proposed as non-destructive thickness quantification for
nano-scale coatings on Li-Ion battery cathodematerial byWuyeOuyang andClifford
S. Todd to evaluate the protection layer thickness on the scale of tens of nanome-
ters and carbon layer coatings of 1–10 nm thickness were successfully quantified
by them using this method [17]. In conclusion, the role of thickness in nano-scale
coating in the realization of the functionality of thin-film coatings and surfaces is
well appreciated.

4 Superlattice and Multilayer Structures

Material structurewith stacks of several distinct layers is amultilayer structure. Prop-
erties of each incorporated layer material influence on properties of multilayer as a
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(a)      (b) (c)

Fig. 6 Schematic of design of a optical coating b magnetic multilayer (S: superconductor and X:
insulator) c tribological coating

whole. The overall properties of a multilayer structure depends on various param-
eters such as on the structure of layer materials, properties of each layer, struc-
ture in the interface, number of layers, thickness of each layer, etc. The multilayer
structure may consist of several repetitions of two layers. The layer of different
structural morphology with distinct properties is deposited one-upon the other for
obtaining desired properties which otherwisemay not possible with a singlematerial.
Multilayer structures offer multifunctional characteristics which are widely used in
making of coating products such as in optical coatings for optical filters, multimode
optical fibres, beam splitters, antireflection coatings, etc.; tribological coatings for
wear/corrosion resistance, low friction, resistance to fracture, etc.; magnetic multi-
layers such as GMR (Giant magnetoresistance) used to read data in hard disk drives,
random-access memory, etc. Optical multilayer coatings are developed after opti-
mization of design specification by choosing the number of layers, type of material
and thickness of each layer. Three-layer optical coating design involving layers of
MgF2 (n = 1.38), Ta2O5 (n = 2.15) and Al2O3 (n = 1.70) is shown in Fig. 6a. It is
important to know an accurate refractive index and thickness values of each layer
involved in multilayer coating for its excellent performance in accordance with the
specification of spectral reflectance/transmittance. The basic structure of magnetic
multilayers consist of a ferromagnetic metal (like Fe, Co, Ni and their alloys) and
a non-magnetic metal (like Cr, Ru, Cu, Ag, Au, etc.) with the thickness of each
layer usually in range 1–10 nm and the number of layers range from 3 to 100 [18].
Magnetic properties of Co/Ni multilayer structures with Co thickness in the range of
0.16–0.26 nmandNi thickness from0.47 to 0.75 nmshownpotential towards the real-
ization of STT-RAM (Magnetoresistive spin-transfer torque random accessmemory)
[19]. Superconducting multilayer structures consist of alternating one dimensional
layers (actually it is ultrathin layers) of superconductor and insulator as shown in
Fig. 6b. Another superconducting or normal metal/ferromagnet layer can be used in
place of an insulating layer in the design of superconducting multilayer as shown
in Fig. 6b. Tribological coatings are designed to accomplish hardness with elastic
modulus and plasticity in coatings. Wear protection of super hard coatings can be
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increased by incorporation of multilayer designs as shown in Fig. 6c, such as using
tri-layers involving adhesion layer (Ti/Cr), intermediate layer (Ti) and working/load-
bearing layer (Diamond like Carbon, DLC). In another design, multilayer consisting
of hard and soft layers, such as Ti/DLC can also be incorporated [20]. The effect of
coating thickness on the tribological performance, namely friction and wear were
studied by Lara et al. [21].

Superlattice structures consist of periodic stacking of very thin alternating layers
of two different materials usually semiconductors that usually lattice matched. Ultra-
thin thickness of two alternating layers is used as a modulation period in superlattice
structures. These layered structures are used for tailoring bandgap for the making
of novel electronic and photonic devices. Superlattice structures of semiconductors
of different bandgaps result into an offset of the energy band which appears at the
heterojunction. When the thickness of the layer becomes very thin as comparable
with the deBrogliewavelength of the carrier (electron/hole) then quantum size effects
dominate and these structures are known as quantum well structures. The important
feature of these superlattice is that the barriers are very thin and so wavefunctions
of adjacent quantum wells overlap strongly. Thus, electrons in superlattice are delo-
calized which can easily tunnel out. Quantum size effect is observed in GaAs based
superlattice structures when layer thickness become close to 10 nm [22]. The super-
lattice structure consisting of AlGaAs and GaAs layers alternately (four layers each)
on GaAs substrate is shown in Fig. 7a and the corresponding formation of quantum
wells is presented in Fig. 7b. Layers of this level of thickness are commonly grown
using epitaxial methods such as molecular beam epitaxy (MBE) and metal organic
chemical vapour deposition (MOCVD).

The estimated value of band-offset helps in understanding of properties of the
superlattice structures and in designing electronic and photonic devices based on
these structures. N. Dwivedi et al. have developed structurally driven enhancement

(a)                                                              (b) 

Fig. 7 Schematic of a superlattice structures and b corresponding formation of quantum wells,
where d and b represent the thickness of the quantum well and barrier regions respectively
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of resonant tunneling and nanomechanical properties in diamond-like carbon super-
lattices [23]. In conclusion, precise and controlled inclusion of thicknesses of layer
is a crucial parameter for the design of superlattice and multilayer structures.

5 Conclusions

Revisit in the definition of thin film presented to emphasize the significance of its
thickness. Reason for not defining thin film in terms of its thickness is primarily
because of different properties scale differently with thickness. Thin-film proper-
ties vary from properties of corresponding bulk material because of its small thick-
ness, large surface to volume ratio and unique physical structure which depends on
the growth process. The phenomena like optical interference, electronic tunnelling
through an insulating layer, high resistivity and low-temperature coefficient of resis-
tance in metals, increase in the critical magnetic field of superconductors, etc., arises
in the thin film below a certain thickness. Role of thin-film thickness in the design of
superlattice and multilayer structures, optical coatings, tribological coatings is well
appreciated. Study of thickness depended properties of newer thin-filmmaterials can
make one understand wonderful science.
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Ultra-Thin Films on Complex Metallic
Alloy Surfaces: A Perspective

Vincent Fournée, Julian Ledieu, Émilie Gaudry, Hem-Raj Sharma,
and Ronan McGrath

Abstract Complex metallic alloys (CMAs) may be defined as those intermetallic
compounds having large (>~nm) unit cell dimensions. This includes quasi crystals
as a special case, the unit cell being infinite. The discovery of quasi crystals moti-
vated the study of CMAs, and the surface science community became active in the
field once stable samples of sufficient size were produced. While the initial surface
science activity centred on clean surface preparation, increasingly the formation of
thin films, both metallic and molecular grew in importance. In this chapter, we give
a brief introduction to this topic and then focus on several current areas of interest.
These include the growth and characterization of ultra-thin metallic films of diverse
architectures, the formation through deposition of novel molecular overlayers and
thin films, complex intermetallics such as surface alloys and the potential use of
intermetallic surfaces for catalytic reactions.

Keywords Quasi crystal · Complex metallic alloy

1 Introduction

Quasi crystals are physical systems that possess long-range order but without trans-
lational symmetry. The synthesis of the first quasi crystal, the metastable Al6Mn
alloy by Dan Shechtman in 1982 [1], and the subsequent controversy surrounding
this discovery are well documented (e.g. [2]). In the subsequent decades, many more
solid quasi crystals were discovered, and a large and diverse research community
came together in an effort to understand their structure, physical properties and
potential for applications [3]. Indeed, quasi crystallinity was later found in a large
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variety of physical systems, including dendritic liquid crystals [4], ABC-star poly-
mers [5], binary nanoparticle superlattices [6], colloids [7], mesoporous silica [8]
and oxide thin films [9]. New and surprising phenomena in quasi crystal systems
continue to be reported; for example in 2018, the Al-Zn-Mg quasi crystal was found
to be superconducting [10].

Once stable quasi crystals were discovered and produced in large enough samples
[11, 12], they became suitable for surface science studies. Among the first such
studies were those of the tenfold surface of the decagonal phase [13, 14] using scan-
ning tunnelling microscopy (STM) and low energy electron diffraction (LEED). The
fivefold surfaces of icosahedral quasi crystals and the tenfold surfaces of decagonal
quasi crystals, in particular, have received the most attention [15].

This focus on quasi crystals in turn sparked an increasing focus on their approx-
imants [16]. Approximants are periodic crystals close in stoichiometry to quasi
crystals. They tend to have large unit cells and local structure within the unit cell
similar to their quasi crystalline counterparts. They are attractive to study because of
their periodicity—many structural (diffraction) and theoretical (density functional
theory) techniques are based on a periodic formalism. Studying approximants can
yield important knowledge that can be applied to the understanding of quasi crystals
themselves [17]. Again, the surfaces of approximants have received considerable
interest [18, 19].

In time, the phrase complex metallic alloys (CMAs) began to be used to describe
quasi crystals, their approximants and other alloy structures [20] with large numbers
of atoms in the unit cells. Dubois has identified the presence of a pseudogap in the
electronic structure at the Fermi edge as a necessary but not sufficient differentiator
between CMAs and other alloy systems [21].

Once excellent surfaces could be prepared, there followed a considerable interest
in the nature of epitaxial processes on CMA surfaces, and in the structure and prop-
erties of the overlayers and thin films which result [22–24]. This interest was moti-
vated partly by the importance of thin films in technological processes, but was
also curiosity-driven: would thin films and molecular overlayers adopt the structure
of the substrate, or order according to the structure of the bulk? This question has
been answered in part—many elements and molecules do adopt the structure of the
substrate, at least in the first layer; indeed for some elements, the quasi crystalline
architecture persists beyond a single layer [25].

This chapter is not intended to be a comprehensive review of the literature; rather
we describe a number of topics of current interest to the CMA thin-film community.
We discuss the growth ofmultilayer quasi crystalline thin films,molecular adsorption
and architectures on CMA surfaces, CMAs as surface alloys and the application of
CMA surfaces in catalysis. We conclude with a perspective and future look.
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2 Growth of Multilayer Quasi crystalline Thin Films
on Ag-In-Yb Surfaces

In this section, we report studies of growth of quasi crystalline thin films of single
elements on surfaces of the icosahedral (i)-Ag-In-Yb quasi crystal. All three high
symmetry surfaces (two-, three- and fivefold) of this system have been studied [26–
28] and used as a template to grow thin films of various elements such as Pb, Bi, In
and Sb. Here, we will limit our discussion on the growth of Pb and Bi on the fivefold
surface [25, 29].

The i-Ag-In-Yb quasi crystal is isostructural to the binary i-Cd-Yb phase, where
Cd is replaced by Ag and In. The atomic structure of this system can be explained
by the rhombic triacontahedral (RTH) cluster. The RTH cluster is formed by five
successive atomic shells: a tetrahedron (innermost, 4 Cd atoms), a dodecahedron (12
Cd atoms), an icosahedron (30 Yb atoms), an icosidodecahedron (32 Cd atoms) and
a rhombic triacontahedron (92 Cd atoms) [30]. A RTH cluster bisected perpendicular
to the fivefold axis is shown in Fig. 1a (first shell not shown). For clarity, we have
shown different atomic shells in different colours.

Although the three-dimensional shells are believed to be the building blocks of
i-Cd-Yb, the structure can still be explained using a notion of the atomic plane.
Figure 1b shows the atomic density distribution along the fivefold axis, for the ideal
(unrelaxed) Cd-Yb model [30]. For simplicity, we define a region with a non-zero
density as a plane. The density of the densest atomic planes is comparable to that of
the closed-packed Yb surface [26]. Some of the atomic planes are marked in Fig. 1b.
These planes are important for the discussion of the structure of the thin films. The
atomic planes are formed by atoms of specific shells of the RTH cluster. For example,
plane 1 is formed by atoms of the third and fourth shells, while plane 2 is formed by
atoms of the fifth shell.

When the surface of i-Ag-In-Yb is prepared using the common sputter-annealing
methods, it produces a step-terrace structure, as revealed by scanning tunnelling
microscopy (STM) [26]. The terraces are formed at bulk planes intersecting the
centres of the RTH clusters (for example, plane 1 in Fig. 1b). These surface termi-
nating planes have a moderate atomic density. The structure of a surface terminating
plane, superimposed with the structure of other planes, is shown in Fig. 1c, d. The
structure can be mapped by a Penrose P1 tiling of edge length 2.50 nm with vertices
located at the centres of the RTH clusters.

The atomic sites above the surface plane are vacant. Interestingly, these sites will
be occupied by the adatoms (Pb or Bi) when deposited on the surface, mimicking
the structure of the RTH cluster (Fig. 1e). The structure of the film thus can be
characterized by layers of atoms, and the structure of each layer can be deduced
from the bulk structure.

Figure 2a, b shows STM images taken from the first and second layers of Bi,
respectively [29]. It was found that the first layer is formed by fifth shell atoms
(which form planes 5 and 6). The most common features observed in the first layer
by STM are pentagonal stars, pentagons and crescent shapes (marked in Fig. 2a).
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Fig. 1 a An RTH cluster, the building block of the i-Cd-Yb quasi crystal, bisected perpendicular to
thefivefold axis [30].Atomsof different shells are coloureddifferently.bAtomicdensity distribution
along the fivefold axis deduced from the idea model structure of i-Cd-Yb. The density is estimated
in slabs of 0.01 nm thickness. Plane 1 represents the surface. Other planes indicated by numbers
are occupied by Pb or Bi adatoms. The number in parentheses indicates the nth shell of the RTH
cluster. c Structure of surface (plane 1) superimposed with planes 5 and 6, which explains the first
layer of Bi. d Structure of surface (plane 1) superimposed with plane 8, which produces the second
layer of Bi. A Penrose P1 tiling of 2.5 nm edge length is superimposed in (c) and (d). e Surface
truncated RTH clusters with Bi atoms atop. Black spheres represent Bi atoms. Only relevant shells
are shown for clarity. Reprinted from [29] © 2018 Elsevier
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Fig. 2 a, b STM images of the first-layer (20 nm × 20 nm) and second-layer (20 nm × 20 nm)
Bi formed on the fivefold surface of i-Ag-In-Yb. Common features are highlighted in (a). c Auto-
correlation and d fast Fourier transform of the STM image (b). A Penrose P1 tiling of 2.5 nm edge
length is superimposed in (b). Reprinted from [29] © 2018 Elsevier

These features match very well with those in planes 5 and 6 (Fig. 1c), in terms of
height, size, orientation and location with respect to the surface plane. Similarly, the
second layer Bi atoms are located at the vertices of a Penrose P1 tiling of 2.5 nm.
This structure can be explained by Yb atoms of the third shell (plane 8). The auto-
correlation pattern and the fast Fourier transform (FFT) of the STM image display
tenfold symmetrywithmaxima located at τ -scaling distances (Fig. 2c, d), confirming
long-range quasi crystalline order of the film. The adsorption sites for Bi atoms iden-
tified by STM are similar to those established by density functional theory (DFT)
calculations [31].

Lead atoms deposited on the surface also occupy the cluster sites, displaying
layers of different heights. STM images of first, second and third layers of Pb are
shown in Fig. 3a, b and c, respectively [25]. These layers are formed at planes 2
(fourth shell), 7/8 (third shell) and 3 (third shell), respectively. DFT calculations

Fig. 3 a–c STM images of the first- (30–30 nm), second- (20 nm × 20 nm) and third-(23 nm ×
15 nm)layer Pb formed on the fivefold surface of i-Ag-In-Yb [25]. A Penrose P1 tiling of 2.5 nm
edge length is superimposed in (a).
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have identified other layers, denoted by Pb-under and Pb-inter in Fig. 1b [25]. The
Pb-under layer, which is underneath the first layer, is formed after the first layer
is completed and thus this layer is not observed by STM. The existence of these
under- and intermediate-layers is vital for the stability of the other layers, and thus
the film as a whole. The formation of the layered structure is also confirmed by x-ray
photoemission spectroscopy (XPS) [25].

The atomic density of a single layer is very low such that the distance between Pb
atoms in the layer is larger than the nearest neighbour distance of Pb in its natural
face-centred cubic structure. However, the Pb–Pb distance in neighbouring layers
is short enough (comparable to the fcc Pb–Pb distance) to have a strong interaction
between the adatoms, stabilizing such 3D films [25]. The same observation is true
for Bi films [29].

The nature of thin-film growth on i-Ag-In-Yb is unique. A certain number of
elements (Pb, Bi, Sb and Sn) grown on Al-based quasi crystals are also found to
develop quasi crystalline structure. However, quasi crystalline order is limited up to
one atomic layer [32–35], in contrast to three-dimensional quasi crystalline growth
on i-Ag-In-Yb. After completion of the monolayer, the adsorbate develops its natural
periodic structure [36–38]. Some other systems, for example Cu or Co on the i-Al-
Pd-Mn surface, yield atomic rows spaced in a Fibonacci sequence at coverage above
a few atomic layers [39–41]. Below this critical coverage, no order is observed. The
structure within the atomic rows is periodic.

3 Intermetallic Surfaces as Templates for Complex
Molecular Architectures

The formation of molecular thin films on metal surfaces typically occurs out of
thermodynamic equilibrium. It involves molecular adsorption from the gas phase to
the surface, random diffusion of the molecules between local minima of the potential
energy surface (which is a thermally activated process to overcome surface diffusion
barriers) and island nucleation or attachment to a pre-existing island. If the deposition
flux is high and the substrate temperature is low, the diffusivity of the molecules is
low and they will be easily trapped into metastable adsorption sites or captured by
pre-existing nuclei. In this case, the corrugation of the potential energy surface cannot
efficiently drive the molecular self-assembly. On the other side, if the deposition flux
is low and the substrate temperature is high, then the diffusivity of the molecules
is high and the molecules can more easily explore the potential energy surface and
reach the deepest adsorption sites before nucleating into islands. These deposition
conditions are therefore more favourable to take benefit from the templating effect of
the substrate and drive molecular self-assembly into a long-range ordered structure.

The first attempts to grow molecular films on quasi crystalline surfaces were
performed by room temperature deposition of fullerene C60 on the fivefold surface
of the icosahedral Al-Pd-Mn quasi crystal [42] or the tenfold surface of the decagonal
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Al-Ni-Co quasi crystal [43]. STM images of these surfaces dosed with a fraction of
a monolayer showed individual immobile molecules rather than the formation of
islands, suggesting that the molecules are trapped in adsorption sites and cannot
diffuse further at this temperature. Nevertheless, common distances separating indi-
vidual molecules were found to exhibit τ -scaling relationships characteristic of the
bare quasi crystalline substrate, suggesting that local ordering takes place at low
coverage. However, upon further deposition, a disordered film is obtained producing
no diffraction pattern. Post-annealing treatment of the as-deposited films did not
produce any structural change, and the molecules were found to desorb above 600 K.

Two recent studies reported the growth of ordered quasi periodic C60 films
templated on quasi crystalline substrates obtained after high-temperature deposi-
tion [44, 45]. Smerdon et al. [44] reported the growth of a C60 film deposited on
the fivefold surface of the Al-Cu-Fe icosahedral quasi crystal held at a tempera-
ture comprised between 770 and 970 K. In this temperature regime, a complete
monolayer cannot be obtained due to a reduced sticking coefficient and/or possible
molecular desorption taking place. STM investigations of the film revealed individual
molecules trapped in a set of deeper adsorption sites and forming a discontinuous film
(see Fig. 4a). The fast Fourier transform and autocorrelation function of the position
map of individual C60 exhibited a tenfold rotational symmetry and τ -scaling relation-
ships characteristic of quasi-periodic systems (see Fig. 4b). Some of the molecules
appeared brighter than others, corresponding to a height difference of 1.4 Å with
respect to dimer molecules. It was concluded that this height difference is due to
molecules adsorbed at two different types of adsorption sites. The complete analysis
of the STM images led to a scenario in which bright C60 molecules partially occupy
a pentagonal lattice with edge length equal to 1.2 nm connecting Fe surface atoms
embedded in an otherwise almost pure Al top layer [46]. The dim molecules were

Fig. 4 a STM image (11 × 13 nm2) showing individual C60 molecules deposited on the fivefold
surface of the i-Al-Cu-Fe. They are located at the node of a quasi-periodic tiling. b autocorrela-
tion pattern of the position map of the molecules extracted from an STM image, showing tenfold
symmetry of the layer. Adapted with permission from J. A. Smerdon, K. M. Young, M. Lowe, S. S.
Hars, T. P. Yadav, D. Hesp, V. R. Dhanak, A. P. Tsai, H. R. Sharma, and R. McGrath, Nano Letters
14, 1184 (2014). Copyright (2014) American Chemical Society
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ascribed to C60 adsorbed on top of subsurface Fe atoms located at about 2.1 Å below
the top plane, implying some surface reconstruction.

Another study reported the growth of dense, long-range quasi periodically ordered
C60 layers grown on various quasi crystalline surfaces held between 623 and 673 K
[45]. This temperature range is still above the multilayer desorption temperature
but low enough to allow saturation of the first layer. It is high enough to facilitate
molecular diffusion and sampling of the potential energy surface and still low to avoid
fragmentation or polymerization of the C60 as verified by core-level photoemission
spectroscopy. Molecular films were grown on the fivefold surfaces of Al-Pd-Mn and
Al-Cu-Fe icosahedral quasi crystals as well as on the tenfold surfaces of the Al-Cu-
Co and Al-Ni-Co decagonal quasi crystals. The long-range quasi-periodic order was
demonstrated by the LEED patterns exhibiting sharp diffraction spots and either five-
or tenfold rotational symmetry. Fast Fourier transform and autocorrelation of STM
images are characterized by rings of ten spots with diameters related by t-scaling
relationships, in agreement with the LEED patterns. The structure of the film can
be interpreted by the adsorption of the molecules at specific sites of the substrate
exhibiting a local fivefold symmetry. Both decagonal phases are described by the
packing of partially overlapping columnar clusters extending along the tenfold axis,
perpendicular to the surface plane (see Fig. 5). The cluster centres truncated by the
surface constitute fivefold symmetric sites located at the nodes of a quasi-periodic
tiling made of pentagonal (P), star (S) and boat (B) tiles, with an edge length equal
to 2 nm [47]. Additional fivefold symmetric sites form inverted pentagons with
edge length equal to 1.2 nm inside the P tiles. The decoration of these specific
sites with C60 perfectly reproduces the experimentally observed film structure. It
leads to a dense molecular film, with a packing density of one C60 per nm2 and the
shortest intermolecular distances of about 1 nm, i.e. similar to the van der Waals
radius. The molecules have different contrasts in the STM images, corresponding
to a height difference of 0.1 to 0.2 nm, but these values are strongly bias dependent
suggesting some electronic origin. It may be due to differences in the local chemistry
surrounding the various adsorption sites and/or to different adsorption configurations
of the molecules.

A similar self-assembly occurs for C60 deposited on the fivefold surfaces of Al-
Cu-Fe and Al-Pd-Mn icosahedral phases, leading to dense molecular films with
long-range quasi-periodic order. In these cases, the molecules appear either bright or
dim at negative bias in STM images, corresponding to a height difference of about
0.1 nm. The most common motifs are 1.2 nm edge length pentagonal tiles made by
five bright C60 centred by either a bright or a dim molecule. These bright and dim
motifs are pointing in the opposite direction on the same terrace and they keep the
same orientation across terraces. The structure of the films can again be explained
by preferential adsorption at specific sites of the substrate characterized by a local
fivefold symmetry. Both icosahedral phases are described as a packing of pseudo-
Bergman and pseudo-Mackay type clusters. The surface terminations of both phases
correspond to dense Al-rich planes of the bulk structure. The most frequent motifs
observed by STM have been termed ‘white flowers’ (WF) and ‘dark stars’ (DS).
They both correspond to truncated clusters or clusters hanging down from the surface
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Fig. 5 a Structure model of the d-Al-Cu-Co decagonal phase perpendicular to the tenfold axis.
Al atoms appear as light blue circles and transition metal atoms (Cu/Co) as dark blue circles. The
cluster centres are highlighted as yellow circles. The yellow ring delimits the 2 nm wide cluster
units. The tiling connecting the cluster centres appears as dark lines. It consists of pentagonal (P),
star (S) and boat (B) tiles with 2 nm edge length. The green circles inside the P tile at the bottom
of the figure indicate additional fivefold symmetric sites. They define a smaller pentagon with edge
length 1.2 nm (dotted dark line). The decoration of the P tile by C60 molecules (in grey) is illustrated.
b A portion of the quasi-periodic tiling with 2 nm edge length superimposed on an STM image of
the C60 film. c LEED pattern of the C60 film formed on that surface, recorded at a primary beam
energy of 48 eV. Adapted from [45]

plane, but the DS motifs have a central vacancy. Both motifs exhibit local fivefold
symmetry. The WF are located at the nodes of a tiling made of pentagons, stars
and rhombi with an edge length equal to 1.26 nm [48–50]. Some of the pentagonal
tiles have a DS motif in their interior, all pointing in the same direction. It was thus
concluded that the molecular self-assembly occurs through preferential adsorption
of the C60 at these specific sites, the dim molecules corresponding to C60 adsorbed
at DS sites, i.e. on top of a vacancy. This growth scenario perfectly matches with
all experimental observations. It was further verified by performing submonolayer
deposition experiments, allowing to image both the substrate structure and the C60

positions in order to determine the adsorption sites.
For both icosahedral and decagonal substrates, the driving force promoting the

molecular self-assembly is the preferential adsorption at specific sites exhibiting local
fivefold symmetry. Considering that symmetry matching between the molecules
and the substrate is an important factor in determining the adsorption configura-
tion, and these results suggest that the molecules adsorb with a C pentagonal face
down at these fivefold symmetric sites. Ab initio DFT calculations have then been
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performed in the case of C60/Al-Pd-Mn in order to determine adsorption energies of
C60 molecules at different adsorption sites and for various adsorption configurations.
These calculationswere performed using a structuremodel of a periodic approximant
which contains both theWF and DS local configurations. The most stable adsorption
configurations were found to correspond to C60 contacting the surface with a pentag-
onal face aligned with the five Al atoms forming the DS motif or aligned with Al
pentagon centred by aMn atom for theWFmotif. The DFT calculations indicate that
the bonding is quite different at DS and WF sites. At DS sites, the bonding is rather
directional between the 5 C-Al pairs. The C atoms involved are not those forming
the bottom pentagonal face but are C atoms involved in adjacent hexagonal faces. At
WF sites, the bonding charge is localized at the interface between the pentagonal C
face and theMn atom at the centre of theWFmotif. The calculated densities of states
show a broadening of the molecular orbitals as well as an energy shift consistent with
a charge transfer from the substrate to the molecules. New electronic states appear at
the Fermi level as a result of sp and spd hybridization between C and substrate atoms,
the film becoming metallic. It is to be noted that C60 adsorption with a C pentagonal
face contacting the surface is rather unusual compared to noble metal surfaces but
may be quite general for quasi crystalline substrates or possibly their approximants
due to the existence of local fivefold symmetric configuration.

Additional growth experiments have been reported using different types ofmolec-
ular building blocks. One is the growth of corannulene C20H10 on the fivefold surface
of the Ag-In-Yb quasi crystal at room temperature [51]. Corannulene molecules are
bowl-shaped, consisting of a fragment of a C60 and they have C5v symmetry. This
system also self-assembles into a quasi-periodic pattern which appears to be driven
again by symmetry matching, in the sense that the specific adsorption sites identified
are characterized by their local fivefold symmetry.

A totally different picture was found for pentacene molecules deposited on
the same surface [44]. Pentacene are polycyclic aromatic hydrocarbon molecules
consisting of five linearly fused benzene rings; it is an organic semiconductor. The
room temperature diffusivity of the pentacene was found high enough to lead to a
quasi-periodic distribution of the molecules as demonstrated by the autocorrelation
function of the molecular positions map. Pentacene molecules do not have fivefold
symmetry contrary to C60 and therefore symmetry matching between molecules and
substrate does not play a significant role. From the analysis of the STM data, it
was concluded that pentacene molecules are anchored on pairs of Yb surface atoms,
which are quasi-periodically distributed. Therefore, the chemical affinity between
the molecules and the various species present in the surface planes is the key factor
driving the self-assembly in this particular case.

In conclusion, quasi crystalline surfaces are both structurally and chemically
complex and they have been used successfully as templates for the self-assembly of
molecular building blocks into quasi-periodically ordered thin films. So far, mainly
prototype molecules like C60 have been used, but there is a full range of more
complexmolecules carrying various functional properties awaiting for further growth
experiments. These are considered as interesting model systems to understand the
structure/properties relationship linked to the long-range quasi-periodic order.
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4 Complex Intermetallics as Surface Alloys: An Alternative

Most of the structural works performed on complex intermetallic surfaces have been
achieved using centimetre-sized single crystals of high structural quality and purity.
Such specimens can be obtained by conventional growth techniques. Once polished
and oriented, they are investigated using surface science techniques under ultra-high
vacuumconditions.Depending on the intermetallics targeted, it is not always possible
to obtain large enough samples due to, for instance, growth limitations (temperature,
phase diagram constraints…) or elemental costs. Hence, an alternative approach
consists in the deposition of pure elements on unary, binary or even ternary systems
aiming to form the desire complex phases as surface alloys. The crystallographic
and electronic surface structures of the terminating layers can then be characterized
in situ. Sometimes the growth of surface intermetallic compounds can be fortunate
originating from the alloying between adsorbates and substrate elements. As will be
described below, this has often occurred while studying the growth of atomic thin
films on aperiodic systems [52–56].

Elemental adsorption on a binary intermetallic compound represents also a great
opportunity to follow the initial nucleation and growth of complex metallic alloys,
including the propagation of aperiodic long-range order. In addition to the determina-
tion of the clean surface structure, the formation of complex intermetallic compounds
as surface alloys allows characterization down to the atomic level of the interfaces
between the matrix (here the substrate) and the grown phase. Such fundamental
studies could in fine bring new solutions to issues encountered in the field of coating
technology. Regarding complex metallic alloys, we will refer here to delamination
and reactive diffusion upon post-annealing treatment often identified as technological
bottlenecks [57]. Hence, an atomistic description of the interfacial structure between
both antagonists could lead to the design of specific buffer layers to accommodate
the strain related to lattice mismatch and/or to release internal stress due to thermal
expansion coefficient differences between the two phases.

Although extensive works on single and multilayer surface alloys have been
reported [58], the surface characterization of Al-based (complex) intermetallic
compounds formed upon adsorption is much more limited. We will start with studies
where intermetallic compoundshavebeen formedwhile trying to growquasi-periodic
thin films.

Due to its tendency to self-assemble into decagonal- and icosahedral-shaped clus-
ters, the adsorption of Au atoms was carried out on the decagonal Al-Ni-Co surface
[52]. Submonolayer deposition of Au adatoms at room temperature leads to the
formation of an Al-Au surface alloy without any orientational order as evidenced by
x-ray photoelectron diffraction (XPD) and reflection high-energy electron diffraction
(RHEED) experiments. Upon annealing the dosed sample to 350–400 K, the surface
structure changes can be interpreted as an epitaxial layer consisting of twinnedAuAl2
crystals with (110)-oriented surface (see Fig. 6a) [52]. The twin azimuthal orienta-
tions replicate the tenfold symmetry of the underlying template. For 10 ML thick
Au layers, the thin film is described as a polycrystalline Au layer using RHEED



24 V. Fournée et al.

Fig. 6 a Stereographic projection (top) and single scattering cluster simulations (bottom) XPD
images for Au 4f from theAu-dosed and annealed decagonal Al-Ni-Co surface and from an epitaxial
AuAl2 layer, respectively. b Atomically resolved HAADF-STEM image of the precipitate/matrix
interface with the superimposed structural units of Al9Ir2 and Al substrate viewed in the [13̄0]Al9 Ir2
and [001]Alprojections, respectively. a Reprinted with permission from [52] M. Shimoda, T. Sato,
A. Tsai, J.Q. Guo, Phys. Rev. B, 62, 11,288 (2000), https://doi.org/10.1103/PhysRevB.62.11288,
copyright (2000) by the American Physical Society, and b reprinted with permission from [66] J.
Kadok, K. Pussi, S. Šturm, B. Ambrožič, É. Gaudry, M.C. de Weerd, V. Fournée, J. Ledieu, Phys-
ical Review Materials 2(4), 043, 405 (2018), https://doi.org/10.1103/PhysRevMaterials.2.043405,
copyright (2018) by the American Physical Society

measurements. The structure is unchanged upon annealing the Au thick film until
adatom re-evaporation occurs [54]. The same scenarios apply to Au adsorption on
the fivefold Al-Pd-Mn surface [53] and for Pt adsorption on the decagonal Al-Ni-Co
surface with the formation of a Pt polycrystalline film regardless of the film thick-
ness [59]. However, the Au and Pt growth modes are altered if the quasi crystalline
substrate is pre-covered by an In layer [53, 54, 59]. Indeed, the Au polycrystalline
thick film deposited at room temperature on the In pre-covered surface transforms
upon annealing to 350–400K to the AuAl2 structure as demonstrated by RHEED and
X-ray photoelectron spectroscopy (XPS) analysis. As already observed for submono-
layer deposition [52], XPD images reveal a tenfold symmetry pattern consistent with
an epitaxial layer model of multiply twinned AuAl2 (110)-oriented crystals [54].
Based on XPS analysis, there is clear evidence for In diffusion across the thick Au
overlayer at 300 K. With annealing, the initial In 3d core-level intensity is restored.
Indium is then considered here as a surfactant promoting Frank–van der Merwe over
Stranski–Krastanov type growth. Similar mechanisms are observed while dosing Pt

https://doi.org/10.1103/PhysRevB.62.11288
https://doi.org/10.1103/PhysRevMaterials.2.043405
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and Au adatoms on In pre-covered Al-Ni-Co and Al-Pd-Mn surfaces, respectively.
In the former case, the structure of the annealed Pt thick film (490 K) results in an
epitaxial layer of multiply twinned PtAl2 crystals [59].

Still aiming at forming pseudomorphic overlayers, another intermetallic phase
has been grown on similar quasi crystalline substrates. Located in the same column
of the Periodic Table as Au, the adsorption of Cu atoms on complex metallic alloy
surfaces has led to the formation of a unique intermetallic compound, namely the
complex Hume-Rothery Al4Cu9 phase. The lattice parameter of this simple cubic
γ-brass phase is equal to 8.71 Å (space group P4̄3 m). At room temperature, the
adsorption of Cu adatoms on the fivefold and twofold Al-Pd-Mn quasi crystalline
surfaces yields quasi-periodic structures [39, 60]. Once annealed to 570 K, the thick
Cu film (25 ML) crystallizes into five periodic domains rotated from each other by
72°, i.e. following the directional order of the fivefold substrate [55]. XPS, XPD
and LEED analysis reveal that the domains correspond to the (110) surface-oriented
Al4Cu9 structure [56]. This is also the conclusion drawn when Cu adsorption is
carried out on the fivefold Al-Cu-Fe surface. Contrary to the Cu/Al-Pd-Mn system,
the formation of β-Al(Cu, Fe)(110) domains is initially observed at room temperature
from 1 to 8ML [61].Within this coverage regime, the β-phase is also the stable phase
up to 573 K. Then, the growth of five Al4Cu9(110) domains appears for 20 ML thick
Cu film annealed to 558 K, i.e. there is a minimal Cu thickness required for the
growth of the Al4Cu9 phase as a surface alloy.

Interestingly, this γ-brass phase is also the one that appears upon the adsorption
of Al atoms on a simple Cu(111) surface. In this case, the formation of Al4Cu9(110)
domains occurs only if the nominal Al thickness is above 12ML. The STMmeasure-
ments combined with ab initio calculations demonstrate that the γ-Al4Cu9 surface
is bulk-terminated at puckered planes [62]. This conclusion is in agreement with
the surface plane selection identified across the Al4Cu9(110) surface using a single
crystal [63].

As explained at the beginning of this section, elemental adsorption on a binary
complex metallic alloy could represent an alternative route to grow ternary quasi-
periodic surface phases and to possibly monitor in situ the propagation of long-range
order. To this end, Cu adatoms have been deposited on theAl13Co4(100) surface [64].
The latter crystalwhich is considered as an approximant to the decagonal quasi crystal
was an apparently ideal candidate for aperiodic surface alloy formation. Instead, the
results indicate the formation of a β-Al(Cu, Co) phase above 3 ML Cu deposition
at 300 K. For higher temperature (473 K), the β-Al(Cu, Co) is also formed but
it is replaced by a γ-Al4Cu9 phase above 7.5 ML Cu deposition [64]. One of the
striking features lies here in the domain orientations of both β- and γ-phases. The
orientation of the γ-Al4Cu9 domains reported in previous studies tends to match with
the atomically densest directions of the surface plane. Hence, five domains and two
sets of threefold rotational domains are formed on fivefold surfaces and on Cu(111),
respectively. For the Cu/Al13Co4(100) case, the two (110) domains identified across
the surface are rotated from each other by 72°. Moreover, the growth proceeds 4± 1°
off the [011] and [011̄] directions of the orthorhombic substrate. At this stage, these
peculiar growth directions could only be related to the orientation of the bipentagonal
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motifs present on the clean Al13Co4(100) surface. These motifs correspond to the
elementary pentagonal bipyramid clusters, i.e. building blocks of the bulk structure.
These different studies demonstrate the stability of the γ-Al4Cu9 phase as a surface
alloy. It also shows that the phasewill be formed as long as a critical amount of Al and
Cu elements is reached within the surface region. The surface structural complexity
has little influence on the γ-Al4Cu9 phase growth except for the domain orientations.

Aside from model adsorption studies performed under ultra-high vacuum condi-
tions, the formation of complex intermetallic compounds is also encountered in
industrial processes. To improve their oxidation and corrosion resistance, steel and
cast iron can be hot-dip coated with pure Al or Al alloys of varying compositions.
The resulting coating which is dependent on the chemical composition of the bath
consists of an outer layer and an inner intermetallic layer which can be further subdi-
vided into two zones. Using a pure Al bath, the intermetallic layer adjacent to the
cast iron (first zone) contains the Al5Fe2 phase, while in the second zone, the Al3Fe
is identified (Si atoms being present in both phases in different amounts) [65]. The
resulting interfaces between the different antagonists vary quite drastically from an
irregular tongue-like morphology between the cast iron and the Al5Fe2 layer to a
more regular interface between the Al outer layer and the Al3Fe phase. The inter-
facial microstructure and composition will in fine dictate the coating physical and
chemical properties.

Depending on the applications, protective coatings may be designed to sustain
harsh conditions, including for instance high-temperature conditions and/or exces-
sive oxidizing environments. Given its highmelting temperature and due to its oxida-
tion resistance, Al-Ir based coating has been considered as a protective coating in gas
turbine engines [67]. Although several methods are focussing on improving deposi-
tion processes, little is known on the surface structure of Al-Ir alloys and compounds.
This is true for the interfacial structure between Al-Ir and the supporting substrate
also.

To this end, the adsorption of Ir atoms on the Al(100) clean surface has been
recently carried out under ultra-high vacuum conditions. The objectives were to
determine (i) which Al-Ir phases will initially appear; (ii) the associated surface
structure and (iii) the corresponding interface structure between the single crystal
and the surface alloys formed. A reverse strategy by adsorbing Al on Ir(111) surface
had been previously chosen to study the Ir-rich side of the phase diagram [68].
The layer-by-layer growth mode reported at 300 K preceded the formation of Ir4Al
surface aluminide obtained for high-temperature deposition (1100–1500 K). For the
Ir/Al(100) system, a higher intermixing length is already expected at room temper-
ature [69]. This is confirmed by experimental and theoretical results revealing the
diffusion of Ir adatoms within the surface selvedge at room temperature [66]. Ir
adsorption above 623 K leads to the growth of Al-Ir domains exhibiting a unit cell
equal to

√
5 times the Al(100) surface unit cell. After a careful analysis of the Al-Ir

binary system and in agreement with dynamical LEED analysis, the grown phase
has been assigned to the Al9Ir2 compound. The surface of the Al9Ir2(001) oriented
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domain is bulk-terminated at pure Al planes in accordance with ab initio calcula-
tions demonstrating that Ir adatoms located within the topmost surface layer are
energetically unfavored.

Regarding the Al9Ir2 growth orientation with respect to the Al(100) substrate,
it can be described for one domain by the following epitaxial relation: (100)Al
[001]Al‖(001)Al9Ir2 [13̄0]Al9Ir2 .

As shown using STM, LEED and transmission electron microscopy (TEM) tech-
niques, these specific domain orientations originate from the alignment of local Al
motifs present in the Al9Ir2(001) planes with the Al(100) surface unit cell. Atomic
resolution high-angle annular dark-field scanning TEM (HAADF-STEM) images
reveal a coherent growth and a sharp interface between Al9Ir2 precipitates and the
Al matrix (see Fig. 6b) [66]. The absence of dislocations within the measurements
is related to the low strain due to lattice mismatches close to 0.4% between the two
antagonists.

From the work presented in this section, it is clear that the surface characterization
of complex intermetallic grown as surface alloys is still in its infancy. It is also true for
interfacial structural characterization, which should play a crucial role when inter-
metallic compounds are envisaged as a protective or functionalized coating. Further-
more, the introduction of intermetallic phases as buffer layers between substrates
and coatings may represent an interesting alternative to circumvent adhesion or
delamination issues [61].

5 Complex Intermetallic Surfaces and Recent
Developments in Catalysis

The interest in (complex) intermetallics as catalysts has increased significantly in
the past few years, as documented in recent numerous reviews [70–73]. Indeed, their
surfaces present severalmain advantages compared to simplemetals and alloys. They
are stable, with possible surface segregation being generally suppressed, due to the
strong bonding network occurring in the bulk materials. Site isolation, i.e. the spatial
separation of catalytically active sites at the surface, which is known to be an impor-
tant factor for reaction selectivity, is commonly achieved on complex intermetallic
surfaces. Synergistic effects are also expected when combining different chemical
elements in ordered alloys, like the ones highlighted using PdZn and PdCd as selec-
tive catalysts for methanol steam reforming [74, 75]. While pure Cu is traditionally
used for this reaction, PdZn and PdCd lead to similar high selectivity towards the
formation of CO2. It is attributed to the similar valence electronic densities of states
of Cu and the 1:1 compounds. PdZn and PdCd can then be considered as replacing
Cu for this reaction.

Due to the large number of intermetallic compounds known so far—more than
6000 binaries have been synthesized and characterized up to now, one expects to
find new competitive intermetallic catalysts by a careful selection of their atomic
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and electronic surface structures. Several families of intermetallics have already
been identified as stable, reactive and selective catalysts. Most of them combine
noble metals—the catalytically active sites—with elements from different areas of
the periodic table, for example sp metals like Al, Ga or Sn. A few noble metal-free
catalysts do exist, promising for the reduction of costs and environmental impacts.

In the following sub-sections, two families of (complex) intermetallic compounds
are discussed, in relation to the hydrogenation of acetylene and butadiene. The case
of quasi crystals or approximants used as catalysts after a leaching process [76–81]
is not developed, since the catalytic material obtained after the chemical treatment
generally consists of metallic nanoparticles dispersed on an oxide, thus leading to
mechanisms for the reactivity distinct from the ones valid for ideal intermetallic
surfaces.

5.1 Pd- and Pt-Based Intermetallic Catalysts

One of the typical intermetallic compound surfaces used as a catalyst is probably
Pt3Sn(111). For the semi-hydrogenation of butadiene, the activities of its p(2 × 2)
or (

√
3 × √

3) surfaces were found to be one order of magnitude lower than that of
Pt(111) but the selectivity into butenes is largely increased by comparison to pure Pt
(98–100%) [82]. Theoretical studies on surface alloys showed that the presence of
Sn at the surface weakens the chemisorption of unsaturated hydrocarbon molecules
[83]. More complex intermetallics—as least when evaluated with the number of
atoms in the cell—were also identified as potential catalysts for selective semi-
hydrogenation reactions (Fig. 7), like Pd3Ga7, Pd2Ga and PdGa [84–87]. Selectivity
is expected to increase with the number of Ga atoms in the vicinity of the active Pd
atoms, and it has been demonstrated on Pd2Ga(010) [88]. Other compounds with
similar compositions, like Ga2+x+ySn4-xPd9 do not present attractive performance
[89], highlighting the challenge to predict the catalytic properties from the knowledge
of the bulk structure.

The surface structure is a decisive factor for catalytic performance [90–93]. In the
cases of GaPd (and Al-Pd), corrugated surfaces with slightly protruding transition
metal atoms forming a triangular arrangement with two neighbouring Al/Ga atoms
are indeed highlighted as catalytically attractive surfaces, allowing the transition from
the di-σ bonded adsorption configuration for acetylene to a π-bonded adsorption
of ethylene. The mechanism follows the one proposed by Horiuti and Polanyi in
1934 [94] and consists of three steps: (i) adsorption of the unsaturated molecule on
the hydrogenated catalyst surface, (ii) hydrogen migration to the β-carbon of the
unsaturated molecule and formation of a σ-bond between the catalyst surface and
α-C and finally (iii) reductive elimination of the hydrogenated molecule. The large
distances between the isolated active sites avoid undesired side-reactions such as
oligomerization.

Hydrogenated surfaces are a clear requirement for this mechanism. On simple
transition metal surfaces, atomic hydrogen is adsorbed on top sites. On GaPd or
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Fig. 7 Comparisonof several intermetallic catalysts to supported 5%Pd/Al2O3 and the unsupported
substitutional alloy Ag80Pd20. The dashed line is a guide to the eye. This figure is reproduced from
ref [72]. (https://doi.org/10.1088/1468-6996/15/3/034803) under the licence Creative Commons
Attribution 3.0 licence

AlPd surfaces, H is generally adsorbed on transition metal top sites, with a few
exceptions. For example, a Ga–H top interaction has been identified on PdGa(100)
[95], highlighting that surface Ga atoms are not only a spacer, but part of the active
site, as already postulated by Krajcı et al. [71, 96].

5.2 Non-noble Intermetallic Catalysts

Highly active catalysts towards hydrogenation reactions are usually based on Pt-
group metals. There are not many solutions available today to replace these noble
metals. Non-preciousmetal catalysts, especially those based on nickel (such asRaney
nickel), have been developed as economical alternatives, but they are less active
and/or selective than Pt-group metals and prone to deactivation [97, 98]. Al-based
complex intermetallic compounds like γ-Al4Cu9 or Al13TM4 (TM = Co, Fe) have
recently been identified as potential catalysts for hydrogenation reactions [86, 99–
101]. For the semi-hydrogenation of acetylene, Al13Fe4 presents a high conversion
and a high ethylene-selectivity of 81–84% (reaction conditions: 0.5% C2H2, 5% H2,
50%C2H4 inHe, 30mlmin−1 total flow, 200 °C). For the hydrogenation of butadiene,
the γ-Al4Cu9(110) surface is active and 100% selective to butenes (2–20 mbar and
temperatures of 110–180 °C).

https://doi.org/10.1088/1468-6996/15/3/034803
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Table 1 Dissociation, activation and desorption energies for the semi-hydrogenation of acetylene

on complex Al-Co intermetallic surfaces. Edis
a and Ei

a are the activation energies for H2 dissociation

and C2Hx hydrogenation, respectively. E
C2H4
d is the ethylene desorption energy. Energies are given

in kJ mol−1

Surface Model H2→2H C2Hx →C2Hx+1 C2H4↑
Edis
a Ex=2

a Ex=3
a Ex=4

a E
C2H4
d

Al5Co2(21̄0) PB [106] 15 60 50 60 87

Al5Co2 (21̄0) PB-4Co [106] – 80 87 64 105

Al13Co4(100) [103] 17 63 61 80 70

Al13Co4(100) [105] 52 78 83 111 89

As already mentioned, the presence of atomic hydrogen on the intermetalic
surfaces is mandatory for the Horiuti and Polanyi mechanism. The dissociative
adsorption of H2 on γ-Al4Cu9(110) is the rate-limiting step. It is likely caused by
the high concentration of Cu in the topmost surface (Cu:Al is 12:6), H2 dissociation
occurring with a non-negligible barrier on pure Cu (47 kJ/mol [102]). Hydrogen
dissociation is much easier when transition metals protrude at the surface, as in the
case of the Al13Co4(100) surface model obtained by bulk truncation (17 kJ/mol)
[103]. However, the combination of surface science studies and theoretical calcula-
tions point towards a dense Al-rich topmost layer for Al13Co4(100) [104], leading to
a rather highH2 dissociation barrier (~52 kJ/mol) [105]. These observations highlight
again the importance of surface structure on catalytic performances (Table 1).

In summary, intermetallic compound surfaces are promising for applications in
catalysis. An enthalpic driving force usually prevents surface segregation, but sp
metals are subject to oxidation and therefore the surface of the intermetallic may
deviate strongly from the bulk in the presence of oxygen. Their surfaces however
provide isolation for the active site, which makes them at least interesting model
systems to further investigate single-atom catalysts [107].

6 Conclusions

We have presented a topical review of several areas of current interest relating to the
structure andproperties of surfaces of quasi crystals andother complexmetallic alloys
and the formation of ultra-thin atomic and molecular films on these surfaces. Interest
in these areas varies from fundamental curiosity about the behaviour of adsorbing
materials on these surfaces to their potential for applications in economically impor-
tant areas such as corrosion resistance and catalysis. We hope to have demonstrated
that the surfaces of complex metallic alloy surfaces, though not receiving perhaps the
same levels of attention as simpler elemental and alloys surfaces, nonetheless merit
an increasing level of scrutiny from the international surface science community.
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Growth Defects in PVD Hard Coatings

Miha Čekada, Peter Panjan, Aljaž Drnovšek, Matjaž Panjan,
and Peter Gselman

Abstract Growthdefects are imperfections in coatingmicrostructure at the size level
in the order of 0.1–1µm.Though they are encountered inmost techniques of thin film
deposition, this paper is generally limited to hard protective coatings deposited by
physical vapor deposition. Most results have been obtained by magnetron sputtering.
The starting point of a growth defect is a seed, which may have a geometrical origin;
it may be an inclusion or a foreign particle. Methods to analyze individual growth
defects are presented, with an emphasis on focused ion beam. Using this technique,
types of defects are discussed based on seed type, their evolution, and consequences,
particularly in terms of corrosion resistance. Experiments involving a single growth
defect are presented too.A different approach is a statistical analysis on growth defect
density, predominately limited to nodular defects. Stylus profilometry is proposed as
the principle technique; however, poor reproducibility should be taken into account
and thus interpretation taken accordingly.

1 Introduction

1.1 Background

In a typical thin film study, the primary interest is in the film properties, such as
mechanical, electrical, optical, etc. In an applied study, this interest is narrowed
down to a short list of relevant properties. These properties should be homogeneous
in both lateral directions, though some variation can be tolerated. For instance, a
minor variation of reflectivity in a general-purpose optical coating is not an issue.
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However, a sharp localized decrease of reflectivity in a laser application can cause
a catastrophic failure due to heating in this particular spot [1, 2]. A similar daily
experience is pitting corrosion on steel protected by a galvanic coating. In this case,
a minute defect in the coating integrity can cause a major structural damage.

Thin films deposited by Physical Vapor Deposition (PVD) are no exception to this
effect. Imperfections on the substrate surface, substrate contamination, impurities in
the film, etc., have a similar influence on the coating quality as in other deposi-
tion techniques. In addition, there is the specific microstructure, typically strongly
columnar, which causes additional inhomogeneity at the microscopic level. In some
types of PVD, particularly cathodic arc evaporation, the emission of microdroplets
is an inherent part of the process and greatly increases the non-uniformity of the film
[3].

The term »defect« is a very broad one with different meanings in different areas of
research. It can be applied to a point defect in the crystal lattice, or can be colloquially
used as a structural deficiency in an engineering environment. In thin films, the term
»growth defect« has become established to include all the localized imperfections
in film microstructure which arise during the film growth. This definition excludes
wear, cracks, delamination, etc., as a consequence of film application. Nevertheless,
an existing growth defect may evolve during application. As by definition, the growth
defects are a feature of thin film growth; the vertical size of growth defects has an
upper limit in the film thickness, though they can be much larger in the lateral
direction. The lower size limit is somehow arbitrary; often only those growth defects
are considered which can have a sizable effect on applications.

The growth defects are a common sight on a PVD coating surface; Fig. 1 shows
such a case. The most common growth defect type is the nodular defect (shown on
the left of Fig. 1), indeed, sometimes the terms »nodular defect« and »growth defect«
are used interchangeably.

Fig. 1 SEM image of a
PVD coating surface; there is
a typical nodular defect on
the left and a depression on
the right
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1.2 History

Whenever a thin film property is evaluated, the operator performs the measurement
on a defect-free area. For instance, a nanohardness measurement requires a flawless
film surface; therefore, the indentation is made far from any defect. The growth
defects are thus well known in the PVD community, but they tend to be avoided. The
number of publications is thus quite limited.

The nodular defects were discovered in 1969 by studying the metallic films
deposited by electron beam evaporation [4]. Three years later, the growth defects
were also observed on films deposited by sputtering [5]. At that time, the formation
mechanism was explained for the first time [6] while SEM was used for obser-
vation of defects [7]. The early works were based on either metallic or dielectric
films, predominantly for optical applications; see a review of papers in [8]. Detailed
growth explanations were given [9], and first computer simulations were run [10].
Consequent modeling was augmented by experimental verification using nanolayer
coatings [11]. Later, works were primarily associated with the problems as a conse-
quence of growth defects, i.e., how to limit the growth defect formation. A thorough
overview of growth phenomena in amorphous carbon coatings, including the growth
defects, is given in [12]. Themain fields of application are optical coatings (problems
with local overheating at growth defects) [1, 2], microelectronics, and corrosion.

Corrosion in particular is an important aspect since localized corrosion (pitting,
stress, opening…) is often more important than a homogeneous corrosion. A growth
defect is thus a suitable starting point for the corrosion process. Several papers have
been dedicated to this topic for the past two decades. Corrosion mechanisms were
proposed taking place at the growth defect [13]; the same group also observed wear
patterns during erosion tests [14]. Early papers already suggested that the corrosion
resistance of hard coatings strongly depends on the behavior at the growth defects
rather than the properties of the homogeneous coating [15]. Studies were conducted
onmultilayer coatings with an emphasis on porosity influence [16] and growth defect
microstructure [17]. For an authoritative overview on corrosion protection of hard
coatings, see [18], where a sizeable part is devoted to the influence of growth defects
on corrosion resistance.

In recent years, there has been a renewed interest in growth defects, partially also
driven by new techniques suitable for growth defect study, such as focused ion beam
or advanced topography evaluation methods [19]. In combination with corrosion
behavior, tribological studies were made as well [20]. Another interesting study is
oriented toward the role of growth defects during cavitation erosion [21].

1.3 Motivation

As explained in the previous subsection, the motivation for growth defect studies has
been driven by applications most affected by growth defect induced phenomena. On
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the other hand, one can also look at the deposition aspect. In this regard, the cathodic
arc evaporation is themainmethodwith a strong issue of growth defects. The cathodic
spot is typically only a few micrometers in diameter where a current of 100 amps
causes local melting of the target material. This is associated with microdroplet
formation, and these droplets (0.1–1 µm size range) fall on the growing film.

There has been a lot of research on how to minimize the droplet formation or
the droplet incorporation into the growing film [22–24]. Standard remedy in the
latter direction is the filtered arc technique, but it is accompanied by a substantial
drop in deposition rate [25]. The droplet formation can be reduced by improved
arc power supply; this is essentially an electrical engineering topic rather than thin
film physics. This approach has considerably lowered the roughness of coatings in
industrial productionwhichmakes themicrodroplet formation a less relevant problem
than what it used to be.

A competitive PVD technology is the magnetron sputtering. A major advan-
tage compared to cathodic arc evaporation is the absence of melting-induced micro-
droplets. The surface of magnetron sputtered coating is not perfect either, but the
overall defect density is far lower compared to cathodic arc evaporation (Fig. 2).
This makes magnetron sputtering a useful tool to study growth defects. The (rela-
tively few) growth defects are the ones inherent to the PVD in general, rather than
in the case of cathodic arc where the majority of growth defects is associated to this
technique alone. In magnetron sputtering, the growth defects have been associated

Fig. 2 Surface topography of the same coating type (TiAlN) but deposited by cathodic arc
evaporation (a) and magnetron sputtering (b); both images at same scale
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with arcing [26]. For an overview of arcing in sputtering, see, e.g., [27]. Yet another
PVD technology where growth defects have been studied is the PLD [28].

In summary, the growth defects are a well-known feature, at least phenomeno-
logically, but the interest in scientific community is relatively limited. This interest
is more concentrated on the applied side rather than the formation mechanism and
associated statistical phenomena (growth defect density). We can only guess how
much interest there is in the industry, but their findings are typically kept secret.

In this chapter, we will try to answer two groups of questions. The first one is
related to single growth defects: to understand the origin of growth defect formation
and to understand the growth mechanisms. The second group of questions is asso-
ciated to the whole surface: how to detect the growth defects and how to evaluate
their density. Most of the work in this paper is based on transition metal nitride hard
coatings deposited on standard tool materials (steels and cemented carbides). This is
a rather limited class of materials; however, it is a strongly applied case. Thus, these
results are far more relevant compared to idealistic cases such as metals on silicon
single crystals.

2 Analytics of Single Growth Defects

In this section, we discuss methodologies to evaluate a particular growth defect.
This can be either top view or in cross-section. First, the rather limited standard
techniques are shortly addressed followed by a more detailed explanation of the
possibilities offered by Focused Ion Beam (FIB).

2.1 Standard Experimental Methods

As shown at low magnification in Fig. 1, SEM can be routinely used for imaging of
growth defects [30]. Figure 3a shows a detail of an intact nodular defect; however, it
does not give much more information than pure top view. As will be shown later, the
topography of the nodular defect top is more or less similar irrespective of the origin,
provided the nodular defect is no larger than a few micrometers. Microchemical
analysis such as EDS can be applied on the defect, but in most cases the results are
inconclusive. In a typical coating thickness of several micrometers, the penetration
depth of the electron beam is too low to get a reliable signal from the defect initiation
point (the so-called seed). Even if the coating thickness is low enough, it remains
unclear whether any additional elemental peaks originate from the seed or from the
substrate.

An interesting combination includes a short glow discharge pretreatment of the
sample using a standard GDOES spectrometer. This treatment exposes the growth
defects due to different etching rates and enhances the image. Consequent SEM
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Fig. 3 SEM top view of two nodular defects: a intact defect, b partly expunged defect with the
seed exposed; TiAlN coating in both cases (figures taken from [29], p. 216, Fig. 3bd)

observation reveals the different sizes of the growth defects and their distribution
[31].

If the nodular defect disintegrates, its internal structure can become visible. As
shown on Fig. 3b, such a case provides lots of additional information. The shaded
area of reduced thickness is visible around the former defect cap; a strongly columnar
growth radiating from the seed is well apparent too, as well as the seed itself. The
latter can be directly probed by point analysis using EDS. Depending on geometry,
size, and orientation that may not be a very precise microchemical analysis; however,
presence of a foreign element can easily be proven. On the other hand, if the seed
chemical composition equals that of the substrate or coating, not much information
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can be extracted from EDS. For instance, a proof of Cr, Fe, and N in the defect within
a CrN-deposited steel is hardly useful at all.

Other methods can be used in addition to SEM, but they are only of limited
applicability. Using an AFM, a precise topography of a single nodular defect can be
acquired, but it is experimentally challenging due to high aspect ratio [30]. Anyway,
it remains an open question what kind of information a precise nodular defect topog-
raphy can give. Optical microscopy is limited by the magnification to a statistical
evaluation of defect density; it can offer some limited information only for exces-
sively large growth defects. Additional disadvantage of optical microscopy is its
inability to differentiate between nodular defects (hills) and pinholes (craters); both
appear as dark spots. The contrast can be enhanced by polishing, and one of the
methods is to use the standard ball-cratering technique, which is routinely applied
for coating thickness measurement. To some extent, depth distribution of growth
defect appearance can be deduced [32].

In contrast to topview, a cross-section is an interestingoption.Themainproblem in
observing growth defects in cross-section is the relatively lowprobability that a defect
will be reached at all. Standard metallographic cross-section preparation (cutting-
grinding-polishing) will yield a straight line which might incidentally cross a growth
defect, but more likely it will not. If the coating is deliberately deposited on a thin
brittle substrate, an attractive option is to prepare the cross-section by breaking rather
than cutting. In addition to speed and simplicity compared to standardmetallographic
cross-section, there is another advantage: the growth defects are the mechanically
weak points of the coating, so the fracture path will more likely propagate next to
the growth defects. An even more challenging process is to catch a growth defect in
TEM sample preparation [3, 33].

Figure 4 shows two examples of cross-sections hitting the growth defects. In
Fig. 4a, the fracture path propagated slightly in front of the growth defect, ensuring
that the complete defect remained embedded in the coating. This enables us to observe
the total side view from the seed up to the cap. The opposite case is presented in
Fig. 4b; in this case, the fracture path was slightly behind the growth defect, which
caused a complete removal. We can only observe the negative image of the removed
defect. Yet, in this particular case, it is clearly seen that the seed was located at the
substrate surface.

2.2 Focused Ion Beam

Focused Ion Beam (FIB) is nowadays an established technique for studying depth
profile of near-surface material, subsurface analytics, and preparation of TEM
lamellae. It turns out to be extremely useful for studying single growth defects
[34, 35].

Figure 5 shows the general concept of operation. First, a suitable growth defect
is selected using standard SEM conditions (Fig. 5a). Then, targeted ion etching is
applied in front of the growth defect (Fig. 5b), which forms an oblique trough. Ion
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Fig. 4 SEM side view of the coating cross-section prepared by breaking the sample: a the defect
has remained embedded in the coating (taken from [30], p. 255, Fig. 2d), b the defect has fallen off
during the breaking; TiAlN/CrN multilayer coating in both cases

etching is in progress as long as necessary to form a suitable cross-section across the
growth defect (Fig. 5c). As a last stage, ion polishing is applied at low currents to
smoothen up the surface. The final result of etching is a full cross-section, containing
the complete growth defect (including the seed) and part of the neighboring undis-
turbed substrate and film (Fig. 5d). The interface between the defect and the undis-
turbed film is also clearly visible. This aspect is particularly important in studying
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Fig. 5 Principle of preparing an FIB cross-section: a pinpointing the growth defect, b ion etching
the initial trough, c continuing the ion etching across the growth defect,dfinal prepared cross-section
used for imaging and analysis

the corrosion-induced damage. One can also clearly see the microstructure of the
complete growth defect. Optionally, a platinum cap is deposited above the growth
defect and immediate neighborhood before etching; the purpose is to limit etching
on the cross-section area only.

On this cross-section, standard SEM analysis can be made: imaging using elec-
trons (or ions), and EDS. The latter is particularly useful as it can be pinpointed
directly on the seed, for instance, which gives a much better result compared to the
hazy areas of interest in Figs. 3b and 4a. Evaluating the seed, chemical composition
thus becomes a routine operation.

In contrast to optimized preparation of a single cross-section, one can prepare
several consecutive slices, thus covering the whole defect in both lateral directions.
Figure 6 shows such a case when a defect was probed in total. Such a slicing is the
background for a 3D reconstruction of the growth defect, further discussed in Sect. 4.

3 Structure of Single Growth Defects

This section is dedicated to growth defect origin, their internal structure, growth, and
shape. First, we take a quick look at the pinholes while the bulk of the section is
devoted to the nodular defects. Corrosion-associated phenomena are discussed at the
end, followed by 3D reconstruction methodology. Several papers have proposed a
classification of growth defect types, primarily based on their overall appearance [32,
36]. While this is particularly useful from the applied point of view, in this section
we prefer to follow the evolution rather than the final outcome.
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Fig. 6 Example of preparing an FIB cross-section: a initial trough in front of the growth defect (cf.
Fig. 5b) (taken from [35], p. 2304, Fig. 2a), b progressive etching has reached the growth defect,
c after consecutive etching a full growth defect cross-section is obtained (cf. Fig. 5c) (taken from
[35], p. 2304, Fig. 2b), d last remains of the growth defect; CrN coating on Al alloy substrate with
a Ni interlayer

3.1 Pinholes

The pinholes are discontinuities in the coating microstructure in the form of thin
channels extending from the coating surface down to the substrate. In the broadest
sense of word, even a border between two columns is a pinhole. In contrast, the
narrow meaning requires a measurable physical opening, a visible void channel as a
prerequisite for a pattern to be called a pinhole. Often a pinhole might not be directly
open, but due to its microstructure, it can act as a shortcut for diffusion.

The usual origin of pinhole formation is geometrical: a narrow but deep crater,
where the shading effect prevents the film growth on the crater walls. Rather than the
crater size, its aspect ratio is the important parameter. A laterally large but shallow
crater will not develop a pinhole. An instructive example is shown on Fig. 7a.
The functional crater in this case is actually intergranular void, possibly formed
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Fig. 7 Two types of pinholes: a closed pinhole, b open pinhole; the respective schemes are shown
in c and d. (Coating type: TiAlN/CrN in closed pinhole, TiAlN in open pinhole.) (c taken from
[31], p. 796, Fig. 2c)

by polishing or selective etching. There is a very thin film on the crater walls, but
too thin to cover the whole wall. During the following coating growth, the two sides
of the partly coated crater nudge together; they even appear to touch and close the
opening. However, a microstructural discontinuity is preserved through the growing
coating, extending up to the coating surface. This is called a closed pinhole and is
schematically shown on Fig. 7c. A closed pinhole is virtually invisible from a top
view, but the diffusion speed is far greater than in the undisturbed coating; thus, it
can act as a starting point for pitting corrosion.

If the width of the initial geometrical crater is comparable to the final coating
thickness, the pinhole will not be able to close up during the coating growth. In this
case, an open pinhole will form (Fig. 7b, d). If the coated object is put in an aqueous
medium where the coating is supposed to act as a protection, there will be a direct
contact with the corroding solution and no protection is offered whatsoever. Pitting
corrosion will start immediately.
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Note that in the two examples in Fig. 7 the initial craters have a similar aspect
ratio. Their main difference is the lateral size which determines whether a closed or
an open pinhole will form.

3.2 Nodular Defects

Nodular defects are themost common type of growth defects. Using sufficientmagni-
fication, they appear as hillocks on the coating surface, having the shape of a spherical
cap. They are typically several micrometers in diameter, but may be much larger in
some cases, up to a few tens of micrometers. Their vertical height is a few hundred
nanometers, and seldom higher than a micrometer or so. Though generally circular
in planar projection, they may be of an elongated, elliptical shape. Irregular shapes
are not uncommon, particularly in very large defects.

Groups of growth defects are quite common, far exceeding the statistical proba-
bility based on overall defect density. Coalescing growth defects are also a relatively
common feature.

The starting point of the growth defect formation is the seed (Fig. 8). There are
several possible seed types:

(1) geometric irregularity on the substrate surface
(2) inclusion in the substrate (carbide, sulfide)
(3) foreign particle (several possible origins).

Fig. 8 Basic structure of a growth defect: a SEM image (TiAlN coating) (taken from [37], p. 353,
Fig. 4a), b scheme
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In the latter case, the seed may be present on the substrate surface before depo-
sition, or it may appear later, during the coating growth. Typical seed size is in the
range of 100 nm, but may be larger. It is important to stress that the overall shape of
the growth defect is generally similar regardless of seed type. In the following text,
different seed types will be discussed in more detail. The consecutive defect-growing
pattern will be discussed afterwards.

3.2.1 Geometric Irregularity

The substrate surface is never completely flat. Careful surface preparation includes
grinding with progressively finer gradation, followed by polishing. Obeying the rules
of preparation, we will generally be able to finish up with a smooth surface without
noticeable irregularities. However, the final surface quality can easily be compro-
mised by deviations from the good practice: using worn grinding plates, too short or
too long treatment at a particular stage, applying too strong load, etc. As a conse-
quence, burs can appear, wear traces, carbides (partly) torn out, etc. Negligent sample
manipulation during handling, cleaning, andmounting can also leave traces in geom-
etry. No doubt, the density of possible geometric seeds for growth defect formation
can be greatly reduced by proper handling, but cannot be entirely omitted.

A typical example of a geometric irregularity is shown in Fig. 8. The cemented
carbide surface (WC-Co) has a well apparent irregularity, possibly a scratch. Though
the particle on top of the right ridge might be of a foreign origin, the two ridges
are definitely part of the substrate. As such, they acted as seeds for growth defect
initiation.

In most cases, the geometric irregularity has no difference in chemical compo-
sition, compared to the remaining substrate. The seed has a purely geometrical
origin.

3.2.2 Inclusion

Modern functional materials are rarely homogenous. For instance, steel contains the
ferrous matrix and several types of inclusions, such as carbides, sulfides, and oxides.
Themicrostructure of the growing coating can depend on the substrate chemistry and
crystal structure. So even if the inclusions at the surface are completely geometrically
level with the matrix, there may be a different growth mode at the site of an inclusion
compared to the coating grown on the matrix.

However, the inclusions can stand out of the surface (or vice versa) due to substrate
preparation. Because the carbide and oxide inclusions are harder than thematrix, they
tend to have a lower removal rate during polishing. The sulfide inclusions on the other
hand (e.g., MnS) are softer, so their removal rate is higher. The substrate surface thus
typically has slightly elevated/depressed plateaus which act like geometrical irregu-
larities, similar to the ones discussed in the beginning of this section. A comparable
effect arises during ion etching. In this case, it is not directly obvious whether a



48 M. Čekada et al.

particular inclusion type will stand out of the matrix or vice versa; this depends on
the sputtering rate at the particular ion etching conditions [30, 38]. The total geomet-
rical extension from the matrix level (either positive or negative) thus depends both
on the differences in polishing rate and ion etching rate. Typical values are up to a
few hundred nanometers.

Three different cases are possible. If the net etching rate of the inclusion is higher
than that of the matrix, the inclusion appears like a shallow crater within the substrate
level (Fig. 9a). The contact between the crater floor (inclusion) and the neighboring
plateau (matrix) is in a shade which is similar to a narrow crater—starting point for a
pinhole formation (cf. Fig. 7a). In the case presented in Fig. 9a, there is an additional
effect of poor contact to the inclusion surface, causing strong columnar growth with
extensive pinholes. The final outcome is a combination of nodular defects and amesh
of pinholes.

If the net etching rate of the inclusion does not differ to one of the matrix, there
is no geometric effect at all (Fig. 9b). The only difference to the coating growth is
related to the inclusion chemistry and crystal structure, if at all. A net lower etching
rate of the inclusion is, geometrically speaking, analogous to a flat foreign particle
(Fig. 9c). It acts like a common seed discussed before, yielding a standard nodular
defect.

Fig. 9 Three cases of inclusions regarding the etching rate: a higher than the matrix (taken from
[39], p. 324, Fig. 2, right), b same as the matrix, c lower than the matrix; (d–f) respective schemes;
TiAlN/CrN multilayer coating
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3.2.3 Foreign Particle

Similar to the concept of a completely flat surface, a completely clean surface is
another goal which can never be entirely met. There are several steps to ensure
a proper surface cleanliness: the cleaning procedure itself, consequent rinsing and
drying, a dust-free environment in the lab, regular sand blasting of the deposition
chamber, etc. Nevertheless, in an industrial environment, many of these steps may
become too time-consuming and thus expensive; therefore, the measures taken tend
to be optimized in order to achieve a reasonable cleanliness. This depends on coating
application, thus a hard coating facility will not have such a stringent environment
compared to, say, microelectronics.

Based on our experience in doing well over a hundred FIB cross-sections of
individual defects, the vast majority of seed sources belong to two types. The first is
the one having the same chemical composition as the undisturbed coating (Fig. 10a,
CrN, in this particular case). This means that a fragment of the growing coating
delaminated from a spot somewhere in the deposition chamber and fell on the surface
where it stuck. That stuck fragment served as the seed for the emerging growth defect.
The fragment may even originate from a previous deposition of the same type, which
would be impossible to distinguish from the current growing coating. Yet another
explanation is a microdroplet ejected from the cathode. This is the mechanism for
the majority of growth defects at cathodic arc deposition. In contrast to the coating
fragments which have identical chemical composition as the undisturbed coating, a
microdroplet is predominantly metallic or substoichiometric, say, CrN0.5 in this case

Fig. 10 Types of seeds as foreign particles based on their chemical composition: a same as the
coating (CrN in this case) (taken from [35], p. 2304, Fig. 2c); b iron (TiAlN coating) (taken from
[39], p. 325, Fig. 3, bottom left); c copper (CrN coating) (taken from [29], p. 216 Fig. 4c); d calcium-
based (TiAlN coating) (taken from [39], p. 325, Fig. 3, bottom right); e silicon (TiN coating) (taken
from [29], p. 216, Fig. 4d); f iron oxide (TiAlN/CrN multilayer coating) (taken from [37], p. 354
Fig. 6i)
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[3]. Using EDS, this nitrogen deficiency is difficult to prove due to excessive beam
spot size compared to the size of the seed.

The second very common seed type is based on iron (Fig. 10b). Though visually
there is hardly any difference, the EDS point analysis of the seed spot showed the
presence of iron. This is a fragment of any of the many steel components in the
deposition chamber. These are primarily the complex-shaped fixtures, especially the
moving parts in contact, but may also originate from the steel substrates. The iron-
based seeds are relatively easy to prove as iron is typically not a coating component;
however, one has to make sure the iron signal does not originate from the substrate
surface.

Themajority of seeds are either coatingmaterials or iron,with the latter originating
from the substrate or from a component of the deposition chamber. Several other
types have been found in minute quantities. Their advantage is the distinct chemical
composition (neither coating material nor substrate) which can be extracted even in
the case of very small seeds, where only a small part of the EDS signal originates
from the seed itself. A textbook case is the copper signal from a very small seed in
Fig. 10c; the copper anode ring is the onlymeaningful explanation for the appearance
of a copper-based fragment in this particular deposition chamber.A signal of calcium,
and inminor extent some other alkaline elements (Fig. 10d), is probably an indication
of the cleaning agent residue. Previous depositions of a different type, such as the
silicon flake in the TiN coating (Fig. 10e), can also be confirmed based on the
operational history. Indeed, before TiN deposition, siliconwas deposited a day before
in this deposition chamber. In the last case (Fig. 10f), the additional signal of oxygen
at the interface proves that iron oxide is the seed; the sample was partly corroded
before deposition.

The preceding classification did not take in account the position of the seed in the
coating; or put it another way, the timing of the seed generation. While the cleaning
agent residue and the oxidized steel is definitely a surface feature (Fig. 10d, f), other
cases can appear either before or during the deposition. The emission of a fragment
can occur during substrate-heating phase due to large thermal stress, during etching
or during deposition. Some particles may even originate during the pumping phase,
especially during the turbulent rough pumping where dust remnants can be raised
from the uncleaned corners of the deposition chamber.

Even observing the growth defects in cross-section, it may not be entirely obvious
whether a growth defect not touching the substrate indeed originates form within the
coating. While that may be obvious in Fig. 11b because the seed is definitely located
close to the coating surface, this is not the case in Fig. 11a. A high magnification is
necessary to prove the seed location. In low magnification, the same picture may be
also interpreted as an off-axis cross-section of the growth defect, where the seed is
located at the substrate but not visible in the picture.

As already mentioned, the majority of growth defects in cathodic arc evaporation
originate during the coating deposition. In magnetron sputtering, on the other hand,
the primary origin is at the seeds at the substrate surface. This is not due to an increase
of the substrate-based seeds but a consequence of a far larger density of coating-based
seeds in cathodic arc.
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Fig. 11 Examples of a seed not located at the interface: a lower part of the coating (taken from
[31], p. 795, Fig. 1b); b close to the coating surface (taken from [31], p. 255, Fig. 2c); TiAlN/CrN
multilayer coating

So far, the discussion has been based only on the seed composition. A short
comment on the influence of seed shape and size is necessary too. The examples in
Figs. 10 a, c, and d show relatively small seeds; they all enable the growth of similar
nodular defects with a similar circular cap protruding from the coating surface. The
seed shown in Fig. 10b is much larger; consequently, the aspect ratio of the nodular
defect is lower: the circular cap is almost as high as wide, in contrast to the gentle
slope of the previouslymentioned cases. However, a gentle slope does not necessarily
mean a small seed. The case in Fig. 10e shows a large seed but having a very flat,
elongated shape.This is a typical flake, often formedbydelamination froman existing
coating somewhere in the deposition chamber. Due to its flat shape, the flake will
probably stick parallel to the substrate; therefore, the nodular defect height will not
be excessive, despite the flake’s large lateral size. A low but laterally large nodular
defect will form, possibly with a very irregular shape (Fig. 12).

3.3 Nodular Defect Growth

As mentioned in the previous subsection, the initial point of nodular defect growth is
a seed. Having typically an irregular shape, it will almost always cause a shade in part
of the substrate. The area just underneath the seed is completely obscured, thus there
the coating is not deposited at all (Fig. 13). There is a gradual transition between
the completely obscured area and the completely undisturbed area. In Fig. 13, this
transition is apparent by the increasing thickness of individual layers starting from
the direct seed contact point away in both directions.

The seed surface, regardless of its origin, should be considered as a part of the
substrate surface upon which the coating grows. The contours of coating growth in
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Fig. 12 A very large,
irregularly shaped nodular
defect

Fig. 13 A typical seed
(composition: iron) and the
overgrowing TiAlN/CrN
multilayer coating; note the
loose contact between the
growth defect and the
undisturbed coating

Fig. 13 clearly follow the seed shape as if it were part of the substrate. Nevertheless,
two important differences stand out compared to the undisturbed coating. First, the
complex seed shape causes a strong columnar growth. And second, there is a clear
boundary between the seed-based coating and the undisturbed coating. The pore
between the seed and the substrate effectively causes a pinhole (see Subsection 3.1).
It is a closed pinhole, extending from the seed/substrate contact up to the surface.
A standard closed pinhole originates in a narrow opening (a point in first approx-
imation); the pinhole itself is a linear object. In the case of a nodular defect seed,
the pinhole starting point is a ring (encircling the seed), and the pinhole is a planar
object with a shape of a cylinder, or better, a cone section.

Consecutive growth above the seed depends on the local geometry as well as
general coating growth dynamics. Compact growth conditions will be followed at
the nodular defect too. Likewise, a generally porous coating will have excessively
porous nodular defects. These conditions depend on bias voltage, plasma density,
and other parameters encountered in PVD.
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Figure 14 shows two extreme cases. On one hand, there is a compact coating
(Fig. 14a) with no visible porosity in the nodular defect microstructure. However,
the microstructure remains highly columnar with strongly oriented radially growing
columns. The opposite case is shown in Fig. 14b. The individual columns are poorly
bound; in essence, there is a pinhole between each pair of neighboring columns.
Far worse conditions are at the contact with the undisturbed coating, where there is
essentially one large open pinhole. The adhesion of such a nodular defect is very
poor, and it will be easily expunged from the growing coating.

The case in Fig. 14b is rather extreme, but the pattern is valid generally for all
nodular defects. The contact between the seed and the substrate surface is very

Fig. 14 Radial columnar growth: a top viewof a relatively compactmicrostructure (TiAlNcoating);
b cross-section of a case of a very porous nodular defect microstructure (TiN coating)
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poor as there is no coating at all. And the contact between the nodular defect and
the undisturbed coating is poor as well because the border is essentially a circular
pinhole. PVD coatings are in most cases in compressive stress and the resulting
force inevitably points into the perpendicular direction, finally causing the nodular
defect to break free. When this failure will happen depends on the geometrical and
microstructural conditions at the nodular defect border. It also depends on the internal
stress, which increases with thickness. Thus, during the deposition, with increasing
coating thickness, the stress-to-cohesion difference decreases. After it reaches the
threshold, the nodular defect is expunged.

What remains out of such nodular defect removal is a crater. Side view of such
a crater is shown in Fig. 15a. (In a cross-section like this one, it is difficult to tell,
whether the defect was expunged before sample preparation or the expunging is a
consequence of the preparation process; the outcome is identical.) Often, the internal
cohesion of the nodular defect is inferior to the cohesion at the boundary. In this
case, only a part of the nodular defect is broken off, like the case shown in Fig. 14a.
Both figures show cases where the nodular defect removal occurred after the depo-
sition had been completed. This may have been during the cooling stage, where the
internal stress was augmented by the thermal stress. On the other hand, the nodular
defect removal can take place during the deposition too. In this case, the coating
will continue to grow even on the crater floor or remnant defect. Same principles
will apply: due to irregular topography of the crater floor (or remnant defect), the
microstructure of the overgrowing coating will be highly columnar and porous with
poor cohesion. The story will essentially repeat.

In large defects (see e.g. Fig. 12), the origin is likely a large flake, lying parallel
to the surface. If this defect is removed during the deposition, a large crater remains
behind having a flat bottom and relatively steep walls (Fig. 15b).

In summary, the nodular defect starts with a seed. There are several seed types:
geometric irregularity on the substrate surface (Fig. 16a), an inclusion in the substrate
(Fig. 16b), or a foreign particle, either adhered on the substrate surface (Fig. 16c) or
embedded during the coating growth (Fig. 16d). In all these cases, the consequent
growthmechanisms are similar, yielding similar nodular defects, which are generally
indistinguishable from a top view. The overall shape does not depend much on the
seed type, neither its chemical composition. If the internal stress overcomes the
adhesion of the nodular defect, it is expunged from the coating (Fig. 16e). In the
case, this happens during the coating deposition rather than at the end, the remaining
crater is covered by the additional growing coating (Fig. 16f).

3.4 Corrosion at a Growth Defect

If two metals in a contact are exposed to a corrosive medium, the more electroneg-
ative component dissolves first. In coating technology, this is regularly applied by
depositing the more electronegative coating (e.g., zinc) on the base substrate (e.g.,
iron). During the component lifetime, the coating is slowly consumed even if there are
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Fig. 15 Remnant of a site where a nodular defect has been expunged (coating: TiAlSiN): a cross-
section at a standard nodular defect, b a large dish-like remnant of a very large defect (taken from
[30], p. 255, Fig. 3, insert 2)

pinholes extending down to the substrate (Fig. 17a). The dashed area shows the part
of the coating which will be dissolved. In the opposite case, when a less electroneg-
ative coating is deposited on the substrate (e.g., nickel on iron), it is the substrate
which will first be consumed. Though the coating may act as a barrier toward the
corrosive medium, any pinhole extending down to the substrate will cause the reac-
tion to take place at the substrate. This means the substrate will be consumed rather
than the coating (Fig. 17b, dashed area), which will in this case offer no protection
any more.
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Fig. 16 Schematic overview of different seeds causing the nodular defect growth: a geometric
irregularity, b inclusion, c foreign particle on the substrate, d foreign particle during growth. Further
steps due to large internal stress: (e) expulsion of the nodular defect; (f) later growth

Fig. 17 Corrosion attack at
a pinhole if the coating is
a more electronegative than
the substrate, b less
electronegative than the
substrate

Transition metal nitride coatings, which are the common choice for tool protec-
tion, are chemically more electronegative than the steel, thus the (electrochemically
unwelcome) case from Fig. 17b applies. Two examples are shown here where stan-
dard hard coatings (CrN and AlTiN) were deposited on the steel substrate. Both
sampleswere then exposed to 0.1MNaCl. Afterwards, the sampleswere investigated
by SEM, and selected spots were analyzed by FIB.
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Fig. 18 FIB cross-section over a pinhole in the CrN coating exposed to a corrosion medium:
a original surface, b starting the cross-section, c section across the pinhole center

Thefirst example is theCrNcoating,well known for its superior chemical inertness
compared to other standard hard coatings. Figure 18a shows the coating surface
centered at an apparent shallow crater, surrounded by the debris. It seams likely to be
the site of a corrosion attack, where the debris is residue of the dissolution reaction
which formed the crater. There is no indication that the reaction took place any deeper
than the top part of the coating. It seems purely as a superficial damage.

By starting the FIB cross-sectioning, a void appears deep below the coating even
before reaching the crater (Fig. 18b). By continuing the sectioning toward the crater
center, it becomes evident that intense pitting corrosion occurred (Fig. 18c). The situ-
ation is a textbook example of the case schematically shown in Fig. 17b. In the crater
center, there is a pinhole which enabled the diffusion of the chloride medium toward
the substrate. The latter then started to react and the reaction continued unhindered,
limited only by the reaction rate at the solution/substrate interface. The important
summary is the size of the consumed substrate volume. Though the visible crater is
no more than 6 µm in diameter and perhaps a micrometer deep (coating thickness
is 3 µm), the dissolved volume is 15 µm deep and 25 µm wide. The top view of
the relatively minor damage is thus counter-intuitive and strongly underestimates the
actual damage hidden below the surface [36].

The other example shows the AlTiN coating, where two defects were analyzed
by FIB (Fig. 19a). Though appearing larger, the shallow crater at the right is limited
to the topmost part of the coating only. However, the relatively small crater on the
left already shows extensive damage in the substrate even at this cross-section, far
away from the crater. Continuing the sectioning toward the crater center, two obser-
vations stand out (Fig. 19b). First, there is a very narrow pinhole in the coating. This
is essentially the only damage on the coating itself; however, even such a narrow
pinhole enabled the chloride medium to penetrate toward the substrate and initiate
the chemical reaction.

The second observation is the site where the pinhole started. At this particular
spot, there are three large carbide grains. The central and right grain are located at
such a position that during surface preparation (grinding, polishing), the two were
placed directly next to each other with a small crater in-between. This crater acted
as a starting point for pinhole formation during the coating growth. The extensive
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Fig. 19 FIB cross-section over a pinhole in the AlTiN coating exposed to corrosion medium:
a starting the cross-section, b section across the pinhole center

corrosion damage is therefore not a consequence of a material failure as such, but
rather due to a coincidental contact of two carbide grains just at the substrate surface.
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Corrosion is not the only phenomenon where the growth defects
act as shortcuts for a chemical process. Oxidation is a similar case.
There are reports proving nodular defects rather than pinholes as starting points for
high-temperature oxidation [40, 41]. In these publications, the CrVN-based coatings
were analyzed; V2O5 patches started to appear around the nodular defects.

3.5 3D Reconstruction of a Growth Defect

Most growth defect cross-sections using FIB, presented in this paper so far, were
made with a goal to show an optimum overview across the center of the defect. This
is obtained in three steps:

(1) rough removal of material; typical current of 20 nA
(2) polishing; 1 nA
(3) imaging; 1 pA when using ions, or standard imaging using electrons.

In the cases presented so far, these steps were repeated a few times, to get a rough
picture of the growth defect in the direction of imaging (e.g., Fig. 18). A logical
extension of this principle is to perform a targeted, stepwise imaging in order to
acquire the images of the complete growth defect. For instance, a 10 µmwide defect
can be sliced ten times with a 1 µm step size (Fig. 20a). This example shows the
TiAlN coating, exposed to NaCl solution. The images can be interpreted manually
with some basic evaluation of size possible.

However, a promising alternative is to perform automatic image evaluation.
This contains several steps in image enhancement, calibration, and post-calculation
using specialized software [42]. With proper care, the evaluation can be performed
giving the result of a 3D model of individual components. In the presented example
(Fig. 20b), only the coating (yellow) and the corroded area (black) are shown. The
crater on the coating surface is visible, as well as the pinholes protruding through
the coating. In addition to the visual result, explicit values can be calculated such as
volumes of individual components. In the presented example, the crater volume is
12 µm3 and the corroded volume is 23 µm3.

These are useful results; nevertheless, the method is very time-consuming and
requires specialized software. Thus, it might be applied only in limited cases.

3.6 Single Defect Systematic Observation

In the preceding subsections, the individual growth defects were randomly chosen.
Their position can be saved in the microscope’s coordinate system; but once the
sample is taken out of the microscope, this information is lost, and the very same
growth defect can practically not be found again. Their location can be marked
in advance by drawing scratches or some other marks, but they tend to be poorly
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Fig. 20 3D reconstruction of a growth defect: a preparing the slices (taken from [42], p. 352,
Fig. 1), b reconstructed model (taken from [42], p. 353, Fig. 3)

defined at high magnification. Automated marks such as Vickers indentations are an
alternative but any such interference with sample surface can ruin the experiment
in the case of corrosion studies. An indentation small enough would probably not
influence the corrosion experiment, but such a mark would not be visible at low
magnification and thus difficult to find.

A better alternative is to construct a local coordinate system of the sample. For
that purpose, we need two points (not areas), which can easily be found both at low
and at high magnification. We can use edges of a rectangular sample, for instance.
In the case of a round, flat sample, there are no suitable points for that purpose, so
we should prepare them on our own. In our experience, the most suitable tool is a
Rockwell indenter which makes large but pointed indentations. In order to prevent
mixing them up, we make three indentations on one side (take the middle one as a
reference) and one indentation on the other (Fig. 21). Since the indentations are at
the edge of the sample, they do not interfere much with the experiment taking place
at the center of the sample.
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Fig. 21 Construction of the
sample coordinate system

In the native coordinate system of the sample, the coordinates of the middle
indentation are (0, 0) and the coordinates of the opposite one (0, d), where d is
the distance between them. Say, the coordinates of an interesting object are (x, y).
When we put the sample into a microscope, the coordinates of the two reference
marks should be evaluated first using the microscope’s coordinate system:
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x ′
1, y′

1

)
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(
x ′
2, y′

2

)
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new coordinate system involves simple linear algebra. The coordinates of the object
in the new coordinate system (x’, y’) can be calculated as
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where φ is the rotation and (x0, y0) the shift from the old to the new coordinate
system. Using the reference indentation locations, the direct expressions are
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Using this simple procedure, one can easily find any motif on any scale-equipped
microscope. Figure 22 shows an example of a flat surface, where the very samemotif
was observed by three techniques.

This methodology is especially useful when observing the evolution of a single
growth defect during a certain experiment. The initial observation includes imaging
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Fig. 22 Imaging of the same
motif using a optical
microscope, b profilometer,
c SEM; same prominent
growth defects are encircled

(e.g., by SEM) and recording the coordinates. Then, the first step of the experiment is
made. Afterwards, the sample is returned into the microscope. Using the orientation
methodology, we find the very same growth defect, perform the imaging, and run
another experiment. Examples of such repeated observation of identical spots are
shown in [31, 38, 39]. Observing this alternating process (experiment/observation),
we are able to follow consecutive evolution of this growth defect for as many steps
as necessary.
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An example of this concept is shown in Fig. 23. The sample was exposed to a
pin-on-disk test. The same motif can be directly compared: before and after test.
We can directly observe that the nodular defect no. 1 (Fig. 23a) was completely
removed during the test. The defect no. 2 was only partly broken, while the defect
no. 3 disintegrated completely. These results have given important conclusions on
the role of growth defects in the running-in phase of a tribological test [43].

Fig. 23 The same motif before experiment (a) and after eight passes of pin-on-disk test (b); TiAlN
coating
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4 Growth Defect Density

In the preceding section, the main emphasis was given on a single growth defect, its
structure, evolution, and evaluation. In this section, we will take a broader look on
the sample as a whole, trying to evaluate relevant statistical parameters describing
the growth defect density.

4.1 Principle of Measurement

The concept of defect density is at first glance clear: the number of growth defects
per unit area. If we recall Fig. 22, though individual growth defects are well visible as
discrete spots, there is quite a strong variation in their properties. The most apparent
variation is in height, not so much in diameter; one can also find groups of defects,
double defects, etc. Thus, the question is: How can we evaluate the growth defect
density on a given surface?

Among the images given so far, the majority of them were obtained by SEM.
However, it is difficult to tell the difference between various heights, and difficult
to automate the counting procedure. Though instructive in observation of one single
defect topography, AFM takes an area too small for proper statistical relevance. A
mathematically identical technique (though using a different principle of operation)
is the stylus profilometer. In our experience, this is by far the most useful tool. There
are some limitations, such as poor ability for proper evaluation of craters, but it
gives a reproducible topography which enables proper counting of growth defects.
Yet another alternative is the confocal optical microscopy. It enables a contact-less
scanning of the surface but can give false peaks due to light scattering on the defects
in the size range of light wavelength.

The images shown in this section and consequent evaluation were acquired by
a diamond stylus (diameter 2 µm) scanning an area 1 mm × 1 mm at a resolution
of 2 µm (both in x and y). The effective height resolution is about 5 nm. Typical
acquisition time is 2 h, but the actual workload is limited to setting up the start of
the measurement; the rest is done automatically. The Taylor-Hobson Talysurf Series
2 unit was used for all the measurements.

4.2 Principle of Evaluation

As said in the previous section, the definition of a growth defect, whether to include
it into the count or not, is arbitrary. The lateral size is inevitably linked to the lateral
resolution of the profilometer. Say, a 5 µm wide defect will always be recorded
using a 2 µm resolution, but not necessarily using a 10 µm resolution. Things can
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get more complicated if a different resolution is used along the scan line than the
distance between the scan lines.

But the parameter most open to decision is the minimum height of the peak to be
regarded as a defect. There is no physically useful gauge about that, but the threshold
value should definitely be larger than the step height of protrusions at carbide inclu-
sions (which is typically about 200 nm). A reasonable removal of waviness should be
ensured too, such as using the Gaussian filter. The remaining waviness should be at
least a few times lower than the threshold. In our experience, a reasonable threshold
is 0.5 µm [37]; unless otherwise stated, this was used throughout the experiments
shown in this section.

The raw topography after measurement is shown in 3D perspective view on
Fig. 24a. Note the strong exaggeration in z-scale. The sharp peaks are in most cases
the nodular defects, though this cannot be directly proven from the topography alone.
An alternative presentation of the same topography is a top view, shown in Fig. 24c.
Though these two images are informative for a visual inspection, they cannot provide
anymeaningful number. For this purpose, all the values below the threshold (0.5µm)
should be omitted (Fig. 24b). For proper counting of defects or acquiring additional
statistical parameters, a top view of “islands” is the most appropriate (Fig. 24d). A
similar procedure can be done on valleys, using a negative image in height.

The software for topography evaluation ([44] in our case) offers many statistical
parameters to be extracted from the profile of Fig. 24d: number of peaks, their

Fig. 24 Different ways of presenting the topography with defects: a 3D view of the complete
topography, b 3D view of only that part with the height above +0.5 µm, c, d respective top view
of both 3D images
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average height, average area, average volume, etc. In our experience, the most useful
parameter is the number of peaks per unit area. The problem with other parameters
(particularly average volume) is their sensitivity to excessively large peaks which
can substantially influence the average value. For instance, one very large defect can
have more volume than all the rest together. If the number of defects is taken instead,
that influence is negligible.

The density evaluated using these conditions gives a value of about 300 mm–2

for magnetron sputtered hard coatings and about 3000 mm–2 for those prepared by
cathodic arc. These are the numbers the following discussionwill be centered around.
For comparison, the defect density on a bare substrate is usually zero; sometimes
non-zero values are acquired, but usually below 5 mm–2.

There is yet another influence which should be taken into account. The stylus
has a finite tip, in first approximation a sphere (in our case, 2 µm diameter). In
a hypothetical very sharp peak (Fig. 25a), the profile measured by the gauge will
be broader than in reality, though the height will be correct. In a narrow crater, on
the other hand (Fig. 25b), its size will be underestimated in both directions. Thus,
the method is primarily suitable for nodular defect density evaluation and not for
pinholes or craters.

As discussed above, the 0.5µmthreshold is arbitrary, but it does give useful results
for typical PVD hard coatings. Their usual thickness is in the range 2.5–5 µm, thus
the threshold height is 10–20% of the coating thickness in relative terms. Perhaps the
relative thickness would be a more appropriate parameter, but it is more difficult to
use because each sample would have to be evaluated for thickness first. However, for
thinner films, we cannot stick to the 0.5 µm threshold, especially when the thickness
is comparable to the threshold value. To evaluate this dependence, it is useful to
calculate the defect density in dependence of the threshold height.

Fig. 25 Cases of improper
shape recording by a stylus:
a sharp peak, b narrow crater



Growth Defects in PVD Hard Coatings 67

Fig. 26 Density of defects in
dependence of chosen height
threshold, for two deposition
environments (taken from
[29], p. 215, Fig. 1a)

Figure 26 shows a comparison of two nominally identical coatings, deposited in
different deposition environments [29]. The red line applies to the standard industrial
deposition system, operating in the usual high vacuum regime. The green line is the
case of a laboratory deposition system in ultra high vacuum. If a large threshold
height is taken, above 0.5 µm, the difference between the two environments is large
indeed. This can logically be explained by a lack of large seeds in the extremely
clean ultra high vacuum environment. Quite unexpectedly, using very low threshold
heights (e.g., 0.2 µm), the difference closes up. This means that the origin of very
small defects is not related to the cleanliness of the chamber but is a pertinent property
of PVD process itself.

4.3 Reproducibility of Results

The relatively smooth curves presented in Fig. 26 hint that the extracted defect
density is a robust, reproducible value. However, these curves apply to one profile
only, evaluated using different threshold heights. Another scan at a different spot on
the same sample may give a different curve. Indeed, the scattering of results, even
when using the same threshold height, can be substantial. Therefore, it is important
to make several measurements and perform proper statistical evaluation of results.

An example of a large set of measurements on nominally identical samples is
given in Fig. 27. Rather than the defect density, the distribution of defect densities
is given, divided into classes with a width of 50 defects/mm2. The points show the
number of measurements per each class, and the line is the fit using the formula [31]

y = y0

(
x

x0

)n

exp

(
− x

x0

)
(3)

In this way, we can calculate the average defect density over the whole set of
measurements. There is no need to emphasize that for this chart to be obtained a large
number of measurements had to be conducted, so this is definitely not a method of
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Fig. 27 Distribution of
defect density for two sets of
samples: coated by
single-layer TiAlN and
nanolayer AlTiN

choice to evaluate the quality of a particular coating type. However, a grand average
does prove a difference between the two evaluated coatings, which cannot be shown
on a single sample alone.

Nevertheless, one scan alone may be a good starting point for the initial coating
quality check. In other words, if the defect density of one sample is excessively high
compared to the grand average, this may be an indication of poor coating quality. In
Fig. 27, the potentially problematic batches are the ones with a defect density above
500 mm–2 (for TiAlN) and above 600 mm–2 (for AlTiN). These isolated cases stick
out of the distribution tail.

Similar minor difference can be proven between different substrates, different
rotation modes, and different deposition chambers [31, 37]; except when using
cathodic arc where the difference is substantial. The result shown above that the
AlTiN coating has a third higher defect density than the TiAlN coating does not say
much. But such resultsmay help reduce the defect density for a certain amount, which
might be beneficial for an application. Figure 28 shows a similar thorough analysis,
but this time it evaluates the dependence on chamber position. This dependence is

Fig. 28 Density of defects
in dependence of sample
vertical position in the
deposition chamber
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minimal; however, it proves that samples deposited at the lower part of the chamber
do have a higher defect density. The take-home message in this case is clear that in
sensitive applications it is advisable to avoid the bottom positions.

The discussion so far has been limited to peaks in the profile, i.e., primarily nodular
defects. Using stylus profilometry, crater density is generally underestimated (see
Fig. 25b). In addition, unless there was intensive expunging of nodular defects, the
number of peaks is far greater than the number of craters. This is reflected in results;
nevertheless, the density of craters tends to correlate well with the density of peaks
[32]. Average roughness Sa generally correlates with peak density as well.

4.4 Local Variations

The relatively poor reproducibility of evaluated defect densities can be attributed
to two major contributions. One is the temporal variation (batch-to-batch), linked to
target wear-out, chamber cleanliness, batch content, etc. The other is related to spatial
inhomogeneity of defect density within the same batch, or even on the surface of
the same sample. Being a statistical value, the defect density will inevitably vary on
the surface, particularly at a small scale. Note, for instance, Fig. 24d, which appears
relatively homogeneous at the lateral scale of 1 mm, would give a variable result
if taken at the scale of, say, 0.2 mm. The open question remains whether such an
inhomogeneous lateral pattern can be observed in larger scale as well.

For instrumental constrains, it is difficult (and especially, very time-consuming)
to conduct a measurement at 10 mm scale. An alternative option is to make a mesh of
several measurements and stitch them together into one profile. For evaluation of the
lateral inhomogeneity, we opted for one large measurement, followed by segmenta-
tion. Figure 29a shows a simplified topography extracted from one measurement of
the area 8 mm × 3 mm. Each dot presents one defect (in most cases, these are the
nodular defects). It is visually directly clear that the defects tend to cluster in areas
with the typical size in the 1 mm range.

To get a number rather than visual estimation, we divided the area into
sections (0.5 mm × 0.5 mm) and counted the number of defects per each section.
A filtering was performed to smoothen up the topography, and a density map was
constructed as the final result (Fig. 29b). It shows the defect density per cell (i.e., to
get the density per mm2, the value should be multiplied by four). Even after filtering
the map, the defect density effectively varies for one order of magnitude. Note that
the values presented here were extracted from relatively small sections with an area
of 0.25 mm2 only. Taking a larger scan area, such as the typical 1 mm2 or larger,
narrows down the scattering substantially.

From the statistical point of view, we cannot directly explain the origin of this
clustering. But based on the origin of seeds (see Subsection 3.2), the most likely
explanation is arcing. The contact of the arc with the surface is an area of locally
strongly elevated temperature, which increases the mechanical stress, which in turn
causes spallation, delamination, or droplet formation. The emission of these particles
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Fig. 29 Defect density map for a large area on a sample (8 mm × 3 mm): a direct presentation
of defects including the sectioning mesh, b contour plot of defect density (taken from [37], p. 251,
Fig. 1)

is highly localized in the area of arc appearance, thus it affects only a minor part of
the substrate surface. An arc during the etching phase causes seed formation at
the substrate surface, while an arc during the coating phase is the origin of seeds
embedded in the growing coating. A side result of this analysis shows that an arc
affects an area in the lateral size of a millimeter or so.

A similar analysis was conducted by another group [19]. A different measuring
method was used, a confocal optical microscope rather than a profilometer. Being an
optical method, they experienced a problem with the dust (which is not relevant for
a stylus). A lower height threshold was taken, only 0.2 µm. Scanning was done on a
large area with a similar segmentation on sections. Despite the different experimental
approach, the results were similar, as they found out a large lateral scattering of defect
density including clustering of high-defect areas. The main motivation of the study
was linked to corrosion resistance, where they first analyzed the as-deposited sample,
then put it into a corrosive medium, followed by a repeated analysis of the surface.
Special attention was paid to the question, whether local pitting corrosion was linked
to a previously existing growth defect. The following conclusion is very important:
» […] all corrosion pits found on these samples were caused by identifiable growth
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defects. This reversely means that the microstructure of the undisturbed growing
coating is irrelevant for the corrosion behavior of the studied samples.« [19]

5 Conclusions

This review has emphasized two concepts in growth defect studies. From an indi-
vidual growth defect perspective, it needs to be stressed that the majority of them
are nodular defects. They all start with a seed which may have different origins
(geometric imperfection, inclusion, foreign particle), but the consequential evolu-
tion takes place regardless of the seed type. Thus, the final shape and size of the
nodular defect is similar and therefore difficult to evaluate other than geometrical
properties. Themethodof choice is theFocused IonBeam (FIB)which allowsmaking
a cross-section of the desired growth defect. This enables us to extract the seed nature
(location, size, composition), and in the case of advanced sectioning, a 3D recon-
struction of the defect. By introducing a coordinate system on the sample surface,
one can find a desired growth defect in any microscope. This is a useful tool to study
a single growth defect before and after an experiment and to follow the evolution of
that defect at several stages of this experiment.

In contrast to the single defect concept, an ensemble of growth defects can be
evaluated on a statistical basis. For this purpose, we suggest positive experience using
the contact profilometer. The growth defect density (mm–2) is a quantity, expressed
as the number of peaks above 0.5 µm height in a given area. Care must be taken in
interpretation because of poor reproducibility. If taken properly, this quantity can be
a useful gauge of the coating quality.
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Growth Dynamics of Epitaxial Gallium
Nitride Films Grown on c-Sapphire
Substrates

Shibin Krishna, Neha Aggarwal, Lalit Goswami, and Govind Gupta

Abstract In the present scenario, semiconducting material based devices with new
capabilities are redefining the existing technologies. The developments in III-Nitride
thin-film technology have produced significant advances in high-performance opto-
electronic and photovoltaic devices. However, the quality of the material is an impor-
tant factor for the fabrication of nitride-based efficient devices. For instance, a large
difference in the covalent bond radius of Gallium and Nitrogen atoms results in high
dislocation densities in the III-Nitride compound, Gallium Nitride (GaN) which is
sturdily ruled by residual strain in the GaN films. Another main source of residual
strain is the lack of an appropriate lattice-matched substrate that will critically impact
the optoelectrical performance of the fabricated devices. So, this chapter illuminates
the solution to key challenges and elaborate on various parameters to grow GaN
by using plasma-assisted molecular beam epitaxy (PAMBE) technique. Numerous
efforts have been made for improving the quality of GaN semiconductor for high
performance of device operation. This chapter elucidates the role of the growth vari-
ables towards high-quality epitaxial GaN films and discusses the stress-relaxation
controlled defect minimization in detail. Also, it provides an in-depth understanding
towards structural and interface quality of multilayered GaN/AlN heterostructure
grown on c-plane sapphire substrate. Therefore, this chapter contributes distinctly to
understanding the growth dynamics in GaN films and subsequently in GaN/AlN
based multilayered heterostructures for next-generation promising nitride-based
devices.

1 Introduction

The rise in energy demand with the availability of limited natural resources is a
promising challenge for the global economy. Eventually, the world is approaching
towards complex consequences where energy crisis would decide the outcome of
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upcoming technology. The processes and methodologies for developing future tech-
nologies have to be responsible for intricate environmental concerns [1]. So, the
mainstream necessity of leading technology demands such materials that enable
semiconductor devices to be capable of redefining the existing technologies without
disturbing the eco-balance. The biocompatible III-nitride semiconductor material
system can significantly endow this endeavour and its exceptional material properties
provide high-performance applications in the latest optoelectronic and photovoltaic
device technology [2–6]. Among III-Nitrides, GaN emerges out to be the most suit-
able candidate for realizing such optoelectronic devices that are capable of operating
in harsh environmental conditions [7, 8].

1.1 Properties of GaN Semiconductor

The various properties of GaN which are marking its existence as an attractive semi-
conducting material for numerous applications are tabulated in Table 1. Because of
its advantageous properties such as wide direct energy band gap, excellent radia-
tion hardness and high thermal conductivity, GaN is a verified material for short
wavelength emitters (LEDs and diodes lasers) and detectors [9–13].

Mainly, the crystal structures for group-III nitrides are classified into: cubic zinc
blende and hexagonal wurtzite. Both can coexist under various parameters used
for the crystal growth [15]. The cubic structure is thermodynamically metastable
and the wurtzite structure is thermodynamically stable. Figure 1a shows the hexag-
onal wurtzite and zinc blende structures of GaN and the various planes of GaN are
represented in Fig. 1b.

Table 1 Basic properties of
GaN semiconductor [14]

Physical property GaN

Band gap energy, Eg (eV) 3.44

Thermal conductivity at 300 K (W/cm K) 2.1

Thermal expansion coefficient (300 K)

a (×10−6 K−1) 5.59

c (×10−6 K−1) 3.17

Lattice constant (300 K)

a (Å) 3.189

c (Å) 5.185

Bond length (Å) 1.94

Melting point (°C) >2500

Density (g/cm3) 6.10

Heat capacity at 300 K (J/mol K) 35.3

Breakdown field at 300 K (cm−1) 3–5 × 106
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Fig. 1 a The three-dimensional view of a stick-and-ball stacking model of GaN crystals with 2H
wurtzite and 3C zinc blende polytypes; b schematic representation of different planes (c-, a-, r- and
m-planes) of GaN

In GaN wurtzite hexagonal system, c-plane is on the top of the hexagonal unit.
This plane is called polar-oriented plane, where the termination is either Ga or N
ions, so there is always a net charge on this plane. The m- and a- plane (yellow and
blue colour planes Fig. 1b) are at the sidewall of the hexagonal system, they belong
to non-polar-oriented planes. Here, the termination is both by Ga and N ions, so the
net charge will be neutralized. While r-plane (violet colour plane in Fig. 1b) is a
semi-polar oriented surface where the termination is dominated either by Ga or N
ions leading to semi-polarity on the surface.

1.2 Growth Kinetics and Its Mechanism

The epitaxial growth of GaN has been reported by using a variety of methods,
including metal organic chemical vapour deposition (MOCVD), high-pressure
vapour epitaxy (HPVE), molecular beam epitaxy (MBE), etc. Each of these are
suited for a particular application. Here, MBE is a physical vapour deposition tech-
nique where the materials undergo Solid/Liquid → Gas → Solid phases. Since the
growth is performed in ultra-high vacuum (UHV), so the contaminations are mini-
mized and also allow better doping incorporation. Besides, the lower growth rate
allows precise control over the thickness and forms a very sharp interface between
the layers. During the MBE growth, various physical processes occur which are
explained below.

The growth kinetics is affected by a variety of factors including substrate mate-
rial, impinging flux of adatoms, surface interaction with the adatoms, nitrogen flux
and the growth temperature. The growth mechanism can be explained by adatoms
residing on the surface of a substrate which involves the existence of several surface
phenomena. These include adatom adsorption on the surface, desorption from the
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Fig. 2 A schematic representing various microscopic kinetic processes of growth

surface, surface diffusion and nucleation headed for cluster formation (Fig. 2). The
basic growth kinetics is based on surface diffusion which is explained as follows.
When adatom arrived at the target surface (substrate), the incident atoms generally
lose their momentum perpendicular to the surface, while receiving kinetic energy
from the substrate for their in-plane diffusive motions, and the energy depends on
the substrate temperature. Such diffusion may be described by a two-dimensional
‘random-walk’ model on the surface by ‘hopping’ from one site to another. While
the free random-walk of the adatoms will stop due to some other kinetic effects on
the surface such as nucleation, adatom attachment, desorption from the substrate,
etc. which are illustrated in Fig. 2 [16]. The mobility of such diffusing adatoms can
be related by mean displacement as given below:

rs = a exp

(
Edes − Esd

2kBT

)
(1)

where rs is the ‘mean displacement’ of the diffusion, and T is substrate temperature.
Edes, Esd are the activation energies of the surface desorption and diffusion, respec-
tively. The kB is theBoltzmann constant,while ‘a’ is the adsorption site spacingwhich
is determined by the lattice of the surface. Therefore, a proper substrate temperature
to maintain the sufficient diffusion on the surface leads to an improvement in the
surface morphology.

From the past few years, a numerous crystal-growth technique, substrate-type and
orientation have been tried in an effort to grow high-quality group-III Nitride thin
films. Considerable efforts have been focused on the high-quality epitaxial growth
of GaN on various substrates such as Silicon, SiC and different orientations of
Sapphire (c, a, r and m-plane), etc. However, c-plane sapphire substrate is widely
used for the epitaxial growth of various Nitride semiconductors as it has a good
epitaxial relationship with hexagonal Nitride structure and is comparatively a cost-
effective substrate. The in-plane epitaxial relationship between GaN and Sapphire
is: [0001]GaN ‖ [0001]sapphire. The lattice and thermal expansion mismatch of GaN on
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Sapphire is found to be 13% (in-plane rotation of 30°) and 33%, respectively. Thus,
this chapter focuses on demonstrating the growth kinetics and defect generation in
GaN grown on sapphire substrates.

Due to the absence of a suitable lattice-matched substrate to GaN, heteroepitaxial
approach has been adopted, i.e. thin film of GaN to be grown on sapphire or other
foreign substrates. When grown on sapphire, GaN usually comprises a high density
of threading dislocations (of the order of 1010 cm−2) due to large lattice constant
as well as thermal expansion coefficient mismatches between GaN and sapphire
[17–19]. Apart from threading dislocations, there exist many other structural defects
such as, voids, surface pits, inversion domain and stacking mismatch boundaries.
These defects disturb the periodicity of grown crystal structure and thereby, affect
the optoelectronic properties of the devices fabricated on these films. Since, large
number of dislocations, sturdily ruled by the strain present in the GaN structure (due
to huge difference in covalent bond radius of the Ga and N atoms [20]), remains a
key challenge for a high-performance device application. Thus, the scarcity of suit-
able substrate (having comparable lattice constant) is found to be the major cause
of residual strain which directly impact the optoelectrical performance of the fabri-
cated devices [21]. Several efforts have been impelled for designing highly crystalline
GaN semiconductor for efficient device operation [22–24]. So far, researchers have
been experimenting with several techniques to reduce the density of dislocations
[25, 26]. In an approach, the AlN interlayers were introduced to curtail threading
dislocation densities (TDD) and projected its influence on the stress developed in
grown GaN structures [27]. While, another approach correlated the growth temper-
ature and stress in GaN crystals grown on SiC templates [28]. Lately, our group
has exemplified the stress relaxation for reducing various defects in GaN grown by
PAMBE on GaN epilayer (MOCVD grown GaN template, Lumilog) [29]. Further-
more, another study correlating the structural, optical and electrical properties with
defect states has been illustrated in the GaN films grown on a-plane (112̄0) sapphire
substrates [30, 31]. Although, Wang et al. demonstrated the reduction of threading
dislocation density by insertion of superlatticed structure [26]. However, a clear
correlation of stress and surface defects in GaN film grown by PAMBE on c-plane
(0001) sapphire substrate has not been understood so far. This chapter deals with
the growth of epitaxial GaN and GaN/AlN heterostructure on c-plane sapphire as
well as elucidates various structural and optical properties of the grown GaN films.
Herein, the role of growth temperature is illustrated enrouting defect minimization
by releasing the lattice stress in epitaxial GaN films grown on c-plane sapphire
substrates. Besides, the correlation of electronic structure and surface defects with
stress-relaxed GaN films are also discussed in detail. In addition, growth of a multi-
interlayered GaN/AlN/GaN/AlN/GaN heterostructure on c-plane sapphire and its
comprehensive structural analysis is presented in detail. This chapter contributes
distinctly in understanding the defect reduction inGaNfilms and subsequently impact
of various growth parameters towards developing efficient nitride-based devices. The
chapter has been classified into two sections, epitaxial growth of GaN on c-plane
sapphire substrate as a first part, secondly: epitaxial growth ofGaN/AlNmultilayered
heterostructure on c-plane sapphire substrate.
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2 Epitaxial GaN Growth

2.1 Growth Conditions

Thegrowth/substrate temperature is found to imprint a strong impact on the properties
and dynamics of GaN films grown on c-sapphire substrate. Generally, the heteroepi-
taxial growths were started by nitridation of sapphire substrate (i.e. exposing the
substrate to nitrogen plasma) at low substrate temperature (450 °C)where the oxygen
atoms in sapphire (Al2O3) have been replaced by nitrogen atoms due to lower bond
energy of Al–O compared to Al–N bond. This is an essential step as the presence of
oxygen species at the interface may create a monolayer of Ga–O at the heterointer-
face which can perplex the GaN epitaxial growth and thereby, cause a detrimental
impact on the device efficiency. Thus, the substrate is exposed to nitrogen plasma
resulting in forming a monolayer of strained AlN. This facilitates the subsequent
growth of GaN on a better chemically matched substrate. A low temperature (LT)
GaN buffer layer was deposited at 530 °C under Ga-rich conditions where it will
act as a cushion layer for the epitaxial GaN film. The LT buffer layer will form a
polycrystalline crystallography of GaNwith sufficient Ga adatoms where it will play
the main role for the two-dimensional (2D) mode of growth. Finally, the epitaxial
GaN filmswere grown on c-plane sapphire substrate at different growth temperatures
of 715, 730, 745 and 760 °C to exemplify the role of growth temperature on growth
kinetics and processes.

Then, the crystallinity, surface morphology, optical and structural properties of
the grown GaN film need to be explored in detail using various characterization
tools such as reflection high-energy electron diffraction (RHEED), high-resolution
X-ray diffraction (HRXRD), field emission scanning electronmicroscopy (FESEM),
atomic force microscopy (AFM), photoluminescence (PL) and Raman spectroscopy
(RS).

2.2 Nucleation—Surface Diffusion: RHEED Analysis

A real-time tool to monitor the growth of crystalline layers during the growth
processes is RHEED. It also guides towards atomic-level analysis of various struc-
tures of crystal surfaces. The basic principle of RHEED is demonstrated in Fig. 3. The
electrons from an electron gun are incident on the sample where diffraction takes
place from the atoms at the surface of the sample and a fraction of the diffracted
electrons interfere constructively at specific angles to form regular patterns on a
fluorescent screen which was recorded via a charged coupled device (CCD) camera
detection device. The electrons interfere according to the position of the atoms on
the sample surface, giving an indication of the growth mode.

Relation of RHEED patterns with respective growth mode:



Growth Dynamics of Epitaxial Gallium Nitride Films Grown … 81

Fig. 3 The working phenomenon of RHEED technique

• Ideal surface (2D layer): Circular arrays of elongated spots or Streaky pattern.
• Amorphous layer: No diffraction pattern.
• Three-dimensional (3D) surface: The electrons transmitted through the surface

and scattered in different directions resulting in the Spotty RHEED pattern on the
screen.

Here, the PAMBE grown GaN was in situ observed by RHEED to monitor its
growth dynamics and mode. RHEED images of all GaN samples along (112̄0) zone
axes are shown in Fig. 4, where sharp streaky (1× 1) RHEED patterns were obtained
indicating that growth proceeds in two-dimensional mode for all the samples [32].

Fig. 4 RHEED patterns along (112̄0) zone axis from the PAMBE grown GaN films
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These patterns estimate the interplanar spacing of the planes by calculating the
camera length of diffraction system. Based upon these evaluations, it was confirmed
that GaN growth on c-plane sapphire follows an epitaxial orientation relationship of
(0001) GaN ‖ (0001) sapphire. Henceforth, certain nucleation and surface dynamics
could result in high crystallinity GaN structure to be grown epitaxially along c-
direction on c-plane sapphire substrates.

2.3 Structural Quality of GaN Thin Films

To analyse the structural properties of any material, XRD is an essential tool and for
thin films, HRXRD is utilized. HRXRD is a non-destructive technique that is based
on the elastic scattering of X-rays from the electron clouds of individual atoms in the
crystal structure of the epitaxial thin film. This technique enables us to measure the
information such as atomic structure, lattice mismatch, strain and relaxation, disori-
entation, curvature, layer thickness, composition, inhomogeneity, dislocation density
and crystallite size. In general, the HRXRD technique is not utilizedmainly for deter-
mining the crystal structure, but to investigate any deviations from an ideal crystal
orientation which can be impelled by defects, strain or impurities. Here, the HRXRD
measurements were performed to analyse the impact of a key growth parameter, i.e.
growth temperature on various physical properties and defect reduction in the GaN
films.

A crystal lattice is formed by the 3D distribution of atoms arranged in a series of
parallel planes parted from one another by interplanar spacing, d which depends on
the nature of material. For the parallel planes of atoms (Fig. 5), when a monochro-
maticX-ray beamofwavelength ‘λ’ is targeted on a crystallinematerial with an angle
‘θ ’, constructive interference only occurs when Bragg’s law is satisfied. Bragg’s

Fig. 5 A schematic illustration of Bragg’s law of diffraction
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equation is given by

nλ = 2d sin θ (2)

where 1/d2
hkl = (4/3) × ((

h2 + hk + k2
)
/a2

) + (
l2/c2

)
for a hexagonal symmetry

system, h, k and l are the Miller indices; θ is the angle of diffraction. By using this
Eq. (2), the lattice parameters ‘a’ and ‘c’ can be calculated.

Figure 6a, b shows the HRXRD (2θ − ω) scans along (0002) and (10–12) diffrac-
tion planes of GaN film grown by PAMBE. The HRXRD spectra represents two
distinct peaks in Fig. 6a, which corresponds to GaN (0002) and (0004) plane of
diffractions along with two sharp peaks ascribing to (0006) and (0012) orientation of
the sapphire substrate. The presence of first- and second-order X-ray diffractions of
GaN reveals the epitaxial growth of highly crystalline GaN film along the c-direction
on c-plane sapphire substrate. The peak positions of GaN (0004) and GaN (11–22) in
2θ − ω scans of Fig. 6 were used to estimate the lattice constants (c and a) by using
the Bragg’s law given in Eq. (2) and the calculated lattice parameters are provided in
Table 2. It was observed that calculated lattice constant value, c, initially decreases
with increasing the growth temperature while at elevated temperature, less compres-
sively stressed value of lattice constant has been noticed. For GaN film grown at
715 °C, the lattice is under tensile stress whereas in other GaN films, the lattice is

Fig. 6 a HRXRD (2θ − ω) symmetric scan of GaN epitaxial film and b HRXRD (2θ − ω)
asymmetric scan of GaN epitaxial film grown on c-sapphire (Reproduced from Ref. [32], with
permission from the PCCP Owner Societies), c variation of lattice parameters (a and c) versus
growth temperature, d plots of growth temperature versus strain along a and c lattices
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Table 2 The experimentally evaluated lattice parameters (c and a) and dislocation densities (screw
and edge) of the grown GaN epitaxial films [32]

Growth
temperature (°C)

Lattice constant
c (nm)

Lattice constant,
a (nm)

Screw dislocation
densities, Dscrew
(×108 cm−2)

Edge dislocation
densities, Dedge

(×109 cm−2)

715 0.5218 0.3138 9.5 7.3

730 0.5172 0.3197 3.1 3.3

745 0.5163 0.3192 8.7 8.2

760 0.5175 0.3186 8.6 7.9

found to be compressively stressed. Figure 6c represents a plot showing variation
in the lattice parameters with growth temperature and compared the experimentally
observed values with fully relaxed GaN film (c0 = 0.5185 nm and a0 = 0.3189 nm)
[14]. It was inferred that the samples grown at 730 °C and 760 °C have lattice constant
value near to strain-free values [32].

Figure 6d represents the variation in strain along c- and a-axis with changing
growth temperatures. It was observed that the strain values are higher at lower
substrate temperature andminimum at elevated temperature. It could be due to higher
thermal energy leading to the equilibrium condition for the growth of less lattice
strained GaN films. Often, the quality of epitaxial growth is primarily determined by
the lattice constant mismatch with the immediate substrate below it. Though, lattice
mismatch is defined as the difference between the lattice constant of two crystals with
different lattice planes. Lattice mismatch usually prevents the growth of a defect-free
epitaxial film. If a film grows coherently on a thick substrate, uniform stresswill build
up due to a lattice mismatch. The stress state of heteroepitaxial layers depends on
whether the in-plane lattice space of the epitaxial film is greater or smaller than that
of the substrate. Figure 7 illustrates two cases of strain: compressive (afilm > asubstrate)
and tensile (afilm < asubstrate). The strain developed in grown films produces various
optical defects which create charge scattering centres and non-radiative trap centres
in the electronic band structure of the GaN films [22, 23].

In order to quantify the defects density in grown samples, their structural properties
were further investigated through ω-scans along symmetric (002) and asymmetric

Fig. 7 Schematic diagrams showing compressive strain state (when asubstrate < afilm) and tensile
strain (when asubstrate > afilm)
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(102) plane of diffraction as shown in Fig. 8a, b, respectively. The full-width half
maximum (FWHM) values from symmetric scan (002) of GaN grown at 715 °C, 730
°C, 745 °C and 760 °C are 994, 564, 948 and 944 arcsec, respectively while from the
asymmetric scan (102), FWHMvalues are estimated to be 1694, 1151, 1795 and 1761
arcsec, respectively [32]. The peak broadening of ω-scans is mainly attributed to the
presence of dislocations in epitaxial films. The dislocations are abrupt alterations in
the systematic ordering of atoms along a dislocation line in any crystal lattice. The
lines are characterized by the Burgers vector b, which describes the unit slip distance
in terms of magnitude and direction. There are broadly two types of dislocations
(Fig. 9). When an extra plane of atoms is introduced into an existing part of a crystal
lattice, it is said to be an edge dislocation. Thus, the part of crystal lattice having extra
atoms would be under compressive stresses, while the part with the correct number
of atoms would be under tensile stresses.

And, when the planes amend with respect to each other due to shear, it is defined
as screw dislocations [33]. The Burgers vector (b̄) is perpendicular to the dislocation
line in edge type while in screw type, b̄ is parallel to the dislocation line [34]. Thus,
they have a certain impact on growth kinetics and further on the structural as well as
optoelectrical properties which will be now discussed in this section.

Fig. 8 TheHRXRDomega scans alonga (002) plane of diffraction andb (102) plane of diffractions;
c a couple of profiles comparing the FWHM values against growth temperature; d variation in
dislocations density with varying growth temperature
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Fig. 9 The demonstration of a screw and b edge dislocations in a crystal lattice

A comparative FWHM plot of both symmetric and asymmetric scans is presented
in Fig. 8c. The determined FWHM values are observed to be lowest in GaN epitaxial
film grown at an optimum growth temperature of 730 °C which indicates that it
contains minimum threading dislocations (TD). The total TD density can be quan-
tified by summing the separate components of the screw (Dscrew) and edge (Dedge)
dislocations which are given by the following equations [35]:

Dscrew = β2
(0002)

9b2screw
(3)

Dedge = β2
(10−12)

9b2edge
(4)

where β is FWHM (in radians) measured from (0002) and (10–12) plots of HRXRD
ω-scans and b is the Burgers vector length (bscrew = 0.5185 nm, bedge = 0.3189 nm).
Both the screw and edge dislocation densities from (0002) and (10–12) plane reflec-
tions for all the samples are calculated and plotted in Fig. 8d. A reduction in TD
density with a strain-relaxed lattice of GaN at an optimum growth temperature (730
°C) is ascribed to the single-crystalline, epitaxial GaN film growth.

Next, to evaluate the uniform atomic concentration and elemental distribution of
the grownfilm, secondary ionmass spectroscopy (SIMS)depth profilewas performed
on GaN thin film grown at an optimized growth temperature of 730 °C. SIMS is a
technique in which the surface of the sample is bombarded with ion beam resulting
in the emission of secondary ions that can then be collected by a detector unit.

In Fig. 10a, a stable SIMS spectrum of Ga and N ions were clearly observed all
the way through the film with no oxygen (below the detection limit) incorporation
within the film. Further, the cross-sectional FESEM image (Fig. 10b) revealed the
total thickness of 643 ± 10 nm which is highly in accordance with the thickness
value obtained from SIMS analysis [32].
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Fig. 10 a The SIMS depth profile and b FESEM cross-sectional view of grown GaN film at 730
°C

2.4 Morphological Examination of GaN Thin Films

The surface of a thin film plays a key role in determining the performance of any
device since a better surface morphology implies good 2D growth and better inter-
faces for effective current transport. The surface of grown thin films has been probed
closely by AFM to study the impact of growth temperature on its growth kinetics.
AFM is a high-resolution microscopic technique having a resolution of fractions
of a nanometer which is determined to be, nearly 1000 times better and precise
than the optical diffraction limit. As shown in a schematic representation of its
basic phenomenon in Fig. 11, AFM comprises a cantilever having a very sharp and
nanoscale tip to scan over the sample’s surface. As the tip approaches the surface, a
confined space attractive force develops between the tip and the surface to deflect the
cantilever towards the surface. However, as the cantilever approaches further close

Fig. 11 The phenomenon
behind AFM imaging
technique
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to the surface, such that the tip comes in contact with it (contact-mode), an increas-
ingly repulsive force develops and dominates the cantilever to deflect away from
the surface. These deflections and deviations are tracked using a position-sensitive
photodiode (PSPD). Thus, when AFM tip passes over an elevated surface feature, it
results in a subsequent deflection in cantilever which is recorded by the PSPD.

Finally, an accurate topographic map of the surface features can be achieved by
maintaining a constant laser position via a feedback loop to control the height of
the tip. Figure 12a–d shows the AFM images of respective GaN films at different
growth temperatures. It was witnessed that surface morphology of GaN grown at
a lower temperature of 715 °C is relatively smoother in addition to low pit density
and pit depth which is associated with Ga-rich growth. The observed root mean
square (r.m.s.) roughness of all of the samples were represented in Fig. 12e and it
was observed to be minimum for GaN films (at 715 °C and 730 °C) grown under
Ga rich condition (due to lower substrate temperature). It is clear from the aforesaid
explanation that growth at 715 °Cand730 °Cpossesses smoother surfacemorphology
with a reduced number of pits as compared to growth performed at comparatively
higher temperatures of 745 °Cand760 °C.Thevital parameters to arbitrate the surface
quality include average pit density and average pit depth for all the grown GaN films
which are compared in Fig. 12f and also tabulated in Table 3 for guiding towards
optimized growth dynamics of GaN films. It was investigated that the formation

Fig. 12 a–d shows the AFM images of GaN grown on c-plane sapphire substrate at 715 °C, 730
°C, 745 °C and 760 °C, respectively (Reproduced from Ref. [32], with permission from the PCCP
Owner Societies); e shows a histogram depicting trend of r.m.s. roughness with increasing growth
temperature; f the couple of profiles represent the avg. pit depth and pit density variation versus
growth temperature
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Table 3 Values of average pit density, pit size, pit depth and r.m.s. roughness for grown GaN films

Growth
temperature (°C)

Avg. pit density
(cm−2)

Avg. pit size (nm) Avg. pit depth
(nm)

R.m.s. roughness
(nm)

715 1.6 × 108 70–250 ± 10 4 0.84

730 2 × 108 140 ± 10 10 1.8

745 5.1 × 108 160 ± 10 15 4.2

760 6.4 × 108 160 ± 10 23 5.5

of surface pits are results of strain relaxation in the heteroepitaxy of GaN films, as
the mismatch between grown film and the substrate is large (lattice mismatch in
GaN/c-sapphire is ~13% and thermal expansion coefficient mismatch is ~33%). It
has been observed that by reducing the substrate temperature we can improve the
morphological quality, however the crystallinity may not be good. Both qualities
should be compensated for efficient device performance.

2.5 Band Gap and Optical States Evaluation

The band gap and optical properties need to be analysed to evaluate the optoelectronic
applicability of grown GaN films which were analysed by using photoluminescence
(PL) spectroscopy. PL is a non-destructive luminescence technique used to probe the
electronic structure of semiconducting materials. In PL spectroscopy, a light source
with energy larger than or equal to the semiconductor band gap is shined on the
requisite material to excite electrons from the valence band into the conduction band
(Fig. 13).

After completing their lifetime, the electrons and holes recombine either directly
from conduction to valence band or involving different excitonic levels existing in
the energy band gap (Fig. 13). The emitted radiation is concentrated and focused
by lenses to direct onto the monochromator where the light disperses into separate

Fig. 13 A representation of the basic principle behind photoluminescence spectroscopy
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wavelengths. Then, the dispersed light is recorded by a CCD-based detector and
intensity versus wavelength plot is observed on a computer screen. Here, the CCD
camera based detector is used over a photomultiplier tube because it allows simul-
taneous data collection over a large spectral range in every measurement. In this
context, PL spectroscopy has been performed to examine the variation in optical
properties of the GaN films with distinct growth temperatures. A sharp and narrow
near-band-edge (NBE) emission peak has been perceived in the room temperature
(RT)—PL spectra (shown in Fig. 14a) of the grown GaN films which are attributed
to the radiative transition of an excited electron from the conduction band to valence
band governing the band gap of the material. The NBE peak position for defect-free,
bulk GaN film was reported at 3.41 eV [36]. Henceforth, a blue shift of 10, 8, 11 and
10 meV was witnessed upon closely observing the NBE emission of GaN grown at
715 °C, 730 °C, 745 °C and 760 °C, respectively [23]. The blue-shiftedNBEemission
value is comparable to the earlier reported stress-relaxed homo-epitaxial growths of
GaN films [14]. The observed shift could be due to the Burstein–Moss effect or an
indication of strain. Thus, detailed Raman studies were carried out to affirm if the
shift was originated from strain/stress. Besides, the FWHM values of NBE emission
can be used to ascertain the quality of GaN films which were evaluated to be 65, 45,
60 and 60 meV for GaN grown at 715 °C, 730 °C, 745 °C and 760 °C, respectively
(Fig. 14b).

The acclaimedNBE peak and its narrow FWHM in film grown at 730 °C indicates
that high-quality GaN has been grown at an optimized substrate temperature of 730
°C. Further, the defects mediated optical states present in between the energy band
gap were analysed and presented as the defect band (DB) emission which basically
evolves as yellow band (YB) emission inGaN. Figure 14b shows the intensity ratio of
DB to NBE emission band and the defect-related band emission was perceived to be
higher in GaN grown at 715 °C while it was significantly diminished for the growth
carried out at 730 °C. The origin of YB emission is still not clear; various models

Fig. 14 a RT–PL spectra of GaN films grown at varied growth temperatures (Reproduced from
Ref. [32] with permission from the PCCPOwner Societies); b the profiles demonstrates the FWHM
of NBE emission band and intensity ratio of defect band to NBE emission band versus growth
temperature
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have been proposed to explain its source including transitions between shallow and
deep levels of donors and acceptors [37, 38]. Although, it was reported that the
gallium vacancies aremajorly responsible for YB emissions, [37] in this study, a high
YB emission at lower substrate temperature (715 °C) has eliminated the possibility
related to gallium vacancies. So, the possible reason could be the transition from deep
donor level to valance band minima. Notably, the intensity of YB emission from all
other GaN films is lower than that grown at 715 °C and found to be minimal in GaN
grown at 730 °C. The detailed RT-PL analysis illustrates that high-quality GaN film
with good optical properties can be grown at optimized growth temperature which
possess the least amount of defects as ascertained by the lower FWHM value of PL
NBE peak [32].

2.6 Stress Analysis in GaN Films

The stress present in the grownGaNfilmgreatly affects the quality of the thin film and
thus needs to be quantifiedwhich has been performed via RS. SinceRaman scattering
technique is an inelastic light scattering process deriving vibrational molecular spec-
troscopy. In RS, a laser photon packet is scattered by a sample molecule that gains
(or loses) energy during this process (Fig. 15). The amount of energy lost/gained can
be observed as a change in the energy of irradiating photon. This energy change is
characteristic of a particular bond in the molecule. RS can be assumed as a technique
for developing a precise spectral fingerprint (unique to a particular molecule), which
can gauge physical properties such as crystalline phase and orientation and intrinsic
stress.

Hence, RS has been utilized here to scrutinize the correlation of defects minimiza-
tion on stress relaxation in the grown GaN films. Usually, GaN forms a hexagonal
wurtzite structure and according to group theory, single-crystallineGaNhas eight sets

Fig. 15 The basic principle behind Raman spectroscopy



92 S. Krishna et al.

of phonon modes: 2A1 + 2B1 + 2E1 + 2E2 [39]. Although in backscattering geom-
etry, only E2 (high) and A1 (LO) are the two Raman active modes which appear
due to atom displacement in c-plane and atoms relative motion along the c-axis,
respectively [40]. Among them, the FWHM and intensity of E2 (high) mode reveals
the quality of the grown film and the shift in its wavenumber is allocated to quan-
tify the stress/strain present in the GaN film [41]. So, we eminently observe on the
wavenumber shift in the E2 (high) phonon mode peaks under distinct growth temper-
atures. Figure 16a shows the RT—Raman spectra of the GaN films being discussed
in this chapter. The frequency positions of E2 (high) phonon modes are plotted in
Fig. 16b with respect to growth temperatures and the values are found to be 568.97,
568.84, 569.12 and 569.47 cm−1 for GaN grown at 715 °C, 730 °C, 745 °C and
760 °C, respectively. Generally, the up-shift in E2 (high) mode phonon frequencies
ascribes to compressive stress while a down-shift represents the presence of tensile
stress with respect to stress-free bulk GaN (567.6 cm−1) [42]. Thus, the witnessed
up-shift in the experimental data indicates that the stress present in all the samples
is compressive in nature. Further, the obtained in-plane compressive stress (σ ) is
quantified by using the following equation [29]:

Fig. 16 aMicro-Raman spectra of GaN films grown on c-sapphire at different growth temperatures
(Reproduced from Ref. [32] with permission from the PCCP Owner Societies); b the plot showing
E2 (high) modes of all the GaN films compared with the stress-free value to evaluate stress; c the
variation in compressive stress versus growth temperature
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σ = �ω/4.3GPa (5)

where �ω is the experimentally obtained value of Raman frequency shift from the
stress-free position.

The quantified stress is found to be minimum (0.28 GPa) for GaN film grown at
730 °C while a higher stress values of 0.32, 0.36 and 0.43 GPa have been calculated
for the GaN films grown at 715 °C, 745 °C and 760 °C, respectively [32]. Figure 16c
represents a histogram plot revealing variation in the in-plane compressive stress
with the growth temperature. These results from Raman analysis are in accordance
with the HRXRD results where a compressive strain was realized in these hetero-
epitaxially grown GaN films on c-sapphire. Next in this chapter, the role of multiple
interlayers has been explored towards the better growth dynamics of GaN thin film
on the sapphire substrate.

3 Epitaxial Growth of GaN/AlN Multilayered
Heterostructure

Since the heterostructure growth leads to a large disparity in lattice constants and
thermal expansion constants. Thus, the AlN interlayers are widely introduced as
a buffer layer during the growth process of epitaxial GaN because of only a small
mismatch of ~2.4% in the lattice parameters of AlN andGaN [43]. Amano et al. were
among the first few researcherswho introduced the concept of thinAlN interlayers for
achieving thick crack-freeAlGaN layers onGaN [44].While inserting amultilayered
AlN layer in between GaN, it can also effectively reduce the stress in the growing
film along with reduced pit formation. This section of the chapter reveals the growth
of GaN/AlN double-barrier heterostructure (DBH) by using PAMBE to scrutinize
the role of multiple interlayers for epitaxial GaN growth and examine their structural
progression in detail.

The growth of a multilayer heterostructure has been performed on thermally
cleaned c-oriented sapphire substrate in the Riber compact-21 PAMBE system.
Initially, the nitridation of sapphire substrate is carried outwhich produces fewmono-
layers of AlN followed by the growth of GaN buffer layer over a thin Ga wetting
layer (~1 nm) at lower substrate temperature. Then, AlN (30 nm)/GaN (70 nm)/AlN
(30 nm)/GaN (70 nm) heterostructure was successfully grown on 200-nm-thick GaN
epitaxial layer at a base chamber pressure of 1.3E–5Torr usingfixedRFplasmapower
of 500W. The epitaxial GaN and AlN films were grown at a substrate temperature of
730 °C and 810 °C, respectively. A time-correlated stepwise growth phase diagram
for the GaN/AlN multilayered heterostructure is provided in Fig. 17.

The impact of multiple interlayers on the surface of GaN during the growth has
beenmonitored by in-situ RHEED techniquewhich confirmed the 2DGaNover layer
growth and the patterns observed at different zone axis are shown inFig. 18. The sharp
streaky 1× 1 reconstructed RHEED patterns confirm the two-dimensional growth of
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Fig. 17 A time-correlated growth processes involved for the GaN/AlN heterostructure

Fig. 18 The RHEED
patterns of grown DBH
along [11–20] and [10–10]
azimuthal planes

GaN, while a three-dimensional (3D) growth mode was witnessed for the AlN layer.
According to RHEED analysis, it is noteworthy to explain that both the epitaxial AlN
layer was grown in 3D mode. It is because of the AlN layer thickness that has not
reachedup to a critical value,where the nucleation and strain relaxationoccurs.Below
this critical thickness, the layer will be in the three-dimensional mode of growth.
However, in the case of GaN layer, the critical thickness was achieved resulting
in a layer by layer growth along with the introduction of threading dislocations
propagated from the AlN interlayer. A detailed morphological evolution of GaN film
in accordance with threading dislocation will be explained later in this section.
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Fig. 19 a 2θ − ω scan of the GaN/AlN DBH (inset shows the ω − 2θ scan), b ω-scans along
symmetric (0002) plane of diffraction of GaN and AlN. (Reprinted from [45], Copyright 2017, with
permission from Elsevier)

3.1 Evaluation of GaN Grown on Multiple AlN Interlayers
in DBH

The HRXRD 2θ − ω scan of the grown GaN/AlN multilayered heterostructure
is shown in Fig. 19a. A sharp and high-intensity X-ray diffraction peaks were
observed along (0002) plane of diffraction of GaN and AlN located at 34.6° and
36.3°, respectively.

The presence of first-order (0002) and second-order (0004) plane of diffractions
for both GaN and AlN unveils that high crystalline quality GaN and AlN layers have
been epitaxially grown in the heterostructure. The peak position of GaN and AlN in
the ω − 2θ scan acquired along (0002) plane of diffraction is provided in the inset of
Fig. 19awhich is used to estimate the lattice constant (c) value of 5.1806Åand 4.9456
Å, respectively. It was observed that the estimated lattice parameter values are close
to the strain bulk GaN and AlN films [46, 47]. Detailed structural properties were
further inspected through ω-scans wherein, the FWHM value of GaN and AlN along
the symmetric plane of diffraction was evaluated to be 0.38° and 0.52°, respectively
(Fig. 19b). Further, the TD density can be quantified by using Eq. (3) and the screw
dislocation density evaluated for GaN film is 1.8 E9 cm−2 while for AlN film is 3.6
E9 cm−2.

Further, the structural and morphological quality of grown multi-interlayered
heterostructure was examined by high-resolution transmission electron microscopy
(HRTEM). Figure 20a shows the cross-sectional TEM image revealing the interface
analysis of the GaN and AlN layers in the heterostructure grown on c-plane sapphire
substrate. The bottom-most GaN film was observed to be ~200 nm thick while the
thickness of 30 nm and 70 nm are obtained for alternating AlN and GaN films,
respectively. Moreover, the magnified HRTEM image of GaN and AlN interface in
heterostructure is represented in Fig. 20b. It demonstrates a sharp and clear interface
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Fig. 20 a Cross-sectional TEM image of the grown GaN/AlN/GaN/AlN/GaN/Al2O3 heterostruc-
ture; b HRTEM images reveal the analysis of GaN and AlN interface. Inset top-right shows the
magnified image of AlN/GaN interface, inset top-left and bottom-right represent the FFT pattern
of selected area HRTEM image of AlN and GaN, respectively. Inset bottom-left displays the FFT
pattern ofAlN/GaN interface. (Reprinted from [45],Copyright 2017,with permission fromElsevier)

with a well-ordered crystal lattice of AlN and GaN in the grown heterostructure.
Thus, a heterointerface without any cracking and minimum threading dislocations
was successfully realized by optimizing the growth conditions. Besides, the HRTEM
image in the top-right inset of Fig. 20b reveals the single-crystalline structure with
epitaxial growth along (0002). The fast Fourier transform (FFT) images (top-left and
bottom-right inset of Fig. 20b) are captured from the corresponding atomic-scale
image of Fig. 20b, which governs the presence of c-plane orientation of AlN and
GaN having an inter-planar spacing of 2.49 Å and 2.59 Å, respectively. The observed
values are in good agreement with the hexagonal wurtzite structure of GaN and AlN
films [46]. From the interface analysis via FFT image (bottom left inset of Fig. 20b),
it is interesting to observe that the highly intense pattern reveals that the growth direc-
tions are consistently grown to be along c-axis, and therefore signifying an excellent
configuration of AlN and GaN films.

The more detailed interface analysis and the elemental distribution in the
heterostructure have been performed by SIMS as shown in Fig. 21. Sharp interfaces
between GaN and AlN are clearly observed with a minimum metallic (Ga or Al)
diffusion at the interface of the double-barrier heterostructure. Moreover, the depth
profile of grown multi-interlayered heterostructure obtained via SIMS is in accord
with the thickness of the different GaN and AlN layers as studied from HRTEM
analysis.

This was also observed in the elemental mapping of the grown heterostructure
(inset of Fig. 21) which reveals a clear distribution of different material layers. More-
over, it is clearly visible that the unintentional doping concentration through the
heterostructure is below the detection limit. Such highly crystalline heterostruc-
ture with sharp interfaces and negligible elemental contamination are essential for
enhanced current transport in devices.



Growth Dynamics of Epitaxial Gallium Nitride Films Grown … 97

Fig. 21 The SIMS spectra
of the grown
multi-interlayered DBH;
inset shows the elemental
distribution mapping in the
heterostructure

The morphological properties of grownmultilayer heterostructure were also scru-
tinized by FESEM. Figure 22a shows the cross-sectional FESEM image of the
GaN/AlN-based heterostructure grown on Al2O3 substrate. A sharp and uniform
heterostructure has been affirmed by the insertion of multiple AlN interlayers as
shown in the FESEM image. Inset of Fig. 22a represents the magnified image
of the GaN/AlN DBH showing the intermediate AlN layers sandwiched between
GaN layers. The thickness of 200 nm was observed for the epitaxial bottom GaN
layer while the alternative AlN and GaN layers thickness were obtained to be

Fig. 22 a Cross-sectional FESEM image of the grown GaN/AlN DBH; inset shows the magnified
image at the interface; b, c and d FESEM image of GaN film evolved at different growth regimes
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30 nm and 70 nm, respectively. The FESEM cross-sectional images are consis-
tent with TEM images. Furthermore, the morphological evaluation of GaN layers
in the grown heterostructure and the effect of AlN layer insertion will be discussed
below. Figure 22b, c and d represents the FESEM images of top, middle and bottom
GaN layers, respectively. Interestingly, it is noteworthy that the bottom GaN layer
(Fig. 22d) abides high pit density while from the middle to top GaN layer; the pit
density was significantly decreased. Since the bottom GaN layer undergoes strain
relaxation by the formation of threading dislocations due to the high lattice constant
and thermal expansion coefficient mismatch. This leads to high pit generation on
the growing GaN layer. However, the AlN layer insertion relaxes the lattice and
obviously thereby, reduces the pit density in the middle GaN layer (Fig. 22c). The
AlN multi-interlayered structure reduced the developed strain due to the low lattice
mismatch between GaN and AlN (2.4%) as compared to the GaN/Sapphire (13%).
It was observed that the pit density of the top GaN layer (Fig. 22b) has been consid-
erably reduced by inserting another AlN layer. Though the thickness of the grown
layers are in few tens of nm, still we can achieve high crystalline quality and mini-
mize pit density on the surface of GaN layers to improve the growth dynamics of
GaN on sapphire substrates via PAMBE.

4 Summary

The growth kinetics of GaN thin films is found to be strongly dependent on a key
growth parameter, i.e. growth temperature. The impact of growth temperature on
the induced stress with defect states in the heteroepitaxial GaN film grown on c-
sapphire (0001) by PAMBE is discussed. An optimized temperature was employed
to attain reduced defect, stress-relaxedGaNfilms and successfully grown aminimum
compressively stressed thin film. The thermal stability of stress-relaxed GaN films
has been explained at elevated temperatures, where thermal expansion of lattice
occurred. The stress-relaxed GaN film pertain to a minimum threading dislocation
density along with a highly intense, narrowNBE emission with reduced defects band
related optical trap states. The stress relaxation induces enhancement in the topo-
graphical properties by reducing the pit density and surface roughness. This chapter
would contribute significantly towards understanding how the growth conditions
impact the growth kinetics for epitaxial GaN thin films. Furthermore, another step
towards better growth dynamics is achieved by incorporating the multiple AlN inter-
layers between the substrate and epitaxial GaN thin film. This has been achieved by
growing GaN/AlN/GaN/AlN/GaN DBH on c-plane sapphire substrate by PAMBE.
The chapter illustrated the importance of multiple interlayers in terms of improvising
the structural and morphological quality of GaN films. By utilizing this approach,
good crystalline quality as well as sharp interfaces was clearly witnessed inGaN. The
different GaN layers in the DBH were topographically probed by FESEM and it was
revealed that the insertion of AlN layer can reduce the pit generation in the epitaxi-
ally grown GaN layer since the AlN layer relaxes the strain due to lattice mismatch



Growth Dynamics of Epitaxial Gallium Nitride Films Grown … 99

between substrate and GaN. The structure suggested in this study opens up the ways
to fabricate cost-effective and highly efficient solid-state devices with few tens of
nm dimensions. And, utilization of good quality GaN films/heterostructures creates
a path towards numerous device applications which will be a highly feasible field of
interest in the near future.
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High-Density Non-magnetic Cobalt
in Cobalt Thin Films

B. N. Dev and Nasrin Banu

Abstract Volume contraction or higher density of any bulk material is usually
obtained by placing the material under high-pressure conditions. For materials in
the form of thin films, a compressed (higher density) state may be obtained during
growth without the necessity of any external pressure. Here, we present cobalt thin
films, grown on silicon, which show the formation of high-density layers within the
film.Normal cobalt is ferromagnetic. Theoretical calculations have shown that cobalt
can be non-magnetic when its density increases beyond a specific value. Formation
of this high-density (HD) non-magnetic (NM) state of cobalt in cobalt thin films
has been revealed and confirmed via various experiments. The non-magnetic state
of cobalt is of great interest. Ferromagnetism and superconductivity are known to
be antagonistic. When ferromagnetic normal cobalt becomes non-magnetic, it raises
the possibility of being a superconductor. Indeed both experiments and theory have
shown the high-density non-magnetic cobalt to be a superconductor. The cobalt films
have grown in a trilayer structure—HDNM Co/normal Co/HDNM Co. Thus, it is a
self-organized superconductor (S)/ferromagnet (F)/superconductor (S) hybrid struc-
ture. S/F/S hybrid structures have potential applications in areas like spintronics and
quantum information technology.

1 Introduction

Cobalt has many important, strategic and irreplaceable industrial uses. Regarding
its source, while it is widely scattered in the Earth’s crust, what is of great interest
is the presence of cobalt in the Earth’s core where a high-pressure condition exists.
Due to the existence of magnetism in the Earth’s core, the studies of structure and
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magnetism of cobalt, and 3d transition metals in general, at reduced volume (under
high pressure) have been of great interest [1]. Bulk Co is ferromagnetic and it has
a hexagonal close packed (hcp) structure under normal pressure and temperature.
Structural phase transition to face-centred cubic (fcc) structure has been found to
occur under high pressure. Theoretical calculations have shown that with decreasing
atomic volume, which would occur under high pressure, the magnetic moment of
Co decreases and the magnetic moment of a fcc Co nearly vanishes when the atomic
volume is reduced by a factor of ~1.4 [2]. That is, this high-density state of Co is
non-magnetic.

Structural transition from hcp to fcc was observed in experiments on bulk Co
under high pressure [1]. A mixed phase of hcp and fcc was observed for the range
of pressure of 90–150 GPa. Around 150 GPa, which corresponds to a density of
~1.4 times the normal density, a complete transition to fcc structure was observed.
However, no measurements of the magnetic state of this high-density Co were made,
perhaps for the apparent difficulty of such measurements under such a high-pressure
condition.

Magnetism of bulk Co under high pressure has been recently investigated [3]. The
magnetic moment was found to decrease with the increase in pressure. The complete
extinction of ferromagnetism above 130 GPa in a mixed hcp-fcc phase was reported
[3]. This work also reports that the fcc structure is theoretically predicted to lose
magnetic moment at a lower pressure compared to hcp. There is some uncertainty
(20%) in the values of the critical pressure for the extinction of magnetism for both
phases; the pressure ranges are 70–120 GPa and 90–180 GPa for the fcc and the
hcp phase, respectively. A pressure of 70 GPa corresponds to a density of about
1.25 times the normal density of Co. Non-hydrostatic pressure was also found to be
important for loss of magnetism at a relatively lower pressure (lower density) as it
appears to promote hcp to fcc transition.

Materials in the form of thin films may display unusual properties, which are
not observed in their bulk form under identical or similar conditions. For example,
bulk cobalt has a face-centred cubic (fcc) structure at temperatures above 417 °C [4]
or under high pressure [1]. On the other hand, thin films of cobalt may exist in fcc
structure at room temperature and at normal pressure, and their properties varywidely
with respect to bulk cobalt [5]. Bulk Bi is superconducting under high pressure with
a superconducting transition temperature, T c, of about 8 K [6]. However, at ambient
pressure, bulk Bi is superconducting with an extremely small T c of about 0.5 mK
[7]. On the other hand, at ambient pressure, thin films of Bi are superconducting
with a T c of about 5–6 K [8]. Thin films provide extra degrees of freedom, which
may change the thermodynamic variables required to get certain phase transitions
in thin films. Thus, thin films provide an interesting playground for exploring many
unexpected properties of the corresponding bulk materials.

A thin-film approach was attempted for finding a high-density non-magnetic state
ofCo, as itwas alreadyknown that polycrystalline thinfilms canproduce compressive
stress in a thin film [9] thereby producing a higher material density by mimicking
a high-pressure-like situation. If a high-density state of Co is formed in the Co thin
films, it would be straightforward to investigate its magnetic state by directly probing
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the total spin moment using a technique like polarized neutron reflectivity (PNR). (It
may be noted that X-ray magnetic circular dichroism (XMCD), the technique used
for investigation of magnetism of Co under high pressure, cannot measure the total
spin moment [3]). Experiments carried out on Co thin films have indeed revealed
the existence of high-density non-magnetic Co, and the results were first reported in
2015 [10]. These results were further established in several subsequent investigations
[11–13].

However, discovering a high-density non-magnetic state of Co in thin films was
not the end goal. Magnetism and superconductivity and their antagonism are topics
of enormous scientific interest. Ferromagneticmaterials like 3d transitionmetals (Fe,
Co and Ni) are not superconductors. A non-magnetic state of these materials could
make them superconductors. Indeed a high-density non-magnetic state of bulk Fe,
obtained under high pressure, was found to be superconducting with a T c = 2 K [14].
So, a high-density non-magnetic state of Co may display superconductivity and it is
easy to make the required measurements on thin films rather than in a high-pressure
experiment. Indeed, experiments carried out on high-density non-magnetic Co in
thin films have shown superconductivity with a T c of about 5 K [15].

Experimental results on revealing the high-density (HD) non-magnetic (NM) state
of Co in Co thin films, the film thickness dependence and the substrate dependence
of the formation of the HDNM state and several other properties of the HDNM Co
in Co thin films are presented below.

2 Revealing the High-Density Non-magnetic State of Co
in Thin Films

X-ray reflectivity (XRR) and polarized neutron reflectivity (PNR) techniques provide
the information about thematerial density as a function of depth in thin films. In addi-
tion, PNR provides magnetic moment density. XRR and PNR are non-destructive
techniques. From these techniques, the depth-dependent density of the sample,
averaged over the lateral dimensions of the entire sample, can be obtained with
subnanometer depth resolution [16–18]. At each depth, there may be lateral density
variation. That is indeed the case for the Co thin film discussed here (see Sect. 2.3).
However, XRR and PNR provide only laterally averaged density at each depth.
XRR and PNR involve measurement of the X-ray/neutron radiation reflected from a
sample surface as a function of wave vector transfer Q (i.e. the difference between
the outgoing and the incoming wave vectors). For specular reflectivity (R) (angle
of incidence = angle of reflection), the magnitude of Q is Q = (4π /λ)sin θ, where
θ is the grazing angle of incidence and λ is the wavelength of X-ray/neutron. The
reflectivity as a function of wave vector transfer, R(Q), is quantitatively related to
the square of the Fourier transform of the depth profile ρ(z) of the scattering length
density (SLD) (the z-direction is normal to the film surface) [16–18]. For XRR, ρx(z)
is the electron SLD (ESLD), which is proportional to the electron density (or mass
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density) depth profile. For PNR, ρ(z) consists of nuclear and magnetic SLDs (NSLD
and MSLD) such that

ρ±(z) = ρn(z) ± CM(z) (1)

where C = 2.9109 × 10−9 Å−2 m/kA, and M(z) is the magnetization (kA/m) depth
profile whereas the suffix ‘n’ indicates nuclear [16–18]. The sign+(−) is determined
by the condition when the neutron beam polarization is parallel (opposite) to an
applied magnetic field, and the corresponding reflectivities are R±. ESLD in XRR
and NSLD in PNR are proportional to material density. So the ESLD and NSLD
depth profiles reflect the density depth profile.

The mass density depth profiles were obtained from XRR data by fitting a model
ρ(z) for which the computed reflectivity best fits the data. The reflectivity was
calculated using the formalism of Parratt [19] and least-squares fitting was used
to fit the data. The parameters of the model were adjusted to minimize the value of
reduced χ2—a weighted measure of goodness of fit [20]. To fit XRR data, different
model structures consisting of layer(s) representing regions with different ESLD
were considered [16–18]. The parameters of the model also included layer thickness
and interface (or surface) roughness [16–18]. Similarly, PNR data were fitted to a
model of ρ±(z), for which the computed reflectivity best fits the R± data. For this,
different model structures consisting of layer(s) representing regions with different
NSLD and MSLD were considered.

In this section, we discuss a thin cobalt film (25 nm nominal thickness), deposited
in a highvacuum(low10−7 mbar) by electron-beamevaporationmethodon apiranha-
cleaned, HF-etched Si(111) substrate (a 100 mm diameter wafer). Then the cobalt
filmwas taken out of the vacuum chamber. The exposure of the film to air, when taken
out of the vacuum chamber, led to surface oxidation. XRR and PNR experiments
were carried out for obtaining the mass density and the magnetic moment density
depth profiles. Transmission electron microscopy (TEM) experiments were carried
out to investigate crystallinity, strain corresponding to high-density condition and
other characteristics of the high-density state.

2.1 X-ray Reflectivity Investigation to Explore High-Density
Cobalt

A schematic of an X-ray reflectivity experiment is shown in Fig. 1. It should be
noted that it is a specular reflection [the angle of reflection equal to the angle of
incidence (θ )]. In a typical XRR experiment, the value of θ is very small (usually in
the range of 0–2°). The reflected X-rays are collected under the specular condition as
the angle of incidence (or equivalently, the value of Q) is varied.Q = k′ − k, where
k and k′ are the wave vectors of the incident and the reflected X-rays, respectively.
The magnitudes of the wave vectors are k = k′ = 2π /λ, where λ is the wavelength
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Fig. 1 Scattering geometry
in an X-ray reflectivity
experiment. The directions
of k, k′ and Q are shown by
arrows. See text for details

of X-rays. The direction of Q is perpendicular to the surface of the sample and its
magnitude is Q = (4π/λ)sin θ (Fig. 1).

The results of the analysis of XRR data from the Co thin film sample mentioned
above, obtained from measurements with Cu Kα X-rays (λ = 1.54 Å), are shown
in Fig. 2. It is well known that a surface oxide layer is formed when a cobalt film,
deposited in a vacuum chamber, is taken out and exposed to air. So, initially, a
three-layer model—cobalt-oxide/cobalt/substrate was considered for calculating the
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Fig. 2 X-ray reflectivity data (circles) and fits (solid lines) (a, b, c) considering three electron
scattering length density (ESLD) models (d, e, f). (d) A uniform density normal Co layer, (e) a
uniform density normal Co layer and a high-density (HD)Co layer at Co/substrate interface and (f) a
uniform density normal Co layer and HD Co layers at both Co/substrate and Co/oxide interfaces.
The ESLD depth profiles in (d), (e) and (f) correspond to fits in (a), (b) and (c), respectively.
The solid line histogram depth profiles do not contain the effect of surface/interface roughness. The
dashed line depth profiles include the effect of roughness. (FromRef. [12] supplementarymaterials)
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Table 1 Layer structures and
the depth-dependent
parameters obtained from the
analysis of XRR data from
the Co film. The roughness
values indicate the roughness
at the upper interface of the
corresponding layer. (From
Ref. [12], supplementary
material)

Layers Thickness (Å) ESLD (10−5

Å−2)
Roughness (Å)

CoO 13 ± 2 4.68 ± 0.10 7 ± 2

HD Co 35 ± 3 8.56 ± 0.20 8 ± 2

Co 183 ± 5 6.28 ± 0.10 24 ± 4

HD Co 34 ± 3 7.20 ± 0.15 13 ± 3

Si substrate – 2.05 ± 0.05 5 ± 2

reflectivity and fitting the data. The calculation includes the contribution of surface
and interface roughness. Figure 2a shows the reflectivity data and the fitted curve.
The corresponding ESLD depth profile for this three-layer model is shown in Fig. 2d.
The unacceptable fit in Fig. 2a indicates that the actual layer structure is different
from that in Fig. 2d. The fit improves (Fig. 2b) when a thin layer at the Co/Si interface
region, with a density higher than that of normal Co (Fig. 2e), is allowed. The best fit
(Fig. 2c) is obtained when themodel includes two additional layers of materials, both
with densities higher than that of normal Co, at the oxide/Co and Co/Si interfaces
(Fig. 2f).

Rutherford backscattering spectrometry (RBS) experiments ruled out the possi-
bility of the presence of any other elements that could be responsible for this high-
density layers near the two interfaces [12, 21], establishing the identity of these
high-density layers as high-density (HD) Co. The parameters obtained from the best
fit of the XRR data are shown in Table 1, and the layer structure is schematically
shown in Fig. 3. As discussed later, these HDCo layers are also non-magnetic (NM).
Comparison of the ESLDs of the HD Co layers and normal Co provides the density
of the upper HD Co layer as 8.56/6.28 or 1.36 times the density of normal Co. The
density of the lower HD Co layer is 7.20/6.26 or 1.15 times the density of normal
Co. As discussed in Sect. 2.3, the HD Co has fcc structure.

Fig. 3 The layer structure in
the sample, as obtained from
XRR and PNR results, is
shown schematically
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2.2 Polarized Neutron Reflectivity (PNR) Analysis

A typical PNR experimental geometry is schematically shown in Fig. 4. It is similar
to that of X-ray reflectivity except for the fact that a neutron has a magnetic moment,
which can be aligned in the desired direction. Two alignment conditions—parallel
and antiparallel to a magnetic field (H) applied to the sample—are used in PNR
experiments. Reflectivity is measured for each alignment.

PNR experiments were carried out on the same sample as the one used in XRR
experiment using the sole neutron reflectometer available in India at DHRUVA,
Bhabha Atomic Research Centre, Mumbai, India [22]. The results are shown in
Fig. 5. Figure 5a shows, from a theoretical work, how the magnetic moment of Co

Fig. 4 The scattering geometry in a PNR experiment.H is the applied magnetic field in the sample
plane. B is magnetic induction, which may have an angle with H. The directions of k, k′ and Q are
shown by arrows, as inX-ray reflectivity. Themagnitude of Q is (4π /λ)sin θ, λ being thewavelength
of neutrons. The short arrows on the incident beam indicate the neutron beam polarization

Fig. 5 a Theoretical
prediction of magnetic
moment (μB) variation with
atomic volume of fcc Co.
b PNR data (filled and open
circles) and fits (solid lines)
considering nuclear and
magnetic scattering length
density (NSLD and MSLD)
models shown in (c), which
corresponds to HD Co layers
at interfaces. d PNR data and
fits considering the NSLD
and MSLD models
corresponding to a uniform
density of normal Co, shown
in (e). Solid line depth
profile includes the effect of
surface/interface roughness,
while the dotted profile does
not. (From Ref. [12])
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in the fcc structure changes with decreased atomic volume (increased mass density)
of Co. The equilibrium volume of both hcp and fcc Co is 78.27 bohr3/atom [2], as
marked by an arrow in Fig. 5a.According to Fig. 5a, themagneticmoment is expected
to nearly vanish at 57 bohr3/atom, which corresponds to a mass density of about 1.37
times the normal density of Co. PNR data and two different fits are shown in Fig. 5b,
d for the nuclear SLD (NSLD) and magnetic SLD (MSLD) profile models shown in
Fig. 5c and e, respectively. A uniform NSLD and MSLD depth profile for normal
Co, as shown in Fig. 5e, does not fit the PNR data (Fig. 5d) over the entire Q-range,
suggesting that the uniform density depth profile of Co is unacceptable. The best fit
for PNRdata (Fig. 5b) is obtained from theNSLD/MSLDdepth profile in Fig. 5c. The
extracted parameters from the best fit are not shown here. However, some relevant
values are discussed and compared below. Like ESLD inXRR,NSLDdepth profile in
PNR corresponds to a mass density depth profile. The NSLD value, as obtained from
PNR for the mid-region of the depth profile in Fig. 5c, is (2.26 ± 0.07) × 10−6 Å−2.
ThisNSLDvalue is consistentwith normalCo (confer Table 2). For theCo layers near
the oxide/Co and Co/Si interfaces, the NSLD values are (3.30 ± 0.15) × 10−6Å−2

and (2.70± 0.14)× 10−6 Å−2, respectively. The possible alloys/compounds at these
interfaces and their NSLD values are listed in Table 2. The observed NSLD values
for the interfaces are inconsistent with these alloys/compounds. Considering also
the results obtained from XRR, RBS and secondary ion mass spectrometry (SIMS)
analysis [12, 23], it was confirmed that these layers at the interfaces are high-density
Co layers (3.30/2.26 or 1.46 times and 2.70/2.26 or 1.19 times the density of normal
Co). PNR results also show that the HD Co layer at both interfaces has nearly zero
MSLD or magnetic moment density (Fig. 5c). This indicates that the HD Co is also
non-magnetic. The normal Co layer in the middle shows a magnetization value of
~1250 kA/m [MSLD (3.65 ± 0.12) × 10−6 Å−2], which is marginally lower than its
bulk value (~1400 kA/m). The difference in densities observed for HD Co layers in
XRR and PNR experiment was attributed mainly to the fact that the PNR data were
obtained from a sample area of 5 × 5 cm2, while the XRR data were obtained from
a sample area of about 1 × 1 cm2. Some lateral non-uniformity, over a sample area
of about 80 cm2 (sample diameter 10 cm), is not unexpected.

It is desirable to have XRR and PNR data over a large range of Q values. While
the range ofQ values for XRR data (Fig. 2) is reasonably large, this range is small for
the PNR data (Fig. 5). The low neutron flux at the DHRUVA reactor was inadequate
for collecting PNR data over a larger Q-range. In order to obtain greater confidence
in the extracted depth profile model, the PNR experiment was repeated with a better
neutron source, at theMagnetism Reflectometer [24] at the spallation neutron source

Table 2 Calculated theoretical [17] values of scattering length density (SLD) of bulk Co, cobalt
oxides and cobalt silicides for X-rays (ρx , ESLD) and neutron (ρn, NSLD) (From Ref. [12])

Element/Compound Co CoO Co3O4 CoSi CoSi2

ρx (10−5 Å−2) 6.30 4.76 4.56 5.00 4.1

ρn (10−6Å−2) 2.27 4.29 4.69 3.01 2.99
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Fig. 6 a PNR data (circles)
and the best fits (solid lines)
corresponding to NSLD and
MSLD depth profiles shown
in the inset. SLD histograms
are also shown in the inset as
dashed lines. b SA data
(circle) with the best fit
(solid line) corresponding to
the profiles in the inset.
(From Ref. [12])
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(SNS), Oak Ridge National Laboratory (ORNL), USA. This allowed collection of
PNRdata over a largerQ-range, which provides a higher spatial resolution. Themuch
higher neutron flux at SNS compared to DHRUVA also allowed the use of smaller
samples (1 × 1 cm2) at SNS compared to those (5 × 5 cm2) at DHRUVA. The
results from the experiment at SNS are shown in Fig. 6. The NSLD and the MSLD
[inset of Fig. 6a] depth profiles are similar to those in Fig. 5. These profiles also show
higher NSLDwith no ordered ferromagnetism in Co layers near the oxide/Co and the
Co/Si interfaces. This again establishes that these two layers are high-density non-
magnetic (HDNM) Co. Some differences in the details of the NSLD and the MSLD
depth profiles are seen in the results obtained from the measurement at DHRUVA
and those from SNS, ORNL. The reasons for the difference are twofold. First, that
data from DHRUVA represent information averaged over about 5 × 5 cm2 of the
sample area, while those from SNS is averaged over an area of about 1 × 1 cm2.
The small sample in the second case was a piece from the former large-area sample.
Some non-uniformity over the sample area is expected. Secondly, the higherQ-range
covered at SNS provided better spatial resolution for a refinement of the parameters
for fitting the PNR data. Both the experiments at DHRUVA and ORNL, in spite of
the difference in the Q-ranges, endorse the existence of HDNM Co layers near both
the interfaces.

Fitting the spin asymmetry (SA) data provides further confidence in the depth
profile model. Spin asymmetry is defined as (R+ − R−)/(R+ + R−), where R± are
spin-dependent reflectivity. Figure 6b shows the SA data and the corresponding fit
for the SLDs in Fig. 6a. Several other models for NSLD and MSLD depth profiles
were considered [12]. However, these models do not fit the SA data. Thus all the
three reflectometry results, XRR, PNR at DHRUVA and PNR at ORNL clearly
confirm the existence of high-density (HD) non-magnetic (NM) Co at both oxide/Co
and Co/substrate interfaces. The structure of the film, as obtained from XRR and
PNR measurements and depicted in Fig. 3, may be written as CoO(2 nm)/HDNM
Co(3 nm)/normal Co(18 nm)/HDNM Co(3 nm)/Si.
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2.3 Transmission Electron Microscopy

Transmission electron microscopy (TEM) can throw light on the crystallinity, struc-
ture, lateral uniformity and strain state of amaterial. According toRef. [9], a compres-
sive (denser) state of material can form in a polycrystalline thin film. For the Co film
in the discussion, TEM shows that the film is polycrystalline. The TEM image in
Fig. 7 shows polycrystalline grains. Figure 7a shows a relatively higher density grain
(dark), which is fcc, as the fast Fourier transform (FFT) of the image of this grain in
Fig. 7b shows. The fcc (111) planar spacing within the grain is 1.83 Å. Just outside
the grain boundary, the planar spacing is 2.06 Å. So, the lattice contraction within the
dark grain is about 11%, amounting to a density increase of about 43% for isotropic
contraction. Figure 7d, e shows dislocations and bent lattice planes at the grain
boundary regions. These are effects of lattice mismatch well known in heteroepi-
taxial growth. Figure 7f illustrates the mechanism for the growth of compressively
stressed grains [9].

Figure 7a indicates a lateral variation of density of the Co grains. Figure 7g shows
a scanning transmission electron microscopy high-angle annular dark-field (STEM-
HAADF) image, where grains of very high density look much brighter. That the
brighter spots are indeed higher density Co grains compared to their surroundings
is revealed by the Co–K-fluorescence map, shown in the inset. Intense fluorescence
is observed from the bright grains. It has been mentioned earlier that XRR and
PNR techniques provide laterally averaged density over the whole sample area for
each depth. These techniques are not capable of providing information on lateral
non-uniformity. TEM reveals the lateral non-uniformity of the high-density grains.

Figure 7h shows a cross-sectional TEM image of the sample, where the Co film
and the Si substrate are easily identified. The FFT pattern from Si shows fcc structure
as expected. The FFT pattern from the mid-depth region of the Co film shows hcp
structure. Normal Co has hcp structure and is ferromagnetic. This is consistent with
the XRR and PNR results, which show that, in the mid-depth region, Co has the
density of normal hcp Co and it is ferromagnetic. The FFT from the region near the
top oxide/Co interface shows fcc structure of Co. From XRR and PNR results, this
region is HD Co and expected to be fcc according to theoretical calculations. The
cross-sectional STEM-HAADF image in Fig. 7i shows the Co film bright. X-ray
fluorescence yields of Si, Co and O along line ‘1’ in (i) are shown in Fig. 7j. From
Fig. 7j, it is clear that Co fluorescence yield is higher near the Si/Co and Co/oxide
interfaces compared to the yield from the mid-depth region. This is also consistent
with XRR and PNR results, which show HD Co near these interfaces. Thus, we have
a consistent picture of non-magnetic HD Co formation in the Co film from XRR,
PNR and TEM results.
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Fig. 7 a A high-resolution TEM plan view image. b FFT pattern from the marked part of the
darker grain (region 1) in (a) shows fcc structure. c A high-resolution image from region 1 shows
fcc (111) planes with a planar spacing of 1.83 Å indicating a lattice contraction corresponding
to higher density. (d, e) High-resolution images of the grain boundary regions (regions 2 and 3
in (a)) of the high-density grain. The planar spacing is 2.06 Å just outside the high-density grain.
f Themechanism of formation of high-density grains. g Plan view STEM-HAADF image. Inset: Co
fluorescence map from the boxed region. h Cross-sectional TEM image showing the full thickness
of the Co layer. FFT from the mid-depth region of the Co film shows hcp structure, while that from
the top region shows fcc structure. i Cross-sectional STEM-HAADF image. jDrift corrected X-ray
fluorescence yields of Si, Co and O along line ‘1’ in (i). (From Ref. [12])
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3 X-ray Absorption Behaviour of High-Density Cobalt

X-ray absorption spectroscopy (XAS) is a well-adapted technique for studying
materials under high pressure [25, 26], which usually corresponds to high density.
This method is sensitive to pressure-induced structural and electronic modifica-
tions in materials. The Co/Si thin-film system contains different densities and struc-
tures at different depths: CoO(2 nm)/HDNM Co(3 nm)/normal Co(18 nm)/HDNM
Co(3 nm)/Si. This is a part of the sample discussed in Sect. 2. It is necessary to
access different depths of the film and collect X-ray absorption data from that depth.
Different depths of the film are accessed by removing thin layers of material from
the top of the sample by ion beam sputtering.

3.1 Soft X-ray Absorption Spectroscopy

In situ depth-dependent soft X-ray absorption spectroscopy (SXAS) measurements
on the Co thin film sample were carried out by sputtering the sample with an Ar+

ion beam (5 keV, 40 μA, at 45°). Sputtering time was calibrated using a standard
thin film sample of Co (50 nm) on a Si substrate. SXAS spectra were obtained by
detecting the total electron yield [27].

SXAS results from the CoO(2 nm)/HDNMCo(3 nm)/normal Co(18 nm)/HDNM
Co(3 nm)/Si sample [27] are shown in Fig. 8. SXAS measurements were carried out
as a function of depth by sputtering the sample at a rate of about 0.4 Å/s. Sputtering
time is proportional to depth. SXAS spectra were taken at Co L-edge. Pre- and post-
edge normalized SXAS spectra, taken at different depths, are shown in Fig. 8. The
depth values, which are obtained by converting sputtering time to depth, are shown
alongside the spectra. A close scrutiny of the spectra reveals that there is a peak shift
to a slightly higher energy for HD Co compared to normal Co. Figure 9a shows the
derivative spectra from 33 to 48 Å depths, corresponding to HD Co, and from 58 to
96 Å depths, corresponding to normal Co. The inset in Fig. 9a clearly shows a peak
shift (~0.3 eV) to higher energy for the HD Co. Figure 9b shows the LIII absorption
peaks from the CoO, normal Co and the two HD Co regions. The peak shift in the
HD Co, compared to normal Co, is clearly seen in Fig. 9b. Here, the HD Co is
also non-magnetic, as known from PNRmeasurements. For non-magnetic Co, lower
energy states in the d band will be filled with up-spin and down-spin. So the empty
states available for the transition will be at higher energies. This would increase the
L-edge energy. A shift of L-edge to higher energy has also been observed for other
materials in high-pressure experiments [25, 26, 28–30], which additionally show a
decrease in absorption cross section with increasing pressure or at higher densities.

For experiments on bulk samples whether the experiment is at high pressure or
at normal pressure, the corresponding densities of the material are constant over
the whole sample volume. In such cases, the measured absorption cross sections
for different densities can be directly compared. In the present case of thin film,
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Fig. 8 SXAS spectra taken at Co LIII- and LII-edges at different depths of the CoO(2 nm)/HD
Co(3 nm)/normal Co(18 nm)/HD Co(3 nm)/Si sample. The layers corresponding to different depth
regions are also marked on the right. Data from the top surface, marked as ‘As deposited’, and from
various depths (6 Å, 15 Å, … 300 Å) are shown. (From Ref. [27])

the oxide state, HD state and normal state of Co—all exist in the same sample at
different layers and the interfaces between layers are rather rough (confer Table 1)
[12]. This, in addition to some variation in the sputtering yield from different depths,
would introduce some uncertainties in comparing the intensities of the absorption
peaks, which are proportional to absorption cross sections. That is why the intensities
of the absorption peaks from the HD Co and normal Co regions have not been
compared. However, variation in absorption cross section is expected. An alternative
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Fig. 9 a Derivative of SXAS pattern at the Co L-edges of the sample, following CoO removal,
through the first HD Co layer up to the HD Co/normal Co interface (58 Å) and some depth into the
normal Co. Inset shows the shift of the peak to higher energy in the HD Co region. b Enlarged view
around the LIII-edge absorption peak from different layers. The vertical dashed line shows the peak
position for normal Co, and the arrows show the shift in the absorption edge towards higher energy
for HD Co compared to the normal Co. (From Ref. [27])

method, electron energy loss spectroscopy,was thus applied for the comparison of the
absorption cross sections in Co of different densities. This is discussed in Sect. 3.2.

3.2 Electron Energy Loss Spectroscopy

Electron energy loss spectroscopy (EELS) experiments were carried out together
with the TEM measurements, the results of which have been presented in Sect. 2.3.
EELS results [27] are presented in Fig. 10. Figure 10a is the same as Fig. 7g. As
there are lateral variations of density of Co, seen in this image, EELS measurements
were made at various points—the brighter spots representing very high-density Co
and the darker spots representing relatively lower density Co. EELS spectra from a
dark spot (point 1, encircled red) and a bright spot (point 2, encircled blue within the
rectangular box) are presented in Fig. 10b. The lower peak height in the spectrum
from the brighter (higher density Co) spot indicates a lower absorption cross section
compared to lower density Co. (It should be noted that the X-ray absorption spectrum
and the electron energy loss spectrum are similar). This is consistent with the results
of high-pressure XAS experiments on bulk samples of several materials, where a
reduction in absorption cross section with increasing pressure (or increasing density)
was observed [26, 28–30].

From Sects. 3.1 and 3.2, we notice that both the features, namely, a shift of an
absorption edge towards higher energy and a decrease in absorption cross section at
higher densities, observed in high-pressure experiments on bulk materials, have also
been observed for high-density Co in the thin film. High-density Co has properties
different from normal Co. We have already seen that HD Co is non-magnetic unlike
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Fig. 10 a Plan view STEM-HAADF image. Co–K X-ray fluorescence map, obtained by energy
dispersive X-ray (EDX) analysis from the boxed region, is shown in the inset. Intense fluorescence
is seen from the denser (bright) grains. b EELS spectra from point 1 (red, from lower density Co
grain) and point 2 (blue, from higher density Co grain) marked in (a). (From Ref. [27])

normal Co, which is ferromagnetic. Details of the SXAS experiments have also
indicated different surface chemistry of high-density Co compared to normal Co
[27].

4 Thin Films with Protective Coating

So far we have discussed the case of a Co film that was taken out of the vacuum
chamber after growth, so that a surface oxide layer has grown upon exposure to air.
In this section, we consider Co thin films with a protective gold coating. Before the
Co thin film samples were taken out of the vacuum chamber, an ultra-thin (~2 nm)
Au film was deposited on them, which has prevented oxidation of the surface of the
Co thin films. Other conditions of growth were kept the same as the one discussed
above. We first discuss a Co thin film with a nominal thickness of 25 nm in the
structure: Au(2 nm)/Co(25 nm)/Si(111) [13]. The XRR and the PNR data (obtained
at DHRUVA), theoretical fits and the corresponding ESLD, NSLD andMSLD depth
profiles for this sample [13] are shown in Fig. 11. The extracted parameters from
XRR and PNR results are shown in Tables 3 and 4, respectively.

The deviation between the values of the parameters (compare Tables 3 and 4),
extracted from XRR and PNR data arises mainly for two reasons: (i) XRR results
represent the parameter values averaged over an area of 1 cm2 (sample size 1 ×
1 cm2), whereas the PNR results represent an average over 25 cm2 (sample size 5 ×
5 cm2), and (ii) data obtained over a large Q-range in XRR provide better precision
compared to the PNR data (Q-range smaller by a factor of about 5).

PNR experiment was repeated on a part of this sample (cut from the large wafer
sample) at the SNS at ORNL. The results [13] are shown in Fig. 12 and Table 5.
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Fig. 11 a XRR data (circle) and the fitted curve (solid line). b The ESLD depth profile (solid line)
that produces the best fit in (a). The dotted line (histogram) in (b) represents the depth profilewithout
the interface roughness. c PNR data (circle) and the fitted curves (solid line). d NSLD (black) and
MSLD (red) depth profiles (solid lines) that provide the best fits shown in (c). The dotted lines
(histogram) in (d) represent the depth profiles without including the interface roughness. (From
Ref. [13])

Table 3 Parameters, such as
layers, their thicknesses,
ESLDs and surface/interface
roughness obtained from the
analysis of the XRR data.
(From Ref. [13])

Layer Thickness (Å) ESLD (10−5 Å−2) Roughness (Å)

Au 13 ± 2 11.7 ± 0.30 10 ± 2

HD Co 35 ± 3 8.97 ± 0.20 12 ± 3

Co 170 ± 5 6.40 ± 0.30 20 ± 4

HD Co 32 ± 3 6.65 ± 0.35 5 ± 2

Si sub – 2.08 ± 0.05 5 ± 2

Table 4 Different layers and their thickness, NSLD, MSLD and surface/interface roughness
parameters, as obtained from the analysis of the PNR data. (From Ref. [13])

Layer Thickness (Å) NSLD (10−6 Å−2) MSLD (10−6 Å−2) Roughness (Å)

Au 17 ± 3 4.50 ± 0.25 0 10 ± 2

HD Co 35 ± 3 3.50 ± 0.20 0 11 ± 3

Co 195 ± 10 2.26 ± 0.12 4.04 ± 0.27 17 ± 5

HD Co 20 ± 5 2.50 ± 0.25 0 5 ± 2

Si sub – 2.05 ± 0.05 0 5 ± 2
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Fig. 12 PNR data (circle)
and the fitted curves (solid
line). Inset shows NSLD
(black solid line) and MSLD
(red solid line) depth profiles
that provide the best fit to the
data. The dotted lines
(histogram) in the inset
represent the depth profiles
without including the
interface roughness. (From
Ref. [13])

Table 5 Different layers and their thickness, NSLD, MSLD and surface/interface roughness
parameters, as obtained from the analysis of the SNS-PNR data. (From Ref. [13])

Layer Thickness (Å) NSLD (10−6 Å−2) MSLD (10−6 Å−2) Roughness (Å)

Au 21 ± 2 4.40 ± 0.20 0 22 ± 4

HD Co 22 ± 3 3.00 ± 0.30 0 25 ± 4

Co 230 ± 13 2.25 ± 0.18 3.20 ± 0.23 15 ± 2

HD Co 15 ± 3 2.76 ± 0.12 0 5 ± 1

Si sub – 2.05 ± 0.10 0 3 ± 1

The deviation between the values of the parameters (compare Tables 4 and 5),
extracted from the PNR data fromDHRUVA and SNS, arises mainly for two reasons:
(i) PNR results from SNS represent the parameter values averaged over an area of
1 cm2 (sample size 1 × 1 cm2), whereas the PNR results from DHRUVA represent
an average over 25 cm2 (sample size 5 × 5 cm2), and (ii) data obtained over a large
Q-range at SNS provide better precision compared to the PNR data at DHRUVA
(Q-range smaller by a factor of about 5).

The above results confirm that similar HDNM Co layers, as observed in the case
of the film with CoO at the top, are obtained even with the Au-capping layer [13].
Thus, Au-capping layer has no effect on the formation of the HDNM Co layers.

After knowing that a Au-capped Co layer also shows the formation of HDNM
Co layers, investigations were carried out on a few other Au-capped Co films of
different thicknesses, namely 22, 12 and 4 nm to study the dependence of HDNM
Co growth on the thickness of the film [13]. All of these Co films were deposited on
Si(111) substrate under the same conditions. For all the Co films with a protective
Au coating investigated, from 25 nm down to 4 nm, HDNMCo growth was observed
and the growth pattern is similar in all cases. A HDNM Co layer has grown on the
Si substrate, normal Co has grown on this HDNM Co, and on top of the normal Co
again, a HDNM Co layer has grown. This is the same pattern of growth observed
where the topmost layer was CoO [12] instead of Au [13].
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Compared to the other cases, it was noticed that for the 4 nm Co film, the MSLD
value for the mid-depth region of the Co film, i.e. for normal Co, is much smaller
[13]. It is indeed much smaller than the value expected for saturation magnetization
of normal Co. Prior to the PNRmeasurements, a couple of samples (25 nm and 22 nm
films) were investigated by superconducting quantum interference device (SQUID)
magnetometry. An in-plane magnetic anisotropy was found in these samples, and the
easy axis of magnetization was identified. During PNR measurement, the applied
magnetic field (1.7 kOe) on the sample was along this direction. Having completed
PNR measurements on all samples, the thinnest sample (4 nm) was investigated by
SQUID and found that the in-plane easy axis of magnetization was different from
the assumed easy axis based on SQUID measurement on the thicker samples. That
means that during the PNR experiment, the magnetic field was not applied along the
easy axis for the 4 nm Co film, and consequently, the applied field could not saturate
the magnetization. This is apparently the reason for the observed low MSLD value
for normal Co in the 4 nm film, the details of which are available in Ref. [13].

Results show that the capping of the Co film by Au has no significant effect on the
formation of the HDNM Co layers within the Co thin film. As the surface oxidation
(Sect. 2) or Au-capping occurred after the growth of the Co film had been completed,
it is clear that the HDNM phase of Co has formed during the film growth and neither
surface oxidation nor Au-capping has an effect on this growth. Also, irrespective of
the film thickness, HDNM Co layers are always formed near the bottom and the top
of the Co layer under the growth conditions used in these cases. A different growth
condition may lead to a different layer structure in the film. Some indications of that
have been obtained in recent XRR experiments carried out at the Indian beamline at
the Photon Factory, Japan [31].

5 Substrate Dependence of Growth of HDNM Co

5.1 Co Films on SiO2

In this case, a SiO2 layer was first grown on Si(111) prior to Co deposition. But other
than the substrate, the deposition conditions are exactly similar to the previous cases
and this film also had a capping layer of Au as the samples discussed in Sect. 4.
The as-grown nominal layer structure was Au(2 nm)/Co(25 nm)/SiO2/Si(111) [13].
Here, the substrate SiO2 is amorphous, while in the cases of Sects. 2, 3, and 4, the
substrate is single-crystalline Si(111). XRR and PNR results from this sample are
shown in Fig. 13 and Tables 6 and 7.

Comparing Fig. 13b, d, we notice that themajor difference between the ESLD and
the NSLD depth profiles appears in the SiO2 film region. This is because the ESLD
values for SiO2 and Si (below the SiO2 film) are comparable, while the NSLD value
for SiO2 is much larger than that of Si (compare Tables 6 and 7). The Co layer shows
the usual MSLD, as expected from normal ferromagnetic hcp Co. MSLD from Au,
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Fig. 13 a XRR data (circle, red) and the fitted curve (line, black). b The ESLD depth profile (solid
line) that produces the best fit in (a). c PNR data (circle) and the fitted curves (solid line). d NSLD
and MSLD depth profiles that provide the best fits shown in (c). The dashed line depth profiles
(histogram) in (b) and (d) do not include the effect of roughness. (From Ref. [13])

Table 6 Parameters, such as
layers, their thicknesses,
ESLDs and surface/interface
roughness values obtained
from the analysis of the XRR
data. (From Ref. [13])

Layer Thickness (Å) ESLD (10−5 Å−2) Roughness (Å)

Au 23 ± 2 12.00 ± 0.40 7 ± 2

Co 260 ± 12 6.35 ± 0.30 12 ± 3

SiO2 130 ± 8 1.92 ± 0.10 5 ± 2

Si sub – 2.10 ± 0.10 5 ± 2

Table 7 Different layers and their thickness, NSLD, MSLD and surface/interface roughness
parameters, as obtained from the analysis of the PNR data. (From Ref. [13])

Layer Thickness(Å) NSLD(10−6 Å−2) MSLD(10−6 Å−2) Roughness(Å)

Au 23 ± 3 4.48 ± 0.25 0 7 ± 2

Co 263 ± 10 2.24 ± 0.12 4.10 ± 0.27 11 ± 4

SiO2 136 ± 7 3.70 ± 0.25 0 5 ± 2

Si sub – 2.04 ± 0.05 0 5 ± 2

SiO2 and Si layers is zero as they do not have a magnetic moment. The results show
that no HDNM Co layers have formed within the Co film when the film is grown on
SiO2.

The experiment was repeated on this sample at the SNS, ORNL. The results are
shown in Fig. 14 and Table 8.
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Fig. 14 PNR data (red and
blue circles) and the fitted
curves (solid lines). Inset
shows the NSLD (black solid
line) and MSLD (red solid
line) depth profiles that
provide the best fit to the
data. Depth profiles without
taking into account surface
and interface roughness are
shown by dashed lines
(histogram). (From Ref.
[13])

Table 8 Different layers and their thickness, NSLD, MSLD and surface/interface roughness
parameters, as obtained from the analysis of the SNS-PNR data. (From Ref. [13])

Layer Thickness (Å) NSLD (10−6 Å−2) MSLD (10−6 Å−2) Roughness (Å)

Au 23 ± 1 4.50 ± 0.23 0 7 ± 2

Co 263 ± 8 2.25 ± 0.16 4.14 ± 0.25 12 ± 3

SiO2 128 ± 5 3.18 ± 0.12 0 11 ± 3

Si sub – 2.07 ± 0.10 0 25 ± 15

The results obtained from measurements over a small Q-range at DHRUVA are
quite similar to those obtained from measurements over a large Q-range at SNS,
ORNL. Here also, the results from SNS represent the values averaged over 1 ×
1 cm2, while those from DHRUVA represent an average over 5 × 5 cm2, both
samples being parts of the same original sample.

The results from the sample where the Co film is grown on SiO2 show that
the formation of HDNM Co strongly depends on the substrate. We have seen the
formation of HDNMCo in all cases where the filmwas deposited directly on Si(111)
substrate.

We notice that in all cases where HDNM Co has formed, it has formed in a
HDNM Co/normal Co/HDNM Co structure. HDNM Co has shown superconduc-
tivity [15]. As normal Co is ferromagnetic, when the HDNMCo is superconducting,
a superconductor(S)/ferromagnet(F)/superconductor(S) hybrid structure is formed.

5.2 [CoO/Co]2/Si(111)

In this example of [CoO/Co/CoO/Co] layers on Si(111), the first Co layer was grown
on clean single-crystalline Si(111) substrate and exposed to air thus forming a top
oxidized Co layer forming a CoO/Co/Si(111) structure. A second Co layer was
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Fig. 15 a XRR data and the fitted curve. b The ESLD depth profile (solid line) that produces the
best fit. The dotted histogram represents the profile without taking into account the surface and
interface roughness. c PNR data (filled and open circles) and the fitted curves (solid lines). dNSLD
(black solid line) and MSLD (red solid line) depth profiles that provide the best fit. The dotted
histograms show the depth profile without taking into account surface and interface roughness.
(From Ref. [13])

grown on amorphous CoO top layer forming a Co(2)/CoO/Co(1)/Si(111) structure
[13]. So, the first Co layer, Co(1), was grown on crystalline Si(111) substrate and
the second Co layer, Co(2), was deposited on amorphous CoO. Upon exposure to
air, this became a CoO/Co(2)/CoO/Co(1)/Si(111) structure.This means, within the
same sample, the substrate dependence of the HDNM Co growth was investigated.
XRR and PNR results from this sample [13] are shown in Fig. 15a, c. Figure 15b
shows the ESLD depth profile. It is clear that HD Co layers are formed in the Co(1)
film grown on Si(111), just like the cases in Sects. 2, 3, and 4. There is no formation
of HD Co in the Co(2) film. In the ESLD depth profile, the values of ESLD for
the outer CoO and Co layers appear to be smaller than those for the inner CoO and
Co layers. This is mainly the effect of much larger roughness of the outer CoO (72
Å) and Co (27 Å) layers (see Table 9). PNR results also confirm the presence of
HDNM Co in the Co(1) film and the absence in the Co(2) film. The NSLD depth
profile in Fig. 15d shows two HD Co layers at the interfaces of the Co(1) layer. The
CoO layer on the HD Co layer shows a much higher NSLD value. Indeed it should
be about 1.9 times the NSLD value of normal Co (see Table 2). The Co(2) film on
CoO has an NSLD value of normal Co and it has no HD Co at its interfaces. The
top CoO layer shows a smaller NSLD compared to the deeper CoO layer. This is an
effect of larger roughness (see Table 10) of the top CoO layer. When the roughness
effect is not included, the NSLDs for both the CoO layers are the same, as the dotted
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Table 9 Parameters, such as
layers, their thicknesses,
ESLDs and surface/interface
roughness obtained from the
analysis of the XRR data.
(From Ref. [13])

Layer Thickness (Å) ESLD (10−5 Å−2) Roughness (Å)

CoO 76 ± 3 4.41 ± 0.2 72 ± 4

Co 155 ± 6 6.27 ± 0.14 27 ± 3

CoO 82 ± 5 4.41 ± 0.13 17 ± 2

HD Co 57 ± 4 8.09 ± 0.12 20 ± 2

Co 191 ± 6 6.32 ± 0.15 3 ± 1

HD Co 23 ± 2 7.21 ± 0.14 7 ± 2

Si sub – 2.08 ± 0.05 8 ± 1

Table 10 Parameters, such as layers, their thicknesses, NSLDs, MSLDs and surface/interface
roughness obtained from the analysis of the PNR data. (From Ref. [13])

Layer Thickness (Å) NSLD (10−6 Å−2) MSLD (10−6 Å−2) Roughness (Å)

CoO 75 ± 3 3.93 ± 0.14 0 41 ± 7

Co 161 ± 5 2.27 ± 0.12 4.14 ± 0.12 15 ± 2

CoO 78 ± 3 3.95 ± 0.13 0 9 ± 3

HD Co 54 ± 4 2.91 ± 0.12 0 10 ± 2

Co 200 ± 5 2.27 ± 0.11 4.16 ± 0.11 2.0 ± 0.5

HD Co 24 ± 2 2.6 ± 0.10 0 5 ± 1

Si sub – 2.08 ± 0.05 0 6 ± 2

profile shows. The zero MSLD values in the HD Co layers of Co(1) show that they
are non-magnetic. Small differences between XRR and PNR results are again due
to averaging over small (XRR) and large (PNR) sample areas. From XRR and PNR
results, it is clear that HD Co is not formed in the Co(2) film grown on CoO. So, Co
films grown on the oxides, either SiO2 (Sect. 5.1) or CoO, do not show any HD Co
formation. This is consistent with earlier investigations where Co films were grown
on various oxide substrates [32, 33].

Experiment on this sample was also carried out at the SNS, ORNL. The results
are shown in Fig. 16 and Table 11. The results show the same feature, namely, the
presence of HDNM Co layers at the interfaces of Co(1) film and the absence of HD
Co in the Co(2) film.

The oxide substrates, namely SiO2 and CoO, are amorphous. When the cobalt
films are grown on Si, the local epitaxy apparently guides the growth and is respon-
sible for the formation of HDNMcobalt layers. For growth on amorphous substrates,
there is no local epitaxy and HD NM cobalt layers are not formed. In order to get a
proper understanding of the HDNMCo growth, more studies under different growth
conditions are necessary.
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Fig. 16 PNR data [R+ (red
circle) and R− (blue circle)]
and the fitted curves (solid
lines). The inset shows
NSLD (black solid line) and
MSLD (red solid line) depth
profiles that provide the best
fit. The dashed line profiles
do not include the effect of
roughness. (From Ref. [13])

Table 11 Parameters, such as layers, their thicknesses, ESLDs, MSLDs and surface/interface
roughness obtained from the analysis of the SNS-PNR data. (From Ref. [13])

Layer Thickness (Å) NSLD (10−6 Å−2) MSLD (10−6 Å−2) Roughness (Å)

CoO 43 ± 7 3.46 ± 0.20 0 16 ± 5

Co 161 ± 9 2.22 ± 0.11 3.96 ± 0.15 20 ± 3

CoO 47 ± 8 3.69 ± 0.14 0 6 ± 2

HD Co 21 ± 5 2.83 ± 0.12 0 8 ± 3

Co 136 ± 11 2.26 ± 0.10 3.96 ± 0.16 38 ± 4

HD Co 48 ± 5 2.8 ± 0.13 0 2 ± 1

Si sub – 2.08 ± 0.06 0 6 ± 2

6 Stability of the High-Density Co Layers

One may wonder if the high-density state of Co is stable or would relax to normal
density over time. The first results of XRR and PNR measurements at DHRUVA
reactor on high-density Co, discussed in Sect. 2, were reported in early February,
2015 [10] on the sample prepared in late 2014. The Co film was on a 100 mm Si
wafer. Small pieces from this samplewere cut and used for various experiments (PNR
at spallation neutron source at ORNL, TEM, EELS, RBS, SIMS, SXAS [27]) over
about four years. The high-density Co still did not disappear. The samples discussed
in Sect. 4 were also prepared at the same time as that in Sect. 2, and experiments were
carried out over a couple of years. All results indicate that high-density Co in the thin
film is fairly stable. The stability of both high density as well as its non-magnetic
state under moderate annealing temperature was also verified. PNR measurements
were carried out at ORNL on annealed samples. Field annealing at 473 K for 30 min
with 1T magnetic field, followed by PNRmeasurement at room temperature, did not
reveal any significant change of the HDNM Co layers. As Co and Si are reactive,
they would form cobalt silicide at a higher temperature. In order to avoid cobalt
silicide formation, a higher annealing temperature was avoided. PNR measurements
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at 70 K did not show any change of density or magnetic state of high-density Co [12,
Supplementary material].

All these indicate that the high-density non-magnetic Co in thin films is quite
stable.

7 Superconductivity and the Hybrid Structure

The Co film containing HDNM Co, discussed in Sects. 2 and 3, have been investi-
gated for exploring superconductivity [15]. A four-probe measurement of resistivity
has shown a superconducting transition with a T c of about 5 K. When a magnetic
field is applied, T c shifts to lower values with increasing magnetic field—a clear
characteristic of superconductivity—with a critical field of ~2.2 T. Point contact
measurement also showed superconductivity with somewhat different parameters—
a T c of ~9 K and a critical field of ~3.5 T in both resistivity and conductance
measurement. The higher value of T c in point contact measurement is apparently
a pressure-induced effect from making the point contact. Superconducting T c was
calculated within the BCS theory for fcc Co corresponding to the observed density
of HD Co. It clearly shows the loss of magnetic moment as observed in experiments
(HDNM Co). However, the estimated T c was ~0.3 K. This calculation corresponds
to hydrostatic pressure or uniform compression of the material. However, a uniform
compression is not expected in a thin film. From the knowledge of heteroepitaxial
growth of thin films on single-crystalline substrates, where a biaxial strain is usual, a
biaxial strain has been introduced in the calculation. This shows a T c of ~5K, compa-
rable to the observed value. In this case, phonon softening causes an enhancement
of electron–phonon coupling leading to an enhancement of T c.

Considering that HDNM Co is superconducting, the HDNM Co/normal
Co/HDNM Co trilayer structure (Fig. 3) is a superconductor (S)/ferromagnet
(F)/superconductor (S) hybrid structure. S/F/S structures [34] have applications
in spintronics, quantum information technology and superconducting digital and
quantum circuits [35]. S/F/S structures have also shown quantum phase transition
[36]. The Co films discussed here represent self-organized S/F/S hybrid structures
and offer themselves for further explorations for various other objectives.

More details of the results discussed here, including theoretical formalism, exper-
imental techniques and analyses, on the high-density non-magnetic cobalt and its
superconductivity [15] are available in Ref. [37].

8 HDNM Co/Normal Co/HDNM Co Growth Mechanism

In earlier experiments, where cobalt films were grown on various (amorphous) oxide
substrates, no high-density non-magnetic cobalt was found. The absence of HD NM
cobalt discussed in Sect. 5, when the films are grown on oxides, is consistent with
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earlier results. For direct deposition of cobalt on silicon (after removal of oxide),
local epitaxial growth of cobalt grains at the Co/Si interface, the consequent strain
in these grains and the additional atomic diffusion into the grain boundaries [9] are
apparently responsible for the growth of HD NM cobalt layer at the Co/Si interface.

While investigations of epitaxial growth of cobalt silicides on Si are abundant
in literature [38, 39], investigations of Co growth on clean Si are rare. Such inves-
tigations have to be limited to below 375 °C, beyond which Co reacts with Si to
form cobalt silicide [40]. Growth of very thin layers of Co on clean Si under ultra-
high vacuum condition has been investigated, and grain growth has been observed
although aspects of epitaxial growth, either local or global, are not available [41]. One
may ask whether epitaxial growth is at all possible with the large lattice mismatch
between Co and Si. It is definitely not impossible. Indeed epitaxial growth has been
observed in many cases where large (up to 25%) lattice mismatch is involved [42] via
coincident site epitaxy or tilted epitaxy [43]. For large lattice mismatched systems,
epitaxy often occurs via coincidence site lattice matching. Epitaxial growth of fcc
Co nanostructures on different planes of Al2O3, where large lattice mismatches are
involved, has been observed [44].

For Co growth on oxides, the initial epitaxial grain growth would be absent. A
tentative model of the HDNM Co/normal Co/HDNM Co trilayer structure growth
is described below. Co has larger surface free energy compared to Si which would
favour Co island growth on Si instead of a uniform layer growth. Lateral growth
of islands into grains and diffusion of further deposited Co into grain boundaries
produce compressed grains leading to HD Co. Following this, Co grows on Co layer,
and no difference in surface free energy is involved. So, this Co is expected to grow
as a uniform layer, although polycrystalline. Diffusion into grain boundaries is not
prominent at this stage. Towards the end of the deposition process, apparently diffu-
sion into grain boundaries is again responsible for the HD Co growth. This diffusion
process can be influenced by growth at different vacuum conditions in the growth
chamber. Co growth at a chamber pressure of 3 × 10−5 mbar has shown the absence
of the top HD Co layer. This Co film, exposed to air, has shown Si/HD Co/normal
Co/CoO structure [31]. More extensive investigations on growth under different
conditions are necessary for a proper understanding of the growth mechanism of HD
Co and the HDNM Co/normal Co/HDNM Co trilayer structure.

9 Conclusions and Outlook

For bulk materials, a higher density condition is usually achieved by placing the
material under high pressure. For thin films, a high-density state may be obtained
without the application of any external pressure, although the density may not be
uniform over the entire volume of the film. The formation of compressed (higher
density) material was earlier demonstrated experimentally. In the present case of Co
thin films on Si, high-density (HD) Co layers have formed within the film. Addition-
ally, these HD Co layers are non-magnetic (NM) in contrast to normal Co, which is
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ferromagnetic. Similar to the earlier observation of X-ray absorption behaviour of
materials at a higher density, HD Co has also shown a shift of L-absorption-edge to
higher energy along with a reduced absorption cross section in comparison to normal
Co.

Growth of Co thin films on single-crystalline Si has produced HDNM Co layers.
However, growth on amorphous (oxide) substrates, like SiO2 and CoO, has not
produced HDNM Co. This shows the importance of growth on single-crystalline
substrates for the growth of HDNM Co. However, the details of the growth mecha-
nism of the observed trilayer structure HDNM Co/normal Co/HDNM Co in the Co
thin films are still not properly understood. Future investigations in this direction are
necessary.

Because of long-range ferromagnetic order in the transition metals Fe, Co and Ni,
they are not superconductors at ambient pressure. However, superconductivity was
found in Fe when a dense non-magnetic state of Fe was formed under high pressure
[14]. HDNM Co layers, found in Co thin films, have also shown superconductivity
[15]. In materials with long-range magnetic interaction, thin films may offer the
possibility of observing superconductivity under ambient pressure and open new
possibilities for applications. Hybrid structures of superconductors (S) and ferro-
magnets (F), such as S/F and S/F/S hybrid structures, are being investigated for
potential applications in spintronics and quantum information technology [45] and
exploring basic science of quantum transitions [36]. These structures are fabricated
by the successive deposition of layers of different superconducting and ferromagnetic
materials. The Co films with HDNM Co are self-organized superconductor–ferro-
magnet hybrid structures—HDNM Co (S)/normal Co (F)/HDNM Co (S). These
self-organized hybrid S/F/S structures, obtained in a single deposition of Co thin
film, and over a range of thickness, offer themselves for investigations of various
properties of S/F/S structures.
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Synthesis, Stability and Self-Diffusion
in Iron Nitride Thin Films: A Review

Mukul Gupta

Abstract Nitrides of 3d ferromagnetic metals (Fe, Co and Ni) or transition metal
nitrides (TMNs) appearing late (Group 8–10) in the 3d series are emerging com-
pounds in a wide range of areas such as spintronics, magnetic devices, hard coatings,
catalysts for hydrogen and oxygen evolution reaction for electrochemical water split-
ting, ion batteries, high energy density materials, etc. Some of these TMNs can be
synthesized using non-equilibrium processes such as physical vapour deposition or
under extremely high pressure and high temperatures. Thermodynamical constraints
arisen due to high enthalpy of formation not only make the synthesis of late TMNs
difficult, but also thus formed TMNs are also metastable. The thermal stability of late
TMN is closely related to metal and nitrogen self-diffusion processes. We performed
both Fe and N self-diffusion measurements in various Fe-N compounds and also
explored ways to control it through effective dopants. It was found that in magnetic
Fe-N compounds (Nat.%< 25%), N self-diffusion is orders of magnitude faster than
Fe, but in non-magnetic Fe-N compounds (Nat.%≈30 and 50%), it was surprisingly
found to be the other way round. The mechanism related to self-diffusion processes
in different Fe-N phases is presented and discussed. This chapter is divided into
five sections. In Sect. 1, after a brief introduction of TMNs, different phases and the
structure of iron nitrides have been discussed with a brief timeline and applications.
Synthesis of different iron nitride thin films using reactive sputtering process, their
thermal stability and the effect of dopant on the thermal stability is presented in
Sect. 2. Section3 presents methods and techniques for self-diffusion measurements.
In Sect. 4, detailed self-diffusion measurements in magnetic as well as non-magnetic
Fe-N compounds are given and also the effect of dopants on self-diffusion process
is discussed. This chapter ends with conclusions presented in Sect. 5.
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1 Introduction

1.1 Transition Metal Nitrides

In recent years, transition metal nitrides (TMNs) have emerged as active materials
for applications in numerous fields. TMNs can be categorically divided into broad
branches as ‘early’ or ‘late’ on the basis of their appearance in the periodic table along
a d (3d-, 4d- or 5d-) series. For example, elements of IUPACgroup 3–6 can be termed
as early while group 8–10 as late. Group 7 elements (e.g. Mn, Tc, Re) lie in between
them. Some of early TMNs (e.g. 3d: TiN, CrN; 4d: NbN, MoN; 5d: TaN, WN) are
refractory and their thin films are often used as diffusion barriers. They also exhibit
several interesting properties such as super-hardness, decorative coatings, corrosion
resistance, superconductivity, plasmonic properties etc [1–7]. Generally, early TMNs
can be synthesized easily in the chemical formula of MN (i.e. mononitride) having a
rock salt type structure. The di-metal nitride (M2N) phase with hexagonal structure
has also been observed in some early TMNs, viz. Cr2N [8, 9], Nb2N [10]. Due
to the ease of formation (using conventional methods) and interesting properties,
early TMNs have been studied for several decades and have been subject to several
research reviews [2–7].

Late TMNs, on the other hand adopt a more complex structure and can be formed
in a wide composition range, e.g. M8N (M16N2), M4N, M3N, M2N and MN. In
addition to these, N richer compounds such as M3N4 [11, 12], MN2 [13], MN4 and
even higher N phases have been predicted theoretically [14]. Some TMNs with x
exceeding 1 in TMNx have been evidenced experimentally under extreme conditions
(high pressure and high temperature), e.g. PtN2 [15], FeN2 and FeN4 [16], CoN2 [17],
CrN2 [18], NiN2 [19], OsN2 [20], RuN2 [21], RhN2 [22], N-rich Pt and Pd [23] etc.
Compared to early TMNs, late TMNs are rather difficult to synthesize in a single
phase and they are not thermally stable. Some of the late TMNs, e.g. Fe16N2 has
been intensively explored due to its giant magnetic moment (even defying the Slater–
Pauling curve) and application as rare-earth free permanent magnet [24]. Tetra iron
nitride (Fe4N) compound has also received considerable attention due to its larger
(than Fe) magnetic moment and high spin-polarization ratio [25]. Similarly, tetra
cobalt nitride (Co4N) has also been studied recently [26]. Tri- and bimetal nitrides
of Fe, Co and Ni have also been explored for their magnetic properties [27–30]. On
the other hand, mononitride of TM can be considered as most fundamental nitrides
and have been studied theoretically by several researchers [31]. Experimentally, it
turns out that mononitrides of FeN and CoN can be synthesized in the form of thin
films under ambient pressure and temperatures but in case of Ni, the N concentration
does not increase beyond that of Ni2N [32]. Recently, FeN and CoN compounds
gained significant interests as they are promising energy materials. They can be
used as a catalyst in electrocatalysis and water splitting in oxygen and hydrogen
evolution reaction [33–38], for mesoscopic and perovskite solar cells [39], non-
aqueous supercapacitor [40] and high- capacity anode in Li-ion batteries [41, 42].
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In recent years, TM nitrides and carbides have been reviewed by several co-
workers [2–7]. Very recently, Sun et al. [1] presented a map of ternary metal nitrides
and it has been emphasized that such nitride compounds can open new possibili-
ties in several emerging area such as solid-state lighting, hard coatings, catalysts,
superconductors, etc. It was pointed out that compared to metal oxides the research
on metal nitrides is still in the nascent stage. This becomes clear by comparing
the International Crystal Structure Database (ICSD), where more than 4000 ternary
metal oxides have been registered but only fewer than 400 ternary metal nitrides [1].
Such discrepancy between metal oxides and nitrides can be primarily linked to the
the bonding strength of oxygen and nitrogen. The bond enthalpy of triply bonded
N2 at about 1000 kJ mol−1 is about twice that of O2 [44]. This, combined with the
fact that the formation energies of metal nitrides are small and their thermal stability
is poor, the research work in metal nitrides did not evolve at the same pace as evi-
denced in the case of metal oxides. However, recent developments in experimental
and computation capabilities can provide ample possibilities to discover new metal
nitrides.

The distinction between early and late TMNs can be readily understood consider-
ing bonding energies expressed as enthalpies of formation (�H ◦

f ), which represents
the energy gained in the formation of a compound. In a seminal work, Häglund et
al. [43] studied bonding properties of 3d-, 4d- and 5d-TM carbides and nitrides. The
enthalpies of formation at zero temperature (�0H(0)) of metal monocarbide (MC)
and mononitride (MN) were compared and they show a similar behaviour across the
3d-, 4d- or 5d series. As one moves along the 3d-series, −�0H(0) is maximum for
Ti and reduces continuously as shown in Fig. 1(left). The bonding energies−�Ebond

also follow a similar trend (Fig. 1(right)). The behaviour of −�0H(0) and −�Ebond

has been interpreted in terms of changes in the nature of bonding along the d-series.
In early TMs, the filling of bonding p-d hybridized states yield larger−�0H(0) and
−�Ebond and the formation of a ‘bonding’ character of electronic density of states
(DOS). As one moves along a d-series, this changes to ‘anti-bonding’ and finally to
a ‘non-bonding’ character for the late TMNs. The differences in the thermal stability
of early and late TMNs can be well explained due to such differences in the bonding
character between them. It is known that early TMNs, e.g. ScN, TiN, VN are refrac-
tory compounds with their melting temperatures exceeding 2000K but late TMNs,
e.g. FeN and CoN show thermal instabilities even when heated at a moderate temper-
ature of 500K. This understanding of the enthalpy of formation (hereafter refereed
as�H ◦

f ) is important to understand the synthesis, thermal stability and self-diffusion
processes in Fe-N compounds which will be described in this work.

1.2 Phases of Iron Nitride

Iron nitride (Fe-N) alloys and compounds belong to the family of late TMNs and are
expected to be found in a broad composition range in which N atomic percentage
(at.%) can vary from as little as a fraction of a at.% to as high as 80at.%. Major
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Fig. 1 Calculated enthalpies of formation at 0K, �0H(0) (left), and bonding energies −�Ebond
(right), for 3d-, 4d- and 5d-TM carbides and nitrides (reproduced with permission from Ref. [43])

Fe-N phases that are theoretically predicted or realized experimentally are listed in
Table 1. They are generally referred asα-Fe(N),α′′−Fe16N2,γ ′-Fe4N, ε − Fe3−yN (1
≥ y ≥0), ζ − Fe2N, γ ′′-FeN, γ ′′′-FeN. In this work, we drop prefix (e.g. α, γ ) and
denote a Fe-N phase without such prefixes. Among these, phases that are formed
with Nat.% ≤ 50 have been synthesized in bulk or in the form of thin films. Phases
with Nat.% exceeding 50 have been predicted theoretically, and very recently some
of them have been evidenced experimentally under extremely high pressure and high
temperature (HPHT) [16, 45].

The Fe-N system has been critically reviewed in several works, and for a com-
prehensive overview, the reader is referred to seminal works by Coey and Smith
on magnetic nitrides [46]. More recently, S. Bhattacharya presented a review of
iron nitrides at reduced dimensions with an emphasis on their synthesis protocols,
structure and magnetic properties [47]. A review of the high magnetic moment thin
films including Fe16N2 for microscale and nanotechnological applications has been
given by Scheunert [24]. In this work, we will not categorically review the iron
nitride system, rather present the results on the phase formation, thermal stability
and self-diffusion measurements on some iron nitride phases that are formed with
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Table 1 An overview of Fe-N phases formed at different N concentration (N atomic %) along with
their nominal structure(s)

Composition Phase Nat.% Structure

Fe Ferrite (α) 0 bcc

Fe(N) Ferrite (α) 0–9 bcc

Fe(N) Martensite (α′) 10 bct

Fe(N) Austenite (γ ) 11 fcc

Fe16N2 α′′ 11.1 bct

Fe4N γ ′ 20 fcc (inverse
Perovskite)

Fe2N1−x (0≤ x <1) ε 18–32 Hexagonal

Fe2N ζ 33.3 Orthorhombic

FeN Mononitride 50 ZB, RS, NiAs, MnP -
type

Fe3N4 57 Spinel

FeN2 66.6 Orthorhombic

FeN4 80 Triclinic

Nat.%≈10, 20, 30 and 50% corresponding to Fe16N2, Fe4N, Fe2.2N and FeN phases,
respectively.

1.3 Structure, Applications and Brief Timeline of Iron
Nitrides

1.3.1 Early Works (1900–1950)

The earliest published work in the Fe-N system can be traced back to the year
1905 [48] but substantial amount of workwas carried out between 1920–1930, which
helped in establishing the phase diagram of Fe-N [49–55]. Through these works,
major Fe-N phases like α-Fe(N), Fe8N, Fe4N, Fe3N and Fe2N were synthesized by
heating iron powder ≈600 ◦C in the presence of nitrogen, ammonia and hydrogen
gases. The dissociation of ammonia yielded nascent nitrogen that diffuses into hot
iron leading to the formation of different Fe-N phases. The composition of such
phases can be tuned with the available amount of N during the synthesis process.
Through these methods, Fe-N compounds with a maximum amount of 11 wt.% or
about 33at.% i.e. up to Fe2N could be obtained. The Fe-N system received renowned
interests around the year 1950 due to its application in ferrous metallurgy and the
phase diagram of Fe-N was more carefully drawn by Pranjape et al. [56] and detailed
works were carried out by Jack [57–59]. In fact, all Fe-N phases that are formed
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below N at.%≤ 50 in Table 1 have been identified in the phase diagram of Jack [59],
including the α′′−Fe16N2 phase. The structure of these compounds will be discussed
below.

1.3.2 Fe16N2Phase

Between 1950 and 1970, the focus on Fe-Nwas limited to their usage in steel industry
and tribological properties. Although the Fe16N2 phase was already evidenced by
Jack in 1951 [59], this compound received immense attention after the discovery of
a giant magnetic moment in thin films containing a mixture of α′′−Fe16N2 and Fe by
Kim and Takahashi [60]. This suddenly made the Fe-N system a tour de force due
its potential usage as a rare-earth free permanent magnet and in computer memory
devices. This compound exhibited to possess a magnetic moment of 3.0μB per Fe
atom—the highest value observed in anymaterial at room temperature. The structure
of Fe16N2 is shown in Fig. 2. The interstitial incorporation of nitrogen induces the
tetragonal distortion with three different Fe sites, namely: Fe-I (4e), Fe-II(4d), Fe-
III(8h) and N occupies the 2a site (see Fig. 2). The nearest neighbour of N (2a) is the
Fe(4e) and Fe(8h) in the crystal lattice. Later in the year 1991, Sugita et al. prepared
epitaxial thin films of Fe16N2 and found even higher moment at 3.2μB per Fe atom
at room temperature which increases to 3.5μB per Fe atom at lower temperatures.
Such observations about a giant magnetic moment could not be explained taking into
account theoretical considerations.

In a report by Lai et al. [62], the strong correlation effect on all iron sites in
the Fe16N2 were taken into account for the high moment. However, it has been
argued considering such correlation effects, it would not be possible to retainmetallic
state of Fe16N2. Subsequently, Sakuma et al. [63] proposed that the charge transfer
model, in which N atoms serve as charge hopping sites, predicted that an effective
‘double-exchange’ process resulted in high spin configuration of Fe and long-range
ferromagnetic ordering [63]. However, no clear evidence was presented revealing the
most negatively charged N site as compared to other sites in the iron nitrides. Further,
the concept of partial localization of Fe 3d states in Fe16N2 was predicted by Ji et al.

Fig. 2 Crystal structure of
body-centered tetragonal
(bct) Fe16N2 , lattice
parameter a = 5.72Å, c =
6.29Å, space group:
I4/mmm (no.139) [61]. Here
large circle denotes Fe atoms
and smaller one N atom.
Wyckoff positions are: Fe
(I)-4e, Fe (II)-8h, Fe (III)-4d,
N-2a (0, 0, 0), (0.5, 0.5, 0.5)
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[64] and also confirmed experimentally by the same group using magnetic circular
dichroism measurements. In the year 2012, Sims et al. [65], calculated an average
spin moment of 2.9, 2.6–2.7 and 2.7μBper Fe atom, using hybrid functional method,
the GW approximation and the GGA+U method, respectively. However, it is to be
noted that Fe moment on fcc Fe was also greatly overestimated by these methods. In
a very recent report, Bhattacharjee et al. [66] predicted that the giant magnetization
of Fe16N2 can be understood by considering a combination of double-exchange
(between 8h and 4d sites) and superexchange interactions (among the localized Fe
sites). Briefly, it can be said that challenges to reproduce giant magnetization and
theoretical understanding has led to a so-called 40-year-old mystery in Fe16N2 [64].
Floods of experimental and theoretical works appeared after the discovery of giant
magnetic moment [67] but α′′−Fe16N2 is still a controversial compound due to issues
related to its magnetization and thermal stability [68].

1.3.3 Tetra Iron Nitride (Fe4N) Phase

The timeline of Fe4N appears to be rather smooth and the dramatic developments that
were evidenced in Fe16N2 seems to be missing in Fe4N. Though Fe4N was already
evidenced in 1930 [54, 55], research work on this system is still taking place to
understand its magnetization. The earliest interest in the synthesis and the study of
Fe4N were motivated by its application as a catalyst for the production of ammonia
and in the surface treatment of steels [55]. The structure of Fe4N is already well
established to be an fcc anti-perovskite with LP = 3.79Å as shown in Fig. 3.

As compared to (hypothetical) fcc Fe, the LP of Fe4N is about 9% larger [70]
due to insertion N at body- centered positions. Such insertion leads to a magneto-
volume effect resulting in higher (than Fe) magnetization in Fe4N. Together with
high magnetization, Fe4N exhibit a half-metallic character and its spin-polarization
ratio can reach to almost 100% [71]. These qualities make Fe4N an attractive choice
for spintronic application to the extent that it may be considered as an alternative to
Heusler alloys [72]. Fe4N has been synthesized both in bulk as well as in the form
of thin films. Its structure matching very well with theoretical predictions has been

Fig. 3 Crystal structure of
face-centered cubic tetra iron
nitride (Fe4N). Lattice
parameter a = 3.79Å, space
group (No.): Cubic; Pm-3m
(No, 221) Wyckoff
Positions: Fe (I)-4a, Fe
(II)-3c, N-4b [69]
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achieved and confirmed with neutron diffraction [73] and Mössbauer spectroscopy
measurements [74], however the magnetization of Fe4N seems to vary a lot in thin
films produced in different works, e.g. Atiq et al. [75] observed a very high moment
≈2.9μB per Fe atom whereas values as low as 1.3μB have also been reported [76],
however in most of other works the value was found between these extremes [77]
and close to the theoretical value of 2.35μB [25]. In 2009, Blancá et al. [78] reviewed
magnetization of Fe4N both from theoretical and experimental view points and con-
cluded that the large magnetization (2.9μB) value observed by Atiq et al. [75] is not
an intrinsic property of Fe4N but it could have emerged due to some experimental
artefacts. The lower values of magnetization found in otherwise perfect Fe4N thin
films is a concern and as evidenced recently, it may be caused by interdiffusion
between film and substrate as Fe4N films are generally grown at higher temperature
(≈700K) [77]. It is to be foreseen that Fe4N can suitably replaced Fe in magnetic
devices due its chemical inertness and interesting magnetic properties.

1.3.4 Tri and Bi Iron Nitride (Fe3−yN and Fe2N) Phases

The Fe-N compounds formed between Nat.% 25 and 33 are termed as ε −
Fe3−yN and when Nat.% = 33, the ζ − Fe2N phase can be obtained. The ‘ε’ phase
exhibits the largest homogeneity range in the phase diagram of Fe-N (see Fig. 5) and
has a hexagonal close-packed (hcp) structure as shown in Fig. 4. When Nat.% = 25,
stoichiometric Fe3N phase is formed, however with a rise in Nat.% an anisotropic
distortion of the hexagonal lattice results in transformation into the orthorhombic
ζ − Fe2N phase, when Nat.% = 33. In Fe3N, N occupies the 1/3 of the corner-
sharing octahedral units in an hcp lattice of Fe, whereas in Fe2N, N occupies the 1/2
of the octahedral sites [27] as shown in Fig. 4. The magnetic state of these phases is
somewhat debated [28]. Theoretically, the magnetic moment of Fe3N and Fe2N has
been predicted to be 1.99 and 1.43μB [27], however experimentally phases with the

Fig. 4 (Left): Crystal structure of hexagonal Fe3N, lattice parameter a = 4.658Å, c = 4.322Å,
space group: P6322 (No. 182) [69]. Wyckoff positions are Fe-6g (x, 0, 0), N-2c (1/3, 2/3, 1/4).
(Right): Crystal structure of Orthorhombic Fe2N, lattice parameter a = 4.437, b = 5.541, c = 4.843Å.
Space group (No.): Pbcn (No. 60), Wyckoff positions; Fe-8d (0.2491, 0.1281, 0.082675), N-4c (0,
0.364, 1/4) [82]. Here large circle denotes Fe atoms and smaller one N atom
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Fig. 5 Phase diagram of Fe-N system modified after realization of FeN phases. Reproduced with
permission from Ref. [90]

values of y between 0 and 0.5 (in Fe3−yN) were found to be magnetic and whereas
phases with y = 0.8, 0.92 and 1 in Fe3−yN, have been found non-magnetic at room
temperature [29].

Even though Fe3−yN phases are most homogenous in the phase diagram of Fe-
N, they have received much less attention than other Fe-N phases such as Fe16N2,
Fe4N or FeN. The reason for such discrepancy may be due to a challenging synthesis
process to produce Fe3−yN in bulk [30]. However, Fe3−yN phases with controllable
stoichiometry can be suitably obtained in the reactive sputtering process and there
seems to be a renowned interest in sputter-deposited Fe3−yN films in recent years [79–
81].

1.3.5 Iron Mononitride (FeN) Phase

The Fe-N phase diagram was updated in the year 1987 by Wriedt et al. [83] taking
into account magnetic transformations in Fe-N system. Around the mid-1980, a new
Fe-N phase having an equiatomic ratio of Fe and N, i.e. iron mononitride (FeN)
was discovered by Oueldennaoua et al. [84]. They deposited samples using reactive
rf sputtering on liquid nitrogen cooled substrates and associated a rock salt (RS -
NaCl) type structure with a lattice parameter of 4.53Å and the composition of their
samples was found to be FeN0.97. This was the first time that a Fe-N phase exceeding
Nat.% 33 (i.e. Fe2N) was evidenced. Subsequently, several efforts were made to
reproduce the mononitride phase and it was amply demonstrated by Nakagawa et al.
in 1991 [85], Suzuki et al. in 1993 [86], Hinomura et al. in 1998 [87]. In a series of
works published by Schaaf et al. between 1995 and 2002 [29, 88–90], the synthesis
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of FeN was reported and they were termed as ‘new cubic nitrides’. Subsequently, the
phase diagramof Fe-N systemwasmodified. Their structural andmagnetic properties
were studied and it appeared that FeN can be formed in the RS and/or zinc blende
(ZB–ZnS) structures as shown in Fig. 6. In both cases, FeN was found to be non-
magnetic at room temperature but RS-FeN was claimed to be ferromagnetic (FM) or
antiferromagnetic (AFM) at low temperatures (≈5K). During this time, theoretical
works also started to appear to understand the structural and magnetic ground state
of FeN [91–94]. Through these theoretical works, it appeared that RS-type FeN with
an FM or AFM magnetic structure is preferred.

With the advent of this century, efforts were made to synthesize the mononi-
tride FeN thin films using a variety of thin-film deposition methods, viz. ion beam
sputtering [96–98], dc/rf magnetron sputtering [95, 99–108], pulsed laser deposition
(PLD) [109–112], high power impulse magnetron sputtering [113], nitrogen plasma
assisted molecular beam epitaxy (MBE) [114–118] and under high pressure and high
temperature [16, 17, 45, 119, 120]. From these experimental works, it was observed
that the LP of FeN was found to be either about 4.33 or 4.50Å. Generally, FeN with
a LP of 4.33Å was associated with the ZB and 4.50Å with the RS-type structure.
However, in most of these works, no magnetic order could be found down to 5K [95,
104, 117], and therefore the existence of the RS-type FeN was questioned. It was
concluded that irrespective of its LP (4.3 or 4.5AA), the structure of FeN is ZB
type and differences in the value of LP are related with defects and vacancies in it.
Recent first-principles calculations also seem to agree this point of view and predict
that at T = 0K and P = 0GPa, the preferred phase in FeN is ZB type, but above
50GPa a phase transition from ZB to RS type is expected [121]. Very recently ultra-
thin films of FeN were studied by growing them at 100K and performing in situ
magnetization measurements (using 57Fe nuclear resonance scattering) and it was
found that a magnetic phase emerges in FeN thin films when their thickness is below
≈5nm [122].

Fig. 6 (Left): Crystal structure of cubic FeN with zinc blende (ZB) structure, lattice parameter
a = 4.33Å, space group: F-43m (No.216) [14, 95]. Wyckoff Positions are: Fe-4a (0, 0, 0), N-4c
(1/4, 1/4, 1/4). (Right): Crystal structure of FeN with rock-slat (RS) structure, lattice parameter a =
4.452Å. Space group (No.): Fm-3m (No.225), Wyckoff positions: Fe-4a (0, 0, 0), N-4b (1/2, 1/2,
1/2) [14, 95]. Here large circle denotes Fe atoms and smaller one N atoms
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From the applications points of views, nowadays FeN is becoming a very inter-
esting compound as it can be used as an effective catalyst in chemical reactions due
to its oxidation resistance [123, 124] and also in biomedical applications [14]. FeN
can also be used as a precursor to produce lower N Fe-N phases such as Fe4N [108,
114, 125, 126] Still, the fundamental understanding of FeN is not well-understood
with respect to its structural and magnetic ground state and needs further attention.

1.3.6 N-Rich Iron Nitride Phases

After the experimental discovery of pernitride phase of Pt, i.e. PtN2 [15] in 2004
by laser heating of Pt under high pressure in a diamond anvil cell, it was realized
that such phases might also exist in other metals. As mentioned already in Sect. 1.1,
pernitrides of several other metals have been reported. Recently, the discovery of
single-bonded cubic nitrogen polymorphs [127, 128] have paved ways to seek these
materials for high energy density applications.

In the Fe-N system, some N-rich phases were predicted long back, e.g. in the year
2002, Ching et al. [11, 12] made prediction about the cubic spinel nitride Fe3N4,
however this phase remains to be realized experimentally. Similarly in 2011, the
pernitride FeN2 [13] phase was predicted and very recently, it was experimentally

Fig. 7 (Left): Crystal structure of orthorhombic FeN2, lattice parameter a = 4.431, b = 3.722, c
= 2.421Å, space group: Pnnm (No.58). Wyckoff positions are: Fe (0, 0, 0), N (−0.4025, 0.1335,
0) [14, 16]. (Right): Crystal structure of Triclinic FeN4, lattice parameter a = 2.509, b = 3.524,
c = 3.541Å, space group: P-1 (No.2). Wyckoff positions are: Fe (0.5, 0, 0), N1 (0.160, −0.346,
−0.487), N2 (0.060, −0.303, −0.859) [14, 16]. Here large circle denote Fe atoms and smaller one
N atoms
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realized [16, 45] by heating a iron foil under high pressure (≈50GPa) and high
temperature (≈2000K). By further increasing the pressure above 100GPa, the FeN4

phase was also evidenced by Bykov et al. [16]. The iron pernitride FeN2 phase
was also synthesized by Laniel et al. [45]. The structure FeN2 is predicted to be
hexagonal (R-3m) and marcasite (Pnnm), but experimentally only marcasite phase
has been observed [16, 45, 45]. A schematic diagram of FeN2 and FeN4 primitive
unit cell and superlattice structures is shown in Fig. 7. Laniel et al. [45] found a partial
phase transition frommarcasite (Pnnm) to hexagonal (R-3m), implying itsmetastable
nature. This marcasite FeN2 under ambient condition is expected to exhibit a bulk
modulus of 344(13) GPa, highest among all iron nitrides predicted theoretically. The
structure of FeN2 consists of FeN6 octahedrons with slight distortions and rotations
allowing N-N bonds. Structural refinements give the bond distance of these N-N
chains in between single and double bonds and the presence of these (N2)3 dimer is
ultimately held responsible for the large bulk modulus value. In addition, even higher
N phases like FeN6 and FeN8 have been theoretically predicted [14], but they remain
to be realized experimentally hitherto. Since these N-rich phases contain polymeric
N chains, they are viable as cheap high energy density material.

2 Synthesis and Thermal Stability of Iron Nitrides

Iron nitrides have been synthesized using chemical as well as physical processes. As
mentioned before, the dissociation energy of N2 molecule is large, about twice that
of O2, and this not only makes the formation of iron nitrides more challenging, also
the interactions in iron nitrides are dominated by Fe–Fe interactions unlike Fe-O in
iron oxides. Weakly bonded Fe atoms generate less negative enthalpies of formation
(�H ◦

f ) and as compared to oxides, many more nitrides of iron appear. For example
in FeNx , x = 0.11 (Fe16N2), 0.2 (Fe4N), 0.25 to 0.33 (Fe3−yN, 0 ≤ y < 1), 0.33
(Fe2N), 0.5 (FeN), 0.66 (FeN2), 0.8 (FeN4). On the other hand only very limited
number of iron oxides can be found, e.g. in FeOx , x = 1 (FeO), 1.33 (Fe3O4) and 1.5
(Fe2O3). The lowest value of�H ◦

f in iron oxides is for Fe3O4 at−1116kJ mol−1 but
in iron nitrides it is about 25 times higher, e.g. about −45kJ mol−1 for Fe3N1.22

and FeN [44]. In other nitrides �H ◦
f is even higher (less negative or even positive),

e.g. +85±47kJ mol−1 in Fe16N2, −12±20kJ mol−1 in Fe4N, −34±8kJ mol−1 in
Fe2N [44].

Due to unfavourable energetics, synthesis of Fe-N compounds by simple dissocia-
tion of N2 is not favoured. Therefore, to prepare Fe-N compounds, ammonia (NH3) is
used togetherwith some iron precursor kept at high temperatures (≈400–600◦C). The
dissociation of ammonia to atomic nitrogen (and subsequently tomolecular nitrogen)
is given by 2NH3 → 2N + 6H → N2 + 3H2. The atomic N diffuses into the hot iron
surface and leads to the formation of iron nitrides. The composition of thus formed
iron nitrides can be tailored by varying the temperature and the amount of NH3 gas.
Using suchmethods Fe-N compounds such as Fe16N2, Fe4N, Fe3−yN and Fe2Nwere
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formed and already included in the Fe-Nphase diagram established around 1950 [56–
59]. On the other hand, using thin-film deposition methods, particularly sputtering
it became possible to form a variety of Fe-N compounds at low temperatures. In the
sputtering process, typical adatom energy is about 20–30eV [129] and during the
condensation process at a substrate, this energy is lost within picosecond time scale
leading to quenching rates of the order of 1016 K/s [130]. This makes the sputtering
process a highly non-equilibrium process and utilizing these, it may be possible to
achieve the formation of some Fe-N phases which is otherwise difficult to achieve.
Reactive sputtering processes, therefore, have been one of the most frequently used
processes to synthesize Fe-N thin films [95, 99–108]. We will take a few exam-
ples from our earlier works to understand the formation of Fe-N phases in reactive
sputtering processes.

2.1 Synthesis of Iron Nitride Thin Films by Reactive
Sputtering

Figure8a, b shows an evolution of Fe-N phases in the reactive sputtering process
at substrate temperature (Ts) of 300K (no intentional heating) and at Ts = 423K.
Starting with pure Fe, the reactive N2 gas flow RN2(=pN/(pN+pAr), with pN and
pAr being the individual gas flows of N2 and Ar gases measured from a mass flow
controller was varied in a way that the total gas flow remains constant at 50 sccm.
Samples were deposited on an amorphous quartz (SiO2) substrate. As can be seen
that at 300K [106], the phases formed are Fe, Fe(N), Fe3−yN, Fe2N and FeN but this
behaviour slightly changes to Fe, Fe(N), Fe4N, Fe3−yN and FeN at 423K [113].

From the behaviour shown in Fig. 8a, b, it can be observed (i) reactive sputtering at
room temperature initially leads to formation of an amorphous and a nanocrystalline
phase of Fe-N in which N atoms occupy the interstitial spaces within the bcc-Fe (α-
Fe). A mechanism leading to such effects has been described in detail in Ref. [101]
(ii) at Ts = 300K, prominently the Fe3−yN phase is formed between RN2 = 30 to 70%,
and thereafter the Fe2N and FeN phases are formed. (iii) the formation of Fe4N phase
does not take place at 300Kbut it seems to evolve onlywhen the substrate temperature
is raised (this is contrary to Co4N phase that is formed only when the Ts = 300K [26,
70]). (iv) formation of the Fe16N2 phase does not take place either at Ts = 300 or
423K.

It is known that the formation of Fe16N2 phase may take place after thermal
annealing. Therefore, further optimization of RN2 was carried out at as can be seen
from Fig. 9, at RN2 = 15%, peaks corresponding to Fe16N2 along with α-Fe can
be seen in the as-deposited samples but the peak corresponding to (004) reflection
of Fe16N2 grows in intensity at 400 and 450K but it almost diminished when the
annealing temperature was raised above 450K [131]. At further higher temperatures,
this sample becomes a mixture of Fe and Fe4N.
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Fig. 8 X-ray diffraction patterns of Fe-N thin films deposited at different nitrogen gas flows (RN2 )
grown at room temperature (300K) (a) and at 423K (b). a is reproduced with permission from
Ref. [106]

Fig. 9 X-ray diffraction
patterns of Fe+Fe16N2 phase
formed with RN2 = 15% in
the as-deposited state and
after annealing at different
temperatures
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Fig. 10 X-ray diffraction patterns of Fe-N thin films deposited at different nitrogen gas flows (RN2 )
grown at substrate temperature (Ts) = 523K (a) and at 673K (b)

To further study the growth of a single phase Fe4N, the substrate temperature
was raised to 523, 598 and 673K and again the RN2 was varied in close intervals to
optimize the growth of Fe4N phase. As can be seen from Fig. 10a, at RN2 = 13%, Fe
is present as an impurity but raising the RN2 to 17.5%, results in impurity of Fe3−yN.
Even at an intermediate flow of 15%, impurities due to Fe or Fe3−yN can be seen in
Fig. 10a. By further raising the Ts to 598K (not shown), single phase Fe4N could not
be formed, however by raising the Ts to 673K, it can be seen fromFig. 10b that single
phase Fe4N can be obtained. This indicates that the formation of a polycrystalline
Fe4N phase on an amorphous SiO2 substrate is difficult but can be achieved by the
optimization of Ts and RN2 . More details about the optimization of Fe4N can be
found in Ref. [132]. In addition, the formation of an epitaxial Fe4N phase can be
obtained with the assistance of suitable lattice matching by using single-crystalline
substrates such as MgO, SrTiO3, LaAlO3 or underlayers such as Cr, Cu, Ag, etc. [78,
133–137].

Further, in order to grow the iron mononitride FeN phase, it seems that some
substrate heating is essential. From Fig. 8a, b, it can be seen that at Ts = 300K a
disordered FeN phase is formed when RN2 = 100%, but at Ts = 423K, though the
presence of FeN phase can be seen at RN2 = 70%, at RN2 = 100%, the stoichiometric
and well crystalline FeN phase seems to form. From the XRD data shown in Fig. 8b
the only peak appearing there can be identified as FeN (111) and its lattice parameter
(LP) and grain size (GS) come out to be 4.457(2)Å and 18nm in RN2 = 70% sample
and in RN2 = 100% sample, the values LP and GS become 4.323(3)Å and 31nm.
As already discussed in Sect. 1.3.5, the LP of FeN can vary approximately between
4.5 and 4.3Å and it appears that higher values of LP are found probably in off-
stoichiometric and not so well crystalline samples.

As it appears from Fig. 8b that sputtering of iron by N2 alone as processing gas is
the best suitable recipe for the growth of FeN film. Therefore, we kept RN2 fixed at



146 M. Gupta

Fig. 11 X-ray diffraction patterns of Fe-N thin films deposited at different substrate temperatures
(Ts) usingRN2 =100%(a). The variation of lattice parameter (LP) as a function ofTs (b). Conversion
electron Mössbauer spectroscopy (CEMS) pattern of FeN thin films with LP ≈4.5Å(c) and LP
≈4.3Å(d)

100% and varied the Ts in small steps between 300 and 600K and XRD pattern of
these samples are shown in Fig. 11a. In all these XRD patterns, the peak correspond-
ing to (111) reflection of FeN can be seen and from this, we calculated the LP and
the variation of LP with Ts is shown in Fig. 11b. At lower Ts (300 and 398K), the
LP is large (LP ≈4.5Å) and it decreases to ≈4.3Å at Ts = 448K. But surprisingly, it
starts to increase again when Ts is raised beyond 450K. Such occurrence of minima
in the LP of FeN with Ts is a new finding in this compound and it appears that
the stoichiometry of FeN phase critically depends on the Ts. When the temperature
is lower than a value, it is not sufficient to establish the long-range ordering and
stoichiometry but if it increases beyond this critical Ts, diffusion process becomes
dominant leading to defects in FeN. To study the local structure of FeN, CEMS is
the best technique and CEMS spectrum of a FeN sample is well established to be
consisting of an asymmetric peak profile. The fitting of such CEMS can be done
using a number of combinations of singlet (S) and/or doublet (D): (i) two S [85,
95, 104, 115] (ii) one S and one D [115, 116, 138] (iii) two S and one D [89]. The
component S with isomer shift (IS) ≈0mm/s (relative to α-Fe) is due to Fe coordi-
nated to four N atoms as expected in FeN with ZB-type structure. But the second
component (either S or D) seems to be not so well defined and has been understood
as defects or vacancies in FeN. We did CEMS measurements on samples with LP
of about 4.5 and 4.3Å and found that CEMS spectra various significantly with LP
of FeN as shown in Fig. 11c, d. In case of a sample with LP of 4.5Å, we can see
that both singlets S1 and S2 are of comparable strength but in the sample with LP of
about 4.3Å, S2 almost disappears. Therefore, it can be concluded that a single phase
and stoichiometric FeN phase can be formed in a narrow substrate temperature range
only and the existing debate regarding the LP of FeN can be understood due to its
sensitivity to growth temperature. The details of fitting of CEMS are described in
Refs. [122, 139].
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From the results presented on the synthesis of iron nitride thin films using the
reactive sputtering process, it can be seen that most of the phases such as amorphous
and nanocrystalline Fe(N), Fe16N2, Fe4N, Fe3−yN, Fe2N, and FeN can be synthesized
by suitably varying the growth conditions. Essentially, by fine-tuning the amount of
N2 gas and growth temperature, it is possible to achieve any of these Fe-N phases in
correct stoichiometry with an exception to Fe16N2 phase. The issues related to the
thermal stability of Fe-N phases are described in the next Sect. 2.2.

2.2 Thermal Stability of Iron Nitrides

The thermal stability of Fe-N samples was studied by doing thermal annealing of Fe-
N samples across the Fe-N phase diagram. Results obtained from such studies will be
presented and discussed briefly here and more details can be found in Refs. [96–98,
101, 103–105, 131, 140, 141] Fig. 12a–d shows XRD patterns of pristine (at 300K)
and annealed samples, deposited at RN2 = 2, 5, 10 and 20%, respectively [101]. The
phases that are formed with RN2 = 2 and 5% are nanocrystalline Fe(N) in which N
atoms gradually occupy the interstitial positions within the bcc-Fe. As can be seen
from Fig. 12a, b, even after annealing these samples at 423K, they become unstable
and peaks corresponding to Fe16N2 can be seen. On the other hand, when RN2 is
raised to 10%, this sample attains an amorphous phase (Fig. 12c) and this phase is
surprisingly much more stable than nanocrystalline phases. This amorphous phase
remains stable up to 523K and after annealing at 573 and 673K, peaks corresponding
to Fe3−yN can be seen. As will be discussed later in Sect. 4, somewhat better thermal
stability of amorphous (compared to nanocrystalline) phase can be due to different
diffusion processes. In the nanocrystalline phase, diffusion takes place via grain
boundaries and in an amorphous phase due to the absence of such grain boundaries,
the diffusion mechanism is a collective type involving a large group of atoms [131,
142]. Since grain boundaries diffusion is much faster than collective- type process,
the improved thermal stability upon attaining an amorphous phase can be understood.

The sample deposited with RN2 = 20% is a mixture of amorphous Fe(N) and
Fe3−yN and after annealing at 423K, it attains Fe3−yN phase that remains stable at
573K as shown in Fig. 12d. Further, the thermal stability of Fe4N phase was also
studied. Since this phase is synthesized at 673K, it remains stable when annealed
for a short time below the synthesis temperature, however it shows signs of insta-
bility when kept at growth temperature (673K) at longer times. Such instabilities
were observed in Ref. [143] and also in our recent work, it was observed that when
the post-deposition annealing time was increased to 60min, Fe starts to appear in
the XRD pattern, though its presence could not be seen when the post-deposition
annealing time was 30min [132]. Therefore, it appears that even during the growth
of a Fe4N phase at a high Ts of 673K, some N out diffusion is taking place. Also at
such high growth temperatures, interdiffusion from the substrate can also influence
the properties of Fe4N films [77].
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Fig. 12 X-ray diffraction patterns of Fe-N thin films deposited at 300K and annealed at different
temperatures (a) nanocrystalline (nc) Fe(N) film formed with RN2 = 2% (b) nanocrystalline (nc)
Fe(N) film formed with RN2 = 5% (c) amorphous (a) Fe(N) film formed with RN2 = 10% (d)
Fe3−yN film formed with RN2 = 20%. Reproduced with permission from Ref. [101]

Fig. 13 X-ray diffraction (a) and conversion electron Mössbauer spectroscopy (b) patterns of FeN
thin films deposited at 423K and annealed at different temperatures
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Thermal stability of mononitride FeN phase was also studied. Single-phase and
stoichiometry FeN films were grown at optimized growth temperature ≈423K and
thereafter they were annealed at different temperatures as shown in Fig. 13. As can
be seen here, both XRD and CEMS pattern of FeN film remains similar after anneal-
ing them at 473 and 523K. However, above 573K, they become unstable and the
Fe3−yN phase start to emerge. After annealing at even higher temperatures (not
shown), the Fe3−yN phase also becomes unstable and N completely diffuses out
from Fe-N leaving behind pure Fe. From the thermal stability behaviour discussed
in the section, it appears that in magnetic nitrides the amorphous phase formed with
interstitial incorporation of N and the mononitride phases show thermal stability
up to 523K, other disorder phases are unstable even at 423K. The Fe3−yN phase in
different composition remains stable up to 673K. In order to understand the thermal
stability of iron nitrides, we performed Fe and N self-diffusion measurements in var-
ious Fe-N compounds. As will be discussed in Sect. 4, in magnetic Fe-N compounds,
N diffusion is faster than Fe and can be understood due to smaller size of N, but in
non-magnetic Fe-N compounds, it becomes other way round. In order to suppress
the fast N diffusion in magnetic Fe-N, it is possible to use a suitable dopant. The
effect of dopant of the thermal stabling of FeN is discussed in the next section.

2.3 Effect of Doping on Thermal Stability of Iron Nitride
Thin Films

From the results shown in Sect. 2.2, it becomes clear that Fe-N compounds are
metastable and they start to show instabilities even when annealed at a moderately
low temperature of 423K or in some cases above 523K. Such thermal instability of
Fe-N compounds is not unexpected due to large (less negative) �H ◦

f as explained
in Sect. 1.1 for late TMNs. In order to enhance the thermal stability, it, therefore,
becomes essential to dope the Fe-N system in such a way that the dopant does not
influence the nature of a Fe-N phase yet enhances its stability. The obvious choice of
a dopant is a material whose �H ◦

f is much smaller than Fe-N and this dopant must
act like a diffusion barrier so that the thermal stability of Fe-N can be enhanced. To
achieve this, we used several dopants like Al, Ti, Zr and optimized the best dopant
for the Fe-N system [106, 131, 144, 145] and from these works, it was found that
Al is the best suitable dopant when used in a small amount (≈3–5%). The criteria
for choosing the best dopant is not only the small values of �H ◦

f (e.g. �H ◦
f = −360,

−338, and −321 for ZrN, TiN and AlN, respectively) but their atomic size also
matters. Al with the the smallest size was found to be the most effective dopant
as it suppresses the lattice distortions that are generally caused by larger (than Fe)
dopants.

The effect of dopants on the thermal stability will be discussed later in this section
and its influence on Fe and N self-diffusion process in Sect. 4.3. However, before
discussing the role of dopants on the thermal stability, it is essential to know if these
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Fig. 14 X-ray diffraction patterns of Fe-N thin films deposited at 300K for various RN2 values
between 0 and 100%(similar to un doped case shown in Fig. 8a) with about 2–3% doping of Al (a),
Ti (b) and Zr (c)

dopants affect the phase formation of Fe-N. Figure14a, b and c, respectively, show
the effect of Al, Ti and Zr dopants on the Fe-N phases formed with different RN2 at
Ts = 300K. The amount of dopant used was about 3at.%. In absence of any dopant
(Fig. 8a), the evolution of FeN phases was Fe → Fe(N) → Fe3−yN →Fe2N → FeN
as RN2 increases from 0 to 100%. After doping also, the evolution of Fe-N phases
remains almost similar but some minor differences can be seen (i) with doping the
Fe2N phase could not be seen (ii) the appearance of FeN phase already starts at with
much smaller amount of RN2 with Al and Ti doping (iii) the preferred orientation of
FeN also gets affected. However, it can be clearly seen from Fig. 14 that nitrides of
Al, Ti or Zr cannot be seen in the XRD pattern and they do not as such affect the
formation of Fe-N phases.

The effect of doping on the thermal stability was studied on a Fe-N sample
deposited using RN2 =10% at Ts = 300K. Samples were annealed in a high vacuum
furnace for 1h at each temperature. Without any doping, the Fe-N phase formed
is nanocrystalline bcc Fe(N) in which N atoms occupy the interstitial positions.
Undoped Fe(N) becomes thermally unstable when annealed above 423K as shown
in Fig. 12, however after doping with about 3at.% of Al or Zr, the nanocrystalline
Fe(N) phase becomes stable up to 625K as shown in Fig. 15a, b. In fact doping of
different amounts of Al, Ti and Zr was tried and in all cases a thermally stable state
could be achieved as shown in Fig. 15c. In the undoped sample, the grain growth
already starts to take place above 423K but such grain growth could not be seen
up to 673K with dopants. So it appears that any dopant is suitable in Fe-N system to
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Fig. 15 X-ray diffraction patterns of Fe-N thin films deposited at 300K with RN2 =10% with
3at.% Zr doping (a) and 3at.% Al doping (b). The effect of various doping on crystallite size is
compared in (c)

enhance the thermal stability. However, from the self-diffusion measurements, it was
found that Al is most effective as dopant as it suppresses both Fe andN self-diffusion.

The effect of doping on the mononitride FeN phase was also studied. The dopants
like Al, Ti and Zr do not affect the thermal stability of the FeN phase at all and this is
not surprising owing to target poisoning issues. Since the FeN phase is formed when
the RN2 ≈ 100% and in this situation, elements with high affinity towards N, e.g.
Al, Ti and Zr become poisoned due to formation of a nitride layer on to themselves.
In this situation, the effective sputtering from such targets becomes negligibly low
[146–148] and henceforth they cannot be doped in FeN. In fact a series of FeN
samples with doping of Al, Ti and Zr were deposited and it was found (not shown)
that their thermal stability remained analogous to undoped FeN. Therefore, Ag and C
were used as a dopant in FeN. It is known that Ag and C are largely not miscible with
Fe and during the reactive sputtering process they do not get poisoned. Following the
growth procedure described in Sect. 2.1, FeN samples were deposited at substrate
temperature Ts = 423K and XRD patterns of pristine and vacuum-annealed samples
at different temperatures (for 1h at each) are compared in Fig. 16. As can be seen
here, the undoped FeN film remains stable up to 523K and reflection corresponding
to the Fe3N phase can be seen in the 573K annealed samples. In Ag- or C-doped FeN
films, it can be seen that they become stable up to 573K but after annealing at 623K
the Fe3N phase starts to emerge. So with Ag or C doping the thermal stability of FeN
improves marginally. Moreover,by comparing the XRD pattern of pristine sample,
it can be seen that the peak shape of the undoped sample was somewhat asymmetric
(marked by an arrow in Fig. 16a), but with Ag or C doping the peak shape becomes
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Fig. 16 X-ray diffraction patterns of iron mononitride FeN thin films deposited at substrate tem-
perature Ts = 423K with RN2 =100% without any doping (a), following a similar process but with
Ag doping (b) and C doping (c). XRD patterns of pristine and isochronally annealed samples at
different temperatures are compared

symmetric. In addition, the peak corresponding to FeN(111) also becomes narrower
with Ag or C doping. These results clearly demonstrate the possibilities to achieve a
defect free and stable FeN phase with Ag or C doping.

The thermal stability of iron nitrides is closely related with atomic self-diffusion
and dopants have a role to play in improving the thermal stability. The details of the
self-diffusion process will be discussed in Sect. 4 but before presenting results on
self-diffusion processes, it is essential to know about themethodology and techniques
suitable for measuring the self-diffusion process. The details of these techniques are
presented in the next Sect. 3.

3 Methodology and Techniques for Self-Diffusion
Measurements in Thin Films

Atomic self-diffusion is one of the most basic phenomena which is responsible for
several physical and chemical process including phase transformation and solid-state
reactions. Even when no defect, gradient or vacancies are present, atomic diffusion is
an inevitable process that can occur through an atomic exchange process. In absolute
terms, the measurement of self-diffusion is not possible as one would need a ‘probe’
to locate such a process. In a homogenous medium, it would not be possible to
distinguish between similar atoms, one would need a probe that is similar to the host
but can be differentiated, as required. In this context, the isotope of host element is
viable since the chemical properties of host and isotopes are similar but their mass
difference allows them to be differentiated using suitable techniques. Therefore,
isotope diffusion can be approximated as self-diffusion. Diffusion is a process that
can be activated by external conditions such as pressure, temperature, etc. On this
basis, a self-diffusion process can be defined as the measure of atomic diffusivity of
any atomic species in a solid in the absence of any chemical potential gradient. For
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a detailed review of diffusion in solids, the reader is referred to a review article by
Faupel et al. [142] and a monograph by Mehrer [149].

Further, the poor thermal stability of iron nitrides is also a concern and requires
diffusion measurements to be carried out at very low temperatures down to ≈500K
or even below. Therefore, it is often required that diffusion lengths of the order of
sub to few nm need to be probed and typical diffusivity 10−23 m2 s−1 or smaller
needs to be measured. Traditionally, self-diffusion measurements are carried out
using radiotracer methods, secondary ion mass spectrometry (SIMS) and nuclear-
reaction analysis (NRA) [142]. However, the the depth resolution of these methods is
typically 5–10nm. Therefore, probing diffusion lengths below≈10nm is not reliable
using traditionally used techniques. In this respect, reflection of neutron from a
smooth surface which is known as neutron reflectivity (NR) is a versatile technique
that can be utilized to probe self-diffusion processes at much smaller length scales
than that with traditional techniques. Also since neutron scattering length (SL) vary
significantly among most isotopes, NR becomes a unique technique to probe self-
diffusion processes at very short length scale even down to sub-nm regime. For
example, in case of neutrons, the SL for naturalFe (or Fe hereafter) is 9.45 fm, for 57Fe
2.3 fm, for naturalN (or N hereafter) is 9.36 fm and for 15N 6.6 fm, therefore isotope
labelling using either 57Fe or 15N allows to probe Fe self-diffusion in Fe-N system.

The usage of NR for diffusion measurements was introduced by Greer et al. [150–
152] and has been used in several works. Similar to NR, another technique that can
be used with the same precision is nuclear resonance reflectivity (NRR) at a large
(≥6GeV) synchrotron radiation (SR) source. The NRR is analogous to Mössbauer
spectroscopy but performed under grazing incidence at an SR source. However,
unlike neutrons, the NRR is restricted to a Mössbauer active nuclei (e.g. 57Fe). The
usage of NRR for self-diffusion measurements was demonstrated in our group [98,
140, 153, 154] and subsequently, NRR has also been used in several works to probe
self-diffusion in chemically homogenous multilayers and thin films. Though NR is
more versatile, neutron flux, in general, is a concern, this problem can be amply
resolved in NRR. For example in using 57Fe isotope, NRR technique can be used
even when the individual layer thickness is few nm, NR is more suitable when the
thickness increase to about 10nm and SIMS is suitable when thicknesses reach tens
to hundreds of nm. Therefore, combining NRR, NR and SIMS; Fe self-diffusion
ranging from a fraction of nm to several hundreds of nm can be probed. In the
next section, we will briefly discuss the methodology of SIMS, NR and NRR for
self-diffusion measurements in Fe-N thin films.

3.1 Self-Diffusion Measurements Using SIMS Depth
Profiling

Secondary ion mass spectrometry (SIMS) is a technique that provides a ‘direct’
depth profile of a thin film sample by sequential removal of a surface using a sputter
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Fig. 17 Schematic representation of a FeN (100nm)/57Fe15N (2nm)/ FeN (100nm) sample
deposited on a Si substrate (left) and SIMS depth profiling of 14N, 15N, 30Si, 54Fe and 57Fe showing
a peak for 15N and 57Fe distribution (right)

ion source. By its virtue, it is a destructive technique and during the measurements,
it is possible that the surface gets modified due to the impingement of primary
ion (typical energy few keV) beam falling on to the sample. However, using low
beam current (typically a few hundred nA), the heating of the sample due to ion
bombardment can be avoided. The primary ion beam sputters the surface of a sample
and produces secondary ions that are detected using a suitable mass spectrometer.
Generally, themass resolution of a typical SIMS system is good enough to distinguish
neighbouring masses, e.g. 14N or 15N, 56Fe or 57Fe in case of Fe-N. However, the
depth resolution of SIMS is typically 5nm. This is primarily limited by the fact that
secondary ions generated in a sputtering process do not come only from the surface,
but also from some region underneath. The extent of such depth depends upon the
geometry, intensity and the energy primary ion beam. Therefore, even from the best
SIMS system, achieving a depth resolution better than a few nm becomes tedious.
Nevertheless, the depth resolution of SIMS is sufficient to probe diffusion lengths
exceeding beyond a few nm in a sample.

In order to probe self-diffusion in this film samples, it is required that one or more
tracer layer(s) to be placed between thick layers as shown schematically in Fig. 17. In
this sample, a 2nmenriched 57Fe15N layer is sandwiched between natural FeN layers.
Typical experimental SIMS depth profile of this sample is also shown in Fig. 17. In
this experiment, depth profiles corresponding to masses 14N, 15N, 30Si, 54Fe, and
57Fe are shown and the sample was sputtered till the intensity of substrate (30Si)
start to increase. The sputter time can be converted to depth either by measuring the
depth of the crater using a profilometer or using the sputter time to depth conversion
factor if the thickness of the sample was known a priori. As one would expect,
the depth profile of both 15N and 57Fe yield a peak. Using this depth profile as a
reference, broadening due to diffusion of 15N and 57Fe into Fe-N will yield N and
Fe self-diffusion coefficients.
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In such cases where diffusing species (diffusant or diffuser) is allowed to spread
into two material bodies ideally occupying spaces between +∞ and −∞, the thin
film solution to non-steady-state diffusion or Fick’s second law of diffusion is appli-
cable [149]. The tracer concentration C at a penetration depth x at time t is given
by [149, 155]

c(x, t) = M

2
√

πDt
exp

(
− x2

4Dt

)
, (1)

where M is a constant denoting the number of diffusing particles per unit area, and D
is diffusion coefficient. The quantity 2

√
Dt is a characteristic diffusion length. This

solution is also known as Gaussian solution comparing the standard deviation (σ ) of
Gaussian depth profile before (t = 0) and after time t , time-averaged diffusivity 〈D〉
can be obtained using

〈D〉(t) = σ 2
t − σ 2

0

2t
. (2)

At a given temperature, at initial times diffusion takes places rapidly and decays
exponentially given by [97, 156]

〈D〉(t) = Aτ

t
(1 − e−t/τ ) + DR, (3)

where DR is diffusivity obtained in the relaxed state and τ is time taken to achieve the
relaxed state. After obtaining DR at a temperature T , it becomes possible to calculate
the pre-exponential factor D0 and activation energy (E) using

DR = D0 exp

(
− E

kBT

)
, (4)

where kB is Boltzmann constant. Therefore, one needs to calculate the DR at various
temperatures and the logarithmic of Eq.4 becomes a linear equation and a straight
line fit to diffusivity data follows an Arrhenius behaviour yielding E and D0. Taking
into account the available self and impurity diffusion data in amorphous crystalline
alloys, it has been established that an universal correlation exists between E and
D0 [142, 157]. Such relation between E and D0 is known as isokinetic relation,
given by [158]

ln D0 = ln A + E

B
, (5)

here A and B are constants. Comparing the E and D0 correlation, one can differen-
tiate between the type of diffusion mechanisms that takes place in a given material.
In general, it has been found that the slope of such correlation is distinctly differ-
ent in amorphous and crystalline alloys [142]. Following an approach adopted by
Shewmon [155], the pre-exponential factor D0 can be written as
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ln D0 = ln(ga2 f ν0) + � S

kB
, (6)

where g is a geometrical factor, a is the effective jump distance with frequency ν0

and � S is entropy term. Combining Eqs. 5 and 6, we get [159]

A = ga2 f ν0; B = kB E/� S. (7)

with the known values of E and B from an experiment, it becomes possible to
estimate �S. In general the values of �S have been typically found between 2.5 and
7.5kB in crystalline alloys, whereas in amorphous alloys these values were found
to be much large, between 19 and 56kB . In case of nanocrystalline thin films, these
values lie typically between 8 and 15kB . Broadly, by estimating�S one can estimate
the type of diffusion mechanism—low values �S indicate vacancy-type diffusion
process generally found in crystalline alloys and much higher values observed in
case of amorphous alloys are indicative of a collective-type diffusion mechanism in
which a large group of atoms collectively participate in the diffusion process.

Here, Eqs. 1 and 2 are specific to diffusion measurements using SIMS depth
profiling whereas Eqs. 3, 4, 5, 6 and 7 are applicable irrespective of the technique
used to determine diffusion coefficient. We will now briefly discuss ways to measure
self-diffusion using neutron and nuclear resonance reflectivity techniques.

3.2 Self-Diffusion Measurements Using Neutron Reflectivity

The grazing angle reflection of hardX-rays (wavelength λ ≈1Å) and also of neutrons
of similar wavelengths are well-established elastic scattering techniques commonly
referred as X-ray reflectivity (XRR) and neutron reflectivity (NR). At grazing angles,
the length scales that are probed increase immensely and X-rays or neutrons are
no longer sensitive to crystal lattice as in X-ray or neutron diffraction. Therefore,
irrespective of long-range ordering, XRR and NR can be equally used in a single
crystalline, polycrystalline or an amorphous thin film. Both XRR and NR rely on
the principle of total external reflection that takes place below a critical angle, above
this critical angle X-rays or neutrons penetrate deep inside a sample and get reflected
again when a change in number density occurs. The first experiment on total reflec-
tion of X-rays from smooth and flat surfaces was carried out way back in 1923 by
Compton [160]. Parratt [161] developed theory for XRR in 1954, which is based
on Fresnel reflection and transmission and treated in a similar way for X-rays and
neutrons. With further developments in theory and instrumentation, XRR become
a popular technique to probe thin films and multilayers for their density, thickness
(with an accuracy of about 0.2nm) and surface/interface roughness [162]. Both XRR
and NR techniques have been described in several books, e.g. [163–165] and in this
work, we will focus on their utility for determination of diffusion.
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The primary difference between XRR and NR is based on their interaction with
matter. While X-ray interacts with electrons, the interaction of neutrons takes place
from nuclei. Therefore, X-ray scattering depends on the number of electrons (i.e. Z)
present in a sample, neutron scattering lengths (nSL) have been found to vary ran-
domly across the periodic table. In addition, since the mass of different isotopes are
different, nSL can vary appreciably even for neighbouring masses, e.g. for naturalFe,
nSL = 9.45 fm, for 57Fe, nSL = 2.3 fm, for naturalN, nSL = 9.36 fm and for 15N, nSL =
6.6 fm. Similarly, nSL can vary for isotopes of different elements and a database for
nSL can be found in Ref. [166]. In addition, it is known that neutron possesses a mag-
netic moment and in case of ferromagnetic samples they also interact with unpaired
electrons through a dipole–dipole interaction which is known as magnetic scattering.
The amplitudes of nuclear and magnetic scattering are comparable, therefore mag-
netism of a magnetic sample can also be probed by performing polarized neutron
reflectivity (PNR) measurements [167]. In fact combing the sensitiveness of neu-
tron to isotopes and magnetism, simultaneous information about the self-diffusion
as well as magnetism can be probed by doing PNR measurements. This was amply
demonstrated in case of [FePt|57FePt]10 chemically homogeneousmultilayer (CHM).
It was found that the structural/magnetic ordering and iron self-diffusion processes
are concurrent in this system [168].

Formeasuring diffusion usingXRRorNR, is it preferable (through not necessary)
to prepare the sample in the form of a multilayer with a repeating sequence of
elements A and B in the form of [A|B]m , where m is number by which A and B are
repeated. Typically m is taken anywhere between 10 and 100, depending upon the
thickness and SL of layer A and B. Such repetition is analogous to a single crystal
and gives rise to Bragg peaks in the reflectivity pattern. In the year 1985, Greer et
al. [169] introduced such methods for investigation of atomic (inter)-diffusion using
X-ray scattering from synthetic modulated structures. Subsequently, Mizoguchi et
al. [170] calculated the variation in the X-ray intensity upon diffusion, given by

I (t) = I (0) exp

(
−8π2n2D(T )t

d2

)
, (8)

where I0 is the intensity of the nth-order Bragg peak at time t = 0; D is the diffu-
sivity at temperature T , and d is the bilayer periodicity. As a sample is annealed,
diffusion across the interfaces takes place and the average scattering length contrast
get suppressed leading to a fall in the the intensity of Bragg peak. After calculating
D from Eqs. 3, 4, 5, 6, 7 and 8 can be used to get various parameters.

Equation8 is equally valid in case of XRR and NR, the only difference is that
in the case of XRR interdiffusion is probed from composition modulated multilayer
whereas in NR isotopic modulation or chemically homogenous multilayers (CHMs)
yield self-diffusion. The usage of NR to determine self-diffusion was demonstrated
byGreer et al. [150–152] in amorphous [NiZr|62NiZr]multilayers. Soon after in 1997,
Baker et al. [171] applied NR to study Boron self-diffusion in amorphous [11B|10B]
samples.We used NR tomeasure Fe self-diffusion in amorphous and nanocrystalline
FeZr [159, 172, 173] thin films, Fe and N self-diffusion in Fe-N [103, 131], Fe
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Fig. 18 Neutron (a) and X-ray (b) reflectivity pattern of FeZr (9nm)|57FeZr (5nm)]20 chemically
homogenous multilayer (CHM). The presence (absence) of well-resolved Bragg peak in NR (XRR)
is indicative of chemical homogeneity between FeZr and 57FeZr, as expected. Typical neutron
reflectivity profiles (multiplied by a factor of q4z to get a flat background in (b)) observed at T =
373K after different annealing times. Reproduced with permission from Ref. [159]

self-diffusion in FePt [168], N self-diffusion in Co-N [26], Schmidt et al. used NR to
studyN self-diffusion in amorphous Si3N4 [174, 175], Ge self-diffusion in crystalline
[70Ge/Ge] multilayers [176], N self-diffusion in amorphous silicon carbonitrides (Si-
C-N) [177], Li self-diffusion in lithium niobate single crystals (LiNbO3) [178]. Such
a demonstration of usage of NR to measure self-diffusion measurements in a variety
of systems having amorphous, polycrystalline or single-crystalline structures clearly
exhibit that NR has now become an established technique to study self-diffusion
processes in thin films and multilayers.

Prior to self-diffusion measurements from a CHM, it is required that XRR mea-
surements must be carried out to ensure the absence of any unforeseen chemical
contrast. This was amply demonstrated in case of our initial usage of NR to mea-
sure Fe self-diffusion in amorphous [FeZr (9nm)|57FeZr (5nm)]20 CHM [159] as
shown in Fig. 18. As expected, the XRR pattern of this sample remains analogous
to a homogenous film of 140nm FeZr film, whereas the presence of a well-defined
Bragg peak confirms the isotopic periodicity. Subsequently, this filmwas annealed at
373K for 4, 16 and 22h and as can be seen that after 22h complete Fe self-diffusion
takes place in this CHM.
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3.3 Self-Diffusion Measurements Using Nuclear Resonance
Reflectivity

Similar toNR, nuclear resonance reflectivity (NRR) fromCHMs can be used as a sen-
sitive technique to study self-diffusion of a Mössbauer isotope (e.g. 57Fe). Although,
the way in which interaction of neutron and nuclear resonance scattering (NRS)
takes place is entirely different, the information about self-diffusion process can be
measured with a similar precession (depth resolution ≈0.2nm). What makes NRR
even more effective (than NR) is the enormous flux available at large synchrotron
radiation (SR) sources (e.g. SP-ring-8 in Japan, Advance Photon Source in the USA,
PETRA III in Germany and European Synchrotron Radiation Facility in France).
By doing NRR measurements, it becomes possible to probe ultrathin films on very
small size samples, which is rather difficult to achieve in NR due to rather the poor
flux of neutron sources.

NRS measurements are analogous to Mössbauer spectroscopy (MS), while MS
measurements are performed using a radioactive source, NRS measurements at an
SR source can be performed by tuning the incident X-ray beam energy to nuclear
resonance (e.g. 14.4keV for 57Fe). It is known that the electronic scattering is prompt,
taking place in a picosecond time scale, NRS is delayed in time depending on the
lifetime (τ0) of the excited state of the nucleus (for 57Fe, τ0 = 141ns). Therefore,
if the pulse separation between successive SR pulse is larger than τ0, the time-
integrated measurements are performed similar to XRR measurements, yield NRR.
In comparison toX-ray scattering, at nuclear resonance, the total scattering amplitude
( f ) becomes f = f e + f n , where f e is electronic and f n is nuclear scattering
amplitude. The refractive index (n) of the sample is given by [154, 179, 180]:

n = 1 + λ2
0

2π

∑
i

σi ( f
e
i + f ni ), (9)

where λ0 is the wavelength of incident X-rays and σi is the atomic density of i th
species. The inset of Fig. 19a compares the refractive index as a function of energy
in natural line width units (0) for a single line (unsplit) resonance for electronic and
nuclear contrast. As 0 → 0, large variations can be seen in the nuclear contrast,
whereas the electronic part remains unaffected, as expected. It becomes clear that f n

is significant only in a narrow energy range (≈ μeV) around the nuclear transition
energy. This gives rise to a strong scattering contrast even exceeding the electronic
contrast over an order of magnitude (e.g. for the case shown in Fig. 19a, the values of
nuclear and electronic components when 0 → 0 are −2.2×10−4 and −5.7×10−6,
respectively). Since the chemical composition in a CHM is identical, no contrast
can be present due to the electronic scattering, the only contrast that arises is due to
Mössbauer active nuclei. This can be amply demonstrated by comparing electronic
(XRR) and nuclear (NRR) reflectivity as shown in Fig. 19a for an amorphous [FeN0.7

(3nm)|57FeN0.7 (2nm)]10 CHM. Here, both XRR and NRRmeasurements were per-
formed simultaneously and their actual counts rates are compared. As can be seen
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Fig. 19 a Electronic (XRR) and nuclear resonance reflectivity (NRR) from an amorphous
[FeN0.7|57FeN0.7]10 CHM, performed simultaneously at NRS beamline (BL09XU) of SP-ring 8
SR source. The position of critical angles in XRR and NRR is marked as θc, and the presence
(absence) of a Bragg peak due to isotope periodicity can be seen in the NRR (XRR) patterns. The
inset of a compares the refractive index as a function of energy in natural line width units (0) for
an unsplit resonance for electronic and nuclear contrasts. bNRR pattern of an amorphous [FeN(Zr)
(4nm)| 57FeN(Zr)]20 CHM in the as-deposited state (0min) and after annealing at 393K for differ-
ent times. Reflectivity (R(q)) in NRR pattern was multiplied by a factor of q4 to remove the decay
due to Fresnel reflectivity c compares obtained diffusivity as a function of annealing times at 393,
423 and 448K and the inset of c shows Arrhenius behaviour of diffusivity given by Eq.4 yielding
pre-exponential factor D0 and activation energy E . b and c were reproduced with permission from
Ref. [153])

from Fig. 19a, unlike XRR, the critical angle (θc) appears like a ‘peak’ in NRR and
this happens due to an interplay between the electronic and nuclear scattering at
θc [181, 182].

The NRR pattern obtained from such CHM can be used to measure Fe self-
diffusion. Such measurements are demonstrated in Fig. 19b for an amorphous
[FeN(Zr) (4nm)| 57FeN(Zr)]20 sample after annealing the sample at 393K for dif-
ferent annealing times. It may be noted that NRR profiles have been multiplied by a
factor of q4z to get a flat background. This allows more convincing realization of data
and estimation of intensity at the Bragg peak. As can be seen in Fig. 19b, as annealing
time increases, the intensity at Bragg peak decreases gradually whereas the intensity
at θc remains unaffected. Similar to the case described for NR, using Eq.8 instanta-
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neous diffusion can be calculated and thereby using Eq.3 diffusivity in the relaxed
state can be obtained. By performing such experiments at different temperatures, the
evolution of diffusion length was obtained and is shown in Fig. 19c. We can see that
the diffusion length increases at a faster rate in the beginning but after some time it
becomes constant. This type of behaviour is typically associated with the structural
relaxation in the system. The slope of the curve in Fig. 19c can be used to calculate
the diffusivity in the relaxed state and then using Eq.4, the pre-exponential factor
(D0) and activation energy E can be calculated.

As mentioned already, the NRR measurements are performed in time integral
mode, in addition grazing incidence NRS measurements can also be performed in
these samples at a fixed angle of incidence. This mode is known as time differential
mode or simply known as NRS of SR [183–187]. This mode is a time response of
hyperfine interactions present in the sample. As a nucleus interacts with the sur-
rounding electrons, the splitting of the excited and/or ground state takes place, in the
time spectra this results in a beating pattern known as Quantum beats. Time-resolved
NRS measurements provide a wealth of information about the magnetism of sample
and have been described in detail in Ref. [183].

From this brief description of SIMS, NR and NRR, it becomes clear that these
techniques can be suitability used for Fe self-diffusion in Fe-N system. By the virtue
of these techniques, the typical diffusion length that can be probed in NRR are up to
few nm, say between 0.2 and 10nm, in NR this typically changes to 2–20nm and in
SIMS 10–1000nm. Therefore, by combining these techniques it is possible to cover a
vast range for measurements of self-diffusion in thin-film samples. In addition, both
SIMS and NR can also be used to probe N self-diffusion also. We performed Fe self-
diffusion measurements using all three methods described here and N self-diffusion
using NR and SIMS in some Fe-N compounds. These self-diffusion measurements
are discussed in Sect. 4.

4 Self-Diffusion Studies in Iron Nitride Thin Films

In this section, we will present experimental results that were carried out in different
Fe-N phases with their nominal composition around Fe16N2, Fe4N, Fe3−yN (y≈ 0.8)
and FeN [97, 98, 103, 105, 131, 140, 141, 153, 179]. The synthesis and thermal sta-
bility of these phases have already been described in Sect. 2. Essentially, Fe16N2 and
Fe4N phases are magnetic while Fe3−yN (y ≈ 0.8) and FeN were non-magnetic at
300K. From the measurements of Fe and N self-diffusion in Fe-N, it was found that
diffusion processes were significantly different in magnetic and non-magnetic Fe-N
compounds and they will be discussed separately in Sects. 4.1 and 4.2, respectively.
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Fig. 20 SIMS depth profile (raw data) of a [FeN (120nm)|57Fe15N (9nm)|FeN (120nm)] tri-layer
sample showing distinguished peaks corresponding to 57Fe and 15N contrasts and dips in 54Fe and
14N profiles (a). 57Fe (b) and 15N (c) depth profiles of this sample after annealing at different times
(reproduced with permission from Ref. [141])

4.1 Self-Diffusion Studies in Magnetic Iron Nitride Thin
Films

Fe and N self-diffusion measurements were carried out in amorphous and nanocrys-
talline Fe-N compounds formed with Nat.% ≈10 which is the nominal composition
for Fe16N2 phase. As discussed in Sect. 2, by doing a little variation of RN2 an amor-
phous or a nanocrystalline phase of Fe-N can be formed and the thermal stability
of the amorphous phase was found to be slightly better in the amorphous Fe-N
phase. Amorphous Fe-N samples with a tri-layer structure [Fe-N (120nm)|57Fe-
15N (9nm)|Fe-N (120nm)] and a CHM with [Fe-N (22nm)|57Fe-N (8nm)]10 were
deposited under identical deposition conditions on a Si substrate and (Fe+N) and Fe
diffusion was measured using SIMS and NR [141].

Using SIMS, it is possible to measure self-diffusion of both Fe and N simultane-
ously. Raw SIMS depth profiles of the samples for 57Fe, 54Fe, 15N, 14N and 16O are
compared in Fig. 20a. After annealing, these depth profiles get broadened due to self-
diffusion. 57Fe and 15N depth profiles measured after annealing at 448K are shown
in Fig. 20b, c for different annealing times. As can be clearly seen, the 57Fe profile
becomes only a little broadened even after annealing for 2065min but the 15N profile
get significantly broadened just after 215min. This behaviour clearly indicates that N
is diffusing several times faster than Fe. By measuring the difference in broadening
before and after annealing time-averaged diffusivity can be calculated using Eq.2.
Similarly, such measurements have also been carried out 498K and diffusivity in
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Fig. 21 Neutron reflectivity patterns of nanocrystalline [Fe-N (6nm)|57Fe-N (6nm)]10 (a) and [Fe-
N (9nm)|Fe-15N (9nm)]25 (b) in the as-deposited state and after annealing at different temperatures.
The y-axis has been multiplied by a factor of q4z [131]. Obtained values of Fe and N diffusivity are
compared in (c), here solid lines are a guide to the eye

the relaxed state was calculated using Eq.3. From this analysis, it was found that
diffusivity of N was about 2 orders of magnitude faster than that of Fe. But it was
interesting to note that the time taken to achieve a relaxed state was almost similar
for Fe and N self-diffusion- about 7000s at 448K and 2000s at 498K [141].

In order to measure diffusivity more precisely, NR measurements were carried
out to measure Fe self-diffusion in [FeN (22nm)|57FeN (8nm)]10. A Bragg peak
corresponding to the bilayer period was observed and after annealing at different
temperatures and different times, it was found that the activation energy (E) and
pre-exponential factor (D0) comes out to be 0.5±0.3eV and exp(−40±8m2 s−1),
respectively. Subsequently, using Eqs. 5, 6 and 7, it was found that value of entropy,
�S was about 10kB , which indicates that the diffusion mechanism was similar to
other metal–metal and metal–metalloid amorphous alloys, involving a large group
of atoms [141].

Fe and N self-diffusion measurements were also carried out in a nanocrystalline
Fe-N phase having N ≈ 11at.% by doing NR measurements in CHM of [Fe-N
(6nm)|57Fe-N (6nm)]10 and [Fe-N (9nm)|Fe-15N (9nm)]25 [131] as shown in Fig. 21.
Here, it can be seen that up to an annealing temperature of 473K, Fe self-diffusionwas
negligible but N self-diffusion was significantly high and gets completed at 423K.
In fact N self-diffusion was so fast that measuring a sample after a year amounted to
the diffusivity of about 2×10−25 m2 s−1 at 300K [131] whereas extrapolated values
of Fe diffusivity at 300K are expected to be much smaller [141]. The measurement
of diffusivity down to 2×10−25 m2 s−1 demonstrates the capability of NR technique
to measure such a small value of diffusivity.
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It was evenmore interesting to find out that the relaxation time for N self-diffusion
in nanocrystalline Fe-N was about 250s at 415K [131]. Compared to this, in amor-
phous Fe-N phase, the relaxation was about 8000s at 448K. Since relaxation time
decreases with increasing annealing temperature, higher relaxation time at even
higher temperature clearly indicates differences in the diffusion process [141]. As
pointed out by Faupel et al. [142], in amorphous alloys a collective diffusion mech-
anism involving many atoms is prevalent but in a nanocrystalline phase the presence
of large amount of grain boundaries leads to the motion of a much smaller group of
atoms. This eventually explains why the relaxation time was significantly larger in
amorphous Fe-N as compared to nanocrystalline Fe-N of similar composition.

Self-diffusion of Fe was also measured in Fe4N samples using a CHM of
[Fe4N (25nm) | 57Fe4N(5nm)]10. Since the formation of Fe4N starts to take place
around a substrate temperature of 500K [188], this sample was deposited at Ts =
523K. Due to growth at high temperature, during the growth itself significant diffu-
sion takes place, however a well-resolved Bragg peak in the NR pattern (not shown)
paved ways to elucidate Fe self-diffusion in this sample by doing isothermal anneal-
ing for 1h at 573, 623 and 673K. The values of Fe diffusivity in Fe4N were found
to be 3.1×10−24, 2.5×10−23, and 2.9×10−23 m2 s−1, respectively, at 573, 623 and
673K and the activation energy E comes out to be 0.8eV. The extrapolated value of
Fe diffusivity at room temperature (300K) comes out to be 8×10−30m2 s−1.

From the Fe and N self-diffusion data obtained in Fe-N, the thermal stability
can be understood. Following the dense random packing model for metal–metalloid
systems, it is anticipated that metal atom forms a dense packing in which metalloid
atoms occupy the interstitial sites. The thermal stability of such a system is highest
when the metalloid concentration is about 20% [189]. In case of Fe-N compounds
with Nat.% ≈11, i.e. around the Fe16N2 phase, it can be expected that there are
several vacant interstitial sites available for N atoms to hop without affecting its
thermal stability. We can see that N self-diffusion practically gets over even when Fe
self-diffusion process starts to take place (see Figs. 20 and 21). It is also interesting
to note the thermal stability of Fe-N phases is not affected by N self-diffusion, but at
the onset of Fe self-diffusion. However, when Fe self-diffusion becomes appreciable,
N atoms start to diffuse out from Fe-N leaving behind N deficient Fe-N or pure Fe.
Therefore, to improve the thermal stability of Fe-N alloys and compounds, it appears
that Fe self-diffusion should be suppressed. The effect of dopants on the Fe and N
self-diffusion is presented in Sect. 4.3.

4.2 Self-Diffusion Studies in Non-Magnetic Iron Nitride
Thin Films

In this section, we will present and discuss Fe and N self-diffusion processes in
non-magnetic iron nitride samples, namely Fe3−yN (y = 0.77) or Fe2.23N and the
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Fig. 22 Neutron reflectivity patterns measured after annealing at 373K (A1,A2) and at 463K
(B1,B2) for different annealing times in sample A1: [Fe2.23N(7.5 nm)|57Fe2.23N(4.5 nm)]10 (for
Fe self-diffusion in Fe2.23N), A2: [Fe2.23N(6.4 nm)|Fe2.2315N(3.2 nm)]10 (for N self-diffusion
in Fe2.23N), B1: [FeN(10.2 nm)|57FeN(5.2 nm)]10 (for Fe self-diffusion in FeN) and B2:
[FeN(10.6 nm)|Fe15N(5.2 nm)]10 (for N self-diffusion in FeN). Reproduced with permission from
Ref. [103]

mononitride, FeN phase [103, 105]. For this purpose, following CHM samples were
prepared and studied using NR:

A1: [Fe2.23N(7.5 nm)|57Fe2.23N(4.5 nm)]10, for Fe self-diffusion in Fe2.23N
A2: [Fe2.23N(6.4 nm)|Fe2.2315N(3.2 nm)]10, for N self-diffusion in Fe2.23N
B1: [FeN(10.2 nm)|57FeN(5.2 nm)]10, for Fe self-diffusion in FeN
B2: [FeN(10.6 nm)|Fe15N(5.2 nm)]10, for N self-diffusion in FeN

Figure22 (A1, A2) compares the NR profiles of samples A1, A2 obtained after
annealing for different times at 373K. As discussed already in Sect. 3.2 and from
Eq.8, the decay in the intensity of Bragg peak occurs due to interdiffusion in such
multilayer samples. As can be seen there, in sample A1, Fe self-diffusion already
starts to take place after the shortest annealing time of 110min and after 800min, the
intensity of the Bragg peak decays significantly. However, it was surprising to note
that the Bragg peak in sample A2 remains intact even after the highest annealing
time of 800min. It may be noted that both samples (A1, A2 or B1, B2) were always
annealed together in a vacuum furnace so that the comparison of Fe and N self-
diffusion can be done accurately. Similarly, such time-dependent NR measurements
were also carried out at other temperatures as well. Following a similar procedure,
samples B1, B2 were also studied and representative NR patterns after annealing at
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Fig. 23 Instantaneous diffusivity (Di ) in samples A1, A2 after annealing at 373K (a) and in samples
B1, B2 after annealing at 463K (b). Arrhenius behaviour of diffusivity in the relaxed state (DR) in
samples A1, A2 (c) and B1, B2 (d). Reproduced with permission from Ref. [103]

463K are shown in Fig. 22. Here again, we observe a similar trend that Fe diffusion
seems to be much faster than N.

Further, following the procedure described in Sect. 3, the instantaneous diffusivity
(Di ) and the relaxed state diffusivity (DR) were calculated. A plot of Di with anneal-
ing time is shown in Fig. 23a, b for samples (A1, A2) and (B1, B2), respectively.
Here also it can be clearly seen that N self-diffusion was much smaller compared
to Fe self-diffusion. By performing such measurements at different temperatures, it
was found that DR follows an Arrhenius-type behaviour as shown in Fig. 23c, d and
using Eq.4, E and D0 were calculated. It was found that the E for Fe self-diffusion
was 0.25eV in A1 and 1.0eV in B1 and for N self-diffusion, it was 0.46eV in A2
and 1.5eV in B2. In both samples higher activation energy for N diffusion clearly
suggests that N self-diffusion in these samples is slower than Fe. This behaviour is
in stark contrast with the behaviour observed in magnetic Fe-N samples presented in
previous Sect. 4.1. Also, it is well known that in a binary or multi-component alloys
or compound, generally it is expected that smaller atoms would diffuse rapidly [142]
(similar to the case observed in magnetic Fe-N samples). However, the diffusion
process in non-magnetic Fe-N samples seem to be completely defying such atomic
size dependence [103].

In the quest to seek the origin of such anomalous diffusion, ironmononitride (FeN)
samples were again studied using NR as well as SIMS depth profiling [105]. Tri-
layer and CHM samples were prepared with their structure as: [FeN (7.9nm)|57FeN
(7.9nm)]10 (for Fe self-diffusion with NR), [FeN (7.3nm)|Fe15N (7.3nm)]10 (for
N self-diffusion with NR) and [FeN (100nm)|57Fe15N (2nm)|FeN (100nm)] (for
simultaneous Fe and N diffusion using SIMS). NR and SIMS depth profile mea-
surements on these samples are shown in Fig. 24a–d. As can be seen here that after
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Fig. 24 NR pattern of sample [FeN (7.9nm)|57FeN (7.9nm)]10 (a) and that of sample [FeN
(7.3nm)|Fe15N (7.3nm)]10 (b) in the pristine state and after annealing for 2h each at different
temperatures. The inset of b compared diffusion length Ld obtained from the fitting these NR pat-
terns. SIMS depth profiles of sample [FeN (100nm)|57Fe15N (2nm)|FeN (100nm)] for 57Fe (c) and
15N (d) after annealing for 1h each at different temperatures. Here scattered points are experimental
data and solid lines are fit to them. Reproduced with permission from Ref. [105]

annealing at 440K, the Bragg peak corresponding to Fe contrast disappears in sam-
ple [FeN (7.9nm)|57FeN (7.9nm)]10, whereas it remains intact even after annealing
at 480K in sample [FeN (7.3nm)|Fe15N (7.3nm)]10. The fitting of NR patterns was
carried out using an interdiffused layer and so obtained diffusion lengths Ld are plot-
ted in the inset of Fig. 24b. These results clearly signify that indeed Fe is diffusing
faster than N in FeN, in agreement with results obtained in previously studied sam-
ples B1, B2 shown in Fig. 23b, d. In addition, SIMS depth profile measurements
carried out in sample: [FeN (100nm)|57Fe15N (2nm)|FeN (100nm)] are shown in
Fig. 24c, d, respectively, for 57Fe and 15N in the pristine and isochronally annealed
samples for 1h at each temperature. By increasing the annealing time, the width of
57Fe becomes much broader than that of 15N, due to faster Fe diffusion. Moreover, it
is to be noted that the 15N profiles can be fitted to a Gaussian, 57Fe profiles show an
additional slope above 475K marked by an arrow in Fig. 24c. This is an indication
of a diffusion process taking place through the grain boundaries as well. Following
the detailed analysis presented in Ref. [105], the volume diffusion DV and grain
boundary diffusion (Dgb) processes can be separated as shown in Fig. 25a–c. As can
be seen there, the Dgb of Fe is about 3 orders of magnitude higher compared to DV

of Fe. Moreover, Dgb of Fe starts to rise at much lower temperatures.
Further, since isochronal annealing only provides a snapshot picture, therefore

isothermal annealing was also performed at different temperatures and again SIMS
measurements were carried out. They are representatively shown in Fig. 25d, e for
57Fe and 15N depth profiles taken after annealing of different times at 525K. Here
again, N profiles can be fitted to Gaussian, but Fe profiles were evaluated considering
grain boundary and volumediffusion as shown inFig. 25f.Here also it can be seen that
after attaining relaxation, Dgb of Fe is about 2 orders ofmagnitude larger as compared
to DV of Fe. Interestingly, the DV of N is even smaller than DV of Fe. Similar
isothermal annealing measurements were also performed at other temperatures as
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Fig. 25 Variation in grain boundary diffusion (Dgb) of Fe (a), volume diffusion (DV ) of Fe (b)
and DV of N (c). SIMS depth profiles of sample [FeN (7.3nm)|Fe15N (7.3nm)]10 after isochronal
annealing treatments for different times at 525K for 57Fe (d) and 15N (e). Obtained DV for Fe and
N showing a relaxation behaviour. Inset: Variation in Dgb of Fe (f). Arrhenius behaviour of grain
boundary diffusion of Fe and volume diffusion of Fe and N (g). Reproduced with permission from
Ref. [105]

well and obtained diffusivity in the relaxed state are plotted in Fig. 25g and they
follow Arrhenius-type behaviour. Using Eq.4, it was found that E of the DV of
Fe and N are about 1.0 and 1.4eV but E of the Dgb of Fe was about 0.6eV. As
expected, the E of Fe for grain boundary diffusion is significantly smaller than the
volume diffusion. However, it was somewhat surprising to note that the value of E
for volume diffusion of N is larger than the volume diffusion of Fe. Therefore, the
discrepancy in the Fe and N self-diffusion process cannot be explained considering
the Dgb alone. It seems that the higher Fe diffusion may also take place due to
larger metal–metal bonds distances as compared to shorter Fe-N bonds, e.g. the
bond Fe-Fe bond length in FeN is about 3.046Å but Fe-N bond lengths are much
shorter at 1.865Å [11]. Since bond energies are inversely proportional to bond length,
weaker Fe-Fe bonds may get broken rather easily leading to faster Fe self-diffusion.
Therefore, it appears that the thermal instability of magnetic as well non-magnetic
iron nitrides is more correlated with Fe self-diffusion process. Since the end result of
thermal stability appears in terms of N deficient phases, it is generally believed that
the thermal stability of iron nitrides is related to N diffusion. In the next section, we
will present the effect of dopants in controlling the diffusion process in iron nitrides.
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Fig. 26 Polarized neutron reflectivity (PNR) showing only the spin up (R+) part in samples [Fe-X-
N(6nm)|57Fe-X-N(6nm)]×10 (for Fe self-diffusion) and [Fe-X-N(9nm)|Fe-X-15N(9nm)]×25 (for
N self-diffusion) withX = 0 (a1,a2), X =Al (b1,b2), X =Zr (c1,c2) andX=Ti (d1,d2) in the pristine
state and after annealing isochronally for 1h at each temperature. Reproduced with permission from
Ref. [131]

4.3 Effect of Dopants on Self-Diffusion Process in Iron
Nitride Thin Films

The effect of doping on the thermal stability with dopants like Al, Ti, Zr has already
been discussed in Sect. 2.3 in magnetic iron nitride phases. In this section we will
discuss the correlation, if any between the thermal stability and self-diffusion process.
CHM samples with a nominal structure: [Fe-X-N(6nm)|57Fe-X-N(6nm)]×10 (for Fe
self-diffusion) and [Fe-X-N(9nm)|Fe-X-15N(9nm)]×25 (for N self-diffusion) were
prepared with X = 0 (undoped), Al, Ti, and Zr. TheNat.% in these samples was about
11% corresponding to that of Fe16N2 phase. Figure26 compares PNR pattern of
these samples in the pristine state and after annealing them at different temperatures.
Comparing the PNR patterns for Fe self-diffusion in sample [Fe-X-N(6nm)|57Fe-X-
N(6nm)]×10, it can be seen fromFig. 26a1–d1 that the profile of pristine and annealed
(up to 475K) samples are similar irrespective of doping. This essentially indicates
that Fe self-diffusion at these temperatures is negligible. On the other hand, N self-
diffusion measured in [Fe-X-N(9nm)|Fe-X-15N(9nm)]×25 sample shows significant
variations as shown in Fig. 26a2–d2. Here, it can be seen that undoped as well as
Ti- and Zr-doped samples, the Bragg peak almost disappears signifying substantial
N self-diffusion is taking place even at a moderately low temperature of 425K but
in the Al- doped sample, the presence of Bragg peak, though with slightly reduced
intensity can be prominently seen even at higher temperature of 450K.This behaviour
immediately indicates that N self-diffusion gets suppressed only with Al doping.
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Fig. 27 SIMS depth profile of 15N in [Fe-X-N(110nm)|Fe-X-15N(2nm)|Fe-X-N(110nm)], with
X = 0 (a), Al (b), Zr (c) in the pristine state and after annealing at different temperatures (d). NRR
patterns of CHM sample with structure [Fe-X-N (2nm)/|57Fe-X-N(2nm)]×10, with X = 0 and Al
in the pristine state and after annealing at different temperatures. Inset of d compared diffusivity of
Fe-undoped and Al-doped Fe-N samples. Reproduced with permission from Ref. [131]

Since, N self-diffusion is significantly fast in these samples, to study the N self-
diffusion at a larger length scale SIMS measurements were performed in the trilayer
sample: [Fe-X-N(110nm)|Fe-X-15N(2nm)|Fe-X-N(110nm)], with X = 0, Al, Zr.
15N depth profiles in this samples are compared in Fig. 27a, b and c in undoped, Al-
and Zr-doped samples, respectively, in the pristine state and after annealing for 1h at
375, 400 and 425K. From here it can be seen that 15N profiles start to become broad
at the lowest annealing temperature of 375K and after annealing at 425K, it becomes
significantly broad indicating fast N self-diffusion in the undoped samples, similar to
the case already presented in Sect. 4.1. However, with Al doping, 15N profiles remain
sharp but with Zr doping they become even broader compared to the undoped sample.
This behaviour again signifies that only with Al doping N diffusion gets suppressed.
Time-dependent N diffusion was also measured by doing isothermal annealing for
different times at different temperatures and it was found that relaxation time in the
undoped sample was about 250s and increases to about 2500s in Al-doped sample.
Such slower relaxation with Al doping also signifies that Al is an effective dopant in
suppressing N self-diffusion in this sample [131].

To completely understand the role Al doping, Fe diffusion was also measured in
these sample with NRR (see Sect. 3.3) and using a rather thin CHM sample with
structure [Fe-X-N (2nm)/|57Fe-X-N(2nm)]×10, with X = 0 and Al. NRR measure-
ments in the undoped and Al-doped samples are shown in Fig. 27d in the pristine
state and after annealing at 473, 600 and 773K. As can be seen that after annealing
at 473K the Bragg peak intensity in undoped and Al- doped samples remain similar
to their pristine state indicating Fe diffusion is negligible (also seen from PNR mea-
surements shown in Fig. 26). However, annealing at higher temperatures results in
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significant Fe self-diffusion in this sample, e.g. at 600K, the intensity of Bragg peak
reduces significantly and disappears completely at 773K. But in Al-doped sample,
Fe diffusion is indeed smaller. Diffusivity of Fe is compared in the inset of Fig. 27d
and the suppression in Fe diffusivity amounts to about an order of magnitude at the
highest annealing temperature.

Combining Fe and N self-diffusion measurements, obtained using NR, SIMS and
NRR, a picture about the effect of dopant on the diffusion mechanism can be drawn.
In the sample with about 11at.% N, N atoms occupy the interstitial positions in Fe.
Thus it is expected that N atoms would diffuse through an interstitial-type diffusion
process in which they try to find that most suitable equilibrium sites by crossing a
saddle point barrier. In the undoped sample, the absence of any impeding force leads
to rapid redistribution without affecting the thermal stability. But with Al doping,
the Fe lattice gets compressed by about 0.5%, and therefore volume available for
interstitial sites also get reduced resulting in suppression of N diffusion. On the other
hand doping of a larger (than Fe) atom like Zr expands the Fe lattice by about 2%,
and therefore the availability of interstitial sites gets augmented leading to faster N
diffusion as compared to that in the undoped sample. On the other hand, the role of
dopants on the Fe self-diffusion process is entirely different as compared to the N
self-diffusion. As can be seen from Fig. 15 in Sect. 2.3, the doping of both Al and Zr
resulted in similar stability, however crystallite size in Al- doped samples was larger
than in Zr-doped samples. Since the �H ◦

f for nitride formation of dopants like Al
and Zr is much lower than Fe, this results in the formation of AlN or ZrN phase in
the grain boundary regions in Fe-N leading to suppression of Fe self-diffusion. From
the comparison of crystallite size, it appears that a larger size dopant like Zr also
affects the grain growth by causing expansion of the Fe lattice, on the other hand
since Al compresses the lattice, it does not adversely affect Fe-N phase formation.
Also since N self-diffusion is only suppressed by Al doping, it is indeed the best
dopant to control the diffusion processes in Fe-N without adversely affecting the
formation of Fe-N phases.

Similarly, the effect of dopants on the diffusion process was also studied in the
mononitride FeN phase. As mentioned already, Ag and C are effective dopants in
FeN. From the results presented in Sect. 4.2, it was observed that Fe diffusion was
faster than N diffusion in FeN. With Ag doping, it was found that Fe diffusion
gets suppressed significantly. The effect of doping on the diffusion process in the
mononitride composition is still under investigation.

5 Conclusions

In this chapter after presenting a general introduction of TMNs from the point of
view of their emerging applications, a detailed description of different phases of iron
nitrides was discussed. A brief timeline of Fe-N was given that includes historical
developments in it. Subsequently, synthesis of different iron nitride phases using
the reactive nitrogen sputtering process was presented in detail and the pathways
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to obtain a stoichiometric Fe-N phase were found through a delicate optimization
of process parameters. Results on the thermal stability of Fe-N compounds hav-
ing composition across its phase diagram were presented and ways to improve the
thermal stability through doping in magnetic and non-magnetic Fe-N phases were
presented. Since the thermal stability is closely related to atomic diffusion, results
on Fe and N self-diffusion process in magnetic as well as non-magnetic Fe-N phases
were presented in detail. Also, a methodology to obtain self-diffusion coefficients
using secondary ion mass spectroscopy, neutron reflectivity and nuclear resonance
reflectivity was discussed in detail. The effect of dopants on the self-diffusion of Fe
and N was also presented in detail. The overall picture that emerges from diffusion
measurements can be summarized by comparing the extrapolated values of diffusiv-
ity at room temperature (300K) in different Fe-N phases. We find that these values
for Fe self-diffusion in their nominal composition are: 2.5×10−26 m2 s−1 in Fe16N2;
8×10−30 m2 s−1 in Fe4N; 2.9×10−24 m2 s−1 in Fe2.23N; 3×10−28 m2 s−1 in FeN. The
values of N self-diffusion in Fe2.23N and FeN were much smaller than that of Fe at
5.8×10−26 m2 s−1and 1.2×10−32 m2 s−1, respectively. Across different Fe-N phases,
the Fe self-diffusion was found to be lowest in the Fe4N composition formed with
about 20at.% N but N self-diffusion in the mononitride composition was found to
be even smaller.
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Photoelectron Energy Loss Spectroscopy:
A Versatile Tool for Material Science

Christian Godet, Denis G. F. David, Victor Mancir da Silva Santana,
Jailton Souza de Almeida, and Didier Sébilleau

Abstract X-ray photoelectron spectroscopy (XPS) used in quantitative chemical
analysis of solid surfaces requires subtraction of a broad background, arising from
various energy loss mechanisms, to obtain reliable core-level peak intensities.
Besides single-electron excitation, collective electron oscillations (plasmons) can
be excited in the bulk and at the surface. Photoelectron energy loss spectroscopy
(XPS-PEELS) is a non-destructive tool useful for both process control and thin-
film metrology. This review emphasizes its versatility to elucidate material research
issues. The energy loss function (ELF) is useful for thin-film growth optimization
since it gives insight in valence electron density, hardness, optical band gap and
interface properties such as adhesion and wetting. XPS-PEELS also provides depth
and width of implanted atom profiles in solid targets, e.g. Ar nanobubbles in Al.
Special emphasis is given to the retrieval of electronic properties from XPS-PEELS
data. Since the ELF, 〈Im[−1/ε(q, ω)]〉q is related to the q-averaged dielectric func-
tion, 〈ε(q, ω)〉q, the latter can be obtained by taking into account multiple bulk and
surface plasmon excitations. This task is rather simple in wide band gap materials,
where the ELF and the no-loss peak are clearly separated, as illustrated by amor-
phous silicon, amorphous carbon or Al oxide data. In contrast, in metals or small
band gap materials, the broad asymmetric photoemission peak overlaps the ELF and
low-energy features in the ELF may be lost. A Fourier transform (FT) method is
proposed to analyse PEELS data, with the objective of retrieving such low-energy
excitations, e.g. interband transitions. This FT method is compared with an empir-
ical method based on a smooth cutoff of the zero-loss peak, using PEELS data
obtained from Al2O3. Current developments of a quantum mechanical theory are
crucial to obtain the respective contributions of intrinsic and extrinsic plasmon exci-
tation (along with their interference) and to assess some approximations performed
in classical treatments.
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1 Introduction

X-ray Photoelectron Spectroscopy (XPS) has been widely developed over the past
50 years for quantitative chemical analysis of solid surfaces, using core-level peak
intensities obtained after subtraction of a broad background arising from energy loss
to electronic excitations in a solid or at its surface [1–9]. Since the probability for
inelastic scattering increases with the path length of photoelectrons on their way
towards the solid surface, this background signal contains useful information about
the depth distribution of the photoionized atoms [10–13] as well as the inelastic
scattering cross section or energy loss function (ELF) of the medium crossed by the
photoelectrons.

Photoelectron energy loss spectroscopy (XPS-PEELS) is thus a valuable non-
destructive tool in material science with threefold interest: (i) improved analysis of
zero-loss peak (ZLP) intensities in particular in the case of multiple environments
of a given emitter species, with different binding energies; (ii) determination of the
energy loss function of a homogeneous solid allowing identification of crystalline
allotropes or estimation of the atom density of amorphous materials; (iii) insight into
the depth distribution of atom concentration at inhomogeneous solid surfaces.

The high surface sensitivity of XPS is related to a strong inelastic scattering cross
section; its decrease as a function of photoelectron kinetic energy, E0, provides an
increase in the photoelectron inelasticmean free path (IMFP), i.e. the averagedistance
an electron travels between successive inelastic collisions measured along its flight
path [1, 14, 15]. The IMFP can be tuned in synchrotron-based XPS characteriza-
tions [16, 17]. Surface sensitivity can be independently increased by angle-resolved
photoemission using grazing emission angles.

Besides single-electron excitation (from occupied to unoccupied electronic
states), collective oscillation of valence electrons (plasmons) can be excited in the
bulk, as well as at the solid surface. Owing to the collective nature of plasma oscilla-
tions, low-loss spectra are best described in terms of the complex dielectric function,
ε(h̄ω), of the solid. As detailed below, the retrieval of electronic properties from
XPS-PEELS data, in the framework of a dielectric theory of plasmon excitation,
gives access to the dielectric function (DF) ε(q, ω), over a broad energy range (tens
of eV). On the one hand, this retrieved DF allows identification of allotropic phases
by comparison with ab initio calculations or optical measurements [18]. On the other
hand, it provides guidelines for predicting surface wettability or interface binding
strength in composite materials, through the evaluation of the dispersive Hamaker
energy [19, 20].

Detailed understanding of plasmon excitation and decay mechanisms is also
important for a variety of applications, including the determination of the stopping
power for charged particles deceleration during ion implantation or irradiation of
biological fluids [21, 22], the reduction of carriermobility in doped electronic devices
[23, 24] and themanipulation of light-electron interactions inmetallic nanostructures
such as plasmonic spin pumping [25].
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In this review, the physics of plasmon excitation by photoelectrons will be briefly
explained (Sect. 2) with some emphasis on the concepts of intrinsic and extrinsic
plasmon excitation, dispersion of plasmon energy, IMFP, Bethe–Born sensitivity
factor and ZLP line shape. In Sect. 3, the actual and potential applications of XPS-
PEELS will be addressed, both in the field of process control to optimize thin-film
growth parameters or implantation profiles and in thin-film metrology to elucidate
material research issues, including a variety of microscopic or macroscopic phys-
ical properties: valence electron density, optical gap, hardness … Some practical
examples will be given to illustrate the ongoing research in various fields of mate-
rial science. In Sect. 4, some useful tools for XPS-PEELS data analysis will be
compared to retrieve the ELF and the dielectric function. Finally, in Sect. 5, some
interesting directionswill be proposed for future investigations, in particular quantum
modelling issues to evaluate interference effects between the intrinsic and extrinsic
plasmon excitation mechanisms and to assess the validity of some classical model
approximations.

2 Physics of Plasmon Excitation

Plasma oscillation in a bulk metal is characterized by the collective longitudinal
oscillation of conduction electrons originating from the inertia of electrons and
the Coulomb restoring force from the background positive charge. The oscillation
frequency ωP depends on the density of loosely bound electrons, i.e. those for which
EP = h̄ωP is large compared with their binding energy; the free-electron plasmon
energy is given by [26–28]

h̄ωP = h̄

(
4πne2

m

)1/2

(1)

The plasmon energy is conventionally obtained from the maximum in the bulk
energy loss function (ELF), SB(h̄ω), which is proportional to the imaginary part
of the inverse dielectric function, Im[−1/ε(q, ω)], corresponding to Re[ε(q, ω)] ≈
0 [29]. Collective excitations of valence electrons also exist at the solid-vacuum
boundary, where longitudinal waves of charge density run along the surface as a
polarization wave; at a planar boundary, the surface energy loss function (SELF),
SS(h̄ω), proportional to Im[(1/ε(q, ω)) − 4/(1 + ε(q, ω))], is peaked at

√
2EP ,

corresponding to Re[ε(q, ω)] ≈ −1.
In XPS-PEELS, a plasmon can be excited either by the core hole potential created

upon photoionization of the atom (intrinsic plasmon) or by the longitudinal electric
field of the excited electron on its way out of the solid (extrinsic plasmon) [3, 30, 31].
Although quantum theory shows that extrinsic and intrinsic mechanisms do interfere
[32, 33], classical theories neglect the interference effect on ELF and IMFP values.
In a three-step model of photoemission [34], different mechanisms contribute to
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XPS spectra: the primary event is the excitation of a core electron by X-ray photon
absorption at a particular atom in the solid, then the ejected photoelectronwith kinetic
energy E0 travels through the material and, after crossing the solid boundary, it is
collected by the detector at a particular kinetic energy value (E ≤ E0).

Due to the presence of a core hole, the interpretation of XPS-PEELS data is
thus more complex than that of Reflection Electron Energy Loss Spectroscopy
(REELS), where a mono kinetic electron beam is used at a unique incidence angle.
However, in REELS measurements, detection of reflected electrons at a given exit
angle requires at least one large angle elastic scattering event, because inelastic scat-
tering only produces a minor angular deflection of electron trajectory, on the order of
θT (T ) = 2T/E0, where E0 is the initial kinetic energy and T is the energy loss [26].
Hence, REELS analysis must take into account the path length increase brought by
elastic scattering at large deflection angles [35]whereas the latter effect can usually be
neglected in XPS-PEELS, in first approximation, if the photoelectron kinetic energy,
E0, is large enough. Interestingly, besides providing quantitative chemical compo-
sition of solid surfaces and detailed information on the emitter atom environment,
XPS-PEELS can be readily performed on powders, or core–shell nanostructures
[36, 37].

In the framework of a dielectric theory of plasmon excitation, the differential
scattering cross section per unit range of energy loss, per unit solid angle, is in the
Born approximation

d2σ

dΩdE
≈ 1

q2
Im

[ −1

ε(q, ω)

]
(2)

where ε(q, ω) is the characteristic DF of the solid for momentum transfer q and
energy transfer èω. The inelastic electron scattering allows experimental determina-
tion of the frequency- and wave-vector-dependent dielectric screening function ε(q,
ω), which describes the response of the electrons in the solid to an applied charge-
density fluctuation. Hence, the single bulk plasmon (SBP) energy loss distribution in
XPS-PEELS contains valuable information related to the q-averaged DF 〈ε(q, ω)〉q
over a broad energy range.

In contrast with optical measurements which provide the dielectric function ε(q
= 0, ω), in XPS-PEELS and REELS experiments, the relevant bulk losses are
governed by a weighted average, 〈Im[−1/ε(q, ω)]〉q, over the range of transferred
wave numbers, q, allowed by energy and momentum conservation laws. For elec-
trons travelling through an infinite medium, the differential inverse inelastic mean
free path (DIIMFP) is the probability density per unit path length, K(E0, h̄ω), of
losing an energy h̄ω:

K
(
E0, h̄ω

) = 1

πa0E0

q+∫
q−

dq

q
Im

[ −1

ε(ω)

]
.

(3)
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Fig. 1 Schematic
illustration of inelastic
scattering of an electron with
initial momentum k; the
momentum q and the energy
T are transferred to some
excitation in the solid, e.g. a
plasmon

where a0 is the Bohr radius, E0 is the initial kinetic energy of the photoelectron, q is
the wave vector transferred from the electron and

q± = (2m0/h̄
2)1/2[E1/2

0 ± (E0 − h̄ω)1/2] (4)

are q vector limits imposed by energy and momentum conservation during inelastic
scattering (Fig. 1).

In addition, a cutoff scattering angle, θC , is introduced to account for plasmon
decay to single-particle excitations (Landau damping) above a critical wave vector
transfer, qC , corresponding to equal phase and group velocities [26]. Hence, for an
abrupt cutoff, the inverse inelastic mean free path (IIMFP) is given by [38, 39]

1

λp
=

∫ EMAX

0
K (E0, T )dT =

∞∫
0

fC(T )

2π2a0E0
Im

(
− 1

ε(T )

)
dT (5)

where the Bethe–Born sensitivity factor f C(T ):

fC(T ) = 2π

θc∫
0

θdθ

θ2 + (θT )2
= πLn

((
θc

θT

)2

+ 1

)
(6)

depends weakly on θT (T ), with θC ≈ qC/k0 for small θT (T ). Hence,
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K (E0, T ) = 1

2π2a0E0
Im

(
− 1

ε(T, q)

)
π Ln

[
1 +

(
θC

θT

)2
]

(7)

This dielectric formulation of theDIIMFP (3–7)must take into account the disper-
sion in ε(E, q) that is the effect of momentum q transferred from the photoelectron
to plasmon excitation. Its exact q-dependence being unknown, a general dispersion
law for the ELF peak energy at small q is given by

E = EP(q = 0) + α0 h̄
2

m
q2 (8)

Dispersion effects can be illustrated by experimental and theoretical results
obtainedwith aluminiummetal. Al is representative of free-electron likematerials, in
which the ELF shows a predominant peak due to well-defined volume plasmons with
energy EP close to the free-electron value given by (1), with square root dependence
on the electron density [40–46]. In addition, the Al 2p core level is sharp due to the
relatively long lifetime of the 2p core hole and weak coupling to phonons [47]. In Al
metal, the plasmon energy observed in electron energy loss spectroscopy (EELS) is
linear with q2, out to about 17 nm−1, with EP (q = 0) = 15.0 eV and α° = 0.38 ±
0.02 [44]. This quadratic dispersion persists beyond the critical wave vector, qC =
11.4 nm−1, well into the single-particle excitation region.

Dispersion is first considered in the framework of the Lindhard–Mermin
formalism, which describes the response of a degenerate free-electron gas to an
external (longitudinal) perturbation [48–50]. The Lindhard dielectric function, εL(q,
ω), consists in a delta function (describing plasmon excitations) and a continuous part
(describing electron–hole excitations); it can be derived from the quantum perturba-
tion theory [48] or following the random phase approximation (RPA) [28]. Mermin
introduced the damping rate (inverse relaxation-time) of the plasmons in theLindhard
longitudinal DF in a physical way which fulfils the conservation of the local number
of particles. Plasmon damping may result from either interband transitions (Landau
damping) or electron–phonon interaction. The Mermin loss function is based on a
free-electron model and the width of the loss feature increases with q, while fulfilling
the Bethe sum rule

∞∫
0

dω ω Im

(
− 1

ε(q, ω)

)
= π

2
ω2

P (9)

for all q values, as well as the Kramers–Kronig sum rule [50, 51].
As shown in Fig. 2, in the Lindhard–Mermin model, the ELF peak disperses and

loses strength with increasing normalized wave number (q/kF). In Al metal, EP =
15.3 eV, kF = 17.5 nm−1 and Γ = 1.6 eV. Above the critical wave vector, qC =
11.4 nm−1 (qC /kF = 0.65) the integrated intensity of the ELF drops and the plasmon
is no longer a well-defined excitation. For q < qC, one obtains a dispersion parameter
α°LM = 0.52 ± 0.02 for the median ELF energy in (8).
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Fig. 2 Energy loss function
of Al obtained with: a the
Lindhard–Mermin
formalism using EP =
15.4 eV, kF = 17.5 nm−1 and
Γ = 1.6 eV); b a TD-DFT
code (EXCITING) in the
local density approximation
for wave vector q //(002).
The ELF peak energy
follows a quadratic
q-dependence for q < qC (8)
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The dispersion of the bulk plasmon loss function of Al single crystal has also
been obtained from a time-dependent density functional theory (TD-DFT) code
(EXCITING software [52, 53]). The ground state was obtained with 30 × 30 ×
30 k vectors in the Brillouin zone, while the excited spectrum was calculated with
16× 16× 16 k vectors in the Brillouin zone, 9 base functions and 40 empty conduc-
tion bands. Very weak anisotropy effects were found for q wave vectors in the
directions (002), (110) and (111). For q < qC, the ELF dispersion E(q) follows a
q-dependence stronger than given by (8). Using a more comprehensive dispersion
law, valid also for larger q values [54]:

ωP(q) = ωP(q = 0) + Aq2 + Bq4 (10)

the adjusted coefficients, A = 2.8 eV Å2 and B = 5.6 eV Å4, give a large dispersion
parameter α°EXC = 0.80± 0.05 at low q values, as compared to that derived from the
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Lindhard–Mermin model. The quite large slope in E(q) and the narrow ELF width
as compared to the ELF retrieved from XPS-PEELS (Sect. 4) indicate that lifetime
effects should be incorporated in the Exciting calculation, e.g. using the self-energy
derived from GW calculations [55].

Since dispersion effects strongly influence the ELF, 〈Im[−1/ε(q, ω)]〉q, measured
by XPS-PEELS, as shown in this section, some q-averaged dielectric function, 〈ε(q,
ω)〉q, will be retrieved in Sect. 4 by taking into account multiple bulk and surface
plasmon excitations.

3 A Versatile Tool for Material Science

The actual and potential applications of XPS-PEELS cover two main fields: (i)
process control to optimize thin-film growth parameters or implantation profiles
in solid targets and (ii) thin-film metrology to elucidate material research issues,
including a variety of microscopic or macroscopic physical properties: valence elec-
tron density, optical gap, hardness. The dielectric function retrieval methods will be
treated in Sect. 4.

3.1 Process Control

For an ideal metal, the ELF peak energy is proportional to the square root of the
valence electron density (1). In real materials including semiconductors and insu-
lators, this characteristic remains qualitatively valid and the loss energy provides
a straightforward signature for identification of allotropes with identical composi-
tion, as well as surface-sensitive guidelines for optimizing the growth parameters in
thin-film deposition.

Core-level photoemission spectra of Si3N4 in the hexagonal β phase and in the
high-pressure cubic phase show a large difference in plasmon energy, associated to
Si 2p and 2s and N 1s core lines in XPS [56]. In the hexagonal phase, Si atoms
are in tetrahedral configurations linked by planar 3-coordinated N atoms, while in
the metastable cubic phase (spinel structure), Si atoms occupy half of the octahedral
holes andone-quarter of the tetrahedral holes in a cubic close-packed array of nitrogen
atoms. The primary plasmon satellites found at 23.45 and 26.10 eV, in theβ and cubic
phases, correspond to the expected electron density ratio of 1.26.

In covalent semiconductors and insulators, the energies of plasmon satellites and
their intensities relative to the core lines are usually identical for the different atom
core levels (e.g. Si 2p and 2s vs. N 1s photoemission spectra in Si3N4) [56] because
both atoms contribute to the valence electron density, which provides strong coupling
between core holes on both elements and the valence electrons. In contrast, in ionic
oxides such as MgO, where all the valence electron density is essentially localized
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on O ions, the plasmon satellites are much stronger in O 1s photoemission than in
the metal core-level photoemission [57].

The sensitivity of the ELF in amorphous semiconductors is illustrated by the
complex structure of amorphous carbon (a-C) films obtained by plasma-enhanced
chemical vapour deposition (PECVD) or physical vapour deposition (PVD). Since
the growthmechanisms are highly sensitive to the deposition process, a wide range of
C atom densities can be obtained, corresponding to variable sp2 versus sp3 hybridiza-
tion with possible structuration as sp2-C clusters at the nm scale [58]. Previous work
compared the PEELS characteristics of sputtered, pulsed laser deposited (PLD) and
plasmadeposited a-Cfilms, corresponding to increasing sp3/(sp2 + sp3) hybridization
ratio [38].

Figure 3 shows the C 1s core-level peak along with the first plasmon satellite;
removal of multiple order satellites due to the self-convolution of the ELF (Fig. 4)
provides the σ + π plasmon energy values ranging from 24 to 31 eV. The ZLP
tailing overlaps the ELF distribution in sp2-rich a-C films, while better separation is
observed in thewide band gap hydrogenated carbonfilm (a-C:H). This study confirms
the interest of XPS-PEELS as compared to REELS experiments, since the former
provides an accurate estimate of the amount of sp2 and sp3 C atom configurations,
due to the large difference in their binding energies, EB(sp3) − EB(sp2) = 0.77 ±
0.05 eV [59].

The above examples correspond to the bulk properties of materials which are
homogeneous on a depth scale of several IMFP values. The interest of XPS-PEELS
for process control has also been demonstrated in the study of the topmost surface
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Fig. 4 Deconvolution of
plasmon losses in PLD a-C
(α = 0°) up to fourth order
after removal of the ZLP by
the smooth cutoff method
(sigmoid function (16) with
�ESIG = 10 eV, EG =
1.3 eV). From Ref. [38]
reprinted by permission from
Elsevier, Applied Surface
Science (2016)
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termination, in the prediction of interface properties and in the characterization of
shallow ion implantation profiles.

XPS-PEELS is sensitive to the surface reconstruction of crystalline materials,
as illustrated by annealing of boron-doped microcrystalline diamond films, with a
mixture of (111) and (100) preferential orientations [60]. Comparison of ELF char-
acteristics in the as-grown state, with a partially hydrogenated surface, and after
annealing at 1150 °C in an ultra-high vacuum has shown some weak attenuation of
the bulk (σ + π ) plasmon of the diamond at 34.5 eV without evidence for surface
graphitization. The new features which appear at 10 ± 1 eV and 19 ± 1 eV in
the energy loss distribution are well described by simulation of surface plasmon
excitations in graphite-like materials; alternatively, they also coincide with experi-
mental interband transition losses, respectively, attributed to π → σ * and σ → π*

single-electron transitions, in some graphene layers [61].
Some interface characteristics, such as wetting properties of solid surfaces, self-

assembly or binding strength of nanocomposite materials, can be investigated using
the DF retrieved from XPS-PEELS [20] or EELS [19] data, over a very broad energy
range. This approach has also been considered in the field of tribology of magnetic
disk coatings [62, 63]. The Lifshitz theoretical formalism [64, 65] provides disper-
sion forces between electrically neutral macroscopic bodies based on their dielectric
functions, ε(q,ω). The van derWaals (vdW) interaction energy per unit area as a func-
tion of separation distance, L, between parallel planar half-spaces 1 and 2 separated
by intervening medium 3, is given by E132 = −A132(L)/12π L2, where the Hamaker
energy A132(L) is a function of the respective Kramers–Krönig (KK) transforms of
Im[ε(ω)] and thus requires knowledge of ε(q, ω) over several tens of eV. Predictive
formulas were derived for a wide family of amorphous carbon films in contact with
water or diiodomethane [20].

The depth distribution of implanted atoms in solid targets is important to monitor
sputter-cleaning experiments, fusion wall damage, metal nitridation processing and
doping profiles in electronic devices. In XPS, core-level peak intensity carries little
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information on the total amount or depth distribution of implanted atoms, in contrast
with their energy loss distribution [11]. In the case of dilute emitter atoms embedded
in a solid matrix, besides angular dependence of the host/matrix relative core-level
peak intensities [66], complementary insight can be gained into energy losses expe-
rienced by photoelectrons emitted from implanted atom core levels along their path
through the matrix to the solid surface.

Valuable information on implantation profiles is obtained from the relative inten-
sities of first-order and second-order plasmon excitation peaks at variable emission
angles, after decomposition of energy loss spectra [67]. This method is sensitive to
average depth (ion range) and width (straggling) of the profile, but not to higher
moments of the distribution, as illustrated by the case study of noble gas ion implan-
tation into a metal matrix, which is known to provide subsurface nanobubbles [66,
68, 69]. Interestingly, for shallow implantation of argon ions (EION = 2.0 keV, 35°
incidence, 3 ML) into Al(002) matrix, it has been observed that the average depth
(dPEELS = 2.04 ± 0.1 nm) of Ar bubbles obtained from energy loss spectra of Ar 2p
photoelectrons (EKIN = 1011 eV, IMFP = 2.15 nm) is significantly smaller than the
average depth calculated from the Monte Carlo SRIM code (dSRIM = 3.8 nm). This
discrepancy has been attributed to significant sputtered thickness (≈1.7 nm) of Al
due to a large Ar+ sputtering yield (Y = 2.8 at 35° off-normal incidence) combined
with possible diffusion of argon-vacancy complexes towards the surface during Ar
ion implantation, overlooked in SRIM simulations [67].

Finally, it is worth reporting the empirical relationship found between hardness
measured by indentation methods and plasmon energy derived from valence EELS
[70] or XPS-PEELS. For covalent semiconductors and a wide family of carbon
materials (soot and films), the observed correlation is consistent with the enthalpy
density theory [71, 72], which states that the hardness of homogeneous bulkmaterials
is proportional to the sumof the local bond strengths per unit volume. The outstanding
hardness of diamond is thus explained by its large atom density and strong binding
energy (7.0 eV) between sp3 hybridized carbon atoms.

3.2 Thin-Film Metrology

Some useful guidelines for accurate analysis of XPS-PEELS data are given in the
following. We particularly consider: (a) the behaviour at the onset of the energy loss
distributionwhich corresponds to the electronic bandgap energy; (b) theELFnormal-
ization procedure which requires additional information from optical measurements
or theoretical input; (c) the shift of the ELF peak value with respect to its predicted
value for an electron gas of the same average electron density resulting from the
interplay between plasmon excitation and interband transitions.



192 C. Godet et al.

3.2.1 Optical Gap Region

Amajor interest of XPS-PEELS for insulating materials is its ability to evidence the
onset of the energy loss distribution which coincides with the forbidden band gap.
In contrast, in semi-metals and narrow gap semiconductors, overlapping of ZLP tail
and ELF distribution prevents a simple determination of the optical gap, as illustrated
in Fig. 3 for sp2-rich a-C films, while better separation is observed in the wide band
gap a-C:H film.

The band gap of metal oxides can be measured using the XPS O 1s energy loss
spectra, down to very small film thickness (d ≈ 2 nm) limited by increasing contribu-
tions of energy losses arising from the underlying substrate with a smaller band gap.
In addition, the oxide band gap combinedwith the valence band offset (alsomeasured
by XPS) provides the value of the conduction band offset. Energy band alignment
diagrams have thus be obtained in a number of metal–oxide–semiconductor (MOS)
and semiconductor heterojunction devices, e.g. Ta2O5 and ZrO2 evaporated on Si
[73], Al2O3 and HfAlO grown by atomic layer deposition on 4H–SiC for high-
power applications [74], Al:ZnO sputtered on Cu2SnS3 for heterojunction solar cells
[75].

In the latter XPS-PEELS studies, as well as in REELS spectra, the optical gap is
usually obtained from some extrapolation in the linear loss region near the leading
edge [73, 76]. In the following, we show that this procedure is justified if the surface
excitation parameter (SEP) is not too large. The measured XPS-PEELS signal is
given by

SB(T ) = Im

[ −1

ε(ω)

]
fC(T ) and SS(T ) = Im

[
1

ε(ω)
− 4

1 + ε(ω)

]
g(T ) (10)

for bulk and surface plasmon excitations, respectively, where f C(T ) and g(T ) are
angular response integrals (Bethe–Born factors) which, respectively, decrease as a
function of loss energy as T −1/8 and T −1, as determined previously [38]. For both
Drude, Lorentz and Tauc–Lorentz dielectric functions, ε(T ) = ε1(T ) + iε2(T ), the
bulk plasmon ELF is proportional to Im ε(ω), hence it is linear as a function of loss
energy at low T. In the case of the Tauc–Lorentz model, SP(T) = SB(T) + SS(T) ≈
aTL(T – EGAP) + bTL(T ), while SB(T ) = SS(T ) = 0 for T ≤ EGAP. Assuming that
f C(T ) is practically constant near EGAP, the bulk plasmon expression is linear above
EGAP. The latter result was used to obtain a neat separation between the ZLP and the
energy loss region in the case of the model semiconductor a-Si:H [77].

In contrast, the surface plasmon expression shows a fast increase above EGAP and
tends, as in the case of the Lorentz dielectric function, to a quasi-constant value for
T 	 EGAP (Fig. 5). This effect is emphasized by the strong energy dependence of
g(T ) as T−1. If the surface excitation parameter (SEP) is large, this non-linearity
may lead to some underestimation of the electronic band gap obtained from a linear
extrapolation.
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Fig. 5 Onset of bulk and
surface plasmon excitations
for the Lorentz (L) and
Tauc–Lorentz (TL)
approximations. The model
parameters were adjusted to
the energy loss function of
dense amorphous carbon
films (inset) with a gap of
1.6 eV in the TL model
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3.2.2 ELF Normalization

As far as optical properties are concerned, since XPS-PEELS experiments only
give a relative ELF intensity with respect to the ZLP intensity, some normaliza-
tion of the ELF strength (or equivalently of the DIIMFP and IMFP parameters)
is usually performed using the value of Re ε(ω → 0) measured independently by
optical methods, such as spectroscopic ellipsometry [38], and the Kramers–Krönig
relation:

2

π

∞∫
0

Im

(
− 1

ε(T )

)
dT

T
= 1 + Re

(
− 1

ε(0)

)
≈ 1 − 1

ε1
(11)

The normalized loss function is then converted using Kramers–Krönig integration
according to

1 + Re

(
− 1

ε(T )

)
= 2

π

∞∫
0

Im

(
− 1

ε(X)

)
XdX

X2 − T 2
(12)

Other sum rules are useful to determine the effective electron number per atom
participating in the plasma oscillation:

N2 = 2ε0m0

π h̄2NAT

∞∫
0

Im

(
− 1

ε(T )

)
TdT (13)

The latter equation is known as the oscillator strength or f -sum rule.
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Fig. 6 Energy loss spectrum
of highly oriented pyrolyzed
graphite (HOPG) obtained
from C 1s photoelectrons (α
= 0°) derived from the
Fourier transform method
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3.2.3 Interplay Between Plasmon and Interband Transitions

Both plasmon line shape and peak energy can be affected by the interband transitions
and the core-level polarization, which basically modify the energy value at which
Re[ε] ≈ 0 [26, 46, 78, 79]. A rough estimate of the shift of the plasmon energy with
respect to its predicted value, ωEG , for an electron gas of the same average electron
density, is given by

ω2
P = ω2

EG + ω2
N

1 + χB
(14)

where χB is the polarizability of deeper bound shells and ωN is the eigenfrequency
of the electrons participating in plasma oscillation.

Amorphous carbon and graphitic materials nicely illustrate the interplay between
plasmon behaviour and interband transitions. In Fig. 6, XPS-PEELS data for HOPG
measured at normal emission angle were analysed using the Fourier transform
method (see Sect. 4.2). Two main loss peaks appear at 27.0 eV and 6.6 eV, corre-
sponding, respectively, to the σ + π and π plasmon excitations, while a smaller
peak and a shoulder, respectively, appear at 9.8 eV and 19.7 eV. For the σ + π

plasmon, the core-level polarizability is negligible and the average σ → σ* energy
(bonding–antibonding splitting) is about 14 eV; using (1), the conduction electron
density (4.48× 1023 cm−3) of graphite givesωEG = 25 eV, henceωP = 28.5 eV; this
calculation is in good agreement with experiment, taking into account the fact that
HOPG anisotropy has been overlooked. For the π plasmon excitation, the average
π → π* energy is about 5 eV hence the π electron density of graphite (1.12 ×
1023 cm−3) gives ωEG = 12.5 eV; the large decrease of the electron gas value to the
π plasmon experimental value of 6.6 eV can be understood by taking into account
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the large polarizability of σ states, χB ≈ 3, which increases Re[ε] (i.e. enhances
screening).

Following systematic comparison between EELS data and X-ray reflectivity
measurements of the atom density in amorphous carbons [79], some corrections
of the measured plasmon energy have been proposed, either using an average elec-
tron effective mass or some independently measured value of ε(0). Such corrections
are important for hydrogen-rich a-C:H films.

4 Retrieval of the Dielectric Function from XPS-PEELS
Data

In Sect. 2, we have emphasized that, in XPS-PEELS, the measured energy losses
corresponding to a particular core-level photoelectron result from intrinsic, extrinsic
and interferencemechanisms, giving someELFpeak near the energyEP, andmultiple
satellites resulting from successive inelastic events expressed by the n-fold self-
convolution of the ELF distribution. In addition, the primary ELF is broadened as a
consequence of the extended range of accessible values of the momentum transfer
q, given by energy and momentum conservation rules, further limited by a critical
qC value above which plasmons decay into electron–hole pairs. In summary, in
energy loss spectroscopy, the ELF appears as a q-averaged energy loss distribution
〈Im[−1/ε(q, ω)]〉q.

4.1 Quantitative Analysis of XPS-PEELS Data

The experimental photoelectron flux, J (E), measured in XPS is ideally separated
into a sum of the primary photoelectron peak, F(E), and energy losses obtained by
convolution of J (E) with the DIIMFP, λP

(
E ′)K (E ′ − E) [5, 6, 80]:

J (E) = F(E) +
∫ ∞

0
dE ′ J (E ′)λP

(
E ′)K (E ′ − E) (15)

In the literature, quantitative analysis of XPS-PEELS experiments has followed
two complementary directions: (i) the accurate recovery of the line shape and inten-
sity of the ZLP or primary peak F(E); (ii) the retrieval of q-averaged ELF or q-
averaged dielectric function. As a matter of fact, the latter approach has been essen-
tially applied to REELS, since it is simpler to isolate the elastic peak in REELS (no
core hole) than in XPS (one core hole) or Auger (two holes) spectra, where addi-
tional broadening of the elastic peak results from shake-up excitations that typically
extend tens of eV on the low kinetic energy side of the zero-loss peak [81–84]. In
addition, there are as many primary electron energies in XPS as there are orbitals of



196 C. Godet et al.

different binding energy, hence the spectral loss distributions are superimposed in
the XPS-PEELS spectrum.

In the first approach, the mathematical description of energy loss processes (last
term on the right-hand side of (15))must take into account the n-fold self-convolution
of the bulk ELF, along with the surface ELF. Additional refinements have been
developed in the simulation of electron spectra for spectral analysis (SESSA) in
order to account for elastic scattering which increases the photoelectron path length;
using DIIMFP derived from optical data or from Tougaard’s universal model [8],
partial intensities can be obtained fromMonte Carlo calculations for each population
of photoelectrons that have suffered n inelastic collisions [13]. Some limitations of
such a model have been pointed out due to neglected surface and core hole effects
which may contribute to enhanced losses at small energies [9].

A semi-classical dielectric response model has been proposed for quantitative
analysis of electron energy loss in XPS (QUEELS-XPS) [85, 86]. The starting point
is the determination of the complex dielectric function ε(q, ω), or alternatively the
energy loss function Im[−1/ε(q,ω)]. Amodel dielectric function expanded inDrude–
Lindhard-type oscillators with a quadratic dispersion relation is derived from amulti-
parameter fitting of ancillary optical (q = 0) or REELS data [85, 86]. However,
empirical adjustment appears necessary because a model with only Drude–Lindhard
oscillators does not allow to correctly fit the region of small energy losses [9]. Theo-
retical inelastic cross sections (including bulk and surface excitations) are further
calculated according to a semi-classical response model which describes the inter-
actions of electrons with semi-infinite media in terms of the dielectric properties of
the bulk solid and incorporates the effects of the surface and of the static core hole
[85, 86]. The XPS spectrum is finally reconstructed by convolution of the differential
inverse inelastic mean free path (DIIMFP) by a primary spectrum, F(E), taken as a
sum of Voigt components.

Since the dispersion parameter and the critical qC value are not known precisely,
even in quasi free-electron metals, it may appear as a better choice to retrieve directly
the q-averaged energy loss distribution 〈Im[−1/ε(q,ω)]〉q, without making particular
hypothesis on either the dielectric function shape or the dispersion coefficient, which
is particularly hazardous in the study of new materials. In this recently developed
approach [38], it is stressed that no arbitrary baseline is subtracted fromXPS-PEELS
data since all energy loss mechanisms, i.e. plasmon collective excitations and single-
electron excitations, are included in the ELF. The electron analyzer sensitivity is
assumed to be constant over a typical 100 eV-loss window. Any algorithm must
take into account multiple bulk and surface plasmon excitations, with the additional
constraint that bulk and surface ELF distributions (see Sect. 3.b) should be self-
consistent, i.e. result from the same dielectric function if the solid is homogeneous.
This task is rather straightforward in wide band gap materials where the ELF and
the no-loss peak are clearly separated, as illustrated in this report by amorphous
silicon (Fig. 7), amorphous carbon (Fig. 4) or aluminium oxide (Fig. 13) examples.

In the case of amorphous semiconductors, empirical approaches for ZLP subtrac-
tion have been proposed and compared previously [77] but more physically relevant
methods are clearly desirable. As shown in Fig. 7, the main advantage of a ‘smooth
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Fig. 7 Separation of asymmetrical ZLP and energy losses of a-Si:H by two methods: (i) removal
of a symmetrical ZLP function and subtraction of the low-energy ZLP tailing as fitted by some
analytic function; (ii) sigmoid method where the measured XPS-PEELS spectrum ismultiplied by a
smooth cutoff function (16) (�ESIG = 2.0 eV, EG = 1.7 eV). Both results are overlapped; however,
in the smooth cutoff method, the noise is completely suppressed in the loss energy range 0–7 eV.
From Ref. [77] reprinted by permission from Elsevier, Journal of Non-crystalline Solids (2012)

cutoff method’ is the reduction of the noise level, in contrast with subtraction proce-
dures, because the XPS signal is multiplied by a monotonic function, e.g. a sigmoid
function [77]:

σ(T ) = 0 for T ≤ EG and

σ(T ) = 1 − exp

(
−

(
T − EG

�ESIG

)2
)

for T > EG (16)

In contrast, in metals or materials with a small electronic band gap, the broad
asymmetric photoemission peak overlaps bulk and surface ELF distributions and
low-energy features in the ELF may be lost as a result of ZLP subtraction operation.
Such detrimental effects may be attenuated by using an appropriate ‘guess’ ZLP line
shape, e.g. the Doniach–Sunjic distribution [87] or, in the case of crystalline solids,
a calculated ZLP line shape using the joint density of states in the conduction band
within Mahan–Nozières–de Dominicis (MND) theory [88–90].

4.2 Retrieval of the DF: Fourier Transform Method

Since the XPS intensity measured over a broad range towards lower kinetic energies
results from the convolution of four spectral distributions (photoemission line shape,
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multiple plasmon loss probability, non-monochromatic X-ray source and Gaussian
broadening of the photoelectron kinetic energy analyzer), a Fourier Transform (FT)
method is a natural way to analyse PEELS data in metals [91]. The last two functions
are experimentally available [92], while the former ones require a combined experi-
mental and theoretical approach. Using the Doniach–Sunjic line shape for the ZLP,
the only adjustable parameters are the singularity index and the broadening energy
Γ (inverse lifetime due to plasmon decay to electron–hole pairs). After correction
for surface plasmon excitations, q-averaged distributions of the ELF and the dielec-
tric function are obtained, the major hypothesis being that intrinsic and extrinsic
loss functions have the same energy distribution. Note that, in line with previous
works [40], we assume that the signal above the flat background on the low binding
energy side of the ZLP should be entirely assigned to the plasmon excitations and
single-electron transitions.

Using carefully designed FT methods [91], the objective of keeping low-energy
features can be effectively reached, as illustrated by results obtained from Al(002),
showing interband transitions at small loss energies. This FT method was applied
to XPS spectra taken on a freshly etched monocrystalline Al(002) surface, using a
non-monochromaticMgKα source (Fig. 8), where equally spaced peaks due to well-
defined volume plasmon excitations are observed up to 6th order (Fig. 9) [40–43].

Several simplifying assumptions have been used. In first approximation, intrinsic
and extrinsic plasmon excitation mechanisms are considered separately, i.e. with no
interference, but with identical ELF distributions [3, 30, 31]. Successive extrinsic
plasmon excitations are assumed to be independent events. Hence, the intensity In
of the nth-order plasmon line is given by In = (bn/n !) I0 + aIn−1, where I0 is the
intensity of the zero-loss peak, bn = (bn/n !) is the creation rate for an intrinsic
plasmon and a(In−1/I0) is the creation rate for an extrinsic plasmon. In the case of
Al metal, the low b value (b ≈ 0.11, a ≈ 0.66) [3, 30, 31] makes intrinsic plasmon

Fig. 8 The spectral
distribution of the Mg Kα

X-ray source is given by a
sum of seven Lorentzians
(black line); peak position
Ei, amplitude Ai, and
full-width at half maximum
Γ i parameters were obtained
from fitting a convolution
product
XRS(E)*DS(E)*G(E)
(blue) to experimental Al
2p satellites (red). From Ref.
[91] reprinted by permission
from Springer, Brazilian
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Fig. 9 Raw XPS-PEELS
data for a clean Al(002)
surface, obtained with
non-monochromatic Mg
source; loss energies are
referenced to Al 2p core
level and XPS intensities are
normalized to the no-loss
peak maximum. From Ref.
[91] reprinted by permission
from Springer, Brazilian
Journal of Physics (2018)
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excitation negligible beyond first order, hence we have I1 = (b + a) I0 for the first-
order plasmon and In = aIn−1 (n > 1). These basic principles are translated into
convolution products which make the FT algorithm quite efficient, provided that
suitable noise reduction methods are implemented. The measured spectrum is thus
given by the convolution EX P(E) = G(E) ⊗ XR(E) ⊗ J (E) of the X-ray source
and Gaussian spectrometer broadening functions with the photoelectron flux J(E),
expressed as a sum J (E) = ZLP(E)+ BP1(E)+ BP2(E)+ BP3(E) . . . of ZLP
and nth-order bulk plasmon losses BPn(E). In the Fourier space,

F[J (E)] = F[ZLP(E)] + aF[ELF(E)]F[J (E)] + bF[ELF(E)]F[ZLP(E)].
(17a)

One recognizes that the second term on the right-hand side represents the sum of
all extrinsic losses while the last term is the first-order intrinsic loss. This equation
gives the FT of ELF(E):

F[ELF(E)] = F[J (E)] − F[ZLP(E)]

aF[J (E)] + bF[ZLP(E)]
(17b)

and the ELF in the energy space is obtained using the inverse Fourier transform.
Figure 10 shows the bulk ELF of Al crystal obtained after correction for surface

plasmon excitation. This q-averaged bulk loss function, 〈Im[−1/ε(E, q)]〉q, of
Al(002) differs from the optical value 〈Im[−1/ε(E, q = 0)]〉 and is well described by
the Lindhard–Mermin dispersion relation [48–50].

A quality criterion of the inversion algorithm is given by the capability of
observing interband transitions very close to the ZLP, namely at 0.65 and 1.65 eV in
ε(ω, q) (Fig. 11) in good agreement with optical spectra and ab initio calculations of
aluminium [93, 94].
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Fig. 10 Bulk loss functions
for Al(002) obtained by FT
analysis of PEELS data (red
bold line) and the
Lindhard–Mermin model
with Γ LM = 1.6 eV, χcore =
0.003 (blue dashed line).
From Ref. [91] reprinted by
permission from Springer,
Brazilian Journal of Physics
(2018)
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Fig. 11 Effective dielectric
function ε(ω, q) of Al(002)
at low energy, showing
structures at 0.65 ± 0.1 eV
and 1.65 ± 0.1 eV. From Ref.
[91] reprinted by permission
from Springer, Brazilian
Journal of Physics (2018)
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4.3 Comparison Between ZLP Subtraction and Fourier
Transform

The FT method has been compared with the empirical method based on a smooth
cutoff of the asymmetric zero-loss peak, using PEELS data obtained from Al oxide
thin films prepared by ion beam assisted deposition (IBAD) (Fig. 12) [95]. The ZLP is
composed of two O 1s peaks due to different chemical environments. In the smooth
cutoff method, optically determined values were used in the sigmoid expression
(EGAP = 5.5 eV) and the ELF strength normalization (nOPT = 1.9). The resulting
ELF distributions (Fig. 13) have identical peak energies (EP = 25.2 eV vs. 24.8 eV)
and loss distribution shape, in particular at small loss energies near the forbidden
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Fig. 12 XPS-PEELS analysis of Al oxide (O/Al = 1.87) grown by ion beam assisted deposition
(São Paulo University) showing ZLP separation using multiplication by a smooth cutoff function
(16) and retrieval of the bulk ELF (blue curve). XPS was measured with a monochromatic Al
Kα (1486.6 eV) source (Escalab MK2, LAS – Chemistry Institute – UFBa); the broad O 1s peak
results from different environments (possibly Al-O and Al-O-H with respective binding energies at
531.0 eV and 532.6 eV)

Fig. 13 Bulk plasmon ELF
of Al oxide (O/Al = 1.87)
retrieved from XPS-PEELS
data analysis of the O 1s core
level (red) using the smooth
cutoff method (sigmoid (16)
with EG = 5.5 eV, �ESIG =
0.5 eV) (black line) and the
Fourier transform method
with Hanning filter (blue
line)
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band gap. Some discrepancy appears above 45 eV, possibly because the multiple
losses incorporate intrinsic and extrinsic plasmon excitations in the FT method.

Interestingly, theELFdistribution ofAl2O3 obtained previously by aVUVmethod
(q = 0, optical limit) [19] is significantly narrower than XPS-PEELS results, while
valenceEELS spectrumhas intermediatewidth [96].Note that inVEELS, the q-range
for ELF integration depends on the angular deflection and the analyzer resolution,
e.g. with 100 keV primary electron beam, a spectrometer collection angle of 9 mrad
corresponds to an integration over scattering vectors out to q = 2.4 nm−1 [96]. Since
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previous high-resolution EELS experiments were typically performed using qV EELS= 2.0 nm−1, the dispersive behaviour of plasmon excitation is probably not fully
captured in VEELS experiments (qV EELS � qC ). Overall, these results validate the
concept of q-induced ELF broadening [50].

5 Future Developments of XPS-PEELS

State-of-the-art analysis of XPS-PEELS data would benefit from a better theoretical
description of the ZLP line shape. In the screening process, the positive photo hole
produces excitations in the Fermi sea of conduction electrons, hence possible excita-
tion energies range between zero (directly atEF) and the bandwidth of themetal under
investigation [3]. The Mahan–Wertein–Citrin model [90] requires a DFT calculation
of the joint density of states in the conduction band. Although this approach has
been well explored in crystalline materials, particularly in metals, similar develop-
ments would be interesting for amorphous semi-metals, such as amorphous carbon
or carbon soots [97].

Interband transitions may also affect the loss distribution in the low energy loss
region [98]. They have been evidenced inXPS-PEELScharacterizations ofAl(002) at
1.65 and0.65 eV, i.e. very close to theZLP [91]. Someexplicit incorporationof single-
electron excitations in model ELF distributions would likely improve theoretical
reconstructions of experimental spectra.

From the experimentalist point of view, synchrotron X-ray sources provide excel-
lent signal-to-noise ratio and the possibility to investigate buried interfaces using
hard X-ray photoelectron spectroscopy (HAXPES) with a larger inelastic mean free
path of core-level photoelectrons [17, 98, 99]. However, classical laboratory X-ray
sources remain valuable instruments for reactive surfaces when installed in an excel-
lent UHVenvironment; such spectra obtainedwith low-energy resolutionwill benefit
from the recently developedFT algorithmwhich provides smart elimination of source
satellites and electron analyser broadening [91].

Model systems may be interesting to test current algorithms. Interestingly,
implanted noble gas nanobubbles in a metal target, e.g. Ar in Al, allow separation
of two effects: (i) the apparent binding energy depends on bubble diameter through
variable screening of the Ar 2p core hole by conduction electrons of themetal, (ii) the
relative intensity of extrinsic losses in the metal host matrix is related to the bubble
depth and photoelectron emission angle. The role of internal surface versus external
surface remains a subject for future investigations, e.g. to understand whether the
absence of a signature of bubble surface plasmon (BSP) peaks is due to some q-
induced broadening and/or to some coupling of the BSP modes related to the very
high bubble density (typically 1020 cm−3) [69].

Materials with anisotropic dielectric functions (HOPG, boron nitride, transi-
tion metal dichalcogenides, black phosphorus …) and their monolayer compo-
nents (graphene, nanotubes) deserve more fundamental investigations to enhance
their strong application potential [78, 100, 101, 102]. Finally, structures with
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inhomogeneous composition or nanostructured geometry (nanoparticles, core–shell
systems …) [36, 37] will require new developments to assess plasmon excitation by
photoelectrons in such complex systems.

Coincidence electron spectroscopies (e, 2e) offer new avenues to investigate
elementary mechanisms of plasmon decay. Using low-energy electron impact on
Al(200) surfaces, secondary electron emission was measured in time coincidence
with loss features in the spectrum of reflected electrons, demonstrating that plas-
mons excited by electron energy losses predominantly decay via creation of single-
electron–hole pairs that act as a source for the secondary electrons [103]. This study
is crucial for potential applications such as information transport and hot electron
production issues, e.g. chemical reactivity, catalysis, photovoltaics.

Current research is devoted to the development of a quantum mechanical theory,
required to obtain the respective contributions of intrinsic and extrinsic plasmon
excitation (and their interference) and to assess the approximations performed in
classical treatments. The quantum Landau formula originally derived by Hedin et al.
[104] can explain overall plasmon loss features in core-level photoemission spectra,
where elastic scatterings before and after the losses are completely neglected. Signif-
icant steps have been performed in this direction by the Chiba University group [32,
33, 105, 106]. Figure 14 summarizes recent theoretical results for depth-integrated
first-order plasmon excitation spectra in Al: (i) both intrinsic and extrinsic excita-
tions are important to describe plasmon losses, (ii) the extrinsic terms aremuch larger
than the intrinsic ones, (iii) as a whole, intrinsic and interference terms contribute to
some broadening of the purely extrinsic ELF, essentially towards higher loss energy
values (in the case of Al). Future efforts should also consider a combined approach
incorporating elastic and inelastic scattering to describe plasmon excitation in crys-
talline materials where inelastic photoelectron diffraction has been observed [107,
108, 109].

6 Conclusions

This review shows that photoelectron energy loss spectroscopy (XPS-PEELS) is
a valuable non-destructive tool to elucidate material science issues, with threefold
interest: (i) improved accuracy in the determination of the zero-loss peak (ZLP)
intensities for compositional analysis; (ii) insight in the depth distribution of inho-
mogeneous atom concentrations; (iii) determination of the energy loss function and
dielectric function of a solid surface. Some useful guidelines have been proposed
for an empirical analysis of wide band gap materials. However, the Fourier trans-
form method is necessary to extend XPS-PEELS analysis to metals and low band
gap semiconductors with present some substantial spectral overlap of the ZLP with
surface/bulk plasmon excitations. In this FT analysis, no hypothesis is made either
on the dielectric function shape or on the dispersion coefficient; no arbitrary adjust-
ment of the baseline is necessary, i.e. the loss signal is entirely assigned to plasmon
excitations and interband transitions, although the latter is usually negligible. The FT
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Fig. 14 Quantum calculation of depth-integrated surface (12 eV) and bulk (16 eV) losses due to
plasmon excitation inAl, for electron kinetic energies of 1500 eV (a) and 5000 eV (b). Intrinsic (blue
curve) and extrinsic (green curve) plasmon excitations were calculated separately, along with their
(negative) interference (purple curve), at normal emission angle. Energy is measured relative to the
Al 2p elastic peak. The relative surface loss peak intensity decreases with increasing photoelectron
kinetic energy. As compared with the purely extrinsic distribution (green), the total loss distribution
(red) is slightly broadened towards large loss energy (reprinted with permission from Prof. K. Niki,
Chiba University)

method provides the q-averaged ELF and DF distributions, under the strong hypoth-
esis that intrinsic and extrinsic loss functions have identical energy distributions and
do not interfere. Quantum theoretical developments are required to assess the clas-
sical hypothesis and to extend the XPS-PEELS capabilities to inelastic photoelectron
diffraction.
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MoS2- and MoO3-Based Ultrathin
Layered Materials for Optoelectronic
Applications

Hongfei Liu

Abstract The success in exfoliation and later chemical vapour deposition (CVD)
of graphene, i.e. single-layer nanosheets of carbon atoms crystallized in hexag-
onal structure, triggered extensive investigations in non-graphene two-dimensional
(2D) materials, driven by their dimension-reduction-induced physically unique and
technologically useful properties. This chapter discusses the synthesis of semicon-
ducting MoS2- and MoO3-based 2D materials, addressing their fabrication issues in
recent bottom-up deposition techniques and/or post-deposition exfoliation processes.
Typical applications of the 2DMoS2–MoO3 nanosheets composite thin films in opto-
electronic devices are also presented and discussed. Through these discussions, we
attempt to provide the readers a perspective on recent developments of MoS2- and
MoO3-based 2D materials as well as their future opportunities towards practical
applications in optoelectronic devices.

Keywords 2D materials ·MoS2 ·MoO3 ·WS2/MoS2 heterostructure ·
MoS2–MoO3 nanosheets composite · CVD · Reactive magnetron sputtering ·
Exfoliation

1 Introduction

Theoretical studies about the possibility of weather crystals can be nucleated and
grown in the form of single atomic layered films can be traced back to over 100 years
ago [1] Experimentally realization of ultrathin films consisting of a few layers of
atoms was unsuccessful until the beginning of this century when graphene was
exfoliated from graphite by using scotch tapes [2]. It is a nice excitation that this
breakthrough in 2004, after the long-term explorations towards single-crystal two-
dimensional (2D) materials, won the 2010 Nobel Prize in Physics. This research
excitation in 2D materials is, more or less, strengthened when one thinks of the
fact that the realization of GaN-based light-emitting diodes (LEDs) in 1993 took
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21 years to win the 2014 Nobel Prize in Physics. As a consequence, tremendous
research interest has been retriggered in 2D materials, covering those of metallic,
semiconducting and insulating atomic layered nanosheets as well as their hybrid
heterostructures [3–8]. Typical examples, among many others [9], are graphene [2,
5], Xene (X = Si, Ge, or Sn) [10], black-phosphorus/arsenic (BP/BA) [11–14],
transition metal dichalcogenides (TMDCs) [15–22], α-phase molybdenum trioxide
(α-MoO3) [23–29], gallium sulphide (GaS) [30–32], boron nitride (BN) [33, 34],
etc. [9].

It is necessary to mention that 2D materials here are different in concept from
those of traditional ultrathin crystal structures, e.g. III–V semiconductor quantum
heterostructures [35, 36], although the latter ones may have a thickness in the range
of a few atomic layers while the former ones can be heterostructurally stacked up to a
thickness over tens of nanometers [37, 38]. The distinction is recognized by the type
of bonding that tightens the adjacent atomic layers along the thickness direction of the
film. In this view, 2Dmaterials distinguish themselves by the interlayer van der waals
(VDW) bonds [9, 39]. Thermodynamically when the thickness of a VDW crystal is
reduced approaching a few atomic layers via breaking the interlayer VDW bonds,
still can the crystal stably sustain in the form of nanosheets [1, 9]. In contrast, when
the thickness is reduced in those traditional ultrathin quantum structures approaching
a few atomic layers the interactions between the interlayer and intralayer chemical
bonds tend to reconstruct the crystals, e.g. via surface reconstruction [40], making
their free-standing 2D nanosheets unavailable.

It is well known that when the thickness of a VDW crystal is reduced approaching
a few atomic layers, its electronic structure deviates away from that of the bulk due
to quantum confinement effect. A typical example is the indirect-to-direct band gap
change of MoS2 when its layer thickness is reduced from multiple layers to single
layer [41]. As the thickness of MoS2 is reduced approaching a few atomic layers, its
conduction and valence bands increase in their energy levels. However, the energy
increments as a function of the thickness reductions are not uniform in the reciprocal
space that eventually give rise to the band gap transition from indirect to direct
[41]. This situation is similar for BP/BA but different for 2D α-MoO3 [12–14]. The
thickness-reduction-induced increments in the electronic band energies of α-MoO3

are quite uniform, not only in the reciprocal space but also for the conduction and
valence bands, leading to the absence of changes in the direct (Ed = 3.3 eV) and
indirect (Ein = 2.2 eV) band gap energies as well as the intact optical conductivity
in the photon energy range of Eph < 3.8 eV [24].

Although the breakthrough in producing high-quality graphene nanosheets was
realized by mechanical exfoliations employing the scotch tape method [2], this top-
down method has the disadvantage of being unreliable in controlling the yield of
large area and single-layer nanosheets. In this light, various exfoliations, other than
the scotch tape method, have been explored and developed for producing graphene
and non-graphene 2D nanosheets from their bulk crystals. These exfoliation tech-
niques include electrochemical intercalation, mechanical shear, ultrasonication, etc.
[30, 42–44]. The general principle is to break the interlayer VDW interactions in
a liquid media by applying external stress. To this end, the single-step exfoliations
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can be hybridized to improve the efficiency [26, 45]. These liquid or wet-chemical
processes are fundamentally feasible scaled up for mass production of 2D mate-
rials [42]. However, so-produced 2D nanosheets suffer from contaminations and
less control in crystal quality, which hindered their integrations with conventional
thin-film technologies in semiconductor industry [46, 47].

To develop more controllable methods for producing 2D materials from their
parent bulks, top-down thinningprocesses ofVDMcrystals have beenwidely studied,
including chemical etching in both solution and gaseous phases [48–50], plasma
etching [51, 52], lasing thinning [53–55], etc. [56–58]. From the application point
of view, the top-down thinning process is generally a downstream fabrication step
that follows the deposition of ‘thick’ parent VDW layers on a desired substrate.
This downstream material thinning step can be omitted one day when the deposition
method is improved enough to produce the desired 2Dmaterialswith reliable controls
of the layer thickness and crystal quality. Nevertheless, from the point of view of
materials science and engineering, the exploration and development of such top-
down thinning processes will not stop since they can provide great helps towards
understanding the fundamental and comprehensiveness of 2D materials with respect
to their structures and properties [48–53, 56, 57].

To develop a suitable bottom-up growth method for 2D materials that can
be compatible with conventional thin-film technologies, the 2D community has
been trying most, if not all, of the common available material synthesis methods.
These methods, except those following the wet-chemical route (e.g. hydrothermal
synthesis), can be basically catalogued into three groups in terms of their growth
mechanisms. The first group is dominated by physical depositions that include sput-
tering [22, 59–61], pulsed laser deposition (PLD) [62–65] and molecular beam
epitaxy (MBE) [66–68]; the second group is dominated by chemical depositions
that include chemical vapour deposition (CVD) [16, 17, 20, 69, 70], atomic layer
deposition (ALD) [71–74] and metalorganic chemical vapour deposition (MOCVD)
[75–78] and the third group includes those of multiple-stepped growth that consists
of materials deposition and conversion, e.g. thermal vapour sulfurization (TVS) of
2D TMDCs [19, 73, 79–83]. This group does not have a clear-cut boundary from
the former two because the source materials can be deposited by either physical or
chemical methods. This is why the multiple-stepped growth methods are flexibly
named in the literature [17, 20, 84], sometimes after the source material deposition
method, sometimes after the material conversion method.

Along with the great developments in 2D materials over the last decade, their
applications have seen increasing opportunities in electronic and optoelectronic
devices [85–91]. These device applications of 2Dmaterials are strongly depending on
their individual characteristics. Themetallic character of graphene nanosheets makes
them a nature candidate for fabricating transparent conductive coatings, replacing
ITO, in display, photovoltaic, LED, etc., applications [90–92]. Graphene, with its
huge response to external electric fields, can be an active layer for flexible field-
effect transistors [93–95]. The subnanometer thickness and the tunable Fermi level
of graphene can be engineered, in conjunction with high-k dielectrics, for plas-
monic and metamaterial applications, e.g. in the frequency range of THz [87, 90,
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96–98].Atomic nanosheets of TMDCs,α-MoO3, black-phosphorus/arsenic, together
with their heterostructures, are typical semiconductor 2D materials that have been
extensively studied for applications in electric-field transistors, sensor and photo-
voltaic devices, LEDs, as well as photocatalyst for energy harvesting applications
[55, 85, 86, 89, 99–101].

Since 2D materials have been extensively investigated over the last decade
and a lot of excellent reviews have been written on the fundamentals, material
processes/syntheses and device designs/fabrications of various 2D materials and
heterostructures, we would like to distinguish this chapter by recent developments of
MoS2- and α-MoO3-based 2Dmaterials as well as their hybrid structures. The domi-
nant focus is placed on the most recent issues encountered with the development of
such semiconductor 2D materials and heterostructures towards their electronic and
optoelectronic applications.

2 Synthesis and Characterization of MoS2-Based 2D
Materials

2.1 Unique 2D TMDCs and General Bottom-Up Growth
Methods

Semiconductor single-layer MoS2 is one of the most important 2D materials that
overcomes the zero-band gap shortcoming of graphene and greatly widens its appli-
cation in electronic and optoelectronic devices. In crystallography, a single-layer
MoS2 crystal consists of three 60°-rotation-symmetric sublayers, one of Mo atoms
sandwiched by the other two of S atoms, crystallized via covalent bonding. The three
sublayers organized, without forming surficial dangling bonds, either in a trigonal
prismatic (2H) structure or an octahedral (1T) structure with the sublayers of S atoms
rotated 180° or 0° with respect to each other. The electronic structure of the 2H-phase
exhibits the semiconductor character while that of 1T-phase exhibits metallic char-
acter. The metal-to-semiconductor phase transition of 2D MoS2 tends to occur at
elevated temperatures [102]. The electronic band gap energy (both the direct and
the indirect ones) of semiconductor 2D MoS2 exhibits a strong correlation with the
thickness in the range of a few atomic layers [41].

To bottom-up grow 2D TMDC nanosheets on desired substrate, thermal vapour
sulfurization (TVS) is probably one of the earliest methods that were employed [16,
17, 103]. This method has long been developed for converting thin films deposited on
thermal stable substrates into sulphides [29, 80, 104–107], or improving the crystal
qualities of pre-deposited sulphide thin films [108–110], by chemical reactions in
sulphur species contained (e.g. S, H2S, etc.) vapour environment at elevated temper-
atures. The thermal vapour deposition (TVD) method, using MoO3 powder as the
Mo-specie sources, was employed around the same time as that of TVS [20], and
later onMOCVD growth emerged [75, 76], for producing TMDCs nanosheets. It has
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been mentioned above that both the TVS and TVD methods are, sometimes, named
CVD in the literature. Here, we discuss these methods separately and highlight their
current issues in obtaining large area, single layer and single-crystal 2D TMDCs.

2.2 Growth of 2D TMDCs by TVS

The typical TVSmethod consists of sourcematerials’ deposition and post-deposition
heat treatment under sulphur species environment at elevated temperatures. This
method is feasible to control the alloying and/or doping of the final products in the
film deposition stage. For producing 2D TMDCs, the source material, usually sub-
10 nm thick, can beMoand/orWmetal,Mo-and/orW-oxide,Mo- and/orW-sulphide,
etc., while the deposition should be controllable for desired film thickness. We have
compared the TVS process of Mo and MoOx thin films, which were deposited by
magnetron sputtering on c-plane sapphire substrates, under sulphur vapour environ-
ment. During the sputtering deposition, the substrate was kept at room temperature
to improve the thickness uniformity of the Mo film.

Typical backscattering Raman spectra and atomic-force microscopy (AFM)
images taken from the 2D MoS2 samples produced by TVS of Mo ultrathin films
are presented in Fig. 1. One sees that the TVS temperature window, in which the
Mo thin films can be converted to crystalline MoS2, is quite broad, i.e. covering,
at least, the range of 650–950 °C. The crystallinity, the lateral grain size and the
surface coverage of the resultant MoS2 nanosheets are strongly dependent on the
TVS temperature and the initial thickness of the Mo films. In general, an increased
TVS temperature tends to improve the surface mobility of the reaction species and
thus the increase crystal quality as well as the increased lateral grain sizes; however,
the surface coverage might be reduced, especially when the thickness of the initial
Mo films is reduced, due to the increased evaporations at higher temperature. In
contrast, the surface mobility of the reaction species could be reduced by increasing
the initial thickness of the Mo films at certain TVS temperatures, leading to reduced
lateral grain sizes of the resultant MoS2 nanosheets.

By replacing the initial Mo films with Mo1−xWx alloys, via, for example, co-
sputtering, 2D Mo1−xWxS2, instead of 2D MoS2, can be obtained after TVS. Our
experimental results with the W concentration increasing from 0 through 25%,
51 %, 87 % to 100 % (determined by X-ray photoelectron spectroscopy, XPS)
reveal an absence of any phase separations between MoS2 and WS2 during the
TVS at elevated temperatures (up to 950 °C). The Mo and W atoms were randomly
alloyed in the 2D Mo1−xWxS2 nanosheets, which were evidenced by the apparent
band bowing (i.e. a redshift in the band gap energy) when the W concentration is
increased from 0 to ~25 %. Figure 2 presents the band bowing phenomenon of the
2D Mo1−xWxS2 nanosheets produced by TVS, which was spectroscopically mani-
fested by the redshifts in the optical absorptions of the intrinsic excitons A (the one
at lower energy of the two prominent absorption peaks). Also shown in Fig. 2 are the
Raman spectra and a photograph of a 2-in. 2DMoWS2-on-sapphire wafer, as well as
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Fig. 1 AFM results and Raman spectra of 2D MoS2 produced from Mo-on-Sapphire thin films,
named after their sputtering deposition durations in second, by TVS (20min) at varied temperatures:
a S10 at 750 °C, b S10 at 850 °C, c S10 at 950 °C, d S20 at 750 °C, e S20 at 850 °C, f S20 at
950, g S10 at 950 °C, h S20 at 950 °C, i S120, S60, S30, S10 at 950 °C and j S20 and S10 at 650,
750, 850 and 950 °C. The inset highlights the fitting of the Raman features for S10 at 950 °C. The
asterisks indicate the Raman features from the sapphire substrate. Figures partly reproduced from
Ref. [19] with permission, Copyright 2014, IOP Publishing Ltd.
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Fig. 2 Results of TVS growth of 2D Mo1−xWxS2 on 2-in. diameter sapphire substrates at 950 °C
for 20 min: a Absorbance spectra, b Raman spectra, c typical photograph of 2D Mo1−xWxS2 with
x = 0.51 and d Typical HRTEM image of so-grown 2D TMDCs. The inset shows the energy of the
intrinsic excitons A and B, as well as their separations, as a function of W composition. Figures
partly reproduced fromRef. [18] with permission, Copyright 2014, The Royal Society of Chemistry

a high-resolution transmission-electronmicroscopy (HRTEM) image, recorded from
such TVS produced 2DMoWS2 samples. They indicate the wafer-scale uniform and
microscale ordered 2D crystallites. By the compositional engineering of MoS2 and
WS2, via alloying Mo and W of the initial metallic source material, the direct band
gap of theTVSproduced 2DMo1−xWxS2 can be tailored in the range of 1.85–1.99 eV.

The substrate material may also have important effects on the TVS growth of 2D
TMDCs when using the metallic films as the initial source species. Figure 3 shows
our experimental results collected from the MoS2 nanosheets produced by TVS of
an ultrathin Mo film on a Si substrate. The photograph and the Raman spectrum
provide evidence that the wafer-scale nanosheet is multilayer crystalline MoS2. The
microscale images recorded byAFM and scanning electronmicroscopy (SEM) show
an orange-skin-like morphology of the MoS2-on-Si, which is different from those
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Fig. 3 Wafer-scale MoS2 nanosheets produced by TVS (at 900 °C for 30 min) of Mo thin films
deposited on Si substrates: a photograph and Raman spectrum, b AFM image from the surface
free of folding, c SEM image from the surface free of folding and d cross-sectional HRTEM image
showing the vertical MoS2 nanosheets. Figures partly reproduced with permission from Ref. [103],
Copyright 2015, WILEY-VCH

of MoS2-on-sapphire produced by the same TVS process. The cross-sectional TEM
images reveal that the distinct surfacemorphologyof the 2DMoS2-on-Si is associated
with its distinct growth mechanism. During the TVS at elevated temperatures, the
Mo atoms in the deeper layer beneath the surface tend to form clusters before being
sulfurized by the inward diffusion of the sulphur species from the film surface,
typically through the grain boundaries. The later on sulfurization of the Mo clusters
gave rise to the bell-like structures with their mouths opening on the residual SiO2

on the Si substrate. The bell walls, formed by multiple VDW layers, aligned nearly
perpendicular to the film surface, while the bending of the VDW layers downwards
to the film surface formed the observed orange-skin like morphology. Such vertical
aligned 2D MoS2 nanosheets could have important consequence in photoassisted
catalyst applications due to the abundance of the dangling bonds at the crystal edges
on the film surfaces [111–113]. These dangling bonds of 2D materials are potential
reaction sites that can also be engineered for novel functions.
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It has beenmentioned above that to suppress the atomic clustering, so as to improve
the surface smoothness, of the metallic films during sputtering, the substrate has to
be kept at low temperatures, i.e. room temperature in our study. Unfortunately, one
sees in Fig. 3 that still can the atomic clustering occur during the TVS process at
elevated temperatures, especially when the thickness of the metallic film is increased
to improve the surface coverage of the 2D nanosheets. In this light, MoO3 thin
films deposited by magnetron sputtering were studied for the TVS growth of 2D
MoS2 [19]. We found that the deposition temperature of the initial MoO3 films by
sputtering plays an important role in the crystal quality of the resultant 2D MoS2
after the TVS process. Mixture of two-monolayer-thick triangular and hexagonal
MoS2 flakes with well-developed crystal edges have been obtained by TVS of the
MoO3 films deposited at room temperature. Unfortunately, the surface coverage of
so-obtained 2D MoS2 flakes is quite small. In comparison, a same TVS process for
the MoO3 films deposited at 700 °C can significantly increase the surface coverage
while keeping the layer thickness of MoS2 unchanged. In both cases, the individual
MoS2 flake sizes are about 100 nm, which has to be greatly improved for their
applications in electronic and optoelectronic devices.

2.3 Growth of 2D TMDCs by TVD

The thermal vapour deposition (TVD)method is occasionally named thermal vapour
transfer (TVT) in the literature that takes place in a tube-furnace reactor. Usually,
two heating zones are necessary for a TVD reactor. One is to evaporate the source
precursors and the other is to deposit the source species on desired substrates where
they react, driven by heat, to form the desired films. The reaction species are carried
by inert gas such as argon and/or nitrogen and transferred from the evaporation
zone to the deposition zone. To minimize the chemical reactions between the source
species before reaching the substrate, so as to control the quality of the crystal
growth, the arrangement and distance between the source materials and the substrate
in the tube reactor have to be dedicatedly designed and optimized [103]. The initial
growth stage with this method, from the crystal growth point of view, is more likely
a self-assembly nucleation process, which brings many issues towards large area and
uniform 2D compound materials.

To optimize the TVD process for 2D MoS2 using sulphur and MoO3 powders as
the source materials, we have developed a dispersive growth mode [21]. A schematic
diagram of the growth setup, together with the typical photoluminescence (PL) and
Raman spectrum collected from so-grown 2D MoS2, is shown in Fig. 4. By encap-
sulating the substrate surface with a shadow mask, the reaction species can only be
transferred onto the growing front below the mask through the gap between the mask
and the substrate. The crystal nucleations on the substrate initiate near the edge of the
mask facing the flow of the evaporated source species [see Fig. 4b]. The photograph
in Fig. 4c shows an absent of crystal nucleations, and thus unavailable reactions
species, at the areas away from the growth front below the mask. A combination
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Fig. 4 Growth of 2D MoS2 nanosheets by TVD using sulphur and MoO3 powders as the source
materials in a dispersive mode: a the growth setup, b the mechanism that controls the transfer
of source species to the growth front via diffusing on the grown layer, c photograph of a 2D
MoS2 nanosheet grown by the dispersive mode on sapphire using a Si wafer (1 × 1 cm2) as the
encapsulating mask, d a highlight of the sharp growth front at the location indicated by the box in c,
e PL spectrum collected from the MoS2 nanosheet and f Raman spectrum collected from the MoS2
nanosheet. Figures reproduced with permission from Ref. [21], Copyright 2015, Nature Publishing
Group

of the photograph and the Raman spectrum shows that a uniform single-layer MoS2
nanosheet has been grown below the mask on the left and closer to the powder MoO3

source [see Fig. 4c, d]. These observations indicate that the migration of reaction
species below the mask is most likely on surface of the grown MoS2 nanosheets,
where there are no dangling bonds and thus absence of nucleations at high temper-
atures (e.g. 950 °C). When the reaction species reach the growth front, they are
captured by the dangling bonds and grow into the nanosheet, which advances the
growth front below the mask towards the right side. Because the nucleation and the
migration of the reaction species (i.e. adatoms) are spatially controlled by applying
themask encapsulation, the sensitivity of the crystal growth to the process parameters
(e.g. the load of the powder source) is significantly weakened. As a result, the growth
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of 2D TMDCs can be more feasibly controlled via adjusting the growth temperature
and/or the growth duration.

To increase the wafer size and to make the growth more compatible with conven-
tional semiconductor thin-film technologies, we have further modified the disper-
sive growth mode by shifting the mask from encapsulating the substrate surface to
standing in the vaporized source flow just before the substrate. In this way, the reac-
tion species are transferred onto the substrate surface via diffusing from the super-
saturated gas phase through a boundary layer. Similar to most of the reported TVD
methods, the process control in this modified dispersive TVD growth is a bit difficult.
Our preliminary experimental results, shown above in Fig. 5, demonstrate the capa-
bility of this method to grow high-quality uniform single-layer MoS2 nanosheets on
a quarter of 2-in. diameter sapphire substrate. Unfortunately, although the PL and
Raman spectra [see Fig. 5f], together with their peak intensity mappings [see Fig. 5b
and c, respectively], show excellent crystal quality of the continuous wafer-scale
single-layer MoS2 nanosheet, one sees that the single-layer nanosheet consists of in-
plane close-packaged grains. The grain boundaries manifest themselves as the dark
lines in the PL intensity mapping [see Fig. 5b] because the crystal defects are rich
at the grain boundaries that weaken the PL emissions wherein. The in-plane close
packaging of the grains, averagely about 10 μm in size, is randomly and exhibits no
collective orientation. This random in-plane orientation of the grains is confirmed

Fig. 5 Dispersive growth of single-layer MoS2 nanosheets on a quarter of 2-in. diameter sapphire
substrate: a photograph, b, c PL and Raman intensity mappings at the centre area of the wafer, d,
e PL and Raman intensity mappings at the wafer edge indicated by the arrow, where the wafer was
hold by a quartz block during growth and f PL and Raman spectra collected from the centre area
of the wafer
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by the well-developed triangular flakes [see the PL and Raman intensity mapping
shown in Fig. 5d and e, respectively] grown at the edge of the wafer, indicated by the
arrow in Fig. 5a, where the sample was held by a quartz block during growth. This
is a common issue in recent growth of semiconducting 2D TMDCs towards their
electronic applications. The abundant grain boundaries negatively affect the charge
transport and thus the device performance via scattering the carriers of the MoS2
nanosheet; they also contribute the unreliability when fabricating integrated circuits
based on such 2D nanosheets. We believe that the best bet to overcome this issue,
from the growth control point of view, should be MOCVD [75, 76], although its
development for growing 2D materials is still at the beginning stage [114–116].

3 Synthesis and Process of α-MoO3 Single Crystals
Towards 2D Nanosheets

3.1 Unique α-MoO3 and Its Synthesis by TVD

The earlier investigations on MoO3 mainly focused on its catalyst applications. The
multiple valance states of Mo, as a transition metal, in MoO3 make it effective in
selectively oxidizing hydrocarbons and alcohols [117–119]. MoO3, as a semicon-
ductor, has a wide band gap (~3.0 eV), a large work function (~6.8 eV) and a high
dielectric constant (>200). These unique electrical properties of MoO3 have been
intensively applied in electronic and optoelectronic devices, e.g. via making MoO3

as a component layer to effectively collect and transport holes [120–122]. It has been
proposed that MoO3, in heterostructures, can dope holes to its adjacent graphene
layers without introducing any structural defects, so that the high carrier mobility of
the graphene layer can be kept intact [122–124].

Orthorhombic α-phase MoO3 is a VDW crystal with its individual single layers
consisted of two sublayers of Mo-centred and O-cornered MoO6 octahedrons along
its [010]-axis. The [001] and [100] crystal axes of α-MoO3 are aligned in-plane,
sharing an O-corner and an inclined edge of adjacent octahedrons. In recent years,
synthesis and post-synthesis process of α-MoO3 VDW crystals have been attracting
increasing research interest towards their 2D nanosheets for potential applications in
transparent, flexible and wearable electronics and/or energy storage devices [125–
127]. By intercalating the VDW lattice with hydrogen, a carrier mobility of up to
1100 cm2/Vs has been obtained for of α-MoO3 atomic layers [23].

The synthesis and defect engineering of α-MoO3 crystals have been intensively
studied by various thin-film techniques in recent years [128–132]. In a similar way
to the TVD synthesis of MoS2 except for the sulphur source, we have carried out
the crystal growth of α-MoO3 in a tube-furnace reactor using MoO3 powder solely
as the source material. The MoO3 powder was heated at 1000 °C in the hot zone
and the vaporized species were transferred by nitrogen to the synthesis zone in the
downstream, where the temperature is lower than 600 °C. The TVD setup for the
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Fig. 6 TVD synthesis of α-MoO3 crystals usingMoO3 powder as the sourcematerials: a schematic
diagram of the growth setup, the [010]-oriented layered structures, and a single-layer structure
viewed along its [100]-axis, b, c Photograph and SEM image of the obtained α-MoO3 belt crystals,
d Optical microscopic image of the α-MoO3 flakes with varied layer thicknesses, e AFM image
showing the VDW stacking of the α-MoO3 layers along their [010]-axis, f XRD patterns collected
from a single belt crystal by SCXRD and from the belts gathered on substrate by GADDS and
g the α-phase crystal structure derived from the SCXRD measurements. Figures reproduced with
permission from Ref. [27], Copyright 2018, American Chemical Society

growth ofα-MoO3 is schematically shown in Fig. 6a, togetherwith the [010]-oriented
layered structure and a single-layer α-phase MoO3 view along its [100]-axis.

Figure 6b–e show the morphology and topography properties of the obtained α-
MoO3 crystals, they are in belt shapes [see Fig. 6b–d] that consisted of individual
layers, stacking along the surface normal direction. Presented in Fig. 6f are the
XRD patterns collected from a single belt using a single crystal X-ray diffractometer
(SCXRD, KAPPAAPEX) as well as those from a collection of belts on a substrate by
a general area detector diffraction system (GADDS, Bruker-D8). The former are the
overall results of more than thousands of XRD scans from different angles respect
to the belt, which is sensitive to the crystal structure. Not only phase impurity but
also variation in orientation cause failure in the SCXRDmeasurements. The success
in the derivation of the SCXRD patterns provides evidence that the belt is a single
crystal while the patterns, together with a theoretical calculation, give rise to the
crystal structure shown in Fig. 6g, which is indeed α-phase MoO3 with its [010]- and
[001]-axis along the belt-surface and -length directions, respectively. In comparison,
the GADDS method has the advantage of being accurate in identifying impurity
phases. A comparison between the GADDS and SCXRD results in Fig. 6f indicates
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a high phase purity of the TVD-grown α-MoO3 crystals. The lattice parameters,
derived from the SCXRD measurements, are a = 3.9527 Å, b = 13.8146 Å, c =
3.6903 Å and α = β = γ = 90°. These lattice constants, when compared with those
of JCPDF 05-0508 (a= 3.9628 Å, b= 13.855 Å, c = 3.6964 Å), are compressively
stressed and the strains are anisotropic at εa = −0.25%, εb = −0.29% and εc = −
0.17%.

3.2 Defects Engineering of α-MoO3 Single Crystal Belts

Defects engineering of α-MoO3 crystals via releasing oxygen atoms from the surface
and energetically reorganizing the oxygen vacancies (VO) in the crystal lattice can
have important consequences in tuning the electronic structure of α-MoO3 for novel
functions. In general, two types of methods have been developed for the defects
engineering of α-MoO3 [27, 28, 133–136]. One is physically kicking out the surficial
oxygen atoms, for example, by heating and/or bombarding by energetic particles in
oxygen-free environment [136]. The resultant VO introduce defect energy levels in
the band gap of α-MoO3, the hybridization of the defect levels as the increase in
VO density leads to the reduction in the band gap of the parent crystal, i.e. oxygen-
deficientMoO3-x. The other is chemically reactingwith hydrogen and/or hydrocarbon
species to form HxMoO3 precipitates [133–135]. The alloying of hydrogen into the
lattice ofMoO3 also introduces defect energy levels in the band gap, an increase in the
hydrogen alloying composition tends to hybrid the defect levels with the conduction
bands of the α-MoO3 matrix, giving rise to the reduced band gap of HxMoO3 in
compared with that of α-MoO3.

Experimentally distinguishing the type of oxygen deficiencies in α-MoO3 is,
sometimes, difficult because both the above-mentioned oxygen releasing mecha-
nisms could occur simultaneously.A typical example is observing the defects in TEM
chamber where the electron-beam bombardments could energetically kick out the
surface oxygen atoms while the residual hydrocarbon contaminations could induce
the surficial reduction reactions [28]. In this light, we have employed confocal Raman
scattering technique via mapping the intensity of the VO-related lattice vibrational
mode. For this study, we have carried out low-temperature heat treatments for single
crystal α-MoO3 belts in an oxygen-free environment, which was realized by soaking
the crystal belts in liquid sulphur at 300 °C for 8 h.

Figure 7 presents the comparisons of the single crystal α-MoO3 belts before and
after the low-temperature treatments using the setup schematically shown in Fig. 7a
where free oxygen can be rapidly eliminated at the initial treatment stage via chem-
ical reactions with sulphur. Figure 7b–d shows the Raman scattering enhancements
at the belt edges, when compared with those at the centre areas of the belts, and these
enhancements are typically observed from those modes sensitive to VO, indicating
that VO is rich at the edge areas of the as-grown belts. Figure 7e shows an image
taken by optical microscopy (OM) from the treated belt, which exhibits regular
patterns along the intersections between the (302) atomic planes and the surface,
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Fig. 7 Post-growth low temperature treatment of single crystal α-MoO3 belts in liquid sulphur at
300 °C: a schematic diagram of the setup, b Optical microscopy (OM) image of typical as-grown
belts, c Ramam scattering intensity mapping of the B3g mode at 127 cm−1, showing the scattering
enhancement at the edge areas of the as-grown belts, d Spectral comparison of the Raman scattering
at the centre- and edge area of the as-grown belts, e OM of the treated belt, showing the appearance
of regular defects, f–h SEM image andEDXmapping forMo andO collected from a same area at the
surface of the treated belt, i, jAFM images recorded from the top and bottom surfaces of the treated
belt, k, l Raman scattering intensity mappings of the modes at 282 and 444 cm−1, m, n Spectral
comparisons of the modes at 282 and 444 cm−1 collected at the defects and their surrounding
areas, the spectra were normalized to the intrinsic α-MoO3 modes. Figures partly reproduced with
permission from Ref. [28], Copyright 2018, American Chemical Society
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i.e. the (010) atomic planes, of the α-MoO3 belt. These patterns are undetectable,
from both the top and bottom surfaces of the belt, by both SEM/EDX [see Fig. 7f,
g] and AFM [see Fig. 7i, j]. These results indicate that the observed patterns are
structural defects formed in the crystal along its (302) atomic planes. The low-
temperature heat treatment-induced (302) planar defects were further confirmed
by the Raman scattering as shown in Fig. 7k–n. One sees that after normalizing
the spectra collected from the defects and their surroundings the intrinsic α-MoO3

mode at ~282 cm−1 (B2g) in Fig. 7m does not exhibit any variations while the addi-
tional mode at ~444 cm−1 in Fig. 7n emerged along with the defects. Their intensity
mappings, shown in Fig. 7k and l, respectively, provide direct evidence that the
intrinsic α-MoO3 mode has been weakened, while the additional mode has been
enhanced, by the planar defects. Also seen in Fig. 7m is that the VO-induced mode
at ~290 cm−1 is absent at the planar defects.

It has been generally accepted that the formation of planar defects in α-MoO3 is
usually associated with oxygen deficiencies, e.g. an increase in the density of VO and
thermal-induced rearrangements of VO in the crystal lattice of α-MoO3 can give rise
to its crystallographic shear (CS) along certain atomic planes [136]. As a result, the
VO is consumed by forming the CS, manifesting as the planar defects [137]. We also
found that the planar defects monotonically decrease in density when moving away
from the edge towards the centre of the belt crystal [28]. This observation indicates
that the formations ofCS are dominated by the intrinsicVO rather than those recreated
on the surface via releasing the surficial oxygen atoms. Another striking observation
is that the planar defects are regularly distributed with certain separations between
adjacent ones, which suggests that the migration of intrinsic VO is much faster along
the in-plane directions than along the [010]-axis, i.e. the layer thickness direction.

To engineer the surface defects of the single crystal α-MoO3 belts, we have
employed low-energy plasma treatments at room temperature in oxygen and argon
atmospheres, respectively. Hydrogen contaminations from residual gas (e.g. mois-
ture) are most likely unavoidable due to the low vacuum system used in this work.
It has been reported that the presence of atomic hydrogen, even at room tempera-
ture, could reduce α-MoO3, resulting in HxMoO3 acicular precipitates on the crystal
surface. The HxMoO3 precipitates tend to topotactically align themselves along the
[203]-axis of the MoO3 (010) atomic planes [134, 137, 138]. The phenomenon has
been clearly observed in our experiments when switching the plasma treatment atmo-
sphere between argon and oxygen. The reactions between the residual hydrogen with
α-MoO3 can be enhanced by the argon plasma while the produced HxMoO3 precip-
itates can be reoxidized by the oxygen plasma [27, 28]. These conclusions have
been confirmed by the plasma treatment-induced shifts in the absorption edge of
the α-MoO3 crystal belts. The absorption edge shifts to lower energies upon an
argon plasma treatment while the shift turns back by switching to an oxygen plasma
treatment. It is worth mentioning that the crystal belts do not exhibit any apparent
thickness reductions upon the employed low-energy plasma treatments.
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3.3 Thinning of α-MoO3 Single Crystal Belts Towards 2D
Nanosheets

Although the studies on α-MoO3-based 2D materials have emerged soon after those
ofTMDC-based2Dmaterials, the effort that has beenmadeon the former ismuch less
than on the latter. Theoretically, it has beenwell understood thatwhen the thickness of
2D TMDCs is reduced to single VDW layers, their indirect band gap [dominated by
the hybridizations of the transition metal (TM) and the chalcogenide atoms] converts
to direct band gap [dominated by the TM atoms] due to the varied effect of inter-
layer coupling as well as that of the quantum confinements [41]. This phenomenon
has been unambiguously confirmed by various experimental studies. However, this
situation is different for α-MoO3, where the theoretical calculations reveal no band
gap changes, not only for the direct band gap but also for the indirect band gap,
when its thickness is reduced to single VDW layers [24]. Unfortunately, consolidate
experimental evidence that can support this theoretical prediction is missing in the
literature [24, 25]. On the contrary, our experiments provide evidence that there is a
huge blue shift in the absorption edge of the single crystal α-MoO3 belts when the
thickness is thinned down towards 2D nanosheets. Meanwhile, an apparent mode
softening up to 5 cm−1 of the Mo-O-Mo stretching mode at about 818 cm−1 (Ag)
has been observed for the 2D α-MoO3 nanosheets as compared with that of the bulk
[26, 27]. To thin down the layer thickness of the crystal belts, we have employed
a few methods including mechanical exfoliation, gas-phase etching and aqueous
mechanical exfoliations assisted by bovine serum albumin (BSA).

Figure 8 shows the morphology, topography and spectroscopy results collected
from a mechanical exfoliated α-MoO3 flake and α-MoO3 single crystal belts with
varied thicknesses. The inset in Fig. 8b is the geometric structure of the flake derived
from the comparisons amongst the OM image, the AFM image and the Raman
intensitymappingof theAg mode around818cm−1 [seeFig. 8a, b and c, respectively],
which shows a single VDW layer, i.e. of ~1.4 nm thick, at the edge on the left. The
normalized Raman spectra in Fig. 8e show an apparent softening of the Ag mode at
~818 cm−1 for the single VDW layer as comparedwith those of the bulk crystals. The
mode softening of the α-MoO3 single VDW layer is also confirmed by the Raman
frequency mapping as shown in Fig. 8d, which was simultaneously recorded with
the intensity mapping in Fig. 8c. A plotting of the Raman intensities as a function of
their corresponding frequencies derived from the mappings as shown in Fig. 8c, d is
presented in Fig. 8f. One can see that the Ag mode frequency exhibits an apparent and
sharp softening as themode intensity is decreased lower than 1500 counts. Physically,
the Raman mode intensity is proportional to the layer thickness, especially for the
confocal Raman mapping, where the data collecting conditions are kept constant.
In this light, the Raman mode softening at the edge of the α-MoO3 flake provides
direct evidence for the thickness reduction of α-MoO3 approaching 2D nanosheets
realized by the mechanical exfoliation.
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Fig. 8 Mechanical exfoliation of the single crystal α-MoO3 belts using scotch tapes: a Optical
microscopy (OM) image of a piece of α-MoO3 after a few round of scotch tape exfoliations, bAFM
image of theα-MoO3 flake, showing the singleVDWlayer at the edge, c,d confocal Raman intensity
and frequencymappings of the Ag mode at around 818 cm−1, e normalized Raman spectra collected
from α-MoO3 belts with varied thickness as well as the single VDW layer at the edge of the flake,
f mode intensity varied as a function of the mode frequencies derived from the mappings in (c, d),
g absorption spectra in the form of (abs.× hν)2 collected from the samples in (e) and h optical band
gap energies as a function of the layer thickness of α-MoO3 derived from the absorption spectra in
(g). The inset shows the geometric structure derived for the α-MoO3 flake from the comparisons
between the AFM and OM images and the Raman intensity mapping. Figures partly reproduced
with permission from Ref. [26], Copyright 2017, Tsinghua University Press and Springer

Figure 8h shows a semi-log plot of the optical band gap energies, EOpt, derived
from the absorption spectra of the α-MoO3 single crystal belts as well as the exfoli-
ated 2D nanosheet, as a function of their thicknesses. One sees that when the layer
thickness is larger than 10 nm, the EOpt of α-MoO3 exhibits a linear increase with the
decrease in the layer thickness. However, when the layer thickness is decreased lower
than 10 nm, i.e. approaching the single VDW layer, the increment of EOpt is much
larger than that following the linear relationship. The thickness-reduction-induced
increase of EOpt has also been observed in γ-In2Se3 thin films with the thickness
larger than 10 nm and attributed to the quantum confinement effect caused by the
crystallites of the polycrystals [139]. However, the α-MoO3 belts in our work are
single crystal and the thickness of 10 nm is bigger than the critical size that exhibits
quantum confinement effect. In this regard, we have carried out finite difference time
domain (FDTD) calculations for the absorption spectrum of α-MoO3 with the previ-
ously reported optical refractive index [140]. The calculations indeed show a linear
relationship for the semi-log plot of EOpt as a function of the layer thickness in the
range of 10–104 nm [27], indicating that the thickness-reduction-induced increase
in the EOpt of α-MoO3 is most likely caused by the light interferences at the surface
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of the single crystal belts rather than changes in the electronic structures. On the
other hand, the much larger increment in the EOpt of the single VDW layer [see
Fig. 8h], which deviates from the linear fittings by up to 600 meV, has further been
observed for the 2D α-MoO3 nanosheets produced by gaseous chemical etching and
BSA-assisted aqueous exfoliations.

Gaseous XeF2 and HF have been employed for thinning down the single crystal
α-MoO3 belts via chemical etching on their surfaces. Our experiments show that
HF is more effective than XeF2 in the chemical etching and the etching of α-MoO3

can be realized layer by layer on the crystals free of surface defects [27]. Figure 9a

Fig. 9 Gaseous chemical etching and BAS-assisted aqueous exfoliation of α-MoO3 single crystal
belts towards 2D nanosheets: a AFM image taken from the α-MoO3 nanosheet after chemical
etching by gaseous HF, the height profile reveals a thickness of 6.4/3.2 nm for the inner/edge area,
i.e. around 8/4 VDW layers thick, b, c Raman intensity and frequency mappings of the nanosheets
produce by the HF-etching, d plot of the Raman intensities as a function of their corresponding
frequencies derived from the mappings, e optical absorption spectra in the form of (Abs. × hν)2

collected a bulk α-MoO3 belts and the inner/edge area of the nanosheet produced by the HF-etching,
f HRTEM image taken from the 2D α-MoO3 flakes produced byBSA-assisted aqueous exfoliations,
g optical absorption spectra collected from the aqueous exfoliated 2D α-MoO3 flakes and the BSA
solution and h Band gap energies calculated using the periodic DFT method for 2D α-MoO3 flakes
with varied anisotropic in-plane strains. Figures partly reproduced with permission from Ref. [26],
Copyright 2017, Tsinghua University Press and Springer
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shows an AFM image taken from a HF-etched α-MoO3 on a sapphire wafer. The
surface height profiling indicates that the inner and edge areas are of 6.4 (~8 VDW
layers) and 3.2 nm (~8 VDW layers) thick, respectively. The Raman intensity and
frequency mappings, shown in Fig. 9b and c, respectively, were measured for the Ag

mode at about 818 cm−1 of the HF-etched nanosheet; their correlations are plotted
in Fig. 9d, which confirm the mode softening when the thickness of α-MoO3 is
reduced approaching to ~4 VDW layers. Presented in Fig. 9e are the absorption
spectra in the form of (Abs. × hν)2 collected from a bulk α-MoO3 crystal and the
HF-etched nanosheet at the inner and edge areas. One sees that the absorption edge
is significantly blue shifted after the HF-etching and the thinner the nanosheet the
larger the blue shift.

The aqueous exfoliations were processed by carrying out ultrasonication of the α-
MoO3 crystal belts in BSA solutions. The BSAmolecules tend to attach their branch
ends to the surface of the crystals while floating their main body in the solution. By
applying ultrasound energy to the BSA molecules surrounding the crystals through
the solution, the surface layer of the crystal can be mechanically peeled off or exfo-
liated. Once the surface layer is peeled off, the exposed surface of both the parent
crystal and the peeled layer will be attached by the BSA molecules. By controlling
the centrifugation rate of the sonicated samples, the layer thickness of the exfoliated
nanosheets can be separated. Figure 9f presents a HRTEM image taken from an
aqueous exfoliated α-MoO3 nanosheet, from which the single-layer nanosheet and
the boundary between the single- and multiple-layer nanosheets are clearly distin-
guished as those indicated by the arrows. Presented in Fig. 9g are the absorbance
spectra collected from the MoO3-BSA samples A and B with varied layer thickness
of the nanosheets, the spectrum of the BSA solution is also presented for comparison.
It is seen that the more exfoliated sample A exhibits a huge blue shift in its absorption
edge as compared with the less exfoliated sample B.

Theoretically, impurities and/or defects tend to red shift, rather than blue shift, the
absorption edge of the host semiconductors. This is indeed what we have discussed
above that both the oxygen deficiencies and the hydrogen reductions can narrow
down the band gap of α-MoO3 crystals. Besides, the theoretical calculations suggest
no band gap changes of α-MoO3 when its thickness is thinned down to a single VDW
layer [24]. On the other hand, lattice strain has been well known as a mechanism
that can cause band gap changes as well as Raman mode shifts of crystalline semi-
conductors [141–143]. In fact, Cai et al. have already observed a red shift of the
Raman mode at ~818 cm−1 for 2D α-MoO3 as compared with that of the bulk crystal
and they attributed the red shift to an in-plane lattice expansion of the few-layer
α-MoO3 [125]. Interestingly, one sees in Fig. 9a that regular linear structural defects,
indicated by the arrow, have been created on the HF-etched α-MoO3 nanosheet.
These gas-phase etching-induced regular structural defects suggest an occurrence of
isotropic in-plane strain relaxation and/or redistribution when the α-MoO3 layer is
thinned down towards 2D nanosheets. In this light, we have calculated the electronic
structures for α-MoO3 nanosheets by introducing varied uniaxial in-plane strains,
i.e. strains along the [100]- and [001]-axis, respectively.
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Figure 9h presents the band gap energies derived from the electronic band struc-
tures of nanosheet α-MoO3 calculated using the periodic density functional theory
(DFT) with varied uniaxial in-plane strains. One sees that both the direct and indi-
rect band gap energies exhibit similar variation behaviours as a function of the in-
plane uniaxial strains. They increase with the lattice expansion in [100] direction
while decrease with the lattice expansion along the [001] direction. This result,
together with the regular linear structural defects formed on the surface of the α-
MoO3 nanosheets, provides clues to an in-plane redistribution and/or an anisotropic
relaxation of the residual lattice strains when the thickness of the [010]-oriented α-
MoO3 is reduced towards nanosheets. This unique of 2D α-MoO3 nanosheets might
also be useful in band gap tailoring of not only themselves but also their adjacent
layers in 2D heterostructures for additional functions and/or improved performances.

4 Hybrids of 2D TMDCs and α-MoO3 for Optoelectronic
Applications

4.1 Methods for 2D WS2/MoS2 Heterostructures and 2D
MoS2–MoO3 Composites

Heterostructures of 2D materials have been intensively studied in recent years, and
the typical studies are focused on vertical stacking of different 2D nanosheets, lateral
epitaxy of heterojunctions and hierarchical hybrids of 2D materials [7, 144–147].
The vertical 2D heterostructures are usually fabricated by transfer of 2D nanosheets
while the 2D nanosheets, as the building blocks, can be those produced by exfo-
liations and/or depositions [148, 149]. The vertical 2D heterostructures can also
be produced by monolithic growth methods via switching the reaction species
through controlling the precursor sources in a similar way to those for the growth
of conventional semiconductor heterostructures [22, 150]. In comparison, the lateral
2D heterostructures are mainly grown by depositions, typically CVD, either using
the single-step synthesis that is based on in-plane phase separations or the two-step
synthesis that switches the source precursors from one step to another [6, 150]. Wet-
chemical synthesis is the dominant method that has been employed to composite the
hierarchical hybrids of 2D materials [147].

Magnetron sputtering has long been developed in our research group not only for
traditional semiconductor thin films but also for 2D TDMCs [60, 110, 151, 152].
With this technique, we have also explored monolithic growth of 2D WS2/MoS2
heterostructures without any post-growth sulfurization [22]. It is worth mentioning
that the source precursors of the employed reactive sputtering are supplied from
metal target and sulphur powder, both are installed in the vacuum chamber of the
sputtering reactor. During growth, argon is fed into the chamber as the working gas;
its plasma via controlled discharging is guided by the magnetic field to bombard the
metal target, so as to produce the TM reaction species. The sulphur powder is loaded
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in aKnudsen-cell-like evaporator and its partial pressure during the sputtering growth
can be controlled by the cell temperature. The substrate temperature was generally
kept at about 750 °C for the growth of the 2D TMDC layers.

Figure 10 presents the results of a patterned growth of 2D MoS2 and WS2/MoS2
heterostructure by the above-mentioned reactionmagnetron sputtering. Figure 10a, b
shows the OM and AFM images collected at the boundary area of the 2DWS2/MoS2
heterostructure and the monolayer thick MoS2. The height profile shown in the inset
in Fig. 10b indicates that the WS2 is also about a monolayer thick. Figure 10c–
e presents the element distributions of W, Mo and S, respectively, measured by
time-of-flight secondary ion-mass spectroscopy (TOF-SIMS) across the boundary
area between the 2D MoS2 and the 2D WS2/MoS2 heterostructure. Figure 10f, g
shows the PL (normalized) and Raman spectra collected from the monolayer MoS2

Fig. 10 Growth of 2D MoS2 and WS2/MoS2 heterostructures by reactive magnetron sputtering
using metal targets and sulphur powder as the source materials: a microscopy image showing
the growth of 2D MoS2 and WS2/MoS2 heterostructure, b AFM image showing the monolayer
thickness of the grown layer, c, d, e elemental mappings of W, Mo, and S measured by time-of-
flight secondary ion-mass spectroscopy, f normalized PL spectra, gRaman spectra, h, i, j core levels
of Mo3d, W4f, and S2p collected by XPS and k, l valance band spectra collected by XPS. Figures
reproduced with permission from Ref. [22], Copyright 2018, The Royal Society of Chemistry
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and WS2/MoS2 heterostructure, as well as a monolayer WS2, indicating their high-
quality crystalline structures. The relativemode shifts in the Raman features ofMoS2
in the 2D WS2/MoS2 heterostructure with respect to those in the single MoS2 layer
provide evidence for the presence of interlayer coupling and exciton relaxation at the
heterointerface. Further, TEM studies and theoretical simulations confirmed that the
interlayer coupling between WS2 and MoS2 is associated with the in-plane align-
ment of their crystallographic orientations, i.e. the twist angle of the heterostructural
stacking [22].

Figure 10h–j presents the core levels of Mo3d, W4f and S2p collected by XPS
from the single-layer MoS2, the 2D WS2/MoS2 heterostructure and the single-layer
WS2. They, together with the valence band maxima (VBM) of the single-layer MoS2
shown in Fig. 10k and the 2DWS2/MoS2 heterostructure shown in Fig. 10l, reveal a
type-II band alignment of the 2DWS2/MoS2 heterojunction. The band offsets across
the heterojunction of the 2D WS2/MoS2 heterostructure, in terms of the separations
between the VBM and the core levels [153, 154], are 0.41 and 0.25 eV for the
conduction and valance band, respectively [22].

To synthesize MoS2–MoO3 nanosheets composite films, we have employed a
wet-chemical intercalation and exfoliation method [155]. For this process, MoS2
powder (0.6 g) was intercalated using an n-butyllithium solution (0.8 mL) in an
argon environment. After removal of the excess lithium and organic residuals by
washing in hexane for a few times, the material was exfoliated by ultrasonication
in deionized water (1 mg/mL), followed by centrifugation at 2000 rpm for 5 min
so that the larger MoS2 blocks can be removed. The resultant solution was diluted
to 0.1 mg/ML for the deposition of thin films on desired substrates. In this work,
we have deposited the exfoliated nanosheets with a thickness of about 2 μm on a
cellulose ester membrane through a vacuum filtering process.

Figure 11 presents the experimental results of the obtained MoS2–MoO3

nanosheets composite on the cellulose membrane. The top-view SEM image in
Fig. 11a shows the porous structured layer, consisted of loosely stacked nanosheet
composites, with a lateral dimension of a few hundred micrometres. The interca-
lation of lithium ions into the VDW gaps of MoS2 gives rise to the fragments of
the multiple layer nanosheets. The top-view SEM images with increased magnifi-
cations in Fig. 11b, c show the winkle up of the nanosheets due to the compressive
strain developed during the chemical exfoliation for the 2D layered film structures
with reduced thickness-to-area ratios. Microscale flakes are also seen as shown in
Fig. 11d, their elemental distributions mapped by energy-dispersive X-ray spec-
troscopy (EDX), aiming at S [Fig. 11e], Mo [Fig. 11f] and O [Fig. 11g], indicate
that they are O-rich and Mo/S-poor and attributable to remaining lithium oxides
and/or hydroxides developed along with the intercalations. The EDX mappings also
reveal the coexistence of Mo and O in the areas free of microscale flakes, which is
further validated by XPS and identified, in terms of their valance states, as of the
presence of MoO3 on the surface of MoS2 of the film [155]. Figure 11h shows a
cross-sectional SEM image while Fig. 11i, j shows the cross-sectional TEM images
recorded with varied magnifications. They show that the overall layer [~2 μm thick,
see Fig. 11h] consists of thin nanosheet stacks of ~10 nm thick [see Fig. 11i] while
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Fig. 11 Synthesis of MoS2–MoO3 nanosheets composites using the wet-chemical method: a, b,
c top-view field-emission SEM images collected from the 2D MoS2–MoO3 composites at varied
magnifications, d, e, f, g SEM image and element distributions of S, Mo, and O measured by
energy-dispersive X-ray spectroscopy (EDX), h Cross-sectional SEM image, i, j Cross-sectional
TEM images collected at variedmagnifications and k, lXRDpatterns andRaman spectrumcollected
from the wet-chemical processed 2DMoS2–MoO3 nanosheets composite. Figures reproduced with
permission from Ref. [155], Copyright 2019, American Chemical Society

the thin stacks consist of nanosheets of ~0.63 nm thick [i.e. a single VDW layer of
MoS2, see Fig. 11j].

TheXRDpatterns inFig. 11k and theRaman spectrum inFig. 11l provide evidence
that the wet-chemical processed nanosheets consisted of crystalline MoO3 (JCPDS
no. 05-0508) and MoS2 (JCPDS no. 65-1951), as well as a small amount of LiOH.
Detailed XPS analyses revealed that both the 2H- and 1T-phase are existing with
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the MoS2 crystals due partly to the 2H-to-1T phase changes [102, 156]. They also
revealed the presence of MoO3, which is consistent with the XRD and Raman spec-
troscopic studies as shown in Fig. 11i and j, respectively. The presence of MoO3

can be attributed to surficial oxidation of the MoS2 nanosheets. The complex phase
structure and the chemical composition of the nanosheets composite are strongly
depending on the process time, intercalation efficiency, restacking of the exfoliated
nanosheets, etc. [157]. The phase compositions of the obtained 2D MoS2–MoO3

nanosheets composite are 1T-MoS2:2H-MoS2:MoO3 = 1:4.6:2.5 in weight ratios.
These compositions could play important roles in device performance and can be
tuned by controlling the intercalation and exfoliation processes.

4.2 Flexible Multiband Photodetector Based on 2D
MoS2–MoO3 Composites

To fabricate photodetectors with the 2D MoS2–MoO3 nanosheets composite
deposited on flexible cellulose ester membranes, rectangular PEDOT:PSS electrodes
(5.4 mm × 1.0 mm), which have the advantages of being flexible, transparent and
physical/chemical stable, etc., were prepared by inkjet-printing [155]. The spatial
separation between the pairs of electrode pads is 1.0 mm, and the overlap of the
electrode on the composite film is about 1.0 mm that forms an active area of 1.0 ×
1.0 mm2. The electrodes, after being printed on the composite-on-membrane, were
annealed at 100 °C for 30 min to improve the conductivity. The device performance
was characterized by I–V tests in a voltage range of −6.5 to 6.5 V with a scanning
rate of 0.1 V/s. Its photoresponse was tested by switching the on/off states at an
interval of 30 s. For this test, the device was biased at a constant voltage, i.e. 5 V
and illuminated by lasers with the wavelength of 405 nm (purple), 532 nm (green)
and 650 nm (red), respectively. The power densities on the surface of the device are
6.21 and 5.09 and 0.968 mW/mm2 for the purple, green and red laser illuminations,
respectively.

Figure 12 presents the schematic structures of the photodetector device and its
I–V performance under dark and laser illuminations at the wavelength of 405, 532
and 650 nm, respectively. One sees that the I–V profiles of the junction between
the PEDOT:PSS electrode and the composite film exhibit a linear behaviour in
Fig. 12b, indicating the formation of ohmic contact. The laser illuminations signifi-
cantly reduce the resistance of the device via generating photocarriers and thus the
photocurrent [105]. As is mentioned above that nanosheet wrinkles are formed on the
surface of the composite film, which could interact with incident light with enhanced
efficiencies through multiple reflections that, in turn, facilitates the light absorptions
and the generation of photocarriers.

Figure 12c presents the time-resolved photocurrents collected at a bias of 5 V
of the device, which shows a stable and repeatable response to the on/off switches
of the laser illuminations. The maximum photocurrents generated by the purple,
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Fig. 12 Schematic diagrams (a), I–V curves (b) and time-resolved photocurrent biased at 5 V (c) of
the multiple bands photodetector fabricated on flexible cellulose ester membranes using the wet-
chemical exfoliated 2D MoS2–MoO3 nanosheets composite and the inkjet-printed PEDOT:PSS
electrodes. Figures reproduced with permission from Ref. [155], Copyright 2019, American
Chemical Society

green and red lasers are 3.56, 3.31 and 2.66 μA, respectively. A detailed analysis
of the time-resolved photocurrents revealed a faster response (i.e. in the range of
~5 s) of the device to green and red laser illuminations while a slow response (i.e.
in the range of ~15 s) to the purple ones. These comparisons, together with the
relative photocurrent densities induced by the different wavelength illuminations,
are ascribed to the enhanced photoelectrons generated by both MoS2 and MoO3.
The inclusions of the 1T-phase MoS2 in the composite film might also improve its
electric conductivity and enhance its charge transport efficiency.

Table 1 summarizes the device performance of the photodetector fabricated on
the flexible eater membrane using the 2D MoS2–MoO3 nanosheets composite film
and the inkjet-printed PEDOT:PSS electrodes; comparisons were made by changing
the laser illumination wavelength. One sees that the photodetector shows the best
performance except for the slow switching characters, under the 405-nm laser illu-
minations as compared with those under 532- and 650-nm laser illuminations. Also
seen is that the responsivity of so-fabricated photodetector is comparable to others
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Table 1 Device performance of the multiband photodetector fabricated on the flexible cellulose
ester membranes using the wet-chemical exfoliated 2D MoS2–MoO3 nanosheets composite
and the inkjet-printed PEDOT:PSS electrodes. The performances of some typical MoS2-based
photodetectors reported in recent literature are also listed for comparison. Table reproduced with
permission from Ref. [155], Copyright 2019, American Chemical Society

Laser λ (nm) Photocurrent biased
at 5 V (μA)

Time (s) Quantum
efficiency (%)

Responsivity
(mA/W)

Maximum Absolute Response Recovery External Internal

Purple 405 3.56 0.835 17.5 15.3 0.041 0.063 0.134

Green 532 3.31 0.636 4.3 5.6 0.029 0.042 0.125

Red 650 2.66 0.070 6.4 4.9 0.014 0.020 0.072

Recently reported in the literature [158–161]

Liquid-exfoliated MoS2 under UV-visible–NIR [158] 0.036

Inkjet-printed MoS2 under visible [159] ~0.10

Solution-derived MoS2 under UV-visible [160] 0.063

Solution-processed MoS2 under broadband light (biased at 15 V) [161] 0.10

recently reported in the literature although the illumination conditions might be
different [158–161]. It is worth mentioning that the device does not show any signif-
icant degradation in its photodetection performance after being bent for up to 600
cycles, demonstrating the flexible and robust device characters as desired.

5 Conclusion and Outlook

In this chapter,wehave introduced the latest advances inMoS2-based2DTMDCs, 2D
α-MoO3, as well as their 2D hybrid structures and composites towards optoelectronic
applications. For the MoS2-based 2D TMDCs, we have overviewed the emergence
and development of bottom-up synthesismethods, including TVS, TVD andCVD, to
attain high-quality, large area and uniform single-layer TMDCs nanosheets. Through
the discussions about the TVS and TVD methods developed in our group for 2D
TMDCs, we demonstrated that the TVS method can deliver larger area and uniform
2Dnanosheets that can be feasibly controlled in doping densities and alloying compo-
sitions during the source film deposition stage. However, the crystal quality of such
2D nanosheets is relatively low due to the small grain sizes, typically in the range
of 10–30 nm. Also demonstrated by the TVS method is that vertical aligned 2D
nanosheets can be obtained, which could have important consequence for photocat-
alytic applications with the dangling bonds, being rich at the edge of the nanosheets
on the film surface, as the active reaction sites.

For the TVD method, we have developed a dispersive growth that controls the
nucleation sites and the transport of reaction source species, i.e. via migrating on the
grown surface of the 2D nanosheets, to grow large area, high-quality single-layer
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MoS2 crystals. The encapsulating mask used to control the crystal nucleation sites as
well as the transport of the source species can also be shifted away from the surface
of the substrate to standing in its upstream. With this method (and its fine tunings),
the grain size of the single-layer 2D nanosheets can be significantly increased to
a few tens of microns and nanosheets can be grown in wafer scale, i.e. up to 2-in.
diameter. Unfortunately, the crystal grains, although continuously in-planemerged in
singe layers, do not have a collective in-plane orientation; crystal defects are formed
at the grain boundaries. This is one of the biggest issues that have to be solved
before systematically integrating such 2D materials into conventional industrialized
semiconductor technologies.

Compared to the extensive studies and the abundant new knowledge obtained
on 2D TDMCs, the investigation on 2D α-MoO3 is still at the beginning stage. In
general, the theoretical studies reveal none or minor changes in the electronic band
gaps of α-MoO3 crystals when its thickness is reduced from bulk to approaching
a few van der Waals layers. However, experimental evidence that can support this
prediction is lacking in the literature. We have employed TVD method and success-
fully synthesized high-quality single crystal α-MoO3 belt crystals. These crystal belts
were further treated under oxygen-free environment, i.e. liquid sulphur, for defects
engineering. The defect engineering was also studied by carrying out the plasma
treatments and switching the working gas between argon and oxygen. Gaseous phase
chemical etching,mechanical exfoliation and aqueous exfoliationmethods have been
explored to make 2D α-MoO3 nanosheets from the belt crystals, they provide clear
evidence for the absorption edge blue shift and the Raman mode softening of the 2D
α-MoO3 as compared with those of the bulk crystal. We have attributed the observed
changes, via theoretical calculations, to an anisotropic in-plane strain relaxation
or redistribution. Further dedicated experiments are needed to validate the strain
evolutions upon thickness reductions of 2D α-MoO3.

Hybrids of 2D TMDCs and 2D α-MoO3 have also been presented and discussed
based on reactive magnetron sputtering growth 2D WS2/MoS2 heterostructures and
wet-chemical process of 2DMoS2–MoO3 composite films.Metal targets and sulphur
powder were installed in the sputtering reactor for supplying the reaction species
while the wet-chemical method is based on lithium ions intercalation and chem-
ical exfoliation of MoS2 powders. XPS studies revealed that the 2D heterostruc-
ture with a single-layer WS2 monotonically grown on a single-layer MoS2 forms
a type-II heterojunction; the offsets in the conduction and valance bands of the 2D
WS2/MoS2 heterostructure are 0.41 and 0.25 eV, respectively. The XPS, XRD and
Raman scattering studies of the 2D MoS2–MoO3 nanosheets composites revealed
that they consist of 1T-MoS2, 2H-MoS2 and MoO3 at a weight ratio of 1:4.6:2.5.
The inclusions of 1T-phase MoS2 are due to the chemical process induced 2H-to-1T
phase changes of MoS2 while those of MoO3 are due to partial oxidations of the
MoS2 nanosheets.

To demonstrate the optoelectronic application of the 2DMoS2–MoO3 nanosheets
composite, we have coated them on flexible cellulose ester membranes followed by
inkjet-printing of PEDOT:PSS electrodes to fabricate a photodetector. The ohmic
contact between the composite and the PEDOT:PSS electrodes of the fabricated
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photodetector can be improved by annealing at 100 °C for 30 min. The fabri-
cated photodetector was tested under laser illuminations at the wavelength of 405,
532 and 650 nm, respectively. The results demonstrated high sensitivities of the
designed cellulosemembrane-supported2DMoS2–MoO3 nanosheets composite film
in response to the specific illuminations at certain wavelengths. The test of device
bending for up to 600 cycles does not show any significant performance degrada-
tions, demonstrating the desired flexibility and robustness for potential applications
in wearable electronics. Nevertheless, the device structures and the material qualities
of the 2D nanosheets composite, including its phase structures and chemical compo-
sitions, are the key factors that could be optimized to further improve the device
performance.
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Y.-C. Kung, D. Krasnozhon, M.-W. Chen, S. Bertolazzi, P. Gillet, A. Fontcuberta i Morral,
A. Radenovic, A. Kis, ACS Nano 9, 4611 (2015)

70. Z. Cai, B. Liu, X. Zou, H.-M. Cheng, Chem. Rev. 118, 6091 (2018)
71. W. Hao, C. Marichy, C. Journet, 2D Mater. 6, 012001 (2018)
72. Y. Kim, J.-G. Song, Y.J. Park, G.H. Ryu, S.J. Lee, J.S. Kim, P.J. Jeon, C.W. Lee, W.J. Woo, T.

Choi, H. Jung, H.-B.-R. Lee, J.-M. Myoung, S. Im, Z. Lee, J.-H. Ahn, J. Park, H. Kim, Sci.
Rep. 6, 18754 (2016)

73. H. Liu, J. Mol. Eng. Mater.04, 1640010 (2016)
74. H.G. Kim, H.-B.-R. Lee, Chem. Mater. 29, 3809 (2017)
75. V. Kranthi Kumar, S. Dhar, T.H. Choudhury, S.A. Shivashankar, S. Raghavan, Nanoscale 7,

7802 (2015)
76. K. Kang, S. Xie, L. Huang, Y. Han, P.Y. Huang, K.F. Mak, C.-J. Kim, D. Muller, J. Park,

Nature 520, 656 (2015)
77. H. Jeong, D.Y. Kim, J. Kim, S. Moon, N. Han, S.H. Lee, O.F.N. Okello, K. Song, S.-Y. Choi,

J.K. Kim, Sci. Rep. 9, 5736 (2019)
78. D. Andrzejewski, M. Marx, A. Grundmann, O. Pfingsten, H. Kalisch, A. Vescan, M. Heuken,

T. Kümmell, G. Bacher, Nanotechnology 29, 295704 (2018)
79. S. Hussain, M.A. Shehzad, D. Vikraman, M.F. Khan, J. Singh, D.-C. Choi, Y. Seo, J. Eom,

W.-G. Lee, J. Jung, Nanoscale 8, 4340 (2016)
80. H. Liu, A. Iskander, N.L. Yakovlev, D. Chi, Mater. Lett. 160, 491 (2015)
81. H. Liu, Vacuum 154, 44 (2018)
82. A.L. Elías, N. Perea-López, A. Castro-Beltrán, A. Berkdemir, R. Lv, S. Feng, A.D. Long,

T. Hayashi, Y.A. Kim, M. Endo, H.R. Gutiérrez, N.R. Pradhan, L. Balicas, T.E. Mallouk, F.
López-Urías, H. Terrones, M. Terrones, ACS Nano 7, 5235 (2013)

83. J.-G. Song, G.H. Ryu, S.J. Lee, S. Sim, C.W. Lee, T. Choi, H. Jung, Y. Kim, Z. Lee, J.-M.
Myoung, C. Dussarrat, C. Lansalot-Matras, J. Park, H. Choi, H. Kim, Nat. Commun. 6, 7817
(2015)

84. L.K. Tan, B. Liu, J.H. Teng, S. Guo, H.Y. Low, K.P. Loh, Nanoscale 6, 10584 (2014)
85. J. Cheng, C. Wang, X. Zou, L. Liao, Adv. Opt. Mater. 7, 1800441 (2019)



242 H. Liu

86. D. Jariwala, S.L. Howell, K.-S. Chen, J. Kang, V.K. Sangwan, S.A. Filippone, R. Turrisi, T.J.
Marks, L.J. Lauhon, M.C. Hersam, Nano Lett. 16, 497 (2016)

87. R. Degl’Innocenti, L. Xiao, D.S. Jessop, S.J. Kindness, Y. Ren, H. Lin, J.A. Zeitler, J.A.
Alexander-Webber, H.J. Joyce, P. Braeuninger-Weimer, S. Hofmann, H.E. Beere, D.A.
Ritchie, ACS Photon. 3, 1747 (2016)

88. J.-K. Huang, J. Pu, C.-L. Hsu, M.-H. Chiu, Z.-Y. Juang, Y.-H. Chang, W.-H. Chang, Y. Iwasa,
T. Takenobu, L.-J. Li, ACS Nano 8, 923 (2014)

89. R. Cheng, D. Li, H. Zhou, C. Wang, A. Yin, S. Jiang, Y. Liu, Y. Chen, Y. Huang, X. Duan,
Nano Lett. 14, 5590 (2014)

90. Q. Bao, K.P. Loh, ACS Nano 6, 3677 (2012)
91. D. Schall, D. Neumaier, M. Mohsin, B. Chmielak, J. Bolten, C. Porschatis, A. Prinzen, C.

Matheisen, W. Kuebart, B. Junginger, W. Templ, A.L. Giesecke, H. Kurz, ACS Photon. 1,
781 (2014)

92. G. Jo, M. Choe, S. Lee, W. Park, Y.H. Kahng, T. Lee, Nanotechnology 23, 112001 (2012)
93. M. Yankowitz, J. Jung, E. Laksono, N. Leconte, B.L. Chittari, K. Watanabe, T. Taniguchi, S.

Adam, D. Graf, C.R. Dean, Nature 557, 404 (2018)
94. F. Schwierz, Proc. IEEE 101, 1567 (2013)
95. F. Schwierz, in Graphene Transistors—A New Contender for Future Electronics (2010),

p. 1202
96. L. Ju, B. Geng, J. Horng, C. Girit, M. Martin, Z. Hao, H.A. Bechtel, X. Liang, A. Zettl, Y.R.

Shen, F. Wang, Nat. Nanotechnol. 6, 630 (2011)
97. A. Ishikawa, T. Tanaka, Appl. Phys. Lett. 102, 253110 (2013)
98. S. Ogawa, M. Shimatani, S. Fukushima, S. Okuda, K. Matsumoto, Opt. Express 26, 5665

(2018)
99. M.M. Furchi, A. Pospischil, F. Libisch, J. Burgdörfer, T. Mueller, Nano Lett. 14, 4785 (2014)
100. Q.H. Wang, K. Kalantar-Zadeh, A. Kis, J.N. Coleman, M.S. Strano, Nat. Nanotechnol. 7, 699

(2012)
101. B. Liu, A. Abbas, C. Zhou, Adv. Electron. Mater. 3, 1700045 (2017)
102. G. Eda, H. Yamaguchi, D. Voiry, T. Fujita, M. Chen, M. Chhowalla, Nano Lett. 11, 5111

(2011)
103. H.F. Liu, S.L. Wong, D.Z. Chi, Chem. Vap. Deposition 21, 241 (2015)
104. H.F. Liu, Y.D. Wang, M. Lin, L.T. Ong, S.Y. Tee, D.Z. Chi, RSC Adv. 5, 48647 (2015)
105. H.F. Liu, K.K.A. Antwi, N.L. Yakovlev, H.R. Tan, L.T. Ong, S.J. Chua, D.Z. Chi, ACS Appl.

Mater. Interfaces 6, 3501 (2014)
106. H.F. Liu, K.K.A. Antwi, Y.D.Wang, L.T. Ong, S.J. Chua, D.Z. Chi, RSCAdv. 4, 58724 (2014)
107. H. Liu, S. Guo, R.B. Yang, C.J.J. Lee, L. Zhang, ACSAppl. Mater. Interfaces 9, 26201 (2017)
108. K.R. McClay, P.G. Ellis, Mineral. Mag. 47, 527 (2018)
109. H.F. Liu, A. Huang, D.Z. Chi, J. Phys. D Appl. Phys. 43, 455405 (2010)
110. H. Liu, D. Chi, J. Vac. Sci. Technol. A 30, 04D102 (2012)
111. C. Liu, D. Kong, P.-C. Hsu, H. Yuan, H.-W. Lee, Y. Liu, H. Wang, S. Wang, K. Yan, D. Lin,

P.A. Maraccini, K.M. Parker, A.B. Boehm, Y. Cui, Nat. Nanotechnol. 11, 1098 (2016)
112. D. Kong, H. Wang, J.J. Cha, M. Pasta, K.J. Koski, J. Yao, Y. Cui, Nano Lett. 13, 1341 (2013)
113. H. Wang, Z. Lu, S. Xu, D. Kong, J.J. Cha, G. Zheng, P.-C. Hsu, K. Yan, D. Bradshaw, F.B.

Prinz, Y. Cui, Proc. Natl. Acad. Sci. 110, 19701 (2013)
114. M. Heuken, A. Grundmann, H. Kalisch, A. Vescan, Hydride-Free MOCVD of 2D MoS2 and

2DWS2 for Optoelectronic Applications (Conference Presentation), Vol. 10940 (SPIE, 2019)
115. S. Cwik, D. Mitoraj, O. Mendoza Reyes, D. Rogalla, D. Peeters, J. Kim, H.M. Schütz, C.

Bock, R. Beranek, A. Devi, Adv. Mater. Interfaces 5, 1800140 (2018)
116. B. Kalanyan, W.A. Kimes, R. Beams, S.J. Stranick, E. Garratt, I. Kalish, A.V. Davydov, R.K.

Kanjolia, J.E. Maslar, Chem. Mater. 29, 6279 (2017)
117. P.L. Gai, Philos. Mag. A 43, 841 (1981)
118. S. Barber, J. Booth, D.R. Pyke, R. Reid, R.J.D. Tilley, J. Catal. 77, 180 (1982)
119. Z. Li, Y. Li, E. Zhan, N. Ta, W. Shen, J. Mater. Chem. A 1, 15370 (2013)



MoS2- and MoO3-Based Ultrathin Layered Materials … 243

120. M. Kröger, S. Hamwi, J. Meyer, T. Riedl, W. Kowalsky, A. Kahn, Org. Electron. 10, 932
(2009)

121. Y. Nakayama, K. Morii, Y. Suzuki, H. Machida, S. Kera, N. Ueno, H. Kitagawa, Y. Noguchi,
H. Ishii, Adv. Func. Mater. 19, 3746 (2009)

122. Z. Chen, I. Santoso, R. Wang, L.F. Xie, H.Y. Mao, H. Huang, Y.Z. Wang, X.Y. Gao, Z.K.
Chen, D. Ma, A.T.S. Wee, W. Chen, Appl. Phys. Lett. 96, 213104 (2010)

123. L. D’Arsié, S. Esconjauregui, R. Weatherup, Y. Guo, S. Bhardwaj, A. Centeno, A. Zurutuza,
C. Cepek, J. Robertson, Appl. Phys. Lett. 105, 103103 (2014)

124. M. Kröger, S. Hamwi, J.Meyer, T. Riedl,W. Kowalsky, A. Kahn, Appl. Phys. Lett. 95, 123301
(2009)

125. L. Cai, C.J. McClellan, A.L. Koh, H. Li, E. Yalon, E. Pop, X. Zheng, Nano Lett. 17, 3854
(2017)

126. M.B. Sreedhara, A.L. Santhosha, A.J. Bhattacharyya, C.N.R. Rao, J. Mater. Chem. A 4, 9466
(2016)

127. S. Balendhran, S. Walia, H. Nili, J.Z. Ou, S. Zhuiykov, R.B. Kaner, S. Sriram, M. Bhaskaran,
K. Kalantar-zadeh, Adv. Func. Mater. 23, 3952 (2013)

128. M. Epifani, P. Imperatori, L. Mirenghi, M. Schioppa, P. Siciliano, Chem. Mater. 16, 5495
(2004)

129. M. Chen, C.M. Friend, E. Kaxiras, J. Am. Chem. Soc. 123, 2224 (2001)
130. S. Yazdani, R. Kashfi-Sadabad, T.D. Huan, M.D. Morales-Acosta, M.T. Pettes, Langmuir 34,

6296 (2018)
131. R. Naouel, H. Dhaouadi, F. Touati, N. Gharbi, Nano-Micro Lett. 3, 242 (2011)
132. H.-U. Kim, J. Son, A. Kulkarni, C. Ahn, K.S. Kim, D. Shin, G.Y. Yeom, T. Kim,

Nanotechnology 28, 175601 (2017)
133. R. Kashfi-Sadabad, S. Yazdani, T.D. Huan, Z. Cai, M.T. Pettes, J. Phys. Chem. C 122, 18212

(2018)
134. A. Borgschulte, O. Sambalova, R. Delmelle, S. Jenatsch, R. Hany, F. Nüesch, Sci. Rep. 7,

40761 (2017)
135. K. Eda, J. Solid State Chem. 98, 350 (1992)
136. L.A. Bursill, J.S. Anderson, Proc. R. Soc. Lond. A Math. Phys. Sci. 311, 267 (1969)
137. R. L. Smith, Thesis, Carnegie Mellon University, 1998
138. R.L. Smith, G.S. Rohrer, J. Catal. 173, 219 (1998)
139. C.-H. Ho, Y.-C. Chen, RSC Adv. 3, 24896 (2013)
140. L. Lajaunie, F. Boucher, R. Dessapt, P. Moreau, Phys. Rev. B 88, 115141 (2013)
141. H.F. Liu, S.J. Chua, J. Appl. Phys. 106, 023511 (2009)
142. H.F. Liu, H.L. Seng, J.H. Teng, S.J. Chua, D.Z. Chi, J. Cryst. Growth 402, 155 (2014)
143. H.F. Liu, S.B. Dolmanan, L. Zhang, S.J. Chua, D.Z. Chi, M. Heuken, S. Tripathy, J. Appl.

Phys. 113, 023510 (2013)
144. A. Pant, Z. Mutlu, D. Wickramaratne, H. Cai, R.K. Lake, C. Ozkan, S. Tongay, Nanoscale 8,

3870 (2016)
145. W.-T. Hsu, Z.-A. Zhao, L.-J. Li, C.-H. Chen, M.-H. Chiu, P.-S. Chang, Y.-C. Chou, W.-H.

Chang, ACS Nano 8, 2951 (2014)
146. S.L. Wong, H. Liu, D. Chi, Prog. Cryst. Growth Charact. Mater. 62, 9 (2016)
147. C. Tan, X. Cao, X.-J. Wu, Q. He, J. Yang, X. Zhang, J. Chen, W. Zhao, S. Han, G.-H. Nam,

M. Sindoro, H. Zhang, Chem. Rev. 117, 6225 (2017)
148. M.Z. Bellus, F. Ceballos, H.-Y. Chiu, H. Zhao, ACS Nano 9, 6459 (2015)
149. H. Fang, C. Battaglia, C. Carraro, S. Nemsak, B. Ozdol, J.S. Kang, H.A. Bechtel, S.B. Desai,

F. Kronast, A.A. Unal, G. Conti, C. Conlon, G.K. Palsson, M.C. Martin, A.M. Minor, C.S.
Fadley, E. Yablonovitch, R. Maboudian, A. Javey, Proc. Natl. Acad. Sci. 111, 6198 (2014)

150. Y. Gong, S. Lei, G. Ye, B. Li, Y. He, K. Keyshar, X. Zhang, Q. Wang, J. Lou, Z. Liu, R. Vajtai,
W. Zhou, P.M. Ajayan, Nano Lett. 15, 6135 (2015)

151. H.F. Liu, C.C. Tan, G.K. Dalapati, D.Z. Chi, J. Appl. Phys. 112, 063114 (2012)
152. H.F. Liu, S.J. Chua, G.X. Hu, H. Gong, N. Xiang, J. Appl. Phys. 102, 083529 (2007)
153. H.F. Liu, G.X. Hu, H. Gong, K.Y. Zang, S.J. Chua, J. Vac. Sci. Technol. A 26, 1462 (2008)



244 H. Liu

154. H. F. Liu, K.K. Ansah Antwi, C.S. Chua, J. Huang, S.J. Chua, D.Z. Chi, ECS Solid State Lett.
3, P131 (2014)

155. Y. Wei, V.-T. Tran, C. Zhao, H. Liu, J. Kong, H. Du, ACS Appl. Mater. Interfaces 11, 21445
(2019)

156. Z. Yin, X. Zhang, Y. Cai, J. Chen, J.I. Wong, Y.-Y. Tay, J. Chai, J. Wu, Z. Zeng, B. Zheng,
H.Y. Yang, H. Zhang, Angew. Chem. Int. Ed. 53, 12560 (2014)

157. Y. Yu, G.-H. Nam, Q. He, X.-J. Wu, K. Zhang, Z. Yang, J. Chen, Q. Ma, M. Zhao, Z. Liu,
F.-R. Ran, X. Wang, H. Li, X. Huang, B. Li, Q. Xiong, Q. Zhang, Z. Liu, L. Gu, Y. Du, W.
Huang, H. Zhang, Nat. Chem. 10, 638 (2018)

158. D.-S. Tsai, K.-K. Liu, D.-H. Lien, M.-L. Tsai, C.-F. Kang, C.-A. Lin, L.-J. Li, J.-H. He, ACS
Nano 7, 3905 (2013)

159. J. Li, M.M. Naiini, S. Vaziri, M.C. Lemme, M. Östling, Adv. Func. Mater. 24, 6524 (2014)
160. Y. Lee, J. Yang, D. Lee, Y.-H. Kim, J.-H. Park, H. Kim, J.H. Cho, Nanoscale 8, 9193 (2016)
161. G. Cunningham, U. Khan, C. Backes, D. Hanlon, D.McCloskey, J.F. Donegan, J.N. Coleman,

J. Mater. Chem. C 1, 6899 (2013)



Optoelectronic Properties
of Nanocrystalline Silicon-Based
Superlattice Structures

Pratima Agarwal and Asha Yadav

Abstract Superlattice structures consist of alternate layers of two different mate-
rials, each having a fixed thickness. These structures thus have an additional peri-
odicity along the growth direction and thus behave like a quasi-crystal with a peri-
odicity much larger than that in single-crystal materials having a periodicity of the
order of lattice constant of crystal and exhibit several interesting phenomena. The
optical, electrical and other physical properties of these structures are significantly
different from those of individual layers. In the present article, we present some
interesting experimental results observed for nc-Si/a-Si:H-based superlattice struc-
tures. Though the lattice constant and electron affinity of nc-Si/a-Si:H are nearly
matched, their structural, electrical and optical properties are significantly different.
Our studies show that the electrical transport properties of these structures can be
tuned by controlling the thickness of the individual layer. The superlattice struc-
tures with thick individual layers show excess conductivity in dark after exposure to
light. On the other hand, strong photoluminescence (PL) signal in the visible range is
observed for the structureswith thin individual layers and the PLpeak energy depends
upon the thickness of the nc-Si layer. The nc-Si/a-Si:H superlattice structures can be
used for silicon-based photonic devices in the integrated circuits.

1 Introduction

Superlattice structures are a new class of materials, which consists of alternate layers
of two different materials each having a fixed thickness. The unit building block of
these superlattice structures is a set of two layers, and the structure is formed by
periodically repeating this building block along one direction (Fig. 1). The structures
thus behave as quasi-crystal with a periodicity which is much larger than the lattice
constant of the individual layer. The two layers in these materials are typically a
few nanometers thin along the direction of the superlattice growth, whereas in the
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Fig. 1 Schematic of a
superlattice structure

other two dimensions these could be infinitely large (a few mm or cm). This way, the
transport of charge carries is anisotropic and the electrical properties can be tuned by
choosing the thickness of the individual layer. The optoelectronic properties of these
quasi-crystals are very different than those of individual layers. These structures have
attracted the attention of both the theorist as well experimentalist due to their unique
and tunable properties.

The semiconductor superlattice structures can be divided into two classes, (i)
Compositional superlattice (heterogeneous) structures, where the alternate layers are
made of two different semiconductors, having different band gaps, electron affinity,
etc. and (ii) doping-modulated (homogeneous) structures, where the individual layers
are differently doped semiconductor (variation in dopant type or doping concen-
tration), for example, n-p-n-p-…, n-i-n-i-… or p-i-p-i.. structures. In the first case
(heterogeneous structures), the conduction and valance band edges are discontin-
uous at the interface, whereas in the other case (homogeneous structures), though
there is a band bending at the interface, both Ec and Ev remain continuous. In both
cases, a potential well/potential barrier structure for carriers is formed. Most of these
structures are fabricated using semiconductors having nearly similar lattice constant
thus avoiding the interfacial strain and defects, which influence the carrier transport.
A number of superlattice structures have also been fabricated with the amorphous
semiconductor to study their transport and optical properties.

The superlattice structures have attracted the attention of both theorists and
experimentalists due to their unique and tunable properties. The theoretical studies
on compositional superlattice semiconductors have predicted many interesting
phenomena such as Wannier stark hopping, sequential and resonant electron
tunnelling, Bloch oscillations, Fabry–Perot Oscillations, enhanced conductivity and
metal–insulator transition [1–7].

Doping-modulated superlattice structures (homogeneous), consisting of period-
ically varying the dopant type or concentration, such as n-i-p-i.. or n-p-n-p struc-
tures have also been studied both theoretically as well experimentally [8–10]. Such
superlattice structures are free from band discontinuity at the interface. Some other
interesting experimental phenomena observed for these semiconductor superlattice
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structures include the persistent photoconductivity [10–12], tunable visible photolu-
minescence [13, 14] and electroluminescence [14, 15], tunable absorption coefficient
[16] which arise due to spatial separation of electrons and hole, carrier confinement
and spatiallymodulated energy band gap. Semiconductor superlattice structures have
also been proposed as semiconductor parametric oscillators for sub-terahertz and
terahertz radiation source [17], mid-infrared detector [7], infrared screen projector
system [18]. Most of these studies are performed on III-V compound superlattice
structures such as GaAs/GaAlAs, InAs/GaSb.

In addition to semiconductor superlattice structures, similar periodic structures
could also be formed using alternate layers of materials of different refractive index
or alternate layers of materials having different elastic constants. All these struc-
tures exhibit interesting optical, mechanical and electronic properties, which include
extremely high carrier mobility, enhanced optical properties, high photosensitivity,
low thermal conductivity, high transmittance, etc. which can be tuned by carefully
choosing the thickness, band gap, doping or refractive index of the constituent layers.
The superlattice structures made of different refractive index layers are used as
Dielectric Bragg Mirrors [19] and exhibit photon equivalent of Bloch oscillations
of electrons in the crystal lattice. Another interesting superlattice structure made
of alternate metal and insulator layers has been proposed for high-speed transistor
[20, 21]. Metal–semiconductor superlattice structures have also been proposed as
thermionic refrigerators for integrated cooling of optoelectronic devices [22, 23].

With the advancement of the thin-film technology, which allows the growth of an
atomically smooth thin layer of materials, it is possible to fabricate such multilayer
structures with high precision for high-speed optoelectronic and photonic devices. A
number of techniques are used to fabricate such structures such as molecular beam
epitaxy, co-evaporation and co-sputtering, Pulsed laser deposition, radio frequency-
Plasma Enhanced Chemical Vapour Deposition (rf-PECVD), hot wire chemical
vapour deposition (HWCVD), low-pressure CVD, ion implantation, etc. Using these
techniques, it is possible to fabricate semiconductor superlattice structures showing
desirable optoelectronic properties, by carefully choosing the composition, doping
profile and thickness of individual layers. The variation in one ormore of these param-
eters changes the width or height of the potential well and the optoelectronic prop-
erties can be tuned due to carrier confinement and spatial separation of electron and
holes in different layers. In these structures, the electron transport is anisotropic and
optoelectronic properties are very different when measured in a direction, parallel or
perpendicular to these layers. It is also possible to tailor the effective refractive index
and optical transmission and reflection of these structures as well as the absorption
coefficient.

In the past two decades, a lot of research efforts are focused on semiconductor
nanostructures due to their tunable optoelectronic transport and luminescent proper-
ties. Among these, nanostructuresmade of silicon such as porous silicon and ultrathin
nanocrystalline silicon films, are particularly of more interest because they exhibit
visible photoluminescence. Bulk silicon is an indirect band gap material with an
energy band gap of 1.1 eV, and thus exhibits a very poor luminescence signal in the
infrared range, which restricts its use in photonics industries in spite of being the
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most favourite material for the microelectronics industry and solar cell industry. The
efficient visible photoluminescence in porous silicon prepared by electrochemical
etching [24], suggested that it is possible to make silicon-based photonic devices if
the size of the Si crystal is reduced significantly to the nano-dimension level. Other
Si nanostructures have also shown photoluminescence in the visible range of elec-
tromagnetic spectra [14, 15, 25, 26]. The reduction in the size of Si crystals not
only increases the band gap of Si but also relaxes the k-selection rule allowing the
direct band to band transition. The peak emission wavelength of these transitions
can be controlled by controlling the size of the Si nanocrystals. This discovery of
light emission from nc-Si is an important breakthrough in the scientific research
community since it has opened a new possibility of synthesis of Si-based light-
emitting electronic devices. Si nanocrystals offer a viable pathway for the fabrica-
tion of direct band gap materials with tunable band gap depending upon the size of
the Si nanocrystallites. Various methods have been employed to produce ultra-fine
silicon nanocrystals such as low-pressure chemical vapour deposition, laser ablation,
electrochemical anodization, rf-magnetron sputtering, rf-PECVD, microwave CVD,
gas-phase synthesis, etc.

Another method to produce Si nanocrystals with the controlled size is by fabri-
cating multilayer structures such as a-Si/SiO2, nc-Si/SiO2, Si/SiO2, etc. in which
a very thin layer of Si is sandwiched between two layers of other materials such
as SiO2 or SiNx [14, 25, 27]. The entire structure is subsequently annealed at high
temperature to formSi nanocrystals embedded in an amorphousmatrix. In such struc-
tures, SiO2 acts as a good size controlling layer, however due to large band offset
between Si and SiO2, which influences the carrier transport, this is not a very suitable
material for device application. A superlattice structure with lower band offset such
as a-Si:H/nc-Si:H is desirable to increase carrier mobility for high-speed thin-film
transistors. Large photocurrent enhancement is also reported in these a-Si:H/nc-Si:H
superlattice structures [16]. The optical absorption enhancement from photonic and
plasmonic effects has also been reported by several groups in the nanostructured
a-Si:H and nc-Si:H thin film [16].

In the present article, we present some interesting experimental results observed
for nc-Si/a-Si:H-based superlattice structures [13, 28, 29]. We have chosen this
system because it is easier to fabricate these structures by tuning the deposition
parameters in an rf-PECVD or HWCVD system. Further, the lattice constant and
electron affinity for the two layers are nearly matched, though their optical absorp-
tion and electrical conductivity could be very different. The presence of atomic
hydrogen during the deposition of such structures passivates the interfacial and coor-
dination defects. These structures have shown nanophotonic and nanoplasmonic
enhancements in thin-film silicon solar cells [16]. The article also includes a brief
discussion on the band structure, electronic transport and optoelectronic properties
of semiconductor superlattice structure and dielectric superlattice structures.
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1.1 Electronic Band Structure and Electrical Transport
in Superlattice Structures

Figure 2 shows the conduction and valence band bending for a number of hetero-
geneous semiconductor junctions. When a superlattice structure (Fig. 3a) is fabri-
cated using these heterogeneous semiconductors (composition modulated semicon-
ductor superlattice structures), the band bending and charge accumulation may vary
depending upon the band gap and electron affinity of the two semiconductors. In these
structures, the carriers are confined in the narrow regions and if the widths of the
constituent layers are comparable to the electron mean free path, the entire electron
system may behave as a quantum system in presence of nearly ideal interfaces.

In case of compositional superlattice structures, the alternate layers of low and
high band gap materials impose an additional periodic potential with a period much
larger than that of the lattice potential. The conduction band energy diagram for a
free electron appears to be similar to the periodic potential seen by an electron in
the crystal lattice, with the lattice constant a being replaced by the periodicity d of
the superlattice. The periodic spatial variation of Ec in these superlattice structures
results in the formation of energy bands (mini bands) in the conduction band having
width and separation as shown in Fig. 3b. The energy width � of these mini bands

Fig. 2 Band bending at the junction of two different semiconductors
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Fig. 3 a Schematic compositional superlattice structure, b formation of minibands in conduction
band in these compositional superlattice structures

and the extension 2π/d of Brillouin zone in case of superlattice structure are now
much smaller than the bandwidth and 2π/a, the extension of Brillouin zone in the
crystal lattice as lattice constant a << d, the periodicity in superlattice structure.
Also as d � a, the Bloch Oscillations time (~h/eEd) is much smaller compared to
the corresponding scattering time (h/eEa) in crystal lattice, where E is the external
electric field. The thickness of individual layers govern the band structure and thus
the electron transport and mobility of charge carriers.

When an external electric field is applied to the superlattice structures along the
z-direction, the conduction band and minibands in these structures bend the same
way as Ec and Ev for any semiconductor, as shown in Fig. 4. and electric current
flows through it along the direction of the electric field. The magnitude of the current
is determined by the band structure of the semiconductor, scattering process, external
electric field strength aswell as equilibrium carrier distribution. For low electric field,
the current is linearly proportional to the electric field, however, when the field is
high, the scattering processes may dominate resulting in the non-linear variation of
current with applied electric field and phenomenon such as Wannier stark hoping
and sequential tunnelling are observed [1–3].

In case of homogenous/doping-modulated superlattice structures, such as p-n-p-n
layers, the band diagram is slightly different than what is discussed above. The most
important feature of these structures is that the band edges are continuous unlike
the compositional superlattice structures. The periodic variation in doping results in
bending of bands as shown in Fig. 5. The interface between the individual layers is

Fig. 4 Carrier transport in superlattice structures aminiband conduction, bWannier stark hopping,
c sequential tunnelling
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Fig. 5 Band bending at the
interfaces between
doping-modulated
semiconductors

now depleted of free carriers (electrons and holes). The periodic variation in poten-
tial in such structures arise due to immobile ionized dopants in the depletion region
and is electrostatic in nature, which is partially compensated by the free electrons
and holes in the n- and p-doped regions, respectively. The maxima of the valance
band and minima of the conduction band in such superlattice structures are spatially
separated and the structures seem to have an indirect band gap in real space with
the band gap value smaller than the parent semiconductor (Fig. 5). The optical band
gap and optical absorption can thus be tuned by tuning the doping concentration
and the period of superlattice structure. The effective band gap of these superlattice
structures is smaller than that of unmodulated semiconductor material [10]. Under
illumination, the photogenerated electrons and holes are spatially separated due to
inbuilt potential reducing the recombination probability very significantly. It is also
possible to alter the electron and hole concentration in these structures by carrier
injection or extraction via an appropriate lateral electrode [9]. The photogenerated
as well injected charge carriers have a very large lifetime and strong photolumines-
cence and electroluminescence signals are observed [16]. The structures also show
interesting phenomenon such as persistent photoconductivity [10–12, 30–32].

1.2 Persistent Photoconductivity in Doping-Modulated
Superlattice Structures

An interesting phenomenon exhibited by the doping-modulated superlattice struc-
ture is higher dark conductivity after brief exposure to illumination (Fig. 6). The
phenomenon is termed as persistent photoconductivity as the current after cutting
off the illumination does not fall back the equilibrium dark value instantaneously,
rather decays slowly and takes a long time, a few minutes to a few hours, to return
to the equilibrium dark value. The excess dark current is a fraction of photocurrent
in the presence of illumination. In other words, the phenomenon suggests that in this
case, recombination life time of a fraction of photogenerated electron–hole pair is
enhanced which shows up as enhanced carrier concentration and thus larger current
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Fig. 6 Schematic diagram
showing the PPC in
semiconductors

in dark. The phenomenon has been observed for a number of superlattice structures
such as doping-modulated GaAs [10, 30] and a-Si:H [12, 31, 32]-based superlat-
tice structures. The phenomenon has also been reported for composition modulated
GaAs/GaAlAs superlattice structures and some other thin films like CdS [33, 34],
ZnCdSe [35, 36], CdSSe [36], Zn0 [37], nanowires, porous Silicon [38], compen-
sated a-Si:H films [31], etc. In case of doping-modulated GaAs structures, the PPC
was observed at low temperature (4 K) and it persists for several hours. Whereas for
a-Si:H-based doped superlattice structures, PPC was observed even at room temper-
ature. In case of compositionally modulated GaAs/Ga0.7Al0.3As, it was observed at
4.2 K and 77 K. For GaAs, PPC is believed to arise due to spatial separation of photo-
generated e-h pair as a result of band bending, which delays their recombination. In
case of doping-modulated a-Si:H n-p-n-p structure, centres created by Phosphorus–
Boron complexes trap the carriers, as these are in poor communication with rest of
materials, and a higher current is observed after cutting off the illumination.Whereas
in case of n-i-p-i structures, the holes are trapped in the acceptor like centres (AX)
in the p-type regions and leave behind electrons in n-type region which results in
observed PPC. The presence of dangling bonds is also believed to be responsible for
the observed PPC in amorphous p-n-p-n structures. In all these a-Si:H-based super-
lattice structures, the observed PPC is attributed to one or more of the following:
(i) presence of random local potential fluctuation arising due to compositional in-
homogeneities [32], (ii) p-n junction field at the interface causing the photogenerated
electron–hole pair to spatially separate before these recombine [32], (iii) presence of
defect centres which capture electrons and present a barrier against the re-trapping
of photoexcited carriers [12]. For several other systems, the PPC is assigned to the
trapping of charge carriers in the defect states. The excess current in all these cases
initially falls of rapidly followed by a slow non-linear decay. The initial rapid decay
is due to the recombination of closely spaced carriers, whereas the non-linear slow
decay is due to de-trapping of carriers and subsequent recombination [39].
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1.3 Photoluminescence in Semiconductor Superlattice
Structures

An interesting phenomenon observed for superlattice structures is tunable photolu-
minescence in visible and near-infrared range [40–42]. A red shift in peak emission
wavelength is reported for the AlAs/GaAs superlattice structures, grown by molec-
ular beam epitaxy, when the thickness of the GaAs layer is increased. The emission
peak position for these structures is at a lower wavelength as compared to bulk GaAs.
The FWHM of the main emission peak is also observed to be smaller than for bulk
GaAs due to the stepwise density of states in these one-dimensional quantum wells
[40, 41]. Shih et al. [40] reported two distinct peaks in the PL spectra of AlAs/GaAs
superlattice structures at 4 K, which are attributed to transitions involving light and
heavy holes. The position of these emission peaks shifts to a higher wavelength
when the thickness of the AlAs layer is increased keeping the GaAs layer thick-
ness constant. In these superlattice structures, essentially a periodic quantum well
is formed in the GaAs layer as the band gap of AlAs is more than that of GaAs.
In these structures, the carriers are confined in one-dimensional quantum well and
thus its energy states are raised beyond the band gap of corresponding bulk semi-
conductors. The emission wavelength is controlled by controlling the width of the
quantum well [40, 41]. In case of doping-modulated (Sn-doped AlAs/GaAs) super-
lattice structures, the PL peak energy (wavelength) is also found to depend upon
the doping concentration, PL peak is blue shifted when the doping concentration is
reduced [41, 42]. Photoluminescence has also been reported in Si/SiO2, Si/Si3N4,
SiO/SiO2, and silicon-rich nitride/ultrathin silicon nitride superlattice structures. In
all these structures, the thermal annealing at high temperatures led to the formation
of nc-Si resulting in broad PL peak around 500–900 nm [14, 25, 27, 43, 44]. Tunable
PL has also been observed in ZnS/ZnSe based superlattice structures [45]. It has
been shown that the PL peak position depends upon the layer thickness as well as
annealing temperature.

1.4 Optical Properties of Dielectric Superlattice Structures

Another interesting feature of the superlattice structures is that the optical transmis-
sion and reflection in such structures can be tuned. Figure 7 shows the propagation
of electromagnetic waves through such structures. When an electromagnetic wave
propagates through such structures, partial reflection and transmission takes place at
each interface due to mismatch in the refractive index. The amplitude of resultant
transmitted or reflected wave depends upon the reflection and transmission coeffi-
cient as well as the phase difference introduced by each of these layers. The specular
reflectance and transmittance of these structures can be calculated using transfer
matrix method [46–48].
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Fig. 7 a Light propagation through a multilayer structure made of different refractive index layers,
b the reflectance spectra of a 15 period multilayer structure, c drop in reflectance at centre of band
when an extra high refractive index layer is introduced. (The refractive index, thickness of individual
high[H] and low[L] refractive index layer and complete structure is mentioned in the figure) [49]

If thickness and refractive index are adjusted such that n1d1= n2d2= λ/4,
reflectance is significantly enhanced for a narrow band around λ, as shown in Fig. 7
[49]. In such structures, the number of layers defines the maximum reflectance,
whereas the width is controlled by the mismatch between the refractive index of
two layers. Inserting an extra layer of low or high refractive index results in a sharp
dip in reflectance at that λ (Fig. 7) and if using a femtosecond laser, the oscillations
equivalent to Bloch oscillations of electrons in crystal lattice can be seen. These
structures behave as one-dimensional photonic crystals and are known as dielectric
Bragg mirrors. The region of high reflectance is terms as photonic band gap.

2 Materials and Methods

To study the electronic transport and optical properties of a-Si:H/nc-Si:H-based
superlattice structures, we fabricated a number of such superlattice structures by
varying the thickness of a-Si:H and nc-Si:H layers using both HWCVD and rf-
PECVD techniques. The structures having thick individual layers (70 and 175 nm
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each) of a-Si:H and nc-Si:H were fabricated using HWCVD techniques whereas
for thin (5–30 nm) layers of a-Si:H and nc-Si:H, rf-PECVD technique is used. In
HWCVD structures, the bottom layer is a-Si:H and a pair of a-Si:H layer and nc-Si
layer is defined as one period. Two such structures consisting of 2 and 5 periods with
70-nm-thick individual layer and one 2 period structurewith 175-nm-thick individual
layers were studied in detail. The combination was chosen to study the influence of
the number of layers with a thickness of individual layer at 70 nm (Case I, total
thickness as well as the number of interfaces are different), and influence of thick-
ness of each layer keeping the number of periods same (case II) and total thickness
of structure constant (Case III). For rf-PECVD samples, bottom layer was nc-Si and
alternate a-Si:H/nc-Si layers were deposited to fabricate the superlattice structure
having an extra nc-Si layer at the top of the structure. In these structures fabricated
using rf-PECVD, the thickness of nc-Si layer was varied from 5 to 30 nm, keeping the
a-Si:H film thickness constant of 10 nm. Figure 8 shows the schematic of the super-
lattice structure fabricated by both HWCVD and rf-PECVD. These structures were
deposited on Corning 1737 Borosilicate glass, undoped c-Si and ITO-coated glass
substrates for different measurements. To change themicrostructure of the films from
amorphous to nanocrystalline silicon, hydrogen and silane flow rates were changed,
which resulted in a change in the ratio of two gases. Prior to deposition of super-
lattice structures, single layer a-Si:H and nc-Si films were deposited to estimate the
deposition rate, microstructure, and optical band gap of the films. The deposition
parameters of single layer a-Si:H and nc-Si:H films prepared using HWCVD and rf-
PECVD samples are listed in Tables 1 and 2. In superlattice structures, the thickness
of the individual layer was varied by varying the deposition time only. The details of
the thickness of individual layers, number of layers and total thickness of different
structures by rf-PECVD are listed in Table 3.

Fig. 8 Schematic of a-Si:H/nc-Si:H superlattice structures a rf-PECVD and b HWCVD

Table 1 Deposition parameters of single layer of a-Si:H and nc-Si:H thin films prepared using
HWCVD technique [28]

Sample no. P.P (mbar) SFR (sccm) HFR (sccm) [R] (%) Ts (°C) Tf (°C)

a-Si:H 0.02 2.7 1 27 200 1900

nc-Si:H 0.2 2.6 15 85
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Table 2 Deposition parameters of single layer of a-Si:H and nc-Si:H thin films prepared using
rf-PECVD technique (P.P is process pressure, SFR (sccm) and HFR (sccm) refer to silane and
hydrogen flow rates in standard cubic centimetre per min, R is the hydrogen dilution([H2]/[H2] +
[SiH4])) [13]

Type P.P (mbar) SFR (sccm) HFR (sccm) [R] (%) rf power (W) Ts (°C)

a-Si:H 0.76 8 10 55 80 250

nc-Si:H 0.68 4 96 96

Table 3 Deposition
parameters of a-Si:H/nc-Si:H
superlattice structures thin
films using rf-PECVD
technique

Sample no. Thickness (nm)
nc-Si/a-Si/total

No. of individual layers
nc-Si:H/a-Si:H

PE99 5/10/50 4/3

PE115 10/10/70 4/3

PE137 20/10/110 4/3

PE138 30/10/150 4/3

PE93 20/10/170 6/5

Single-layer films were characterized using X-ray diffraction (XRD) and trans-
mission electronmicroscope (TEM) to confirm that films are amorphous or nanocrys-
talline. The microstructure of the films was also confirmed by micro Raman spec-
troscopy. The band gap of single layer a-Si:H and nc-Si:H was estimated using
the Tauc plot from UV–Vis–NIR transmission spectra and the thickness of films
were measured using surface profilometer of single-layer films. Electrical charac-
terizations, such as dark and photoconductivity, activation energy were performed
on these single-layer films using Ag paste as electrodes in coplanar geometry. The
PPC studies were also performed in coplanar geometry, whereas to estimate the
density of states (DOS), space-charge-limited current (SCLC) measurements were
performed on (ITO/a-Si:H/Ag) and (ITO{a-Si:H/nc-Si:H}n/Ag) in transverse geom-
etry.Keithley 2450 sourcemetrewas used for thesemeasurements and100Whalogen
lamp was used for illumination. The photoluminescence measurements were carried
out using diode-pumped solid-state laser at an excitation wavelength of 405 nm and
laser power 30 W. All these details are given elsewhere also [28, 29, 50].

3 Results and Discussion

3.1 Single-Layer a-Si:H and Nc-Si:H

The XRD pattern of Si thin films prepared at different hydrogen dilution of silane [R]
using both techniques (rf-PECVDandHWCVD) is shown in Fig. 9. TheXRDpattern
was recorded using CuKα radiation (λ = 1.54 Å) in the scanning range from 10 to
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Fig. 9 The XRD pattern of single-layer a-Si:H and nc-Si:H thin films a HWCVD [28] and b rf-
PECVD [13]

70°. For both deposition techniques, the films deposited at low hydrogen dilution
are amorphous in nature with a broad peak around 28°. As hydrogen dilution is
increased, sharp peaks corresponding to (111), (220) and (311) planes of crystalline
silicon appeared. We observed a strong peak at 2� = 28° in both cases and less
intense peak at 2� = 45° and 2� = 56°. These results indicate that the crystallites
have a preferable orientation in <111> direction for nc-Si films.

To further confirm the microstructure and calculate the fraction of the nanocrys-
talline phase, the Raman scattering spectra (Fig. 10) were recorded for these films
using ‘Ar-ion laser’ with excitation wavelength, 488 nm, in the scanning range of
300–600 cm−1. In order to avoid any possibility of laser-induced crystallization [51],
the low laser power density (~127 kW/cm2) was used. The films (both HWCVD as
well as rf-PECVD) prepared at low [R] show the broad peak centred at 480 cm−1

corresponding to the transverse opticmode (TO) of amorphous silicon, whereas films
prepared at higher [R] show sharp peak near about 520 cm−1 corresponding to TO
mode of phonon vibration of c-Si in both cases. To estimate the crystalline volume

Fig. 10 Raman spectra of single-layer a-Si:H and nc-Si:H thin films a HWCVD and b rf-PECVD
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fraction in the nc-Si films, the Raman peaks were deconvoluted in three components;
two Gaussian (at 480 cm−1 and 495 cm−1 corresponding to TO mode of a-Si:H and
grain boundaries respectively) and one Lorentzian peak (at 511 cm−1 corresponding
to nc-Si) as described elsewhere [51]. The estimated total crystalline volume fraction
for nc-Si films deposited by both techniques is about 64%.

The optical band gap was estimated from UV-Vis-NIR transmission spectra of
thick single layer a-Si:H (110 nm) and nc-Si:H (95 nm) film prepared using rf-
PECVDandwas found tobe1.8 and2.1 eV, respectively,while for theHWCVDfilms,
the band gapwas found to be 1.9 and 2.1 eV for a-Si:H (160 nm) and nc-Si:H (410 nm)
films. Dark and Photo Conductivity measurement at room temperature in coplanar
geometry were also performed to estimate the photosensitivity of these films. The
amorphousfilms (deposited at lower hydrogendilution) showedhighphotosensitivity
of 4 order in magnitude, whereas, nc-Si films (deposited at higher [R]) showed low
photosensitivity of ~1 order in magnitude, which is the characteristic features of
amorphous and nanocrystalline silicon thin films. The above results confirm that
with the change in H2 dilution there is a structural transition from amorphous to
nanocrystalline film irrespective of the deposition techniques.

3.2 Persistent Photoconductivity (PPC) on Nc-Si/a-Si:H
Superlattice Structures

As discussed in Sect. 1.2, persistent photoconductivity (PPC) is an interesting
phenomenon observed in a number of superlattice structures as discussed above.
In PPC, current does not fall back to initial dark value after switching OFF the illu-
mination, instead it shows a slow exponential decay. In this section, a detailed study
on persistent photoconductivity in a-Si:H/nc-Si:H superlattice structures (where none
of the layers is doped) has been presented. To understand the origin of PPC in these
structures, the measurements were performed to measure the extent of excess current
(%PPC), PPC decay time constant and its dependence on exposure time, number of
periods, individual layer thickness and lateral electric field in superlattice structures.
The measurements were performed on both thick and thin layer structures fabricated
using HWCVD and rf-PECVD techniques, respectively. The electrode geometry
used for these measurements is shown in Fig. 11.

Figure 12 shows the current transient for single layer a-Si:H and nc-Si films and
also for three different superlattice structures under illumination and after switching
off the light. All the samples have been in the as-deposited state without any post-
deposition treatment. As can be seen from these figures, for all the samples, an almost
instantaneous increase in current is observed as soon as the light is turned on due to
excess carriers generated during illumination. The subsequent nature of the transient
is, however, slightly different for different samples. For a-Si:H, a slow decay in
current while the light is ON is observed followed by a rapid decrease in current
to its dark value (Fig. 12a), which is known as Staebler–Wronski effect in a-Si:H.
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Fig. 11 Schematic diagram of a-Si:H/nc-Si:H superlattice structure and electrode geometry [50]

For nc-Si, the current remains almost constant during illumination and decreases
instantaneously to dark value when the light is OFF (Fig. 12a) showing no sign of
excess current. For superlattice structures, however, the nature of this transient is
quite different (Fig. 12b–d). For all these structures, an initial rapid rise in current
followed by an almost linear slow increase is observed while the light is ON. When
the light is OFF, the excess current after the initial rapid decrease decays slowly
approaching its dark value. This nature of current transient is the same for different
subsequent exposure time, and each time, the current settles to a slightly higher value
than the previous stage.

The slow decay part of the photocurrent after turning OFF the illumination is well
described by single exponential decay function:

I = Io exp
−t
τ (1)

where Io is the pre-exponential factor and τ is the decay time constant. The time
constant for different structures and exposure times are listed in Table 4. It is observed
that the decay time constant is high for the structure having more number of layers.

The PPC (%) is determined using relation as given below:

PPC(%) = �Id
Id

(2)

where Id is the dark current measured just before switching ON the illumination and
�Id is the excess dark current after 180 s of switching OFF the light. These values
are also listed in Table 4. The PPC % is more for the structure having more number
of layers.
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Fig. 12 Rise and decay of photoconductivity of as deposited a single-layer a-Si:H and nc-Si:H
thin films and rise and decay of photocurrent of b 5 periods (70-nm-thick each layer), c 2 periods
(175-nm-thick each layer) and d 2 periods (70-nm-thick each layer) of a-Si:H/nc-Si:H superlattice
[28]

Table 4 The values of dark current, photocurrent, PPC and the decay time constant of the thick
individual superlattice structures prepared by HWCVD technique [28]

Type
(individual
layer
thickness)

Annealed
temperature

Idark (μA)
at RT

Iphoto
(μA) at
RT

Ippc
μA) at
RT

PPC
(%)

τ (sec)

Light exposure time

30 (sec) 60 (sec) 90 (sec)

5 periods
(70 nm)

As
deposited

0.03 0.06 0.04 33 91.20 80.54 76.14

70 °C 0.29 0.52 0.35 20 45.96 45.95 46.01

120 °C 1.77 2.45 1.93 9 47.03 47.31 47.75

2 periods
(175 nm)

As
deposited

0.13 0.32 0.15 15 44.20 42.70 41.80

2 periods
(70 nm)

As
deposited

0.053 0.220 0.059 11 69.29 67.19 64.77
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The PPC has been earlier reported for a number of semiconductor superlattice
structures, including doping-modulated (n-p-n-p-n-p) a-Si:H-based structures. In
these doping-modulated structures, PPC is believed to be due to trapping of the
carriers at the centres made by P-B complexes, which are in poor communication
with the rest of the material [31]. Several models have been proposed to understand
the origin of PPC in semiconductors in the past [31, 52–54]. In our case, the role
of P-B complex or AX or DX is ruled out as these superlattice structures are made
without any doping. Further, the extent of PPC and its decay constant is found to
depend upon the number of layers and individual layer thickness. Since there is a
small difference in band gap and significant difference in dark conductivity of the two
layers, trapping of photogenerated charge carriers at the interface or the separation
of carriers due to band bending caused by in-homogeneities thus appears to be the
more likely cause of the observed PPC [28]. Also, there could be a large number of
interface states present in these structures due to the presence of dangling bonds in
a-Si:H and grain boundaries in nc-Si layers. In order to further understand the role of
these states, the PPCmeasurements were carried out again at room temperature after
annealing these structures at 70 °C and 120 °C, respectively. Figure 13 shows the
current transient for 5 period structure after annealing. The structure was chosen as
this showed the maximum PPC and largest decay time constant in the as-deposited
state. The PPC% and decay time constant are listed in Table 4. It is observed that
both PPC% and decay time constant decreased after annealing.

In order to further understand the origin of the observed PPC, the electric field
dependence of photoconductivity (Fig. 14a) and PPC are also measured for the
structure annealed at 120 °C. It is observed that the photocurrent varies linearly
with the applied field; however, the extent of PPC reduces with the increase in the
applied field as shown in Fig. 14b.

The observed PPC in these structures can be explained by trapping of one type
of photogenerated carriers at the interface states. As a-Si:H and nc-Si have a slightly
different band gap, the band bending at the interface is likely to be there. Assuming
that the electron affinity for the two layers is not different, the schematic band picture

Fig. 13 Rise and decay of photocurrent (measured at RT) of 5 periods of superlattice structure
annealed at a 70 °C and b 120 °C [28]
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Fig. 14 aRise and decay of the photocurrent with the variation of external applied field, bVariation
of PPC (%) and photocurrent with the change of external applied field in 5-period superlattice
structures [28]

at the junction is likely to be similar to that is shown in Fig. 15. In this picture,
though there is no discontinuity for the conduction band at the interface, a band
discontinuity is seen for the valence band. The electrons in the nc-Si:H region can
move freely to the a-Si:H region, however, the holes in a-Si:H region are likely
to be trapped in the interface states. When the light is shone, the photogenerated
carriers are generated, some of these carriers recombine instantaneously whereas,
other drift towards the interfaces due to the field at the junction. Thus, the electrons
and holes are physically separated preventing their recombination. When the light
is OFF, these trapped carriers are remitted to the extended states and recombine
slowly resulting in a slow exponential decay of the photocurrent. As the number of
such interfaces is increased, more such carriers are trapped resulting in larger excess
current (PPC) and slower decay of current. When the thickness of the individual
layer is large (175 nm), more carriers are generated in a-Si:H layer and PPC % is
slightly more than for structures having thin layers (70 nm) but the same number
of interfaces. The model can also explain the electric field dependence of PPC in
these structures. Though current is measured in lateral direction, normal to these
interfaces, the photogenerated carriers are likely to move also along the interfaces
due to the inbuilt field at the interfaces (Fig. 16) which may not be very high as
in case of p-n junction. For a low electric field in the lateral direction, the built-in

Fig. 15 Schematic band
diagram of a-Si:H/nc-Si:H
superlattice structure [28]
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Fig. 16 Direction of current
under the applied external
field in the superlattice
structure [28]

field at the interfaces could be sufficiently large to drag a fraction of photogenerated
carriers towards the interfaces where these are trapped, before these are swept in
lateral direction. At higher lateral fields, more carriers are swept by the external field
in lateral direction and the observed PPC is low. The origin of PPC is understood
in terms of competition between carriers transport in the lateral direction due to the
external field and along the depth due to band bending at a-Si:H/nc-Si:H interfaces.
Carriers trapped in the interfaces states or the separations of carriers due to band
bending are likely to be responsible for observed PPC [28].

Since both % PPC and decay time constant were found to depend on individual
layer thickness also (Refer the results for 2 period structures having individual layer
thickness as 175 and 70 nm each in Table 4), these studies were also conducted
on the thin layer a-Si:H-and nc-Si:H-based superlattice structures prepared using
rf-PECVD techniques, where individual layer thickness could be tuned to as low as
5–10 nm. This individual layer thickness is compared with the width of the band
bending region at the interfaces.

Figure 17 shows the rise and decay of photocurrent for the individual layers
(110-nm-thick a-Si:H layer and 95-nm-thick ncSi layer) and superlattice structures
prepared using the rf-PECVD technique. For single-layer films (Fig. 17), once again,
the current transient was similar to that for films deposited by HWCVD techniques
and no PPC was observed either for a-Si:H or nc-Si films. However, in case of
superlattice structures of 7 layers (Fig. 18a) with nc-layer thickness in the range of
5–20 nm (with the total thickness of 50–110 nm), though an increase in current was
observed for all the structures (despite the total thickness being very less), the current
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Fig. 17 Rise and decay of the photocurrent across a single layer of a-Si:H and nc-Si:H thin films
[13]

Fig. 18 Rise and decay of the photocurrent in a-Si:H/nc-Si:H superlattice with nc-Si:H layer
thickness of a 5 nm, 10 nm, 20 nm (7 layers) and b 30 nm (7 layers) and 20 nm (11 layers)
structures [13]

decayed instantaneously to its dark value as soon as the light was OFF and no PPC
was observed. However, in the structures with (Fig. 18b, c) nc-Si:H layer thickness
of 30 nm (total thickness of 150 nm) and the superlattice structure of 11 layers with
nc-Si:H layer thickness of 20 nm (total thickness of 170 nm), a slow decay of excess
current was observed, after the initial rapid decrease, when the light was OFF. PPC
illustrated by the appreciable excess current when the light is turned OFF (Fig. 18b,
c). The values of dark current, photocurrent, PPC (%) and decay time constant for
these structures are listed in Table 5.

Though the observed PPC (%) for superlattice structures having thin individual
layer (rf-PECVD) is small compared to that with thick sublayers of a-Si:H and nc-
Si:H films prepared using HWCVD technique, it can be seen that in this case also,
PPC% increases with increase in the number of layers from 7 (total thickness of
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Table 5 The values of dark current, photocurrent, PPC and the decay time constant of the thin
superlattice structures prepared by rf-PECVD technique [13]

No. of layers
thickness (nm)

Idark (μA) Iphoto (μA) Ippc μA) PPC
(%)

τ (sec)

Exposure time

30 (sec) 60 (sec) 90 (sec)

7-layer
nc-Si:H 30 nm

1.67 3.77 1.71 2 67.97 69.68 72.10

11-layer
nc-Si:H:20 nm

2.72 × 10−3 8.22 × 10−3 3.0 × 10−3 10 21.24 23.00 26.24

150 nm) to 11 (total thickness 170 nm). For 7-layer supper lattice structures, no PPC is
observed when nc-Si layer is only 20 nm (total thickness of≤110 nm) and very small
PPC is observed for nc-Si layer with a thickness of 30 nm (Total thickness (150 nm).
The absence of PPC for these superlattice structures with low total thickness as well
as low individual layer thickness could be due to (i) insufficient absorption of light
(when the total thickness is low) resulting in very few photogenerated carriers and
(ii) due to possible tunnelling of carriers between a-Si:H and nc-Si:H layers when
the thickness of nc-Si:H is low (5–10 nm). As the layer thickness is increased, the
band bending, depletion width, and thickness of the undepleted region are likely to
change. This may not allow all the carriers to tunnel through and some of these may
get trapped at the interface in between a-Si:H and nc-Si:H layers resulting in observed
PPC. With an increase in the number of layers, the number of such interfaces as well
as total thickness increases which result in the observed PPC for 11-layer structure
with 20-nm-thick nc-Si:H layers and no PPC for 7-layer structure with 20-nm-thick
nc-Si:H layers [13].

3.3 Space-Charge-Limited Conduction (SCLC)
in nc-Si/a-Si:H Superlattice Structures

In an earlier section, we have observed that the superlattice structures consisting
of alternate layers of nc-Si and a-Si:H show PPC when current is measured in
coplanar geometry normal to the direction of superlattice structures. Other studies
on similar structures also report an enhancement in photosensitivity, carrier mobility
and photonics and plasmonic properties [16, 55, 56]. In all these multilayer struc-
tures, the interface states between the sub-layers act as trapping and recombination
centres and control the carrier transport. The role of these interface states become
much more significant, if the carrier transport is along the direction in which the
superlattice structures are fabricated. In addition to these interface states, the nc-Si
as well as a-Si:H layers have short-range order only and are characterized by the
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density of states in the band gap region. For any device fabrication, a knowledge of
the density of states and interface states are very necessary.

A number of techniques have been reported to measure the density of states
which include field-effect measurements [57–60], capacitance–voltage measure-
ments [61, 62], isothermal capacitance transient spectroscopy [63], transient current
spectroscopy [64], transient voltage spectroscopy [65], etc. All these transient tech-
niques involve a complicated analysis as carriers from different trap states have
different evolution times as well. Steady-state space-charge-limited current (SCLC)
measurement [66–70] is a simple method of estimating the density of states as this
does not involve any transient measurements and current is measured as a function
of the applied field. As the carriers are trapped in the defect states, the shift in the
position of Fermi level with applied field results in a non-linear variation of current,
which is used to estimate the density of defect states.

In this section, we present our SCLC studies on single-layer a-Si:H and nc-Si
films and nc-Si/a-Si:H superlattice structures. The HWCVD fabricated structures
having thick nc-Si and a-Si:H layers (70 nm each) with two different periods (2 and
5 periods) have been used for these studies. The structures with very thin layers of
a-Si:H and nc-Si could not be used for these studies as for even the smallest voltages,
which could be applied from the source metre, the electric field was too large.

We used a Schottky diode configuration, ITO (Indium Tin Oxide)/a-Si:H/Ag and
ITO{a-Si:H/nc-Si:H}n/Ag, for these measurements, where ITO/a-Si:H acted as a
Schottky junction, whereas Ag/a-Si:H and Ag/nc-Si:H acted as an ohmic junction.
The measurements were performed in sandwich geometry. The I-V characteristics
in the non-linear region were used to estimate the DOS in single-layer a-Si:H and
a-Si:H/nc-Si:H superlattice structures [29]. In single-layer films, the injected charge
from the metal to semiconductor (Ag to a-Si:H) was trapped in the DOS in the band
gap, whereas in superlattice structures, the charge redistributed itself between the
defect states in the band gap region as well as at the interface between the nc-Si:H
and a-Si:H layers.

Den Boer’s step by step method [71]. is considered as the simplest method for
estimating the DOS because in this case, the spatial variation in DOS is neglected.
When the voltage difference changes from V1 to V2, the shift in the Fermi energy
level

(
E f n

)
is given as follows:

�E f n = kT ln

(
I2V1

I1V2

)
(3)

In the non-linear region of I-V, the charge density Qt injected into the trap states
is related to the change in voltage �V = (V2 − V1) as follows:

Qt = εsχ�V

d
= qd

E f n+�E f n∫

E f n

g(E)dE = qdg(E)�E f n (4)
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The factor χ accounts for the non-uniformity of the space charge and is taken as a
constant (χ = 2), εs is the semiconductor permittivity (εs = 105.31 × 10−12 Fm−1;
dielectric constant of silicon = 11.9), q is the electronic charge, d is the thickness of
the film and g(E) is the DOS distribution in the a-Si:H film around the Fermi level.

For a sufficiently small �V , g(E) can be assumed to be constant between E f n

and E f n + �E f n . From Eq. (4), the DOS is given by

g(E) = χεs�V

qd2�E f n
(5)

Using the values of �V and �E f n , the distribution of the DOS can be estimated
using Eq. (5).

Figures 19a, b and 20a, b show the dark I-V curves in sandwich geometry for
single as well as superlattice structures at room temperature (RT) after annealing it
at 150 °C. For single-layer nc-Si films, the I-V curve is found to be linear over the

Fig. 19 I-V across single layer a a-Si:H and b nc-Si:H in sandwich geometry [29]

Fig. 20 I-V across total a-Si:H/nc-Si:H a 2 periods and b 5 periods superlattice structures in
sandwich geometry [29]
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measured range of voltage (4 × 103 V/cm), whereas in case of amorphous silicon
films, a non-linear variation in current with voltage, with rectifying nature (ITO/a-
Si:H junction is rectifying) is observed. In this case, in forward bias condition, the
current increased exponentially with the applied field, with a diode ideality factor
being ~2. The conductivity of a-Si:H and nc-Si:H in this sandwich geometry is found
to be different by several orders of magnitude, 4.3 × 10−9 �−1cm−1 and 1.1 × 10−5

�−1cm−1, respectively (Electric field <1×104 V/cm); the dark conductivity of nc-
Si:H films at 300 K is more than 3 orders of magnitude higher as compared to a-Si:H
films under forward bias condition. Dark I-V characteristics of a-Si:H/nc-Si:H (2 and
5 periods) superlattice structures at RT after annealing these films at 150 °C are also
found to be asymmetric and non-linear similar to a-Si:H film with the diode ideality
factor being ~2 and current having the same order of magnitude as that for single
layer a-Si:H film. Since the conductivity of nc-Si:H layer is much higher, where the
thickness of both a-Si:H and nc-Si layer is same, it can be assumed that the nc-Si
layer in these structures behave like short-circuit elements and the resistive path for
carriers is only due to a-Si:H layers and the depletion region at the interface, most
of it being on a-Si:H side only.

In order to estimate the density of states in the single layer of these superlat-
tice structures, it is necessary to know the voltage drop across single layer in these
multilayer structures. As nc-Si layer offers much smaller resistance (more like short-
circuit element), it can be assumed that the entire voltage is dropped across a-Si:H
layers. With this approximation, equivalent I-V curve for one pair of a-Si:H/nc-Si:H
structure in both the superlattice structures are replotted, dividing the voltage by a
factor of 2 and 5, respectively, for 2 and 5 period structures, respectively.Whereas the
current is same as earlier since the resistance offered by these layers are connected in
series in sandwich geometry. The I-V curves for single-layer a-Si:H films and across
single pair of a-Si:H/nc-Si in superlattice structures on log–log scale are shown in
Fig. 21. The I-V curves obey power law, i.e.I α Vm , with different values of exponent
in different regions of the curve, a characteristic of space-charge-limited conduction.
The value of m for different regions is shown in Fig. 21a–c. In the low-field region,
where the current is Schottky limited, the exponent is less than 1. Further for elec-
tric field >104 V/cm, the current increased sharply with the exponent greater than
2.0, which could be due to the onset of space-charge-limited conduction in these
structures.

To estimate the shift in Fermi level (Eq. 3) and the density of state (Eq. 5), the
region with m > 2 of I-V characteristics are used. Further, to measure the variation
of DOS as a function of the shift in Fermi energy, the initial field (>1×104 V/cm)
was kept constant for the given samples. The variation of DOS with the change in
ΔEfn is shown in Fig. 22a for both single as well as superlattice structures. It is
observed that DOS is high for the superlattice structures than that for single layer
a-Si:H film. Further, DOS does not depend on ΔEfn for single-layer a-Si:H film,
however, a little variation with ΔEfn is observed for superlattice structures. The
average value of DOS over the entire range of ΔEfn is also estimated from the slope
of ΔV verse ΔEfn (Fig. 22b using Eq. 5 and the values of g(E) are listed in Fig. 22b.
It is observed that ΔV verse ΔEfn curves overlap for both superlattice structures



Optoelectronic Properties of Nanocrystalline Silicon … 269

Fig. 21 I-V across a single layer a-Si:H film, across a single pair of a-Si:H/nc-Si:H b 2 periods
and c 5-period superlattice structures [29]

Fig. 22 a Variation of DOS and b �V verse �Ef across single, 2-period and 5-period superlattice
structures (across single pair of a-Si:H/nc-Si:H) [29]
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irrespective of number of layers. It has also been observed that the DOS obtained
across superlattice structures of both the periods (2 and 5) is almost same and is
higher by a factor of 5 as compared to single-layer a-Si:H film.

In our case, the DOS obtained across a-Si:H film was ~1017 eV−1cm−3, typical of
a-Si:H samples, however for both the superlattice structures it was ~1018 eV−1cm−3.
It may, therefore, be assumed that the observed difference in DOS in case of single-
layer and superlattice films (Fig. 22a) might arise due to the presence of interface
states between a-Si:H and nc-Si:H layers in these superlattice structures. These inter-
face states are also found to be responsible for observed PPC in these superlattice
structures as discussed in the PPC section.

The higher DOS in superlattice structure can be understood by drawing the equiv-
alent band diagram and the charge transport across this. Figure 23 shows the band
diagram of a-Si:H/nc-Si:H superlattice structure with ITO as the base electrode and
Ag as the top electrode. In a-Si:H/nc-Si:H superlattice structure, the difference in
band gaps of nc-Si:H and a-Si:H results in band bending giving rise to a built-in
electric field at the interface, which controls the charge transport across the interface
and affect the carrier recombination kinetics. The rectifying junction at ITO/a-Si:H
interface also results in built-in electric field under no bias condition. In absence of
any bias, the current density from semiconductor to ITO

(
Jsc;I T O

)
must be equal and

opposite of current density from ITO to semiconductor
(
JIT O;sc

)
. Under the influence

of external bias, which forward biases the ITO semiconductor (ITO/a-Si:H) contact,
the bands in the a-Si:H side are raised in energy relative to those of ITO and the
electric field at this junction decreases, therefore the charge carriers are able to cross
the barrier without any obstacles, resulting in increase in JIT O;sc under the applied
field. If we further increase the external voltage, the bands at the ITO semiconductor
junction as well as a-Si:H and nc-Si:H interface approach to become flat and thus the
carrier (electrons) from nc-Si:H layer (highly conducting) to a-Si:H (low conducting)
could easily tunnel towards ITO. In this process, some of the electrons get trapped in
the bulk density of states of a-Si:H as well as the interface states between a-Si:H and
nc-Si:H. This could be the reason behind the higher value of DOS in the superlattice

Fig. 23 Schematic band diagram of Ag/nc-Si:H/a-Si:H/ITO superlattice structure. The value of
band gap and activation energies are obtained from transmission spectroscopy and conductivity
measurements, respectively. The electron affinity of Si is taken as 4.05 eV [29]
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structures as compared to single-layer a-Si:H film, which is estimated assuming no
trapping of charge carriers at the interface.

The conjecture that the excess DOS in superlattice structures is due to the interface
state between nc-Si:H and a-Si:H gets further support from the observed PPC in these
superlattice structures which has been understood in terms of carrier trapping at the
interface states; PPC (%) is found to increase with an increase in the number of
interface states in these superlattice structures as discussed in PPC section. In case
of SCLC measurements, the DOS for superlattice structures does not depend upon
the number of layers in the given structure as these are calculated for a single pair
of nc-Si:H/a-Si:H layers. Further, these values are different than those for single
layer a-Si:H films as no such interface states exist in case of single-layer film. The
results show that the existence of the interface states in these superlattice structures
could be the reason behind the observed PPC as well as the higher DOS in these
a-Si:H/nc-Si:H superlattice structures [29].

3.4 Tunable Photoluminescence in nc-Si/a-Si:H Superlattice
Structures

Silicon is the most favourite material for the fabrication of microelectronic devices
and integrated circuits. However, the use of silicon in photonic devices is limited
due to its low band gap in IR range and also being an indirect band gap material,
its photoluminescence is almost negligible. With the advancement in technology, it
is sought to integrate the microelectronics and micro-photonics and optoelectronic
devices on a single chip, however, indirect band gap of silicon presents a barrier
to this concept. Quantum theory predicts that it is possible to tune the band gap of
silicon in the visible range by suitably controlling the size of nanocrystallites and
realize the integration of microelectronic and photonic devices. Several allotropes of
silicon such as porous silicon and nc-Si prepared using chemical routes are known
to have a strong PL signal in the visible range [24, 72–76]. However, the process
of fabrication of these nanostructures restricts its use in integrated circuits and inte-
grating these nanocrystallites of Si in a single-chip device is still a problem. Other
methods for fabricating nc-Si have been explored. These include the formation of nc-
Si in Si/SiO2-based superlattice structures, which can be fabricated using chemical
vapour deposition route. Several superlattice structures such as nc-Si/SiO, a-Si/SiO2

and Si/SiO2, a-Si/SiO2 fabricated and annealed at high temperature (~1000 °C) have
exhibited photoluminescence in visible range [14, 15, 25]. In all these superlattice
structures small size nanocrystallites of Si could be formed, by annealing at high
temperature, converting a part of a-Si or thin Si layer into nanocrystallites. All these
structures have SiO2 as one of the layers, which has a large band offset with silicon
and also its growth requires high-temperature processing. A superlattice structure
with a small band offset such as a-Si:H/nc-Si:H superlattice structure is desirable to
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enhance the carrier mobility along with high optical absorption, photonic and plas-
monic effects. In this section, we discuss how the photoluminescence signal can be
tuned by controlling the thickness of nc-Si in a-Si:H/nc-Si superlattice structures.
The structures used for these studies were fabricated by the rf-PECVD method at a
low substrate temperature of 250 °C and no post-deposition annealing or any other
processing was done. These structures were fabricated on undoped c-Si wafers and
alkali-free borosilicate glass (Corning 1737) substrates, those fabricated on glass
substrates were also used for PPC studies discussed in the earlier section. The PL
spectra were recorded using solid-state laser (excitation wavelength 405 nm) with a
laser power of 30 mW [13].

Figure 24 shows the PL spectra recorded for blank Si substrates as well as single-
layer a-Si:H (10 nm) and nc-Si (5 nm) films. Apart from a peak at ~450 nm (2.78 eV),
no photoluminescence signal is observed for either blank substrates or thick as well
thin single-layer films. The peak at 2.78 eV is characteristic of SiO2, a thin layer of
which is always present on the samples and substrates. The PL spectra for superlattice
structures on c-Si and glass substrates, having 4 alternating layers of nc-Si and 3
layers of a-Si:H, are shown in Fig. 25 along with the spectra for an 11-layer-thick
structure. The thickness of a-Si:H layer, in all these structures, is fixed at 10 nm,
whereas that of nc-Si is varied between 5 and 30 nm. These structures are the same

Fig. 24 PL spectra of
single-layer a-Si:H (10 nm)
and nc-Si:H (5 nm) thin films
on silicon substrate and
blank Si substrate [13]
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Fig. 25 PL spectra of a-Si:H/nc-Si:H superlattice structures on a silicon and b glass substrates [13]

as those used for PPC studies and were fabricated simultaneously on glass as well
as c-Si substrates. As is evident from these figures, PL spectra of all these structures
have a broad peak in the visible range (for nc-Si layer up to 10 nm thick) and distinct
peaks when the nc-Si layer is 20–30 nm. The spectra for structures on both substrates
are qualitatively identical with some change in peak intensity.

Since a broad peak in spectroscopy is often a convolution of several overlapping
peaks, the PL spectra were deconvoluted to get the information about different peaks.
While deconvolution, a peak at 2.78 eV corresponding to SiO2 was pinned. One of
the deconvoluted spectra on each substrate is presented in Fig. 26. The position of
different peaks along with its full width at half maxima (FWHM) and maximum
intensity is compiled in Table 6. It is observed that for all the spectra two peaks,
one around 2.25 eV and another around 2.06 eV is observed. The structures with
very thin nc-Si (5–10 nm) show a peak around 2.45–2.55 eV, which is replaced
by a peak at 1.91 eV, when the thickness of nc-Si layers is changed to 20–30 nm.
Further, in all these structures, the most intense peak is the one centred at the highest
energy. In order to investigate if the peak positions also depend upon the number of
layers in superlattice structures, PLmeasurements were also performed on a 11-layer
superlattice structure having 20-nm-thick nc-Si layers. Interestingly, the positions of
different peaks in the deconvoluted spectra and its FWHMwere found to be the same
as that for 7-layer superlattice structure with 20-nm-thick nc-Si layers, both for c-Si
as well as glass substrates.
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Fig. 26 The deconvoluted PL spectra of superlattice structure films (nc-Si:H layer thickness of
10 nm) with peak position on a Si and b glass substrates

Table 6 The PL peak position, FWHM and peak intensity of superlattice structures on glass and
Si substrates [13]

Sample no. On Si substrate On glass substrate

Peak
position
(eV)

FWHM
(eV)

Max ht. (a.u.) Peak
position
(eV)

FWHM
(eV)

Max ht. (a.u.)

PE99
nc-Si:H =
5 nm (7
layer)

2.78 0.19 153 2.78 0.15 11244

2.53 0.43 1158 2.57 0.36 35718

2.26 0.35 382 2.34 0.24 11206

2.09 0.44 200 2.16 0.34 13583

PE115
nc-Si:H =
10 nm (7
layer)

2.78 0.09 2145 2.78 0.13 8085

2.46 0.51 12271 2.53 0.42 31969

2.22 0.33 3243 2.23 0.19 1688

2.08 0.40 4378 2.14 0.32 13319

PE137/PE93
nc-Si:H =
20 nm (7
layers/11
layers)

2.78/2.78 0.12/0.13 15738/4649 2.78/2.78 0.11/0.19 13827/13445

2.28/2.27 0.25/0.29 10019/6079 2.24/2.30 0.33/0.23 3837/23007

2.03/2.03 0.10/0.09 2512/2094 2.01/2.01 0.13/0.10 2602/9718

1.91/1.91 0.24/0.16 1161/1832 1.89/1.89 0.07/0.15 2059/6673

PE138
nc-Si:H =
30 nm (7
layers)

2.77 0.11 537 2.77 0.12 694

2.26 0.26 815 2.33 0.28 380

2.03 0.10 352 2.03 0.13 225

1.91 0.15 296 1.90 0.22 251
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Fig. 27 PL peak position λ

versus d2 on silicon and
Corning glass substrate [13]

It is interesting to observe a shift in PL peak position with the thickness of nc-Si
layer in these multilayer structures, especially when single-layer films do not show
anyPL. It appears to beoriginated from theSi nanocrystallites embedded in thematrix
of the amorphous phase in nc-Si layer, the size of which depends upon the thickness
of nc-Si. In order to estimate the typical size of the nanocrystallites in nc-Si layer,
single-layer nc-Si films with thickness varying between 5 and 30 nm were deposited
under identical conditions and Raman measurements were performed on these thin
films [50]. The Raman spectra for all these films were characterized by an intense
peak near 520 cm−1. The peak at 520 cm−1 corresponds to the TA mode of Si in c-Si
and a shift from this position towards lower wavenumber is a measure of crystallite
size [77]. The size of nanocrystallites (d) in these thin single-layer nc-Si films are
estimated to be 3.35, 4.44, 6.26 and 8.88 nm for 5-, 10-, 20- and 30-nm-thick films,
respectively, which suggests a systematic increase in the size of nanocrystallites with
the thickness of the films. Figure 27 shows the peakwavelength (corresponding to the
most intense peak) as a function of Si nanocrystallite size (d), estimated from Raman
measurements on thin single-layer nc-Si films. It is observed that peak wavelength
varies as d2, for nc-Si layer thickness up to 20 nm for superlattice structures fabricated
on Si substrates. It may appear that for structures fabricated on glass substrates, the
variation is not linear, but it may be noted here that the size of nanocrystallites
on glass substrates may be slightly different. For 30-nm-thick nc-Si layers, the peak
wavelength does not follow this linear relation. A linear variation of peak wavelength
with the size of nanocrystallites is in accordance with the quantum confinement
model of Brus [78], which predicts the confinement energy of the nanocrystals to
be proportional to the reciprocal of the square of the diameter of crystallites. A
systematic shift in the absorption edge is also observed in the transmission spectra
of these films (Fig. 28), which also suggests an increase in band gap with a decrease
in thickness of the films, indicating a decrease in the size of the nanocrystallites.
For 30-nm-thick nc-Si layer, small intensity peaks in PL spectra are seen due to



276 P. Agarwal and A. Yadav

Fig. 28 UV-Vis-NIR
transmission spectra of
single-layer a-Si:H and
nc-Si:H thin films [13]

smaller size particles, however, a significant fraction of these crystallites are bigger
in size and the most intense peak is observed at around 1.9 eV, which is almost same
as the band gap of a-Si:H films in these structures. From these observations, the
origin of high energy peaks in PL spectra appears to be due to presence of small
size Si nanocrystallites in nc-Si layer, however, the same phenomenon is unable to
explain the origin of low-energy (1.9 eV) peak. In order to understand the origin
of this peak, we revisited the PPC data on these film, which was appreciable for
superlattice structures having 30-nm-thick nc-Si layers. It appears that some of the
carriers trapped in the interface states and responsible for the PPC when recombine
radiatively give rise to the PL peak around 1.9 eV along with small intensity PL
peaks at higher energy also, which is likely to be due to small size nanocrystallites
in these nc-Si layers. When the thickness of nc-Si layer is small, the carriers are
not trapped in the interface states, rather these can easily tunnel through and hence
no low-energy PL peak is observed when the thickness of nc-Si layer is small [13].
These observations suggest that it is possible to tune the peak wavelength in PL
spectra of nc-Si-based superlattice structures by controlling the thickness of nc-Si.
The fabrication of superlattice structures thus offers a unique process of tuning the
size of nanocrystallites and PL peak position.

4 Summary

Semiconductor superlattice structures exhibit interesting and tuneable optoelectronic
properties. Most of these superlattice structures are fabricated using two different
semiconductors having a large band offset at the interface. Our studies show that it is
possible to fabricate the superlattice structures using different isomorphs like a-Si:H
and nc-Si, which do not have much conduction band offsets but a large difference
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in electrical conductivity and band gap. It is thus possible to tune the electrical
transport and optoelectronic properties of these structures by carefully choosing
the thickness of the individual layer. The thick individual layer structures exhibit
persistent photoconductivity, whereas the thin individual layer structures can be used
for tuning the photoluminescence peak, making these structures a good candidate
for photonic and plasmonic applications. The interface states in these structures also
have a role in controlling the optoelectronic and transport properties.
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Evolutionary Design, Deposition
and Characterization Techniques
for Interference Optical Thin-Film
Multilayer Coatings and Devices

S. Jena and N. K. Sahoo

Abstract Nano and subnanometric thin-film multilayer interference optical coat-
ings and devices have been playing key as well as essential roles in the manipulation
and transport of electromagnetic radiations in various areas of applications such as
lasers, telecommunications, smart windows, astronomy, aerospace, environmental
monitoring, display, lighting, etc. There are surmounting challenges in the field of
optical coatings due to increasing demands of optics in various fields, therefore inno-
vative millstones are continuously explored, especially in investigations on complex
multilayer design of challenging filters, development of advance deposition and char-
acterization techniques, searching of news materials, and tuning of microstructure of
thin-film coatings. This book chapter presents the overview of recent trends in design,
deposition and characterization methods relevant to multilayer optical coatings.

1 Introduction

Interference is the fundamental concept behindmodern thin-filmoptics. The common
examples of interference patterns are rainbow inwater bubbles and oily substances on
water noticed by human civilizations since ancient times. Interference phenomena of
light occur in nature as the colours observed in feathers and wings of birds and many
insects. Figure 1 gives an example of coloration in butterfly caused due to multilayer
interference. The explanation of colours in nature or materials in thin-film forms is
now easy as the concept of interference is well understood. In ancient times, people
struggled to explain the reason behind colours as the theory of nature of light was
not advanced at that time. In 1665, Hooke [1] suggested that the iridescence in
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Fig. 1 Colour mixing in the wing of Madagascan sunset moth and its a optical microscope images
at two different colouring regions. bCross-sectional TEM images of a cover scale in the longitudinal
direction, and the inserted images are the magnified views at various positions (reproduced from [8]
with permission). The images show that the distal part of the wing cover scale is highly curved like
a hemisphere, while the proximal parts are flat. The magnified images clearly show the multilayer
structures. The number of layers varies from two to six layers with a position from bottom to top
of the wing scale. The thickness of the dark layer is around 170 ± 20 nm and the white layer
is distributed from 100 to 150 nm. The colour mixing is due to multilayer reflection caused by
interference

peacock feathers was due to the thin alternating layers of plate and air, while Newton
suggested it is due to the thinness of the transparent part of the feathers [2]. In
1704, Newton first established a systematic study on interference and tried to extract
the film thickness information with his pioneering technique known as ‘Newton’s
rings’ [3]. In 1801, Young [4] provided the principle of the interference of light and
produced a satisfactory explanation for it. In 1816, Augustin-Jena Fresnel formulated
the wave theory of light. Subsequently, Maxwell [5] and Hertz [6] explained the
electromagnetic nature of light in. At the same time, the field of interferometry was
on significant progress, leading to the invention of the Fabry–Perot interferometer
in the year 1899 [7]. By the end of the nineteenth century, there was a considerable
progress in understanding the interference phenomena in thin films and multilayer
coatings.

The thin-film multilayer optics made rapid progress in the 1930s. The use of
metallic thin film to reduce the internal reflection of glass plates was reported by
Rouard [9] in 1932. In 1934, Pfund [10] made high reflective ZnS thin films and
noted that TiO2 might be a better option. Halide [11] and fluorite [12] thin films as
anti-reflection coatings were demonstrated by 1936. Several factors were responsible
for such rapid expansion of the field. But the two most important factors are World
War II and the development of lasers.War triggered to improve the light transmission
in optical instruments, such as binocular telescopes, and periscopes, especially for use
at sea [13]. The optical coatings were a highly secret project during that period. Few
companies started work on anti-reflection coatings and achieved light gain over 40%
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by 1941, which were coated on all submarine periscopes and binoculars. As a result,
the binoculars got an additional 30–45 min of clear sighted at dusk and dawn [14].
World War II brought large number of scientists together to boost the development
of technology. Many of the scientists became principal figures in the field of optical
coatings after the world war. A substantial number of companies like Balzers AG,
Denton Vacuum, Leybold AG, etc. were emerged to produce the coatings, or the
coating system, or both [13]. After World War II, the most triggering factor for the
development of optical coatingswas laser. The key component of a laser is a resonator
that needs high reflecting mirrors. Earlier, silver coating was used as a high reflecting
mirror at both ends of the polished laser rod. Silver has absorption loss as well as it
would be damaged or erodedmost oftenmaking it difficult for use in lasers. For better
lifetime of laser resonators, dielectric multilayer mirrors emerged as replacement of
the metallic coatings. The use of laser in different spectroscopic experiments lead to
the invention of different optical filters that were not realized before. In this process
with time, the thin-film coatings delivered various precision optical components and
devices required for the development of technology in different fields of science and
engineering.

Optical multilayer coatings such as anti-reflection coatings, high reflection
mirrors, beam splitters, beam combiners, bandpass filters, etc. are effectively utilized
in various fields such as manufacturing of optical and scientific instruments, lasers,
synchrotron radiation and emission–absorption spectroscopy, medical science and
astronomy [15]. Today’s technology demands complex optical instruments. To meet
such demands, the surface of the optical components is coatedwith specially designed
multilayer coatings to achieve tailored spectral properties. The geometric structure
and the properties of the individual layers in a multilayer significantly affect the
spectral properties of the multilayer coating, even when each layer is assumed to be
optically isotropic and homogenous with smooth surface and interfaces. In real coat-
ings, the thin film layers may exhibit inhomogeneity in thickness as well as refractive
index and also, there exist finite surface and interface roughness of the layers.

There is no clear definition of thin film. For example, a coating which is termed as
thin-film protective coating may be much thicker than an extreme UV interference
coating, and at the same time it may be much thinner than a THz mirror coating.
Generally, thin films are thin layers of materials having thickness from fractions
of a nanometer to several micrometres. In case of thin-film optics, the thin layer
is assumed to be infinitely extended in two directions, while its spatial extension
is small enough in the third direction so that its thickness in this direction is much
smaller than the coherence length of the light. In reality, no thin-film layer extends to
infinity in its plane, but it is much larger than the extension along the film axis. This
difference creates significant battle between models based on ideal and real structure
films. In addition to that, there is always a fixed number of atoms at the interface
and they are different than those present in the bulk. The ratio between surface and
bulk atoms significantly influences the material properties, which can be realized
through the following practical examples. Real optical thin-film coatings with their
macroscopic counterpart that exist in nature are presented in Fig. 2, which is found
exciting as well as amazing. It clearly shows that there exists a great resemblance
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Fig. 2 Comparison between large-scale geological structure (on left) and nanoscale thin-film struc-
ture (on right).First row: The left image is the basaltic pit columns at Rhoen, Bavaria, Germany [16]
and the right image is the cross-sectional FESEM image of the electron beam evaporated ZrO2 thin
film. Second row: The left image is the Red Rocks at Colorado, USA [17], and the right image is the
cross-sectional FESEM image of the oblique angle deposited HfO2 thin film [18]. Third row: The
left image is the alternating layers of Devonian sandstone and mudstone at Cape Liptrap, Victoria,
Australia [19], and the right image is the cross-sectional FESEM image of laser-induced damage
structure of HfO2/SiO2 multilayer coating [20]

in the topography of nanoscale real thin films and multilayer coatings with their
large-scale geological structure. All the coatings are prepared using electron beam
evaporation technique, and they exhibit columnar structure with finite porosity in
the film or multilayer. In Fig. 2, the right side of the first row presents the columnar
growth structure of 373-nm-thick ZrO2 thin film. Surprisingly, it exhibits similar
appearance as the basaltic columnar rock structure in a mining at Rhoen, Bavaria,
Germany as shown in the left of the 1st row. The left of the second row in Fig. 2
shows the structure of famous Red Rocks, Colorado, USA, made of assembly of
rocks having height more than 10 m. Its thin-film nanostructure counterpart, i.e.
cross-sectional morphology of oblique angle deposited HfO2 thin film is presented
in the right side of second row, which shows tilted columnar structure like the Red
Rocks structure. Even more exciting is the structures presented in the third row. The
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left side presents a large-scale geological rock made of brittle and ductile defor-
mation of alternating layers of Devonian sandstone and mudstone at Cape Liptrap,
Victoria, Australia, and its exactmicroscopic counterpart is presented in the right side
which shows the cross-sectional morphology of the laser-induced damage structure
of electron beam evaporated HfO2/SiO2 multilayer coating made of alternate layers
of HfO2 and SiO2. In spite of their apparent geometrical resemblance, the physical
properties of the nanoscale materials are significantly different from their large-scale
counterparts. This can be realized by comparing the surface-to-volume ratio between
a large-scale and nanoscale columnar structure. A column can be considered as a
cylinder with height (h) and diameter (D). The surface-to-volume ratio is given by
S
/
V = (2

/
h) + (4

/
D). For a nanoscale thin-film structure, D is assumed to be

100 nm and h is ~500 nm. For a large-scale structure, D ~1 m and h ~10 m. The
calculation clearly shows that the surface effects relative to the volume effects in the
nanoscale structure are ~107 times higher as compared to that of large-scale columnar
structure. Therefore, surface effects are dominant in case of thin films or nanostruc-
turedmaterials. Primarily, the surface features define the physical difference between
thin film and bulk. The quasi two-dimensional structure of a thin film is exploited to
replace the volume functionality by surface functionality, which is a viable approach
in a world with limited resources [15]. For optical coating applications, the control of
thickness, grain size and distributions, stoichiometry and structure of the thin films
are very much essential.

The thin-film properties are sequentially combined to make multilayer interfer-
ence coatings with each thin-layer thickness comparable to the wavelength of visible
light. Generally, a multilayer optical coating is designed by quarter-wave stack of
high refractive index and low refractive index materials, which is then refined for
the desired spectral characteristics. A simple example of an optical thin film coating
is anti-reflection coatings for ophthalmic glasses. The optical coatings are essen-
tial for almost all fields of science and technology dealing with light. The complex
design aspect with advanced deposition systems plays a crucial role in the progress
of optical coatings. Nowadays, interference filters can be made of hundreds and
even thousands of layers that are also commercially available. The field of optical
thin films is well documented by several researchers in the form of review articles
[21], books and chapters [3, 15, 22–27]. In addition to this, thin-film optical coating
design courses and short courses are regularly carried out at various conferences
[28–30]. A large number of researchers, experts and industries have been working
to design and develop modern optical coatings as per the technology demands. A
clear procedure needs to be followed in order to design a multilayer coating targeting
some desired spectral characteristics usually transmission, reflection and absorption.
In many applications, these properties are required as a function of a given combi-
nation of external parameters such as wavelength (λ), angle of incidence (θ ) and
polarization (TE and TM) of incident light. To meet the desired spectrum, a thin-
film designer has to play with following parameters in a multilayer, i.e. number
of layers (N), refractive index (n), extinction coefficient (k) and thickness (d) of
the layers, and optical constants of incident medium and substrate [31], which can
be tackled by graphical, analytical and numerical methods. Analytical methods are
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usually fast, but they are not efficient in case the materials are strongly absorbing
or highly dispersive [32]. Graphical methods help to identify approximate multi-
layer designs, which can be used as the starting designs for further refinement using
advanced computers [33]. In most numerical methods, the design of a multilayer
structure targeting the desired spectrum is based on the use of merit functions [32].
Though the history of using a digital computer for optical coating design was more
than half a century, the significant progress was made in the first part of this period
when attempts weremade to develop different types of design approaches andmathe-
matical optimization routines for computational designing of optical coatings. These
developments were documented by Dobrowolski, who approached two ways, i.e.
refinement and synthesis techniques to design optical coatings [34]. The refinement
approach normally requires a starting design that is not quite satisfactory, and gradu-
ally improves to match the desired performance. By contrast, the synthesis approach
frequently generates its own starting design and then followed by refinement,which is
generally used for complex optical coatings [35]. Amultilayer optimization example
is given below in Fig. 3a which presents a refined design spectral characteristic of a
passband filter alongwith its target spectrum. Figure 3b shows the starting design of a
multilayer structure and its final optimized design structure to get the spectrum that is
close to the targeted spectrum. Though various books, chapters, research papers and
review articles are devoted to optical coating design in the past, reports on system-
atic presentations of different optimization approaches used for designing complex
multilayer coatings are rare. In this chapter, different optimization techniques with
their advantages and limitations for designing multilayer optical coatings will be
discussed with suitable examples.

To achieve the desired spectral characteristics of a multilayer coating, one needs
knowledge of all aspects of design, requirement of materials and deposition tech-
niques used for the production of such coatings. Materials are deposited layer by
layer on transparent optical grade substrates using both physical vapour deposition
(PVD) and chemical vapour deposition (CVD) techniques. The most common PVD

Fig. 3 a Target (dotted line) and design (solid line) spectra of a passband filter. b Refractive index
profile of a starting design structure with its final design structure after refinement which gives the
design spectrum (solid line) as shown in the left figure
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techniques used for deposition of optical coatings are techniques evaporation and
sputtering. Materials having inorganic elements or compounds are usually deposited
using PVDprocesswith orwithout reactive gases, while the techniques likeCVD, dip
coating and spin coating requires liquid inorganic and organic compound, and gases
for the deposition process to happen [36]. Generally, transparent dielectric refractory
oxides, halides, sulphides, selenides, tellurides and chalcogenides are widely used
for optical coating applications, which are deposited using mostly PVD techniques.
During evaporation, the parent materials get decomposed and the final coating may
lead to non-stoichiometry thin films. Therefore, evaporation is performed under a
reactive environment to ensure the resultant coating exhibits the required stoichiom-
etry. The residual gas pressure in terms of moisture present in the evaporation mate-
rial significantly affects the evaporation process as well as the structure of thin-film
layers. Hence, preheating or outgassing of the evaporation materials are must prior
to the deposition. Moreover, there are also several other factors that can affect the
properties of thin-film coatings. An attempt is made to cover various aspects of depo-
sition techniques with their advantages and disadvantages related to thin-film optical
coatings in the later part of this book chapter.

The cleanness of a deposition system and better quality thin-film coatings require
materials that should fulfil a series of criteria before being used as a coating material.
They are basically chemical purity, stoichiometry in case of alloys, homogeneity of
the grains or particles, density, etc. Chemical purity of the materials or targets is
one of the important criteria which should be at least 99.99%. Fluoride materials
such as MgF2, BaF2, AlF3, CaF2, LaF2, etc. are used to develop filters or mirrors
required for deep ultraviolet–vacuum ultraviolet laser applications since they exhibit
transparency in the UV region having optical band gap close to 10 eV [21, 37].
Dielectric refractory oxides such SiO2, HfO2, TiO2, ZrO2, Ta2O5, Al2O3, etc. are an
important class of optical coating materials as they exhibit wide transparent spectral
range from visible to near-infrared region with a good variety of refractive indices
[21, 38]. In addition to this, they form hard, abrasion-resistant and chemically and
environmentally stable thin-film coatings. Since most of the oxides get dissociated at
high temperatures, therefore it is advised to provide oxygen during the evaporation
process of oxide materials as per the needs. ZrO2 and HfO2 are very commonly
used high-index coating materials because of their high UV transmission and higher
laser-induced damage threshold. The absorption of both hafnia and zirconia is only
significant below the wavelength of 250 nm; therefore they are very useful for UV
optical coatings [39]. SiO2 is the common low refractive index and high band gap
material used for the fabrication of different optical filters [39]. In addition to that,
SiO2 thin film can be used as a corrosion resistance layer ofmetals [40]. TiO2 (n ~2.4)
is a high refractive indexmaterialmostly used in the visible range as it begins to absorb
light below450 nm [39]. TiO2 is very useful for applications such as self-cleaning and
defogging windows [41]. Some complex coatings require material refractive index
values that do not exist in conventional pure coatingmaterials. For example, there is a
gap between refractive index values of 1.63 (Al2O3) and 1.85 (Y2O3). Two materials
of different refractive index values can be mixed to get the desired refractive indices,
and are called asmixed oxide thin films [42]. Themixed oxide film helps to tune grain
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morphology, structure, film density and residual stress in coatings. There are reports
on the mixed films of ZrO2–MgO, ZrO2–SiO2, ZrO2–MgF2, TiO2–SiO2, HfO2–
SiO2 and Ta2O5–TiO2. The range of refractive index for the mixed films is roughly
2.05–1.7 for ZrO2–MgO, 2.05–1.45 for ZrO2–SiO2, 2.1–2.55 for Ta2O5–TiO2 and
2.05–1.36 for ZrO2–MgF2 [43]. There are also commercially available mixed oxide
materials such as SiO2–Al2O3, ZrO2–TiO2, ZrO2–Al2O3, TiO2–La2O3 and Ta2O5–
Al2O3 [36]. Sulphides, selenides and tellurides such as ZnS, CdS, SbS3, ZnSe, CdSe,
Sb2Se3, ZnTe, CdTe and PbTe, are important infrared coating material [21]. They are
evaporated from resistively heated boats made of tungsten or molybdenum. Most of
the sublimated materials decompose during evaporation, but finally, recombine on
the surface of the substrate, and the recombination is controlled by substrate heating.
Today, ZnS and ZnSe are mainly used for anti-reflection coatings for infrared region,
decorative coatings and holographic applications [44–46]. Telluride materials are
mainly useful for electro-optical applications [47]. Metal–dielectric mixture known
as cermets is used for solar coatings or absorbing coatings. Besides the above, there
exist numerous materials used for optical coatings.

Once thin films or multilayer optical coatings are prepared, the next step is to see
whether they show the required structure, optical properties, surface morphology,
stress and laser damage threshold, which are very much essential for developing
stablemultilayer optical coatings. The filmoptical properties such as refractive index,
extinction coefficient, and optical band gap are the most important parameters for
the design and development of optical filters. The interface in a multilayer gets
affected by the crystal structure of thin layers. Generally, crystalline films generate
rough interfaces as compared to that of amorphous films. Hence, the crystal structure
of thin-film coatings is very crucial for developing low-loss optical filters. Surface
morphology gives surface features such as roughness and grain sizes. Therefore,
control of surface morphology of coatings is essential to get the least surface scat-
tering. Generally, finer grain size distributedmorphology is desired to get dense films
with least surface roughness, resulting in stable optical coatings with least scattering.
Under mechanical shocks, intense pulsed laser fields or environmental disturbances,
cracking or peeling of thin coating layers may occur, which can adversely affect the
performance of the thin-film coating devices. To avoid it, the optimization of the
mechanical properties of the thin films is of great concern. In particular, residual
stress in coatings is related to the coating stability, i.e. peeling, cracking and curling
of the films [48]. Therefore, determination of residual stress of thin films is very
crucial for developing stable optical coatings. The dielectric multilayer coatings are
widely used for laser applications. For high-power lasers, the multilayer coatings
should withstand laser power without being damaged. Therefore, the laser damage
threshold of thin films and multilayer coatings is of high importance. There are
several other properties such as electronic, magnetic, non-linear optical properties,
etc. which are also important as per the coating applications. Here, we will restrict
to discuss the characterization techniques that are relevant for optical coatings only.

Conventionally, the field of thin-film multilayer optical coatings is interdisci-
plinary in nature, which combines optics, electrodynamics, quantum mechanics and
material science into a specific research area known as applied optics. The recent
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updates in the novel design, characterization and production of thin films and multi-
layer optical coatings are found to be less clearly arranged as a result a new researcher
faces trouble and gets confused in the rapidly changing scientific environment. The
present book chapterwill try to cover from simple to complex coating designs, widely
used coating deposition methods and all necessary characterization techniques to
qualify and quantify the performance of an optical coating.

2 Basics of Thin Films and Multilayer

2.1 Single Layer

Wewill briefly review some of the key concepts and basicmathematical formulations
of thin films, which are very much essential for designing thin-film optical coatings.
Figure 4a shows schematic of a thin-film structure considering multiple reflections
from both the front and back surfaces of the film. The light reflected from the first
surface of the film is denoted as r12 and the transmitted part has r23 reflected from
the second surface of the film. Again, the light is reflected when it falls back on the
first surface and part of this reflected light r21 is again reflected when it falls on the
second surface. The resultant amplitude reflectance considering all the reflections
from the two interfaces is given by [22]

r = r1 + r2 + r3 + · · · = r12 + r23e−iϕ

1 + r21r23e−iϕ
(1)

Here ϕ = (4π
/

λ)nd cos θ is the phase difference between r1 and r2 caused by
the optical thickness of the film, and θ is the angle of incidence of light. The Fresnel
amplitude reflection coefficients at first and second interfaces of the thin film are
given by

Fig. 4 a Schematic of a thin film with multiple reflections, and b variation of reflectivity of the
thin film with phase difference between r1 and r2
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r12 = n1 − n2
n1 + n2

, r21 = n2 − n1
n2 + n1

and r23 = n2 − n3
n2 + n3

(2)

Figure 4b shows the variation of reflectivity with the phase difference for a thin
film having refractive index n = 2 placed in air medium having refractive index n =
1. This figure shows that the reflectivity is a maximum of 0.35 for ϕ = π, 3π and 5π,
while the reflectivity is zero for ϕ = 0, 2π, 4π and 6π. The phase difference of π

and 2π correspond to optical path difference of λ/4 and λ/2, respectively. If the film
having a thickness of one-quarter-wave optical thickness (QWOT), i.e. nd = λ/4 at
the wavelength of consideration λ, the film appearance would be white. As the film
becomes thicker close to λ/2 or thinner close to zero, then it would appear as black
as it shows no reflection. This is the reason which leads to colour mixing in water
bubbles. Water bubble has a thickness of many QWOTs with respect to the visible
light. The bubble shows more QWOTs in blue light than the red light for a given
thickness. Hence, the blue and red lights are at different phases and exhibit different
reflectivity. This creates a rainbow in soap bubbles. The half-wave optically thick
(nd = λ/2) layers are absentee layers, while the QWOT layers are used to enhance
the reflectivity in a multilayer coating design. These are the basic principle of the
reflectance or circle diagram as documented by Apfel [33]. QWOTs are used either
to increase or decrease the reflectance using high or low refractive index layers as
per the requirement.

The design of multilayer coatings considers the properties of individual single
layers to give a desired spectral performance. Incident light having coherence length
of incident light (λ2/2π�λ) greater than the optical thickness (nd) of a layer is
considered as monochromatic for the thin layer. Therefore, interference of light due
to multiple reflections within the layers cannot be neglected. So, their electric field
amplitudes are added to get the net reflection and transmission to its adjacent layers. If
the optical thickness is greater than the coherence length, the phases of the internally
multiple reflected lights are random, therefore the interference of light can be ignored.
As a result, intensities of light instead of amplitudes of the electric field of the light
inside or outside of the thick layer are added to get the net reflection and transmission
[49]. Depending on the thickness of a film, the optical response of the film is treated as
either coherently or incoherently. In the present case, the thicknesses of the thin films
are considered being comparable to the wavelength of light, hence should be treated
coherently. The optical response of single-layer thin films of high-index and low-
index materials should be discussed before moving to multilayer optics. Therefore,
the spectral properties of single-layer films are discussed below, so that one would
get an idea about the importance of single-layer geometric and optical parameters.
The effects of refractive index, film thickness, angle of incidence and polarization of
light on the spectral reflection and transmission of single-layer films are computed
and plotted in Figs. 5 and 6.

High as well as low refractive index thin films are assumed to be coated on a glass
substrate having refractive index n ~1.5 and light is incident normal to the films.
Figure 5a clearly shows that the reflectivity increases and transmission decreases
for a significant part of the spectrum with an increasing refractive index from 1.8
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Fig. 5 Optical spectrum of a high refractive index thin films (d = 80 nm), b low refractive index
thin films (d = 140 nm) with varying refractive index (n) values

Fig. 6 Thickness dependent a transmission and b reflection spectrum of a high refractive index
(n = 2.3) coating on glass substrate



292 S. Jena and N. K. Sahoo

to 2.3, but there is a very small change in reflection as well as transmission at a
wavelength around 350 nm, as it is close to half-wave position. The peak reflectivity
or least transmission position is the quarter-wave position for high-index thin films.
Figure 5b shows the anti-reflection properties of the low-index thin-film coatings.
The transmission of the low-index-coated glass increases or the reflectivity decreases
with decreasing refractive index values from 1.47 to 1.24. The lowest reflection point
indicates the quarter-wave position, while again the reflectivity does not change at the
half-wave position in the spectrum. Figure 6 shows that the number of interference
fringes increases both in reflection and transmission spectrawith increasing thickness
of a dielectric thin film having a refractive index value of n = 2.3. In real coatings,
the thickness may even affect the refractive index, band gap, roughness and structure
of the thin-film coatings [50–52]. Hence, control of thickness is essential to achieve
the desired spectral performance of optical coatings.

Now, let us consider the effect of angle of incidence and polarization of light on
the optical response of dielectric thin films. Light is basically an electromagnetic
wave in which the electric and magnetic field vibrates perpendicular to each other
in space and time. The light is considered plane-polarized or linearly polarized light
if its electric field vibrates in a fixed plane in space, named as plane of vibration.
Most of laser light are plane-polarized, while the light from the sun is found to be
unpolarized. When unpolarized light is incident on the dielectric thin films, it can be
decomposed into two components, i.e. S-polarization and P-polarization. If the elec-
tric field of light is polarized perpendicular (parallel) to the plane of incidence, then
it is called as S-polarized (P-polarized) light. The spectral reflection or transmission
of both the polarizations depends on the angle of incidence. It is well known that the
reflection of P-polarized light (TM wave) drops to zero at a definite angle, known
as Brewster’s angle, and the reflected light becomes plane or linearly polarized with
only the S-polarization. Figure 7 shows the angle of incidence dependent reflection
and transmission spectra of thin films with varying refractive index values from 2.3
to 1.5 for both the polarizations of light. The Brewster’s angle shifts to a higher angle
with an increasing refractive index value of the films. The reflection increases or
the transmission decreases with increasing angle of incidence for S-polarized light.
In the case of p-polarized light, the reflection gradually decreases with the angle of
incidence and becomes zero at Brewster’s angle, and then increases drastically with
further increasing angle of incidence of light.

2.2 Multilayer

Before designingmultilayer coating based optical filters andmirrors, the basic theory
of multilayer structure needs a revisit to formulate the design problems. In the past,
various methods such as recurrence equations, Smith, Kard and admittance charts,
vector methods and analogies with electrical and microwave filters have been used
to design optical multilayer coatings [53]. These methods were efficient for coatings
with a few layers. But the most versatile approach that is suitable for designing both
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Fig. 7 Angle of incidence dependent transmission and reflection of a thin film (d = 80 nm) with
varying refractive index values for a S- and b P-polarization light of λ = 700 nm

simple and complex optical coatingswas proposed byAbeles [54] and then pioneered
by Weinstein [55] is based on the matrix formulation derived using Maxwell’s equa-
tions [53]. Figure 8 illustrates the schematic of a multilayer coating consists of m
homogenous and isotropic layers. The z-axis is in the direction from the incident
medium (air) to the substrate, and the layers are numbered along the z-axis. All the
layers are assumed to be transparent in nature for the sake of simplicity. The thick-
ness and refractive index of the layers are denoted by (d1, n1), (d2, n2), …, (dm, nm).
The refractive index of the substrate and incident medium (air) is denoted as ns and
n0, respectively.

Fig. 8 Schematic of a multilayer coating structure
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Using the continuity conditions, the electric and magnetic fields at any two posi-
tions z and z + dj in the jth layer can be related by a transfer matrix as proposed by
Abeles [24, 25, 54]

Mj =
(

cos k jd j
i
η j
sin k jd j

iη j sin k jd j cos k jd j

)

(3)

where dj is the thickness of the jth layer, ω is the angular frequency of the inci-

dent light, k j = (2π
/

λ)n j cos θ j = (2π
/

λ)n j

√
1 −

(
sin2 θ

/
n2j

)
is the prop-

agation wave-vector in the z-axis, nj is the refractive index and θ j is the inci-
dent angle of the jth layer, θ is the angle of incidence and c is the speed of light
in vacuum. Using Snell’s law n j sin θ j = n0 sin θ , we obtain the pseudo-indices

η j = n j cos θ j = n j

√
1 −

(
sin2 θ

/
n2j

)
for S-polarized (TE wave) light, and

η j = n j
/
cos θ j = n j

/√
1 −

(
sin2 θ

/
n2j

)
for P-polarized (TM wave) light. The

electric and magnetic field amplitudes are continuous at the boundaries of the layers,
therefore the field can be estimated from its boundaries at z0 = 0 to zm bymultiplying
all the transfer matrices, known as the characteristic matrix (M) of a multilayer given
by [24]

M = M1M2M3 . . . Mm =
(
m11 m12

m21 m22

)
(4)

The amplitude of transmission coefficient (t) and reflection coefficient (r) are
expressed through the matrix elements by the equations [25, 56]

t = 2η0
(η0m11 + ηsm22) + (η0ηsm12 + m21)

(5)

r = (η0m11 − ηsm22) + (η0ηsm12 − m21)

(η0m11 + ηsm22) + (η0ηsm12 + m21)
(6)

The transmitted and reflected intensities, T and R, are calculated from the
amplitude coefficients by the equations given below:

T = Re(ηs)

Re(η0)
|t |2, R = |r |2 (7)

The above equations are used to compute reflection, and transmission in a multi-
layer coating for any angle of incidence for both polarizations of light. The reflection
of two multilayer structures, one having periodic bilayer and other having periodic
tri-layer with varying number of periods (N), are calculated and plotted in Fig. 9.
The figure shows that the reflectivity of the multilayer increases with an increasing
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Fig. 9 a Reflection spectra of a (HL)N multilayer structure with varying bilayer numbers N from
1 to 10, where the refractive index of the H and L layers are 2 and 1.46, respectively. b Reflection
spectra of a (HML)N multilayer structure with varying tri-layer numbers N from 1 to 10, where the
refractive index of the H, M and L layers are 2, 1.8 and 1.46, respectively. In both cases, the design
wavelength is considered to be 700 nm, and the optical thickness of all the layers is quarter-wave
at λ0 = 700 nm

number of periods. The periodic tri-layer shows two high reflection bands, while the
periodic bilayer shows only one high reflection band for N = 10. Figure 10 shows
the variation of reflectivity of a multilayer quarter-wave stack with different angles
of incidence for S- and P-polarized lights. The peak reflectivity as well as bandwidth
of the reflection profile increases with angle of incidence for S-polarized light, while
it decreases for P-polarized light. The central wavelength of the reflection spectrum
undergoes blueshift with increasing angle of incidence for both polarizations. But
beyond Brewster’s angle, the peak reflectivity for P-polarized light again increases.
These equations remain valid and used even for metal–dielectric multilayer, where
the materials are absorbing in nature. These are the fundamental formulations for
designing any multilayer coatings, where the computation aims to find the number
of layers, the refractive indices and thicknesses of each layer in a multilayer that

Fig. 10 Angle of incidence dependent reflectivity of a (HL)8 multilayer for a S-polarized, and
b P-polarized light, respectively, where the refractive index of the quarter-wave H and L layers are
2 and 1.46, respectively, at λ0 = 550 nm
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deliver the target spectrum. The detailed utilities of these equations will be explored
further in the simple and complex design of optical coatings in the next part.

3 Design of Multilayer Optical Coating Devices

3.1 Simple Designs

Early days of design of optical coatings were basically done using the concept of
quarter-wave optical thickness (QWOT = nd = λ0/4), where λ0 is the wavelength
of consideration. If a thin film has QWOT, then the path travelled by the light from
the first surface to second and back to the first would be half-wavelength (λ0/2), i.e.
the phase difference ϕ = 180°. Here, the two reflections are added to give maximum
reflectivity. Similarly, QWOT low-index layers coated on high-index substrate gives
low reflection. The QWOT is regarded as the building block for designing most of
the optical coatings. Some of the QWOT-based simple designs for various optical
coatings and filters are illustrated below.

The simplest coating is a single-layer coating on both sides of a substrate to reduce
its reflection, known as anti-reflection coating. The single layer is having QWOT
with refractive index equal or close to the square root of the index of the substrate
(ns = 1.52 for glass), i.e. n = 1.23. Excluding porous coatings, no conventional
coating material has such low refractive index values. The material MgF2 has the
least refractive index value of n = 1.38, which is frequently used for anti-reflection
coatings on high-index substrates. This single-layer coating on glass substrate does
not entirely reduce its reflection to zero. For that reason, people approached double-
layer QWOT coating (Air/LH/substrate/HL/air) to get zero reflection at the design
wavelength. The refractive index of the high-index second layer (H) is chosen using

the equation n2 = n1
√
ns

/
n0 for a QWOT double layer. With n0 = 1, n1 = 1.38 (L

layer) and ns = 1.52 (glass substrate), the value of n2 = 1.70 (H layer). Using these
parameters, the reflection spectrum is computed and plotted in Fig. 11a. The figure
shows that the reflectivity is zero at the design wavelength of λ0 = 1000 nm. The
coating shows perfect anti-reflection at the designwavelength. The aimof this coating
is to enhance the transmission and simultaneously reduce the reflection of light in
various optical components in the widest possible spectral region. Particularly, the
optics in lasers needs such anti-reflection coatings to be loss free.

The other simple QWOT design is the design of high reflection (HR) mirrors.
As QWOT layer gives maximum reflection, hence many more QWOT layers are
required to get high reflection. The HR mirror is designed by a multilayer stack
made of alternate QWOT layers of high- and low-index materials. Figure 11b shows
the reflection spectrum of an HR mirror having design structure Air/(HL)10/Glass
with a refractive index of H and L layers as 2.36 (TiO2 layer) and 1.46 (SiO2 layer),
respectively. Thehalf-width (�λ) of the high reflection banddepends on the refractive
index contrast between the high- and low-index layers, and can be calculated by
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Fig. 11 Simple quarter-wave design of various optical coatings and devices targeted at the central
wavelength of λ0 = 1000 nm: a Anti-reflection coating b High reflection mirror, c Long wave pass
filter, d Short wave pass filter, e bandpass filter, and f beam splitter. The design structure of all the
coatings as well as materials refractive index values are mentioned in the inset of the plots. H and
L represent the high and low refractive index layers, respectively

�λ = (2
/

π) sin−1[(nH − nL)/(nH + nL)]. Wider the refractive index contrasts
between thematerials, larger thewidth of high reflectionband.Thedesignwavelength
as well as other materials can be chosen as per the requirement. Heterogeneous
multilayer structure can bemade to designwideband high reflectionmirrors covering
the entire visible spectrum.

Figure 11c, d shows the transmission spectrum of a long wave pass and
short wave pass filters along with their design structure mentioned in the
inset of the plots. The starting design is a quarter-wave stack with maximum
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number of layers to get a block band. Then half-wave high-index layers are
matched if the stack starts and ends with QWOT low-index layers to design
long wave pass filters, and vice versa for short wave pass filter. The two
possibilities are (i) H

2 LHLHLH . . . LHL H
2 , and (ii) L

2 HLHLHL . . . HLH L
2 .

These arrangements can be replaced by H
2 L

H
2

H
2 L

H
2

H
2 L

H
2

H
2 L . . . H

2
H
2 L

H
2 , and

L
2 H

L
2
L
2 H

L
2
L
2 H

L
2
L
2 . . . H L

2
L
2 H

L
2 , respectively, which can be further written as

[
H
2 L

H
2

]N
and

[
L
2 H

L
2

]N
[3]. Here N is the period of the multilayer stack. The stack

H
2 L

H
2 and L

2 H
L
2 are the basic period for long wave pass and short wave pass filters,

respectively. In pass band of both the filters, the multilayer stack behaves as if it is
an inhomogeneous single layer. There exist ripples in the pass band of the filters.
There are various ways one can reduce the ripples. The easiest one is to choose a
combination having an equal admittance comparable to that of the substrate with a
condition that the reflection loss due to the substrate is not very high. Presently, the
most common technique to remove the ripples is by computer refinement which is
discussed later in more detail.

Narrow bandpass filter is made by simple quarter-wave design, in which a half-
wave optically thick layer (absentee layer) is inserted between twoQWOTmultilayer
stacks. The QWOTmultilayer increases the reflection while the reflection at the half-
wave point does not change and remains the same as the substrate. As a result, the
high reflection band becomes wider and the low reflection band becomes narrower,
which is the origin of the narrow bandpass filter. The design structure of a narrow
bandpass filter is (HL)N HH(LH)N or (LH)N LL (HL)N.Wecanwider the passband by
merging multiple such structures using QWOT coupling layers. Figure 11e shows
the transmission spectrum of a bandpass filter in which structures of two narrow
bandpass filters are merged to get a two-cavity bandpass filter. Therefore, the design
structure of the filter is Air/(HL)2 HH (LH)2 L (HL)2 HH (LH)2/Glass. This structure
gives a broader transmission band with steeper skirts as compared to the base narrow
bandpass filter. The small ripple can be eliminated by anti-reflection coatedmatching
layers.

Neutral beam splitter is another multilayer coating that can be designed with a
simpleQWOTmultilayer structure. Beam splitter reflects a part of the light and trans-
mits the rest of the light. The beam splitters are specified by the ratio of transmission
to reflection, and 50/50 beam splitter is the most widely used. The design of beam
splitters is relatively simple. By using the QWOT multilayer stack, 80/20, 60/40,
30/70, etc. beam splitters can be designed as per the requirement just by tuning the
number of layers or refractive index of the materials. Figure 11f shows the trans-
mission and reflection spectrum of 50/50 beam splitter made by five QWOT layers.
The structure of the beam splitter is Air/LHLHL/Glass at the design wavelength of
1000 nm. The bandwidth of the beam splitter can be further improved by computer
refinement using different optimization techniques, which will be discussed in detail
in the next part. There are several other optical filters or mirrors which can be made
using simple designs.
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3.2 Complex Designs

During the initial days, the optical coatingswere designed by direct analysis of optical
properties of single and multilayer thin films. Especially, anti-reflection coatings
and high reflection mirrors were designed by that method, which are discussed in
the previous part. Later, it was realized that such a design approach has limited
capabilities and only certain simple optical coating designs can be done using that
direct approach. In 1958, Philip Baumeister [57] considered the coating design as an
optimization problem and introduced the concept of merit function that evaluates the
closeness between the designed and target spectral properties. Baumeister designed
a good cutoff filter without increasing the number of layers from the starting design
using the damped least-squares method in his optimization. The merit function is a
function of all the building parameters of the system such as the number of layers
(N), thickness (d), refractive index (n) and extinction coefficient (k) of the incident
medium, substrate and thin-film layers in case of optical coatings. It estimates a
weighted mean square deviation between the present and the target spectrum, and is
given by [35]

F =

√√√√√
1

m

m∑

j=1

[
Sj − STj

�Sj

]2

(8)

The function F is the standard merit function, m is the number of targets, Sj
is spectral properties of interest (reflection/transmission), STj is the target spectral
properties and �Sj is the design tolerance. An optimization procedure is used to
adjust the thickness and refractive index of the layers to minimize the merit function.
The merit function value converges to one if all the optimized quantities differ from
their target values within the tolerance limit [31]. The target specifications such
as reflection, transmission, polarization, angle of incidence, etc. must be provided.
The target can be defined for a particular wavelength or over a wavelength range
depending on the applications. Optimization of the merit function is now commonly
used for the design of multilayer coatings.

Based on the merit function approach, the design of optical coating is crudely
divided into two classes: numerical refinement and thin-film synthesis. The procedure
Refinement was first proposed by Baumeister and it requires a starting design that
is close to the required spectral performance. The initial designs start by taking
approximate solutions derived from the fundamental principles or earlier experience,
and by semi-analytical methods. Then, the construction parameters such as refractive
index and thickness of layers are optimized to minimize the merit function. Several
optimization routines are detailed in the book authored by William H. Press [58].
Variousfirst-order optimizationmethods that use the gradient of themerit function are
generally implemented for the refinement. The details of these optimization methods
are described elsewhere [25]. The gradient is basically a vector component of partial
derivatives of merit function with respect to the design parameters. Figure 12 shows
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Fig. 12 aDesign of a longwave pass edge filter by refinement process: the dotted line represents the
starting design spectrum, and the solid line represents the final design spectrum. b Refractive index
profile across the depth of the multilayer for the starting design, and final design after refinement

the use of the refinement process to design the ripple-free long wave pass edge filter.
The target transmission is more than 96% in the spectral region 1220–1700 nm and
zero transmission in the spectral region 900–1180 nm. This filter is designed by 41
alternate layers of high- and low-index materials (nH = 2.36, and nL = 1.46) at the
central wavelength of 1000 nm. The refractive index of the substrate and incident
air medium are ns = 1.52, and n0 = 1. The starting design of the refractive index
profile and the final design of the refractive index profile after refinement is plotted
in Fig. 12b. The transmission spectrum of the starting design (dotted line) and final
design (solid line) of the filter are plotted in Fig. 12a. The refinement process hardly
takes a few seconds to complete in modern computers. This example shows that
refinement is a tremendously efficient approach if a proper starting design is guessed
or known. Nowadays, modern computers enable refinement process to design some
coatingswith unknown starting designs, if the number of layers involved in a design is
relatively small up to 10–20, then the refinement process can be started with random
designs. Unfortunately, the refinement process limits itself once it reaches a local
minimum and the design cannot be more better. If the optimized design does not
match the target, then the refinement process again reinitiated with a better and new
starting design, otherwise one must go for a synthesis process that allows further
optimization by inserting new additional layers in the design, which is generally
required for complex optical coating designs.

Synthesis method is effective and it does not require a starting design, as it gener-
ates its own starting design automatically. Take an example of a rugate filter which
can be synthesized by starting from a single homogeneous layer to a refractive
index gradient layer. Most often synthesis is followed by refinement, but it is not
always true. Synthesis methods are approached either analytically, semi-analytically
or numerically. The semi-analytical methods are primarily built on equivalent layers,
polynomial synthesis, buffer layers, effective interfaces or admittance diagrams [24–
27]. Most often, these approaches deliver the coating designs composed of groups of
quarter-wave layers. Such designed filters are easy to fabricate than highly optimized
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optical designs, because the QWOT layers can be easily controlled by an optical
monitor system. Rather complex coatings are designed following this approach. In
thin-film synthesis, the key point is to get a starting point in the multi-parameter
design system which is close enough to minimize the merit function, as a result an
adequate solution to the design problem can be obtained. Early thin-film synthesis
methods were based on Dobrowolski’s comprehensive search, gradual evolution and
minus filter methods, Southwell’s flip-flop technique and Tang’s statistical search.
The comprehensive search method is very computation intensive and effective for
designs that can be resolved with a comparatively lesser number of layers [59, 60].
The gradual evolution method is applicable to designs that have a large number of
layers to get a solution, because the solution is gradually evolved by adding a number
of layers to design in several stages [59, 60]. The minus filter method decomposes
a required spectral transmission into a number of minus filters that are placed in
series, each having suitable attenuation and half-width [60]. The flip-flop method
subdivides the starting design of two dielectric layers into many thin layers of equal
optical thickness and iteratively flips the refractive index of each layer until the
best configuration is achieved. The process is very fast as the optical thickness of
the individual layers of the design is not varied during these calculations [60]. The
statistical search method is based on a statistical sampling of the layer parameters
and the sampling is restricted up to which the merit function stays below a certain
level. The most successful numerical thin-film synthesis methods in recent years are
approached by needle method, step method, inhomogeneous refinement and Fourier
transform method, which are briefly discussed below.

3.2.1 Needle Method

Needle method is the most widespread and effective thin- film synthesis technique to
date. This method was first conceived by Tikhonravov et al. in 1982 [25], and gained
popularity in the middle of the 1990s. It successfully solved various complex design
problems at a normal and oblique angle of light incidence. The needle optimization
technique can handle all kinds of materials (dielectric, semiconducting and metal)
[61]. The correct implementation of basic analytical formulas is essential for the
effectiveness of this technique, otherwise it can give erroneous results. The needle
method is presented qualitatively in Fig. 13, where thin layers (needles) are inserted
at the optimal positions of the multilayer coating, and their thickness is adjusted
by refinement. The needles are inserted till an acceptable solution is obtained or
the insertion of additional needles does not improve the merit function further. The
inserting positions of the needles are determined by taking the first derivative of the
merit function (F) with respect to the thickness of an extremely small thin layer
as a function of the position where it is inserted. In principle, all positions, where
dF/ddn is negative, are considered as suitable positions for the insertion of new layers
as shown in Fig. 13b. Generally, single needle at a time is inserted at the position
where dF/ddn is the most negative, and the positions are indicated on the z-axis
by dotted lines. In case of two material coating designs, the newly inserted layers
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Fig. 13 a Refractive index profile before insertion of layers, b the gradient of the merit function
that determines the thickness and position of the new layers to be inserted and c refractive index
profile after insertion of the needles

exhibit opposite refractive indices to those material layers where the insertions are
made. The refractive index profile of the new design attained after the insertion of
new layers is illustrated in Fig. 13c.

In general, the synthesis process adopting needle optimization comprises of a
sequential insertion of new layers in the existing multilayer. Subsequently, opti-
mizations of the multilayer structure with respect to layer thickness are sequentially
followed. The insertion of a needle in the jth layer can be presented by the matrix
Mj in a multilayer like Eq. (3) having a thickness corresponding phase shift ϕ j .
Subsequently, the needle layer represented by the matrix Mn generates two sublayers
represented by matrices Mj,2 and Mj,1 with phase shifts of ϕ j,2 and ϕ j,1 such that
ϕ j = ϕ j,1 + ϕ j,2 and Mj = Mj,2MnMj,1. The influence of the insertion of needle
layer with refractive index nn and infinitesimal thickness dn can be evaluated as [62]

dMj

ddn

∣∣∣∣
dn=0

= Mj,2
dMn

ddn

∣∣∣∣
dn=0

Mj,1 (9)

To speed up the calculations, the above equation can be rewritten as
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]
dϕn

ddn
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where ηn is the pseudo-index of the needle, ϕn = (2π
/

λ)nndn cos θn is the phase
shift in the needle, and �ϕ j = ϕ j,1 − ϕ j,2. Equation (10) is much faster to compute
as compared to Eq. (9) as there is no matrix multiplication, and the term dMj

dϕ j
and

dMj (�ϕ j )

d�ϕ j
are independent of the needle layer material, and dMj

dϕ j
are independent of

the needle location.
The best results using needle method obtained when needles are inserted one

needle at a time, but we sometimes insert more than one needle at a time to save time
which leads to increasing the overall optical thickness of the coating. A drawback of
the needle method is the generation of undesirable very thin layers, which is difficult
to deposit using conventional evaporation processes. Recently, both commercial as
well as free source software have implemented simple procedures to remove the thin
layers below a certain value. Overall, the needle method is a powerful technique for
thin-film coating design. Verly [64] proposed the modified needle method which is
applicable if there exists a continuous range of refractive indices. In those cases, the
derivative of the merit function is computed for many possible refractive indices and
the optimal index and its position are determined. Figure 14 illustrates the use of
the needle method to obtain target designs which are not possible by conventional
quarter-wave designs. The starting 21 QWOT layer designs are refined and then
followed by needle optimization, and the reflection and refractive index profile of the
final 57-layer design are plotted in Fig. 14a, and b, respectively. The final design gives
a ripple-free spectrum with suppressed sidelobes. Figure 14c shows the capability of
needle optimization to design the Taj Mahal like complex filter using 61 sequential
layers of Na2O5 and SiO2, respectively, and the refractive index profile resulting in
the Taj Mahal like filter is presented in Fig. 14d. Another very challenging spectral
profile using needle optimization is presented in Fig. 14e along with its refractive
index profile plotted in Fig. 14f, where a very successful attempt was made by
the authors to design the spectral reflectance contour like famous Indus buildings,
RRCAT, Indore [65], using 296 sequential layers of HfO2 and SiO2, respectively.

3.2.2 Step Method

The step method proposed by Larouche and Martinu [66] is like the modified needle
method, where small refractive index steps instead of needles are introduced in suit-
able positions. But instead of inserting thin layers as in the case of needle method,
the current layers are divided into a large number of layers by inserting negligible
small refractive index steps as illustrated in Fig. 15. A layer is divided into two
layers by decreasing, and increasing the refractive index of its first and second part,
respectively, making a rising step as demonstrated in Fig. 15a. The opposite index
profile is made in both the parts, creating a falling step. Then, the derivative of the
merit function (F) with respect to the index step height (�n) is computed for both
rising and falling steps as a function of the position as presented in Fig. 15b. The
new small index step layers are inserted where the derivative of the merit function is
minimal as shown in Fig. 15c. The filter design is re-optimized, and the procedure
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Fig. 14 aUse of needle method to design high reflection mirror with suppressed sidelobes: starting
(dotted line) and final (solid line) design spectrum, and their corresponding b refractive index
profiles. Another example of needle method to achieve a complex target like c Taj Mahal with its
design curve made of sequential 61 layers of Na2O5 and SiO2 and the corresponding d refractive
index profile of the Taj Mahal filter after needle optimization (reproduced from [63] with permis-
sion), e Indus campus like filter design using 296 layers of HfO2 and SiO2 materials and its needle
optimized (b) refractive index profile with a total thickness of 6631 nm

is repeated until getting a reasonable solution [66]. The derivative of the merit func-
tion is computed only by calculating the derivative of the characteristic matrix of a
multilayer, as it determines the spectral response of the multilayer.

Let us consider the jth layer in a multilayer is divided into two sublayers. The
effect of the addition of a step in a multilayer can be realized by taking the derivative
of the layer matrix with respect to the infinitesimal step index height (�nj) as
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Fig. 15 Graphical illustration of stepmethod: a additional parameter can be added to the refinement
process by inserting new index steps in the existing layers; b the derivative of the merit function
(dF/d(± �n)) is computed for rising (dotted line) and falling (solid line) steps as a function of
positions; and c the new steps are inserted at the positions where dF/d(± �n) is minimum
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If the refractive index difference �n is equally distributed on both the sublayers
as shown in Fig. 15a, then the refractive index of first and second sublayers are
decreased, and increased, respectively, by�n/2. So, the above equation canbewritten
as
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To speed the computation, Eq. (12) can be expressed as
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Fig. 16 Illustration of step method to design a 50/50 broadband beam splitter: a Transmission and
reflection spectrum of the starting and final design of a beam splitter, and b Refractive index profile
of the starting and final design after step optimization

Equation (13) ismuch quicker to compute thanEq. (10) because of no involvement
of matrix multiplication and dMj

dϕ j
is independent of step position. The specifics of the

theoretical formulation of the methods can be found elsewhere [66]. One can insert a
step in a finite thick layer to improve the merit function excluding the situation where
its refractive index is nmin or nmax. An optimal design is possible with homogeneous
layers of intermediate indices and finite thicknesses except dη/dn= 0. The optimized
filter either comprises homogeneous layers of maximum contrast in refractive index
or of graded-index layers. The stepmethod is verymuch effective for designing filters
at oblique angle of incidence with P-polarized light and it is available in OpenFilter
software [62]. It is an efficient synthesismethod as demonstrated in Fig. 16. The target
is to obtain a 50/50 broadband beam splitter having bandwidth of 800–1400 nm. The
starting design was a three-layer structure made of two low-index layers and one
high-index layers as shown in Fig. 16b, which gives 10/90 beam splitting at design
wavelength of 1000 nm. The stepmethod resulting the final refractive index profile as
shown inFig. 16bdelivered the targeted beamsplitter. The reflection and transmission
spectrum of the 50/50 wideband beam splitter is shown in Fig. 16a.

3.2.3 Inhomogeneous Refinement

Inhomogeneous refinement method divides an inhomogeneous film into a large
number of thin layers, whose refractive indices and thicknesses are refined [67–
69]. This is the method where the difference between synthesis and refinement is
somewhat vague. The inhomogeneous film shows the continuous variation of refrac-
tive index, and the multilayer designs are basically quasi-inhomogeneous coatings
made of many thin homogeneous layers. The optical response of such coatings is
equivalent to an inhomogeneous thin film of average refractive index having optical
thicknesses smaller than the operatingwavelength. In thismethod, the starting design
can be relatively simple, and no special assumption for its refractive index structure
such as a sequence of materials, number of layers, etc. is required except for a rough
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Fig. 17 Broadband
anti-reflection (BBAR)
coating designed by
inhomogeneous refinement.
The inset plot presents the
inhomogeneous refractive
index profile of the design

estimation of the overall optical thickness [68]. The layer thicknesses are separated
by their average values, while their refractive indices are adjusted without scaling.
The advantage of this refinement process is that it is considerably fast, but needle opti-
mization is much more versatile. Generally, the inhomogeneous refinement process
rapidly converges to the target solution, while the needle optimization is more effec-
tive for tuning the design close to the process ending. This method is mostly used
for the synthesis of all-dielectric filters. Figure 17 illustrates the use of an inhomo-
geneous refinement method to design a broadband anti-reflection coating having a
bandwidth of 800–1300 nm. The inhomogeneous refractive index profile generating
the final design is plotted in the inset plot of Fig. 17. This optimization method is
available in almost all commercial as well as open-source software.

3.2.4 Fourier Transform Method

Fourier transformmethod (FTM) is perhaps the first effectivemethod to design filters
with any arbitrary spectral shape. This methodwas developed byDelano in 1966 [70]
and Sossi [71], and later advanced by Dobrowolski [72]. It does not assume anything
about the layer thicknesses, refractive indices of the layer materials or number of
individual layers of the filter designs. The FTM directly relates the refractive index
profile with a complex spectral function (Q-function) that depends on the target
spectrum. The complex Q-function is defined as

Q̃(k) = Q(k)eiψ(k) (14)

Here, Q and 
 are the amplitude and phase functions of the complex Q-function,
respectively, and k = 2π /λ is the wavenumber. The refractive index profile as a
function of depth n(x) is derived using the inverse Fourier transform [72] as follows:
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ln
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where x is a variable which is twice the optical thickness, and nm = √
nminnmax is

the mean refractive index. The variable x is expressed as

x = 2

z∫

0

n(u)du (16)

Here, z is the physical thickness of the layers, and u is the integration variable. In
case of real coatings, the Q-function is expressed for a definite and limited range of
wavelengths. Various analytically simple Q-functions have been proposed by several
researchers [70, 73–76] as follows:
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where R and T are reflection and transmission spectra, respectively, of the coating,
and r and t are the amplitude of reflection and transmission coefficients, respectively.
The last term of Eq. (17) is known as Delano’s Q-function and its phase part is ψ ≈
arg(r/t). This phase part can be exploited to control the shape of the refractive index
profile. Verly [76] have obtained surprisingly good results, and designed good high
reflectance rugate filter by Q-phase optimization only. The FTM to design optical
filters has two important drawbacks: (i) the Q-functions are only approximate, and
(ii) it does not consider the dispersion in the refractive index. Therefore, there will
be a difference between the target and FTM designed spectrum. The former is taken
care by iteratively correcting the Q-function [75]. The later is resolved by scaling the
wavelength by the optical thickness in the Fourier transform and multiplying the Q-
function with a wavelength-dependent correction factor [77]. Despite its limitations,
the FTM can quickly generate useful inhomogeneous multilayer design. A common
application of the FTM is the design of single or multi-wavelength reflecting mirrors
termed ‘rugate filters’, which are usually defined as optical coatings having a contin-
uous variation of refractive index in the direction perpendicular to the film plane [78].
If a Q-function is defined for a single wavelength (single-band rugate filter), then its
Fourier transform gives a sinusoidal refractive index profile. For multiband rugate
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filter, the refractive index profile can be defined by multiplying multiple sinusoidal
profiles as follows:

ln
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]
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Q̄ j sin

(
2πx

λ j
+ ϕ j

)
ω(x) (18)

where λj are the central wavelengths of the band, ϕj are phase shifts that allow one
to centre the refractive index profile, N is the number of bands and
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/
2
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/
2

(19)

are the reduced Q-functions which govern the amplitude of the band index profile
�n j , and ω(x) is an apodization function that limits the range of refractive index
profile to finite. The amplitude of the refractive index profile decides the bandwidth
of the rugate filter, while the reflectivity of the filter is decided by both amplitude of
refractive index profile and the number of periods. Figure 18 illustrates the Fourier
transformmethod to designmulti-band rugate filters. The refractive index profile of a

Fig. 18 a Refractive index profile of a quadruple-band rugate filter made of TiO2–SiO2 mixture,
b transmission and c reflection spectra of the rugate filter with bands at 500, 700, 900 and 1100 nm
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four-band rugate filter made of TiO2-SiO2 mixture, and the corresponding reflection
and transmission spectra of the rugate filter are shown in Fig. 18. It is realized that the
FTM can rapidly produce useful inhomogeneous multilayer designs. Generally, the
synthesis gradually evolve in quasi-multilayer when the refractive index modulation
reaches its extremum. The hybrid solutions can be considered as starting designs for
conventional refinement. This method eliminates the high-frequency contributions,
consequently reduces the number of thin layers, which are difficult to deposit.

For thin-film synthesis, one needs global minimum seeking optimization routines
for the design of optical coatings. In the past, different optimization routines such
as modified gradient, damped least square, adaptive random search, golden section,
modified complex, Hooke and Jeeves pattern search, basic Powell’s conjugate search,
generalized simulated annealing, Monte Carlo simulated annealing, etc. are used to
refine the performance of the optical multilayer coatings [79]. It was noticed that no
optimization routine delivered best on all the problems, and therefore all commercial
codes or free software provide a choice of several optimization routines. There are
several commercial [80] or free software [62] available for the design of multilayer
optical coatings. OpenFilter [62] is the most famous open-source software that has
a complete design environment, including popular design methods and easy-to-use
graphical user interface. It gives the opportunity to the thin-film optical coating
community to develop new features using the fully functional open-source software.

4 Deposition of Thin Films and Multilayer Coatings

Thin films andmultilayer coatings are deposited using one of several deposition tech-
niques. The deposition techniques are broadly classified under two headers such as
physical vapour deposition (PVD) and chemical vapour deposition (CVD) techniques
[81–84]. For optical interference coatings, the PVD processes are much preferred
as compared to that of the CVD. Therefore, the chapter limits its discussion to the
PVD processes only. The PVD methods involve the evaporation of materials from a
solid or liquid source in the form of atoms or molecules in a high vacuum environ-
ment, and the vapours condense on the substrate to form a thin film. The basic PVD
processes are evaporation and sputtering. The variants of these processes are bias
sputtering, ion plating, pulsed laser deposition, ion-assisted deposition, oblique angle
deposition, co-deposition, etc. Modern PVD coating systems are highly automated
and installed in humidity-controlled clean rooms.

4.1 Evaporation

In 1912, Pohl and Pringsheim [85] made metallic mirrors through vacuum distil-
lation that laid out the foundation of evaporation process. Evaporation process is
usually performed in a vacuum typically 10−4–10−8 mbar depending on the purity
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Fig. 19 Schematic of resistive heating and electron beam evaporation techniques

of the film, the tolerable contamination level, deposition rate, depositing species and
reactivities of the residual gas. In evaporation methods, materials are heated (<1500
°C) to form vapours in several ways using direct resistance, electron beam, radiation,
lasers, or an arc discharge. The simplest method is to use a refractory metal boat as
a heater by passing an electric current through it known as resistive heating evap-
oration as shown in Fig. 19. In some cases, the substrate is heated at temperatures
of 150–350 °C before the start of deposition. The complete system consists of a
vacuum chamber along with necessary vacuum pumps, pressure gauges, thickness
controller and monitor, substrate holder, substrate heaters, power supplies to melt the
materials placed on the metal boat, etc. Since the boat’s resistance is low, therefore
high currents (>several hundreds of amperes) at low voltages (<10 V) are needed to
heat them [82]. Tantalum, molybdenum and tungsten are popular refractory metals
for the manufacturing of the boats. Boats often suffer from corrosive interaction
with the heated charge. Premelting and wetting of the evaporation materials on the
heated boat are necessary prior to the deposition as it provides good thermal contact
between the evaporant and the boat surface, and removes volatile impurities and
contaminants from the evaporant as well as from the boat surface. The boats often
affect the vapour distribution when the temperature reaches their melting points,
and some materials start reacting with the boat surface degrading the boat itself,
consequently it is difficult to deposit high-melting point materials using the resistive
heating technique. Therefore, people gradually shifted towards electron beamheating
to avoid the disadvantages, and it became the most preferred deposition process for
most materials to prepare highly pure thin-film coatings, especially refractory oxide
materials. Except for some cases of metallic coatings, resistive heating techniques
are rarely used. The schematic of an electron beam evaporation process is shown in
Fig. 19.

In the electron beam evaporation process, the evaporation material is kept in a
metallic crucible (mostly copper because of its good electrical as well as thermal
conductivity), and is heated by energetic electron beams to vapourize it. The elec-
trons emitted from a hot filament (usually tungsten) are accelerated towards the
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evaporant by providing a potential of typically 4–20 kV. The beam current could
be of several amperes; as a result, the heat generated in the crucible is massive and
capable of melting virtually any evaporant. The crucible is generally water-cooled in
order to prevent the possible reaction between the evaporant and the crucible. The hot
filament and the electrodes are positioned under the crucible to avoid their corrosion
by the evaporant. The electron beam is bent through angle more than a semicircle
(mostly 270°) and focused on the evaporant in the crucible using a magnetic field
[86]. Moreover, small electromagnets are added to scan the beam over the evapo-
rant to increase the area of heated materials. High deposition rates as well as fast
rate changes can be obtained by electron beam evaporation process and it can have
multiple crucibles resulting in vapourization of more than one material using the
same electron gun. As per our experience, all refractory oxide materials such as
SiO2, HfO2, ZrO2, TiO2, Ta2O5, etc. can be effectively deposited using a reactive
electron beam evaporation process. Using a double electron gun, mixed oxide coat-
ings can also be deposited to get tunable refractive indices by vapour-phase mixing
of two materials deposited by the two guns separately. A hybrid process such as
a combination of resistive heating as well as electron beam evaporation process
can be implemented to deposit metal/dielectric multilayer coatings. Optically trans-
parent heat reflectingmirror made of HfO2/Ag/HfO2 has been prepared by the hybrid
process and its reflection and transmission spectrum are shown in Fig. 20a. For refrac-
tory oxide coatings, oxygen is supplied during deposition known as reactive process
and tunable refractive indices can be obtained as shown in Fig. 20b by co-evaporation
of HfO2 and SiO2 using reactive EB evaporation. Earlier multilayer filters or devices
were fabricated mostly using electron beam evaporation. The evaporated coatings
generally exhibit columnar or porous structure because of less energetic evaporated
atoms deposited on the substrate (typically 0.1 eV), as a result, the filter stability
and optical performance were compromised. Later, it was realized that if we can
improve the energy of the evaporated atoms, then dense coatings can be prepared,

Fig. 20 a Fabrication of optically transparent heat reflecting mirror using HfO2/Ag/HfO2 tri-layer
coating on glass substrate using hybrid evaporation techniques, where the Ag layer is deposited
using the resistive heating technique, and the HfO2 layer is deposited using reactive electron beam
evaporation technique, and b Tunable refractive indices in HfO2-SiO2 mixed oxide thin films
deposited by electron beam co-evaporation process (reproduced from [87] with permission)
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which was subsequently achieved by ion-assisted deposition process. In this process,
energetic ion beams (>few hundred electron volts) are bombardedwith electron beam
evaporated atoms on the substrate as a result the atoms gain energy and improve
the film quality by making it highly dense with good adhesion to the substrate as
compared to that of conventional electron beam process. Mostly, argon ions are used
as the bombarding species. Since the films prepared by the ion-assisted deposition
(IAD) are almost pore-free, hence they are less sensitive to moisture. As a result,
moisture-induced shifts in the optical spectrum of the optical coatings or filters can
be completely avoided resulting in stable optical constants of the coatings. This is the
main reason for which the IAD was rapidly adopted by the optical coating commu-
nity. Several researchers as well as optical coating manufacturing companies are still
using ion-assisted electron beam evaporation method to develop various filters and
coatings.

Conventional evaporation processes are less energetic process without the ion
beam assistance. As a result, the coatings exhibit columnar porous structure, subse-
quently coating instability and drift. The limited mobility of the adatoms is the origin
of the columnar structure as explained by Movchan and Demchishin [88]. Exper-
iment as well as computer simulation confirmed that the key mechanism for film
densification is momentum transfer due to bombardment [89–91], which makes ion-
assisted deposition and sputtering more demanding. The energy of the film-forming
particles decides the physical properties of the deposited films. The energy of such
particles in case of evaporation is ∼0.1–0.5 eV, while it is significantly higher for
magnetron sputtering, ion plating and ion beam sputtering, i.e. ∼1–100 eV [92].
Sputtering is an energetic process; therefore, the sputtered particles form smooth,
adhesive and dense coatings.

4.2 Sputtering

Sputtering is an old method but was not much used to deposit optical coatings until
the second half of twentieth century. In this process, atoms are ejected from a target
material by bombarding energetic particles like atoms or ions (usually inert) to the
solid target. The ejected atoms condense on a substrate and form a thin film. It is a
purely momentum transfer process. The main advantages of sputtering are (a) high
uniformity in film thickness, (b) good adhesion to the substrate, (c) better repro-
ducibility of films and (d) stoichiometric film as target [93]. The sputtered atoms
have an energy of a few tens of eV. Based on the source of discharge, sputtering
can be classified into magnetron (DC, pulsed DC and RF) sputtering and ion beam
sputtering (IBS).

Magnetron sputtering process as shown inFig. 21 can be categorized asDC, pulsed
DC or RF depending on the use of power supply. In simple sputtering techniques,
the deposition rate is low and contamination in films occurs due to the relatively
high working pressure. To overcome these problems, the magnetron configuration is
used where a permanent magnet (or electromagnet) with a magnetic field of a few
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Fig. 21 Schematic of magnetron sputtering and ion beam sputtering techniques

hundred gausses is incorporated, to generate magnetic flux lines parallel to the target
surface. This field makes the electrons to form a closed loop, and increases the colli-
sion cross section between the electrons and the sputtering gas. Therefore, sputtering
can be done at a lower working pressure of 10−4 torr, which results in effectively
higher deposition rates with low contamination of the deposited films. DC sputtering
utilizes a DC gaseous discharge. The vacuum chamber walls and the substrate can
be considered as anode, while target (deposition source) acts as cathode. The power
supply is simply a high-voltage DC source. DC sputtering is primarily used for depo-
sition of metals, while it fails in case of insulators because of positive charge build
up on the target surface. It can be avoided by the bombardment of both positive ions
and electrons simultaneously to the insulator surface, which is done by providing an
RF potential to the target. The electrons oscillating in the alternate electric field gain
sufficient energy from the RF potential to make ionizing collisions, and subsequently
maintain self-sustained discharge plasma. The target becomes negatively self-biased
as the electrons exhibit higher mobility compared to the ions. The target repels the
electrons and a sheath enriched in positive ions is formed in front of the target
surface. Sputtering happens as these ions bombard the target material. The RF power
of a few hundred watts to kilowatt is applied between the electrodes at a frequency
of 13.56 MHz [82]. RF sputtering system needs an impedance matching network
between the sputtering chamber and the power supply to deliver maximum power to
the chamber [94], which is the key difference from the DC sputtering system. For
deposition of oxide dielectric optical coatings, reactive sputtering is themost suitable
process. But the reacting gas tends to react with the sputtering target as well, which
leads to build up of insulating materials known as target poisoning, which was subse-
quently eliminated by asymmetric bipolar pulsedDC(ABPDC)magnetron sputtering
[95] technique. In pulsed DC sputtering, a pulsed reverse bias is added to the normal
pulsedDCworking in the frequency rangeof hundreds of kilohertz.As a result, during
the negative cycle of the voltage (e.g. −400 V), the argon ions strike the target and
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cause sputtering of aluminium. At the same time, insulating Al2O3 films is also rede-
posited on the metallic target and it collects low-energy ions on its surface, which
reduces the sputtering of insulating films from the target surface. As the charge builds
up, the ions get repulsion from the Ar+ ions and the positive capacitor voltage. On
reversing the polarity to+100V, the electrons flow to the target surface and discharge
ions on insulating layers resulting in capacitor voltage −100 V. The reversal is typi-
cally held for 1–10 μs. When the voltage returns to sputter mode (−400 V) again,
the effective voltage on the plasma side of the parasitic capacitor becomes −500 V
(−400 V ± 100 V). Thus, the argon ions strike the insulator with extra energy and
sputter the insulating surface of the target first, which ultimately eliminates the target
poisoning [95]. The effectiveness of ABPDC indeed depends on its pulse frequency,
which falls in the range 25–300 kHz. A positive voltage of 25–50 V is usually effec-
tive and safe for deposition of refractory oxide coatings. The utility of magnetron
sputtering to fabricate complex designed Taj Mahal filter is illustrated in Fig. 22a.
The figure shows the measured spectral response of the Taj Mahal filter along with
its design spectrum. It clearly shows the accuracy of magnetron sputtering process
that enables to produce such complex filter which exactly meets the designed target.

Ion beam sputtering (IBS) has the capability to solve many challenges related
to different sputtering processes. The schematic of the IBS is shown in Fig. 21, in
which the neutral ion beam derived from an ion source is bombarded to target only
and sputter the target material. Dielectric refractory oxide materials can be easily
sputtered to fabricate optical coating devices as there is no target-charge problem.
Generally, ion currents in the range of 10–500 mA with ion energies 0.5–2.5 keV
are used in IBS [96] depending on the material and required coating properties. The
working pressure close to the substrate can be dropped down to 1× 10−5 mbar as the
ions are produced in an isolated vessel of the ion source. Therefore, impurities like
implantation of gas atoms or molecules in the sputtered film reduce significantly. The
geometrical and ion beam parameters like ion incidence angle, emission angle, ion

Fig. 22 a Design and measured reflection spectrum of a Taj Mahal filter prepared by magnetron
sputtering and b design and fabricated transmission spectrum of a rugate filter prepared using ion
beam sputtering. The inset plot shows the refractive index profile achieved by the ion beam sputtering
process as a result the measured transmission matches with that of the design (reproduced from [63,
97] with permission)
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species, ion beam energy, etc. can be varied to tailor the coating properties [92]. Since
the ion beam source, target and substrate are spatially separated, so the intervention
of plasma in the IBS process is completely avoided, and the sputtered atoms travel to
the substratewithout any hindrance. As a result, the IBS produces exceptionally high-
quality coatings with high density and adhesion. Therefore, IBS becomes popular
and alternative to several other deposition techniques. Usually, a second ion source
directly bombards the growing film which provides additional control of coating
properties, particularly intrinsic stress, called as dual ion beam sputtering (DIBS)
process. The IBS is a very slow process as the rate of deposition offered by the
process is very low. Moreover, the ion beam sources and their related components
are much more complex than the magnetron or evaporation sources. However, IBS is
must go coating system where superior quality films with the highest level of purity
and the lowest possible optical losses are desired. The utility of IBS is demonstrated
through an example as shown in Fig. 22, in which a rugate filter is made by the
IBS process. This figure shows that the measured transmission spectrum is almost
matching with that of the designed one, which indicates that both the refractive index
as well as the thickness of a thin layer can be precisely controlled by the IBS process.
The refractive index modulation profile across the depth of the multilayer is shown
in the inset plot, which is deposited by IBS.

4.3 Oblique Angle Deposition

Oblique angle deposition (OAD) has been widely implemented in electron beam
evaporation, pulsed laser deposition, as well as sputtering systems to produce nanos-
tructured porous coatings [98]. Generally, this OAD process [99] is a hybrid PVD
process in which incoming flux of adatoms is allowed to strike a substrate at an angle
with or without substrate rotation as shown in Fig. 23. Deposition using OAD can
be made using either top-down or bottom-up nanofabrication process [100]. Signif-
icantly unique microstructure like pillar, zigzag, helix, tilted columns, etc. leading
to tunable physical and chemical properties can be obtained by varying substrate
rotation and the angle of deposition of OAD [101]. Typically, if the angle of depo-
sition is ≥80°, then the process is called as glancing angle deposition (GLAD). In
OAD/GLAD, the substrate is inclined to the evaporated or sputtered atoms, thus
making oblique deposition geometry as shown in Fig. 23. When the vapour flux
reaches to the substrate at an angle, the vapour atoms initially condense on the
substrate naturally to form microscopic nuclei. Subsequently, the incoming vapour
flux is restricted to condense behind the nuclei because of ballistic shadowing, as
a result, the nuclei grow and become tilted columns. These tilted columns increase
the voids or generate a porous microstructure, which can be tunable across the film
thickness in a controlled manner as per the requirement. Porous sculptured coatings
prepared byOADshowoptical anisotropy aswell as lower refractive index than dense
materials, which can be tailored by varying deposition angles, materials and depo-
sition process parameters. The peculiar nanostructure itself is the origin of optical
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Fig. 23 Schematic of film growth and deposition process of oblique angle deposition technique
(reproduced from [103] with permission)

anisotropy, while the porous nature is responsible for the lower refractive index. Such
properties of porous thin films have various applications in optical devices such as
wideband anti-reflection coatings, high reflection mirror, optical retardation plates,
microsensors, circular polarization filters, and negative-index metamaterials [102].
Tunable refractive indices are possible using a single material by varying the angle
of depositions as shown in Fig. 24b for OAD HfO2 thin film. It is clear that the film

Fig. 24 Angle of deposition dependent amicrostructure (cross-sectional FESEMimage) of electron
beam evaporated HfO2 thin film, and b the corresponding refractive index spectra (reproduced from
[18, 103] with permission)
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refractive index decreases with increasing angle of deposition because of increasing
porosity as shown in Fig. 24a.

In recent years, controlled sculptured coatings with their theoretical formulations
have been established to design and develop various multilayer coating devices.
Oliver et al. [104] used GLAD MgO coating to fabricate a quarter-wave retarder at
a wavelength of 351 nm. Andy et al. [105] have enhanced the birefringence of TiO2

thin films to almost double (�n= 0.22) using the OAD technique. A. Lakhtakia et al.
[106] preparedmulti-section chiral sculptured thin films that act as spectral reflection
holes for fluid sensor applications. Tunable refractive indices across layer thickness
are possible by varying the deposition angle α in a controlled manner as illustrated
in Fig. 24, which can be exploited to develop optical filters. The figure shows that
the OAD HfO2 thin film deposited using electron beam evaporation becomes porous
with a tilted columnar structure with an increasing angle of deposition, which subse-
quently affects the film refractive index and it decreases from 1.96 to 1.38 at a
wavelength of 550 nm with increasing angle of deposition. The GLAD process
enables extraordinary flexibility in designing optical coating devices as almost any
refractive index profiles are possible using this technique. Narrow bandwidth (�λ

= 50 nm) reflection filter has been fabricated by Robbie et al. [107] using single-
material MgF2, in which the refractive index of MgF2 is varied sinusoidally along
thickness by varying angle α between 51° and 81°. Yumei Zhu and Jiao [108] devel-
oped a multi-stopband filter by exploiting the mix index profile (sinusoidal + step)
of OAD TiO2 thin films. Kennedy and Brett [109] achieved a transmission of 99.9%
for glass substrate deposited with graded-index layer of SiO2 thin film. Apart from
optical rugate filters, many researchers have reported work on 2D and 3D photonic
crystal [110], luminescent devices [111] and liquid crystal devices [112] utilizing
OAD optical thin films.

5 Characterization of Thin Film and Multilayer Coatings

5.1 Optical Properties

Optical properties include transmission, reflection, absorption, scattering, etc. are
very important for the spectral performance of thin film and multilayer coating
based optical devices. The information of optical constants of the coating materials
is essential for the design and development of multilayer optical coating devices,
which are determined by several different methods. They are based on interfer-
ometry, spectrophotometric measurements of reflection and/or transmission, laser
calorimetry, attenuated total reflection, polarimetry and spectroscopic ellipsometry
[113]. The most widely used methods for optical coatings are spectrophotometry,
and spectroscopic ellipsometry, which are discussed as follows.
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5.1.1 Spectrophotometry

The optical properties of thin films and spectral performance of multilayer coating
devices are evaluated by spectrophotometry, whichmeasures transmission, reflection
and absorption spectrumof amaterial. The optical properties such as refractive index,
absorption coefficient, band gap and thickness of optical thin films can be extracted
from the transmission as well as the reflection spectrum. The spectral performance
of a multilayer depends on the optical dispersion parameters, i.e. the refractive index
n(λ) and the extinction coefficient k(λ), and thickness (d) of individual thin layers.
Therefore, the determination of the optical constants is of huge importance prior to
any optical filter design. There are numerous methods for the determination of the
optical properties of thin films. But wewill focus on two routinely usedmethods such
as the Envelope/Swanepoel method [114, 115] and Inverse synthesis method [116],
in which optical constants and film thickness are derived from single transmission
measurement only [117]. In the following section, we briefly describe the general
procedure of the two methods with their advantage and disadvantage.

Envelopemethod has been developed and refined by severalworkers after thework
of Manifacier et al. [114]. It uses the interference fringes to derive optical constants
and thickness of the film. The extremes of the measured transmission spectrum occur
according to the condition

2nd = mλ (20)

where m is an integer for maxima and half-integer for minima and λ is the corre-
sponding wavelength. TM and Tm define the envelopes passing tangentially through
the maxima and minima as shown in Fig. 25. The refractive index of the trans-
parent substrate can be calculated from its measured transmission spectrum Ts via
the relation

ns = 1

Ts
+

√
1

T 2
s

− 1 (21)

Above the strong absorption region, the expression for the refractive index of the
thin film at a wavelength of different extreme points is given by

n =
√

N +
√
N − n2s (22)

where

N = 2ns
TM − Tm
TMTm

+ n2s + 1

2
(23)

Using Eq. (1), we can estimate the film thickness by the relation
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Fig. 25 Screenshot of aGUI computer program to determine refractive index, extinction coefficient,
and thickness of thin-film coatings using the Swanepoel method. The code is used to derive the
optical constants and thickness of ZrO2-MgO thin-film coating from its measured transmission
spectrum as shown in the figure

d = λ1λ2

2[λ1n(λ1) − λ2n(λ2)] (24)

where λ1 and λ2 are the wavelengths of two adjacent maxima (or minima). Since
there could be errors in making exact smooth envelopes TM and Tm, hence the
preliminary calculated values of the refractive index (nin) and thickness (din) of the
films calculated from Eqs. (23) and (24) could be inaccurate. The more accurate
refractive index and thickness of the thin film can be obtained by further executing
the steps as follows. At first, take the average value of din obtained from every two
adjacent extremes and use it in Eq. (20) to estimate the order number (min) for each
extreme and round off the obtained min to the nearby integer or half-integer. These
rounded values are considered as the exact order number mfn corresponding to each
maxima or minima. Then, use mfn and nin in Eq. (20) again to calculate the accurate
thickness dfn for each extreme excluding first maximum and minimum present in
the strong absorption region. Now the average value of dfn is considered as the final
thickness of the film. Finally, the final thickness and the exact m values are used in
Eq. (20) to calculate the accurate refractive index nfn for each extreme. The refractive
index as a function of wavelength n(λ) can be then obtained by fitting the estimated
values as using suitable dispersion models such as Cauchy or Sellimier dispersion
equations [118]. The extinction coefficient (k) is given by



Evolutionary Design, Deposition and Characterization Techniques … 321

k = α

4π
λ = − λ

4πd
ln

[
(n + 1)(n + ns)(

√
TM − √

Tm)

(n − 1)(n − ns)(
√
TM + √

Tm)

]
(25)

The calculated extinction coefficient at each extreme is fitted using a suitable
dispersion model to get k(λ). The Envelope method works well for thick films as
they show a large number of interference fringes. It is not effective for absorbing film
as interference fringes vanish unlike at the absorption edge. It is also not suitable if
there are local absorption bands in between interference fringe extremes. The accu-
racy of themethod decreaseswith decreasingfilm thickness. Becausewith decreasing
thickness, the spacing between interference extremes increases, this makes interpola-
tion between extremes more difficult [117]. Instead of all these pitfalls, the Envelope
method is widely used as a routine analysis technique for the determination of optical
constants of transparent or semiconducting optical thin-filmmaterials. The complete
process of the Envelope method is demonstrated in a MATLAB-based GUI program
that determines thickness, refractive index and extinction coefficient (medium-strong
absorption region) of a representative ZrO2–MgO thin film as shown in Fig. 25. It
estimates the parameters following the above-mentioned procedure.

Inverse synthesis method is approached by a multi-wavelength spectral fitting
technique in which the measured spectrum is fitted with a theoretically generated
spectrum using valid optical dispersion models. Ideally, optical constants of thin-
film coatings of any materials can be determined using this method. Here, we have
restricted its utility for optical coatings only. For simplicity, the optical thin-film
coating having a refractive index (n), extinction coefficient (k) and thickness (d)
deposited on a transparent substrate having a refractive index (ns) is assumed to be
isotropic and homogenous. The substrate is smooth and thick enough to avoid its
surface interference effects on the measured spectrum of the thin-film coating. With
the above assumptions, the transmission of a single-layer absorbing thin film on a
transparent substrate is given by [119]

T = Ax

B − Cx + Dx2
(26)

where

A = 16ns(n
2 + k2)

B = [(n + 1)2 + k2][(n + 1)(n + 1)2s + k2]

C = 2 cos(ϕ)[(n2 − 1 + k2)(n2 − n2s + k2) − 2k2(n2s + 1)]
− k[2(n2 − n2s + k2) + (n2s + 1)(n2 − 1 + k2)]2 sin(φ)

φ = 4πnd

λ
α = 4πk

λ
x = e(−αd)
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In the above equations, λ is the wavelength. The measured transmission data
provides a set of experimental data (λi,T

Exp
i ), i=1, 2, 3,…,N.From this experimental

data, n, k and d have to be determined. For all i = 1, 2, 3, …, N, it must satisfy the
equation: TCal

i [λi, ns(λi), n(λi), k(λi), d] = TExp
i . The three unknowns n(λ), k(λ)

and d, are estimated through the optimization process. The starting guess value for
d is taken from the in situ measured film thickness. The wavelength dependency
of n(λ) and k(λ) are generally expressed by different dispersion models such as (i)
Cauchy–Urbach model [120] (ii) Wimple–De Domenico model (single oscillator
model) [121] (iii) Adachi model [122] (iv) Forouhi and Bloomer model [123] (v)
Tauc–Lorentz model [124] (vi) Cody–Lorentz model [125], etc. Then the fitting
is done by minimizing the squared difference (χ2) between the experimental and
theoretically generated transmission data given by

χ2 = 1

(2N − P)

N∑

i=1

[(
T Exp
i − T Cal

i

)2
]

(27)

where TExp
i and TCal

i are the experimental and calculated transmissions, respectively.
N and P are the number of data points and model parameters, respectively. The
optimization is performed using the Levenberg–Marquardt algorithm [126]. The
illustration of this method is shown in Fig. 26a, where the measured transmission
spectrum of a HfO2 thin film has been best fitted with the theoretically generated
data using an appropriate dispersion model. The model parameters are used to derive
the film refractive index and extinction coefficient spectra as plotted in Fig. 26b.

In case of a multilayer coating, each layer information can be obtained by
numerical inverse synthesis of the measured optical spectrum of the multilayer. The
measured spectrum is fitted with a theoretically generated data which includes layer
thickness, and refractive indices as optimization parameters. In this approach, a merit
function containing experimentallymeasured and theoretically generated parameters
is given by [127]

Fig. 26 a Measured transmission spectrum fitted with theoretical one for a representative HfO2
thin film, and b the refractive index and extinction coefficient of the thin film derived from the fitting
parameters
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Fig. 27 a Analysis of the spectral characteristic of a 21-layer TiO2/SiO2 multilayer Fabry–Perot
filter using numerical reverse synthesis method and b the layer thickness profile of the multilayer
structure derived from the reverse synthesis method along with the optical monitored thickness
profile [127]

M(p) =
[
1

L

L∑

i=1

Wi

(
Di

δFi

)m
]1/m

(28)

Di = FT
i (exp) − FC

i (di , ni , ki , φi , λ), (1 ≤ i ≤ L) (29)

where M(p) dynamic merit function, L and F are the number of data points and
the number of parameters to be optimized, respectively, and Wi and δFi are the
weight and tolerance factors. T and C are the targeted and the computed value. The
parameters d, n, k, ϕ and λ represent layer thickness, refractive index, extinction
coefficient, phase factor and wavelength, respectively. An example of this approach
considering a Fabry–Perot interference filter is illustrated in Fig. 27. The Fabry–Perot
filter is prepared by the sequential deposition of 21-QWOT layers of TiO2 and SiO2

using reactive EB evaporation. The peak position of the filter matched very well with
the design, but not the peak transmission value. The reverse synthesis of the filter was
made to understand the change. The measured transmission of the filter is fitted with
the simulated spectrum as shown in Fig. 27a. The derived thickness of each layer
of TiO2 and SiO2 in the multilayer is plotted in Fig. 27b along with that of QWOT
design. It clearly shows that there is a thickness difference in each layer except the
first and the spacer layer, as a result the peak position does not change as it is decided
by the spacer layer, while its amplitude changes as it depends on the thickness of
each layer.

5.1.2 Spectroscopic Ellipsometry

Spectroscopic ellipsometry is widely used as a high precision characterization tool to
probe optical properties and thickness of thin films. It measures the change in polar-
ized light reflectivity of a thin film. As linearly polarized light becomes ‘elliptical’
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Fig. 28 Schematic illustration of a spectroscopic ellipsometry setup (reproduced from [129] with
permission)

upon reflection as shown in Fig. 28, hence it is termed as ‘ellipsometry’. Remarkable
high thickness sensitivity of ∼0.1 Å can be obtained in conventional spectroscopic
ellipsometry [128].

In ellipsometry, change in amplitude and phase difference between parallel (p)
and perpendicular (s) components of the electric field of light reflected from the
sample surface are measured. The plane-polarized light is incident on the sample
surface close to the Brewster angle to achieve better amplitude ratio (ψ) and phase
difference (�) between the reflected ‘p’ and ‘s’ components of light. The basic
ellipsometry equation that includes the complex reflectance ratio (ρ) of thin film as
a function of (ψ, �) is expressed as [128, 130]

ρ = rp
rs

= tan(ψ) exp(i�) = f (ns, ks, n, k, d, θ, λ) (30)

where (n, k), and (ns, ks) are the refractive index, and extinction coefficient of the
substrate and film, respectively. θ and λ are the angle of incidence and wavelength
of light, respectively. d is the thickness of the film. In rotating polarizer type ellip-
sometry, the time-dependent light intensity I(t) at each wavelength is expressed by
the equation [128, 130].

I (t) = I0(1 + α cos(2ωt) + β sin(2ωt)) (31)

where I0 is the proportional constant of the reflected light that is proportional to
the intensity of incident light, ω is the angular frequency of the polarizer and α and
β are the normalized Fourier coefficients. In rotating polarizer ellipsometry, (α, β)
are first determined from the Fourier analysis of measured light intensities. Then
the parameters (ψ, �) are extracted by substituting the measured (α, β) using the
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following equations [130]:

tanψ =
√
1 + α

1 − α
|tan P| and cos� = β√

1 − α2
(32)

Here P is the polarizer angle. In the present analysis, the directly measured ellip-
sometry parameters α and β (at polarizer/analyser angle of 45°) have been fitted
considering the appropriate sample structure and dispersion model. The complex
refractive index of most optical thin-film coatings can be described by either of
the following models: Tauc–Lorentz model, Adachi model, Drude model, Drude–
Lorentz model, Cauchy–Urbach model, Forouhi and Bloomer model and Cody–
Lorentz model. The complex dielectric constant of the void rich layer is estimated
mostly using Bruggeman effective medium approximation. Then best-fit between
the measured and calculated data are obtained by minimizing a common root mean
square deviation (RMSD) function as follows:

RMSD =
√√√
√ 1

2N − P

N∑

i=1

[(
α
Exp
i − αCal

i

)2 +
(
β
Exp
i − βCal

i

)2
]

(33)

where N and P are the number of data points and the number of fitting parameters,
respectively. The optimization is done using the Levenberg–Marquardt algorithm.
Figure 29 illustrates the utility of spectroscopic ellipsometry to measure optical
constants (n, k) and thickness (d) of thin-film coatings with EB evaporated ZrO2 thin
film as an example. The measured spectra of ellipsometric parameters are best fitted
with theoretically generated spectra, and the fitting parameters are used to derive
refractive index (n), extinction coefficient (k) and thickness of the film as shown in
Fig. 29b.

Fig. 29 aMeasured ellipsometric spectra parameters (α and β) at analyzer angle of 45° along with
their corresponding best fitted spectra of magnetron sputtered ZrO2 thin film using suitable optical
dispersion models as shown in the inset of the plot, and b derived refractive index and extinction
coefficient of the ZrO2 thin film using the fitting parameters [131]
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5.2 Microstructure

Microstructures including crystal phase, density or porosity, surface morphology,
etc. are very important for the stability and performance of optical coatings. Hence,
they need to be thoroughly understood. Various characterization techniques such
as X-ray diffraction, X-ray reflectivity, atomic force microscopy (AFM), scanning
electron microscopy (SEM) and transmission electron microscope (TEM), etc. are
utilized to probe the microstructure of thin films and multilayer coatings. Some of
the essential techniques are briefly discussed here.

X-ray diffraction (XRD) [132] is a powerful non-destructive technique, which
provides information on crystal structure, phase, texture, crystallite size and crystal
defects.Whenmonochromatic X-ray beams (typically λ = 1.5406Å) diffracted from
different planes of a sample interfere constructively, it results in diffraction peaks at
specific angles. The atomic arrangements in the lattice define the peak intensities.
As a result, the XRD pattern reveals the atomic arrangements in a given material.
The ICDD (International Centre for Diffraction Data) database helps to identify the
phase of a wide range of crystalline materials. In the diffraction pattern, 2θ position
represents the angle of diffraction of a particular plane from which the d-spacing
as well as lattice parameter can be derived by using Bragg’s equation 2d sin θ =
nλ [132]. Where n is the order of diffraction, λ is the wavelength of x-ray, d is the
distance between atomic planes and θ is the Bragg’s angle. The crystallite size (D)
is estimated from the diffraction peak using Scherrer formula as D = 0.9λ/β cos θ,
where β is the FWHM of the peak. The average strain (ε) value is estimated by the
change in d-spacing with respect to the d-spacing in JCPDS file by the equation: ε

= �d/d. In case of optical coatings, the preferred phase of a thin film in a multilayer
is amorphous, but it could be polycrystalline depending on the materials as well as
the deposition process. Generally, the film deposited using the evaporation process
under low substrate temperature shows an amorphous phase, while the film prepared
by sputtering exhibits polycrystalline phase as illustrated in Fig. 30a for HfO2 thin
film. Therefore, phase identification is very essential as the same thin-film coating
prepared by different deposition processes or the same process at different process
parameters may have different crystalline phases.

Grazing incidence X-ray reflectivity (XRR) measurement gives precise informa-
tion about film density, layer thickness, electron density and surface and interface
roughness of very thin films and nanometricmultilayer. The complex refractive index
(η) of material for X-rays is expressed as [133]

η = 1 − δ − iβ (35)

where

δ = r0

(
NAZ

2π AW

)
λ2ρ and β = μλ

4π
(36)
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Fig. 30 aX-raydiffraction pattern ofHfO2 thinfilmprepared byEBevaporation, andRFmagnetron
sputtering, show amorphous and polycrystalline structure, respectively [134, 135]. b X-ray reflec-
tivity curves of HfO2 thin film prepared at different oxygen partial pressure show different critical
angles, and exhibit different film densities [134]

here r0 is the classical electron radius (2.82× 10−15 m),NA is the Avogadro number,
and ρ, Z, AW andμ are the density, atomic number, atomic weight and linear absorp-
tion coefficient of the element, respectively. The quantity [NA(ρZ/AW )] represents
the density of electron of the element. X-ray gets total external reflection from any
material surface at grazing incident angle as the refractive index of all known mate-
rials is slightly less than one in the X-ray region. But, as the grazing incident angle
(θ ) exceeds the critical angle (θ c), the X-ray reflectivity drops drastically because
the X-ray gets transmitted or absorbed in the layer. The critical angle is related to the
refractive index correction factor δ by the approximate expression θc = √

δ, which
strongly depends on the bulk density of the material as well as the X-ray wavelength.
The reflectivity of a thin film can be derived using Fresnel’s boundary conditions. The
X-ray reflectivity of a thin-film multilayer is determined by Parratt formalism. For
rough surface and interfaces, the Fresnel’s reflectivity is modified by incorporating
a ‘Debye–Waller-like’ factor as given below [133]:

R = R0 exp

(
−q2σ 2

2

)
(37)

where q = 4π sin θ /λ is the wave-vector transfer, R is the rough surface reflectivity
and R0 is the smooth surface reflectivity and σ is the surface RMS roughness. Thus,
accurate estimation of densityρ and surface roughnessσ canbe obtainedbyfitting the
grazing incidence X-ray reflectivity of the thin-film surface near its critical angle.
The film density varies with the deposition process as well as with the process
parameters. For example, the thin film prepared by the evaporation process shows
lower film density as compared to that prepared by sputtering. The decrease in film
density with increasing oxygen pressure in the case of oxide optical coatings such as
HfO2, ZrO2, TiO2, etc. are reported by several researchers. Therefore, accurate film
density is very much essential for developing stable multilayer coatings, otherwise
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a shift in spectral response could be possible because of less dense layers in the
multilayer. The use of XRR to measure thin film density is illustrated in Fig. 30b,
where the measured XRR spectra of EB evaporated HfO2 thin films prepared at
different oxygen partial pressures are fitted with theoretical spectra and the obtained
film densities are different and found to be 8.5 and 7 g/cm3 for deposition oxygen
pressure of 1 × 10−4 and 8 × 10−4 mbar, respectively.

TEM [136] is the most sophisticated technology used to see directly the structure
of each thin layer in a multilayer coating. It works on a similar concept like an
optical microscope but uses electron instead of a photon as the source. In TEM,
much smaller wavelength electrons (0.03 Å) are used, which gives a much higher
resolution. This technique images electrons that are transmitted through the sample.
For that, the electrons need a very high accelerating voltage (>100 keV) and the
sample should be very thin (typically <100 nm) so that electrons can pass through it
[137]. TEMcan even image single rows of atoms and has higher resolution than SEM.
It can also quantify dislocation density, sizes of nanoparticles, inclusions, voids, and
providesmedium-long range ordering information through electron diffraction [138].
The crystal structure of each layer along with their thickness and cross-sectional
microstructure of multilayer optical coatings can also be probed using a transmission
electron microscope (TEM) as demonstrated in Fig. 31. Low magnification cross-
sectional TEM images of theHfO2/SiO2 multilayermirror provide information about
layer thickness as well as layer grain structure, while the high magnification images
reveal the polycrystalline phase of HfO2 layers and amorphous nature of SiO2 layers.
The orientations of different phases in a different direction can be clearly seen from

Fig. 31 Cross-sectional TEM images of a HfO2/SiO2 multilayer mirror: a Low and b high magni-
fication. The images clearly show the polycrystalline phase of the HfO2 and amorphous nature of
the SiO2 layers. The insert images in (b) are the fast Fourier transformations (FFT) of the lattice
which clearly show the orientations of different crystalline phases (reproduced from [139] with
permission)
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the high magnification images. TEM helps to see directly the real structure of the
multilayer coatings.

AFM [140] is considered as one of the best surface characterization techniques to
probe surface morphology of any kind of materials. It measures surface roughness
as well as average surface grain size. For optical coatings, the loss due to scattering
at surface or interfaces in a multilayer because of surface or interface roughness is
not desired, therefore the target is to deposit thin layer coatings with smooth surface
or interfaces. Roughness is one of the important parameters that is used for quality
checks of optical coatings. After deposition of every multilayer coating device, the
surface roughness measurement of the coating is a must in order to ensure its optical
grade quality, which is often done usingAFM.Lesser the roughness, better the optical
quality coatings. AFM uses van der Waals force between atoms of the tip apex ad
the surface to create surface morphology, which eliminates the resolution limitations
associated with optical microscopy. It is capable of measuring the vertical dimension
(height or depth) of the sample surface, while optical and electron microscope does
not have this scope.

A schematic diagramof a typicalAFMsystem is shown in Fig. 32 and its operation
is governed by three basic components: cantilever tip, piezoelectric scanner and
feedback loop control system. A sharp tip is mounted at the end of a cantilever,
which is attached at one end to a piezoelectric scanner. The force detection is based
on the beam deflection method. A diode laser reflected from the back side of gold
coated cantilever is detected by a position-sensitive quadrant photodiode detector,
which determines the bending of the cantilever. As the tip is scanned across the
sample, the tip-sample interaction force is measured by the cantilever. A desired tip-
sample force is maintained by a feedback loop control system called the set point. If
the measured force is larger or smaller than the set point, the piezoelectric scanner

Fig. 32 Schematic working diagram of AFM (reproduced from [141] with permission)
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Fig. 33 Representative a 2D, b 3D AFM surface morphology for determination of c grain size and
d surface roughness of HfO2 thin film [141]

in the z-direction moves the probe either towards or away from the surface to bring
the force back to the set point. The displacement of the piezo-scanner is proportional
to the height of the sample. A surface topography can be produced by recording the
displacement of the piezo-scanner as a function of position. The surface roughness
and grain size [142] are derived from the vertical height and the lateral size of the
particles in the AFM image. Root mean square (rms) surface roughness describes the
smoothness of optical surfaces. A cross-sectional line across any part of an image
can be processed to see the lateral size of grains, and the vertical profile along that
line gives roughness. The mean grain size can be determined by taking numerous
cross-sectional line profiles for different grains. Figure 33a and b show the 2D and 3D
AFM topography of EB evaporated HfO2 thin film. The grains are spherical in size
with uniform size distribution. The estimated average grain size and rms roughness
are found to be 58 nm and 4.2 nm as shown in Fig. 33c and d, respectively.

5.3 Residual Stress

Themechanical stability of optical coatings is one of the important factors which can
hinder their performance. In particular, excessive stress in coatings leads to cracks,
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Fig. 34 The schematic illustrates the nature of stress in thin film by looking at the substrate
curvature. If the curvature is positive (concave), then the residual stress in the film is tensile and if
he curvature is negative (convex), then the film stress is compressive

delamination and deformation, that significantly affect the performance and dura-
bility of the coated optical components [143]. Therefore, knowledge of residual stress
in thin-film coatings is essential for developing mechanically stable optical coatings.
Stress can be either tensile or compressive as illustrated in Fig. 34. Tensile (compres-
sive) stress makes the thin-film coating to contract (expand) parallel to its surface.
The residual stress in the film strongly depends on deposition parameters such as
rate of deposition, working pressure, residual gas pressure, substrate temperature,
microstructure, material type, etc. Apart from this, the thickness-inducedmicrostruc-
ture of individual thin layers also influences the stresses in multilayer coatings. The
total stress in a multilayer is the combination of stresses generated due to indi-
vidual layers and interfaces. The nature of interfacial stress in a multilayer strongly
depends on the thickness of individual layers, material combinations and interface
microstructure. Hence control over residual mechanical stress is very crucial for
better performance of these optical coatings.

There are numerous experimental techniques [144] by which residual stress in a
thin-film coating can be determined. But the substrate curvature method is the most
preferred one because of its ease and quite fast process. Moreover, the additional
knowledge of the film’s elastic properties such as biaxial elastic modulus, Poisson’s
ratio, etc., are not required that are usually unknown. The curvature of the substrate
before and after thin-film deposition is used for the determination of stress in films.
The substrate curvature resulting in tensile and compressive stress in a thin-film
coating is illustrated in Fig. 34. Considering a thin stressed film deposited on a thick
initially stress-free substrate, the residual stress in the film can be determined using
the substrate curvature by the Stoney’s equation [145] as follows:

σ = 1

6

(
Es

1 − vs

)(
1

Ra
− 1

Rb

)(
t2s
t f

)
(38)

Here, Rb and Ra are radii of curvature of the substrate before and after coating,
respectively, Es and νs are Young’s modulus and Poisson’s ratio of the substrate,
respectively, and ts and tf are the thicknesses of the substrate and thefilm, respectively.
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Fig. 35 Schematic diagram of laser interferometer setup for substrate curvature measurement
(reproduced from [146] with permission)

The above equation is valid for tf << ts. It further assumes that the stress in the film
is isotropic and homogeneous, and the substrate deformation is small as compared
to its thickness. Here, the positive stress value is assigned for tensile stress, whereas
the negative is for compressive stress.

Laser interferometer is one of themost accurate techniques for substrate curvature
measurement more precisely [131, 147]. It measures surface profile with a precision
more than λ/10 at λ = 632.8 nm. The schematic of a typical interferometer is shown
in Fig. 35, in which a cavity made of a reference flat and a test coating sample
is illuminated by a well collimated He–Ne laser (λ = 632.8 nm). The reference
flat surface having a flatness of λ/20 reflects some of the laser light back into the
interferometer, which becomes the reference wavefront. The remaining laser light
passes through the reference flat on to the sample [146]. Subsequently, the two
wavefronts superimpose to give bright and dark interference patterns. The data to
estimate the sample surface error is acquired by taking numerous ‘snapshots’ of the
interference patterns, which are subsequently processed to derive the phase of the
wavefront at each point that yields the surface shape profile. The sag of the spherical
shape component of the sample surface is derived by Zernike polynomial fitting
[148]. The substrate surface curvature (R) is computed using the formula [149] R =
(r2 + s2)/2s, where r is the radius of circularly shaped substrate aperture (typically r
is taken ∼20 mm) and s is the sag in the curvature profile. The obtained curvature is
used in Eq. (38) to estimate stress in a coating. The importance of stress in a coating
is illustrated in Fig. 36. It shows that the stress in EB evaporated HfO2 thin film is
tensile in nature, while that prepared by RF magnetron sputtering is compressive
in nature. The stress in the HfO2 coating varies with deposition process parameters
(oxygen pressure) as shown in Fig. 36. Therefore, residual stress in a coating should
be optimized properly to produce stable optical coating devices.
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Fig. 36 Residual stress of the thin films made of the same material can show different nature of
stress depending on their preparation methods. The residual stress in the EB evaporated HfO2 thin
films is tensile in nature, and it varies from 90 to 173 MPa with varying oxygen partial pressure
[134]. The residual stress in the RF sputtered HfO2 thin film is compressive nature and it varies
from −1170 to −3210 MPa with varying O2/Ar flow ratio [135]

5.4 Laser-Induced Damage Threshold

Laser systems are composed of many optical components, whose surfaces are coated
with thin film or multilayer of optical coating materials and many of these lasers
need high peak power for frequency conversion application in non-linear optical
technology. The optical components for all such laser systems entail low optical
losses, high efficiency, accurate optical properties and mainly high laser-induced
damage threshold (LIDT) [150–152]. The damage threshold of the optical thin film
or multilayer is the main limiting factor in designing a high-power laser system.
Consequently, the research and development related to LIDT of thin film and multi-
layer coatings is widely supported by the scientific community for advancement of
modern optics technology [153]. The laser fluence at which damage occurs in a
coating is defined as LIDT of the coating [154]. Numerous factors such as damage
criteria, test procedure, laser wavelength, laser pulse, spatial and temporal beam
profile, number of shots, etc. [155]. In addition, it is highly necessary to distinct
between bulk and thin film properties of a material to be investigated. Because, the
basic properties of thin optical coatings such as refractive index, band gap, density,
etc. vary significantly from their bulk counterpart depending on the types of the
deposition process and their process parameters [156]. Therefore, the study of laser-
induced damage threshold is quite a difficult job because of the involvement of such
a complex process and various correlated parameters [157]. In this context, various
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experimental setups have been developed worldwide at different labs to understand
the laser-induced damage phenomena.

In the initial days, LIDT measurement methods were less understood by the
researchers. In 1980, the LIDT measurements were thoroughly established by
performing a prolonged round-robin on optical coatings for the laser wavelength
of 1064 nm [155]. It resulted in the development of ISO-11254 [158] standard for
the reliable measurement of LIDT values. The schematic of a standard laser damage
measurement facility as per ISO-11254 is shown in Fig. 37. For pulsed lasers, two
international standard methods are followed. One is single-shot (1 on 1 test) and
the other is a multiple shot method [153]. The 1 on 1 test uses only one single shot
on each unexposed site of the sample, whereas, the multiple shot test uses multiple
shots in the same location of the sample. For both methods, it is important to know
the spot-size and energy of the beam and the pulse duration. The beam size and the
energy of the laser radiation are precisely measured by the laser beam profilometer
and the energy metre, respectively. A focusing lens is used to focus the laser light
into a precise spot to achieve sufficient energy density for damaging typical optical
coatings. Generally, optical microscopy has been used to monitor the online damage
event.

For 1 on 1 test, themeasurement is done bymultiple examinations of a coatingwith
laser pulses of varying laser fluence or energy density from lower to higher values
that initiate the damage. Then the damaged coating is investigated with an optical
microscope or electron microscope to detect the damaged locations. Subsequently,
the damage probability is estimated by taking the ratio of the number of damaged
spots to the total number of spots exposed to laser at a specific energy density. The
laser-induced damage threshold is defined by themaximum laser fluence at which the
extrapolated probability is zero. For practical use of coatings, the 1 on 1 testing is least
relevant. However, it is still considered by various optics manufacturing companies
to demonstrate the damage resistance capability of their optical components. For S

Fig. 37 Schematic illustrations of laser-induced damage threshold measurement setup
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on 1-test, trains of pulses with well-defined laser fluence are used at each test position
of a coating surface. Online damage is detected by in situ microscopy imaging as
the laser-induced damage may be caused in the coating before a certain number S of
pulses. The in situ imaging helps to estimate the number of pulses N of a certain laser
fluence at which the damage occurs. Damage probabilities versus number of pulses
of different energy densities are plotted and the characteristic probability curves are
extrapolated to a large number of pulses in the range 109–1012 to determine the
life time of the coatings. Recently, a revised project for the standard series 11254 is
elaborated to deliver more practical information to the community. The laser-induced
bulk damage and several other damage detectionmethods are elaborated in the recent
revised series with project number 21254 [153].

Gallais and Commandré [159] have reported an extensive femtosecond laser
damage threshold measurement of various bulk and thin-film optical materials
including oxides, fluorides, mixture of two dielectric materials, semiconductors,
ionic crystals, and metallic films. Most of them are optical thin-film coatings such
as HfO2, SiO2, ZrO2, Ta2O5, Al2O3, Nb2O5, Sc2O3, Y2O3, AlF3, MgF2, Ag and
Pt. The material SiO2 has the highest internal LIDT as compared to the rest of the
considered materials. Al2O3–AlF3 mixture exhibits the highest LIDT among mixed
material coatings. High laser damage threshold beam combiner has been developed
by process optimization using an electron beam evaporation process as compared to
that made by the sputtering process [160] (Fig. 38).

LIDT of a multilayer coating can be improved by slightly modifying the elec-
tric field distribution without losing its spectral performance, which can be done
either changing the layer thicknesses or adding overcoat layers [162–164]. The opti-
mization of standing wave electric field distribution in multilayer coatings used for
high-power lasers is very important. It is well known that absorption at film inter-
faces is far larger than the other parts of the film, therefore the normalized electric
field intensity should be kept minimum at the interfaces to get higher LIDT of the

Fig. 38 aMeasured LIDT (laser wavelength λ = 1030 nm and laser pulse τ = 500 fs) as a function
of the refractive index of the thin films at a wavelength of 1030 nm (reproduced from [161] with
permission). bMeasured LIDT (λ = 532 nm and τ = 7 ns) of HfO2/SiO2 multilayer high reflection
mirrors at different annealing temperatures [20]
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Fig. 39 Illustrations of designing ofmirrors targeting high laser-induced damage threshold. Reflec-
tivity and electric field distribution profile across the depth of multilayer for a conventional
quarter-wave multilayer mirror, and b non-quarter-wave multilayer mirror

coatings. Moreover, high-index thin films exhibit lower LIDT than the low-index
thin films. Therefore, the peak of the field intensity should be kept in the low-index
layers to get higher LIDT. The illustration of the electric field optimization to get a
higher LIDT high reflection laser mirror at a laser wavelength of 532 nm is shown
in Fig. 39. Since SiO2 is a low-index and high band gap material, while TiO2 is a
high-index and low band gap material, therefore SiO2 shows higher intrinsic LIDT
than TiO2. The multilayer laser mirror is designed by a stack of alternate layers of
TiO2 and SiO2 thin film layers. Figure 39a and b show the reflectivity and normalized
electric field intensity of a quarter-wave stack and an optimized non-quarter-wave
stack of TiO2/SiO2 multilayer, respectively. The quarter-wave and non-quarter-wave
multilayer mirrors show reflectivity of 97.9% and 97.5%, respectively, at a wave-
length of 532 nm. But the electric field intensity peaks appear in the high-index TiO2

thin layers in case of quarter-wave design, while the peaks appear in the low-index
SiO2 layers in case of non-quarter-wave design. Moreover, the field intensity at the
high-index layer interfaces is relatively higher for quarter-wave design as compared
to that of non-quarter-wave design. Consequently, the LIDT of the electric field opti-
mized non-quarter-wave multilayer TiO2/SiO2 mirror must be higher than that of
quarter-wave mirror.
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6 Conclusion

Technological advancement in computers and numerical methods and the devel-
opments of advanced deposition and characterization techniques have enabled us
to produce complex multilayer optical coatings and devices with a great precision,
whichwas unreal 50 years back.As a result, extensive use of optical thin-filmcoatings
can be seen in a variety of consumer products and sophisticated scientific and techno-
logical equipment. It is usually perceived that the design part of thin-film multilayer
coating devices is a simpler task. But it is not always so when the target is to design
complex filters. A number of innovative and revolutionary design techniques like the
needle method and Fourier transform method greatly ease the designer’s job. The
existing design methods/tools that are useful to tackle complex coating designs are
reviewed in this chapter, which will be helpful for the beginners of this field. Access
to parallel computing facilities has excited researchers to go for computer-intensive
modelling to designmultilayer coatings. The optical coating design is extending itself
gradually by involving novel concepts like cermets, metamaterials, terahertz region,
mixed materials and photonic crystals, which is undoubtedly the future direction. A
design is realized to a real coating device through suitable deposition techniques.
The history of deposition of optical coatings is very old, but it rapidly expanded
in the twentieth century as there is a huge demand for coatings on optical instru-
ments because of military need in World War II and mirrors for the development
of high-power lasers. Subsequently, the development of vacuum process established
thermal evaporation deposition technique; as a result, optical coating became essen-
tial features virtually in every aspect of optics. Thermal evaporation techniques such
as resistive heating and electron beam evaporation are still important processes but
now they are complemented or replaced by several new techniques such as sputtering,
pulsed laser deposition, plasma-enhanced chemical vapour deposition process, etc.
Now the number of deposition processes becomes so large that it is almost impossible
to list all the processes used for optical coatings. The current chapter has focused on
the most widely used techniques for optical coatings such as electron beam evap-
oration, magnetron sputtering, and ion beam sputtering for deposition of optical
coatings. In addition to that, a hybrid deposition technique named oblique angle
deposition method used to produce porous sculptured coatings is briefly discussed.
Every deposition process has its advantages as well as disadvantages. No single
technique is best for the deposition of all optical coatings. The deposition method is
chosen depending on the application of coatings. The increasing demands of optics in
various technologies always need continuous development of novel deposition tech-
niques. The deposited thin film/multilayer coatings are tested and qualified through
various characterization techniques prior to their use. Characterization plays a vital
role for manufacturing high-quality optical coatings. The performance of multilayer
optical coating devices strongly depends on various properties of the individual
layers,which need to be thoroughly characterized. The important properties of optical
coatings are optical properties, structure, surface topography, stress, adhesion and
laser damage threshold. Spectrophotometer and spectroscopic ellipsometry are used
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to probe optical properties of the coatings, while the coatingmicrostructure is charac-
terized using X-ray diffraction, X-ray reflectivity, SEM, TEM and AFM. Substrate
curvature method is one of the precise measurement techniques for the determi-
nation of residual stress in coatings. The laser-induced damage threshold value of
optical coating devices decides their utility for high-power laser applications. Efforts
to endeavour new design, deposition and characterization methods will continue to
make further advancement in the field of optical coatings.
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Organic Thin Films: Langmuir
Monolayers and Multilayers

Sarathi Kundu

Organic thin films are playing an important role in our daily life. These films are
used as a coating layer for transmission of light, different optical control constituents
in microelectronics, detectors for sensing organic, inorganic and gas molecules in
biosensor devices, etc. Organic thin films are also used as display materials and
electronic circuit elements in transistors, optoelectronic devices, biochips, etc. In
addition to the technological applications and having immense importance in mate-
rials science, organic thin films are also useful to study different physical phenomena
in reduced dimensions.

There are different experimental techniques available by which structures and
novel properties of such organic thin films are investigated. Scanning tunnelling
microscopy (STM), atomic force microscopy (AFM), Brewster angle microscopy
(BAM), fluorescence microscopy (FM), UV-Vis spectroscopy, Fourier transform
infrared (FTIR) spectroscopy, Photoluminescence (PL) spectroscopy, sum frequency
generation (SFG) spectroscopy, X-ray and neutron scattering techniques are
commonly used to investigate the structures and properties of such thin films. As the
film thickness varies between 10 and 1000 Å, it is therefore quite obvious that the
selectionof specific techniquemostly depends upon thefilm thickness and constituent
molecules. Organic thin filmsmade of different fatty acids, lipids, polymers, biopoly-
mers, liquid crystals, etc. have been used to build novel pattern or architecture in
the nanometer length scale and to explore structure-induced property modifications.
Moreover, investigation of the structures and patterns formation is also a very fasci-
nating area to study to tune the specific property of the thin-filmmaterials in confined
geometry.
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In this chapter, organic thin films of fatty acids and fatty acid salts for different
physicochemical conditions are reviewed extensively. Different characterization
techniques are also explained briefly for better understanding.

1 Molecular Crystal and Different Types of Organic Thin
Films

For the description of the physical properties of a solid body, the strength of attrac-
tion among the particles (atoms or molecules) of which the crystal is formed may
be compared with the forces of attraction among the composite parts (electrons
and atoms, respectively) of these particles. If the inter-particle forces are signifi-
cantly smaller than the intra-particle forces, then during the formation of a solid
body, these particles remain essentially unchanged. Such solid bodies are defined as
molecular crystals [1]. If the magnitude of energy of inter-particle forces is close
to chemical energies (the bond energies of atoms in a molecule or of electrons in
an atom), then the particles lose their individuality, and the crystals can be identi-
fied as the valence, metallic or ionic type [2]. In the valence or covalent bonding,
the degree of overlap between the electronic wave functions of the neighbouring
atoms, and thus the strength of the bonding, is dependent not only on the separation
but also on the bond angles. On the other hand, metallic or ionic bonding is non-
directional. The main difference between the latter two is that in the metallic bond,
the wave function spreads over a distance that is large compared with the interatomic
separation, whereas for the ionic bond, the overlap is extremely small. For molec-
ular crystals, mainly van der Waals force of attraction acts between the molecules.
Such crystals can form with atoms having closed electron shells, or with saturated
molecules. Molecular crystals generally occur for organic substances. Not only bulk
crystals, organic monolayers and multilayers are also formed by this type of van der
Waals interactions. Inorganic monolayer and multilayer depositions by molecular
beam epitaxy (MBE) [3] and metal organic chemical vapour deposition (MOCVD)
[4] always need ultra-high-vacuum (UHV) conditions, temperature control, short
switching times between different sources, etc. Also, only a specified range of mate-
rials can be grown on a particular substrate, which, moreover, has always to be
crystalline. It is known that the growth of inorganic crystals or films, i.e. possessing
valence or metallic bonds is extremely dependent on environmental conditions. This
is due to the comparable strengths of inter- and intra-particle bonds in these crys-
tals, which places stringent restrictions on environmental conditions during growth.
On the other hand, for organic molecules, presence of weak van der Waals interac-
tions and strong covalent bonds within molecules allows organic monolayers and
multilayers to grow easily under ambient conditions, and on any substrate, including
liquids (which are called subphases), although for making some special kinds of
organic films selective environments are necessary.

There are mainly four ways by which crystalline organic films can be made.
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(a) Langmuir films or Langmuir monolayers are made up of amphiphilic molecules
spread on a liquid surface like water [5, 6]. The hydrophilic ‘head’ part of each
molecule has an affinity to water, while the hydrophobic ‘tail’ part towards air
side.

(b) Langmuir–Blodgett (LB) films are formed when Langmuir monolayer is trans-
ferred onto a solid substrate [7]. Multilayers are deposited by repeated up- and
down-strokes of the substrate through the monolayer-covered water surface.

(c) Organic molecular beam deposition (OMBD) or organic molecular beam
epitaxy (OMBE) is nearly similar to the evaporation technique under ultra-
high-vacuum (UHV) for inorganic materials. For example, aromatic molecules
such as perylene-derivatives are typical systems for OMBD [8, 9]. Such organic
samples are loaded into sublimation cells and then allowed to grow on a solid
substrate which is kept at a particular temperature. The chamber pressure and
the cell temperature are maintained in such a way that molecular decomposition
does not take place and the powder sources are sublimed to achieve the desired
growth [10].

(d) Self -assembled monolayers (SAMs) usually grown from the gaseous phase or
solution represent a further class of organic thin films. The defining feature is
the chemisorptions (or, generally, strong interaction) of the headgroups with a
specific affinity to the substrate [11].

It should however be noted that the boundaries between some of these techniques
are not rigid. For example, the difference between Langmuir monolayers and SAMs
are not absolutely sharp. Langmuir monolayers can form both on liquid and solid
substrates through weak bonds, whereas, SAMs form only on solid substrates and
are chemisorbed, i.e. strongly bound [11].

2 Organic Films on Liquid Surfaces

Organic monolayers or films can be formed on the water surface by choosing
amphiphilic molecules [5–7]. Amphiphilic molecules have two parts: hydrophilic
part usually called ‘head’ is soluble in water and hydrophobic part usually called
‘tail’ is insoluble in water. When such molecules are spread on the water surface, a
monomolecular layer formswhere the heads touch the water surface and the tails stay
towards the air. The monomolecular layer thus formed is generally called a Lang-
muir monolayer [5–7]. Long-chain fatty acids, alcohols, lipids, etc. are the most
common examples of such molecules. These molecules, also known as surfactants,
can form stable monolayer depending upon the balance between hydrophilicity and
hydrophobicity of headgroups and tails, respectively.

Surface tension is the most important physical property that is obtained from
the Langmuir monolayer. But the quantifiable quantity is the surface pressure [12],
which is the difference between the surface tension of pure water and the surface
tension of film covered water. Surface pressure [13] is thus defined as
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π = γ0 − γf (1)

where γ 0 and γ f are the surface tensions of purewater and film coveredwater surface,
respectively.

To form a film on thewater surface, amphiphiles are dissolved in some solvent and
then the solution is spread on water. It is required that the solvent should be capable
of dissolving and spreading the film-forming molecules on the water surface and
then could be evaporated completely keeping the film free from any contamination.
Usually, the spreading solvent chosen has lower surface tension thanwater, is volatile,
i.e. evaporate within a reasonably short time within which the solution has covered
the water surface. The solvent has also to be lighter than water and insoluble in water.
The extent to which a drop of liquid (1) placed on a solid or another liquid (2) spreads
is given by Young’s equation

γ1V cos θ = γ2V − γ12 (2)

where the interfacial tensions (γ ’s) are for the various interfaces between the substrate
or subphase (2), liquid (1) and vapour (V) phases, and θ is the contact angle between
the (1) and (2) at the 1–2-V interface. There is no finite contact angle for complete
wetting, i.e. the liquid spreads completely on the substrate or subphase. In this context,
a quantity called the spreading coefficient is defined as [14]

S1/ 2 = γ1 − γ2 − γ12 (3)

where S1/2 is the spreading coefficient for liquid (1) on liquid (2), γ 1 and γ 2 are the
corresponding surface tensions and γ 12 is the interfacial tension. If the value of S1/2
is positive, spreading occurs, but if it is negative, liquid (1) dewets and rests as a lens
on liquid (2).

There are several properties of the monolayer that are well studied viz. surface
pressure, surface potential [5, 13, 15] and surface viscosity [5, 7, 13]. But the well-
studied and well-characterized properties of a Langmuir monolayer is surface pres-
sure (π ) and its variation with surface area [16], temperature [6, 16], metal ions [17,
18], subphase pH [19], compression rate [20], time [21], etc. The basic informa-
tion that is obtained from a Langmuir monolayer is its surface pressure (π )—area
per molecule (A) isotherm. The schematic of a typical π–A isotherm for a Lang-
muir monolayer is shown in Fig. 1. Langmuir monolayers are considered as two-
dimensional model systems. They can be formed easily and are frequently used for
studying structures [6], structural changes [6] and phase transitions in two dimen-
sions [22, 23]. Langmuir monolayers are also used as precursors for LB films on
solid substrates [24, 25] and used as templates for bio-mimetic growth, i.e. to grow
specially oriented crystals from supersaturated aqueous salts below the Langmuir
monolayer [26, 27]. The most advantage in working with Langmuir monolayers
is that the structures and properties can be modified easily by changing different
physical and chemical parameters like surface pressure [16], temperature [6, 16],
subphase pH [19], dissolved metal ions and ion concentration [28], etc. It has also
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Fig. 1 Schematic of the
surface pressure versus area
per molecule isotherm.
Phase transitions are shown
by the flat part and kink in
the isotherm. (Reproduced
from Kaganer et al. [6])

been explored that in the presence of inorganicmaterials inside aqueous subphase, the
structural and physical aspects of Langmuir monolayers become rich. For example,
long-chain fatty acids Langmuir monolayers in the presence of divalent metal ions
show rich two-dimensional structures and patterns both for the organic and inorganic
parts at the air–water interface. Super lattice peaks are observed in the grazing inci-
dence diffraction pattern of the fatty acid monolayer in the presence of Cd2+ ions in
the water subphase [29, 30]. Super lattice peaks are also observed with the peaks of
fatty acid monolayer in the presence of Mg2+, Mn2+ and Pb2+ ions in the aqueous
subphase [31, 32]. However, on the other hand, the presence of certain metal ions
like Co2+, Cu2+ and Ba2+ inside water subphase induces a high-pressure structural
phase of the monolayer at lower surface pressure without forming a super lattice
structure by the metal ions [32]. For certain experimental conditions, new type of
chemical bond is also formed between the hydrophilic part and metal ions [33]. In
presence of metal ions inside the aqueous subphase, the monolayer becomes much
more ordered [34], changes their viscoelastic properties [35] and in addition helps
the monolayer to transfer easily on some solid substrate [36], i.e. for monolayer and
multilayer deposition.

Amphiphiles with more than one tail per headgroup, such as preformed fatty acid
salts of trivalent metals, for example ferric stearate, produce a significant change
in the structural and physical property compared with the conventional stearic acid
monolayer with and without ferric ions in the water subphase. A ‘Y and inverted
Y’ type of structure, as shown in Fig. 2, is assumed to form on the water surface
by such preformed fatty acid salt molecules that matchs with the π–A isotherm and
X-ray reflectivity measurements [37]. Instead of forming a monolayer where all
three stearate tails of the ferric stearate molecules are towards air (i.e. asymmetric
configuration with respect to headgroups), a monomolecular layer (conventional bi-
layer) is formed where tails are on both sides of the headgroups (i.e. symmetric
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Fig. 2 ‘Y and inverted Y’
configuration formed by the
preformed ferric stearate film
on the water surface

configuration with respect to headgroups). Different lipids and esters having two
or three tails can also form a monolayer on the water surface. Lipids like DMPE,
DPPE, DSPC [38–41] and different esters [42, 43] formmonolayer film on the water
surface and their thermodynamic behaviours and the molecular packing has been
explored. Like fatty acids and lipids, long-chain alkanes [44], proteins [45–47] and
organo-coated nanoparticles [48–51] also form organic films on the water surface.

3 Organic Multilayers

Organic multilayers formed on water or solid substrates have total film thickness
in a multiple of the monolayer thickness. There are different processes by which
monolayers and multilayers can be formed on solid substrates from monolayers.
Multilayers can also be formed on the water surface from monolayers.

3.1 Multilayers Formed by Vertical Deposition

In this deposition process, a multilayer is formed by passing a solid substrate through
the monolayer-covered water surface alternately upwards and downwards. Organic
monolayer and multilayer films deposited by this up- and down-strokes of the
substrate are called Langmuir–Blodgett (LB) films [13]. These LB films can be
useful to explore physical and chemical phenomena in confined geometries and in
preparing of model biological membranes [6, 7, 13, 34, 52–54]. LB films are consid-
ered as an ideal system to study the two- to three-dimensional melting transition
[55], two-dimensional magnetic property [56, 57], etc. In addition, LB films are also
used as a template for the formation of the nanostructure materials [58]. Different
quantum dots like CdS, PbS and ZnS [59] or CdS nanosheets [60] are also produced
inside the organic matrix of LB films.



Organic Thin Films: Langmuir Monolayers and Multilayers 351

In LB deposition, a layer is deposited during each up- and down-stroke. In the up-
stroke, polar headgroups of the depositedmolecules are oriented towards the substrate
surface, while in the down-stroke, hydrophobic tails of the deposited molecules
are oriented towards the substrate. As a result, the headgroups are adhered to the
headgroups of the previous layer during the up-stroke and the tails are attached to
the tails of the previous layer during the down-stroke, which is usually obvious for the
deposition of amphiphilic molecules. There are several outcomes on the molecular
orientation depending upon the dipping direction. First, a bi-layer is the basic unit of
an ideal LB multilayer. Second, the first layer can be deposited only in the up-stroke
of the hydrophilic substrate and in the down-stroke of the hydrophobic substrate.
Third, hydrophobic tails and hydrophilic headgroups will be the outermost layer in
air and water, respectively.

These three consequences can be regarded as the postulates of the molecular
structure of LB films [34]. Structures and structural modifications inside LB films
depend upon the energetics of amphiphilic interactions. For example, although gener-
ally monolayer is transferred during both up- and down-strokes (Y-type deposition)
of the substrate, but under certain conditions depending upon the hydrocarbon tail
length of the molecules and pH of the subphase water and dissolved metal ions,
film deposition is possible only during the down-stroke (X-type deposition) or the
up-stroke (Z-type deposition). These three types of depositions are shown in Fig. 3,
4 and 5, respectively. However, for the multilayer films formed using X-type or Z-
type deposition methods, the basic structural unit is monolayer instead of a bi-layer
as formed during Y-type deposition. Although, X-ray diffraction study shows that
multilayers made using X-type deposition may have the usual bi-layer unit struc-
ture [61]. This implies that the molecular rearrangement takes place during or after
the transfer process to attain a more energetically favourable configuration. Using
reflectivity (X-ray and neutron) and AFM analysis, it has been observed that apart
from the first layer, molecules reorient themselves from asymmetric to a symmetric
configuration in particular for amphiphiles having more than one tail per headgroup
[62].

In LB films, much more ordered structure is formed in the out-of-plane direc-
tion, i.e. nearly perfect periodic structure is maintained along the surface normal
(z-direction) [57, 63, 64]. However, most LB films such as LB films of fatty acid salts
always have some inherent defects, which are known as ‘pinhole-type defects’ [34,
65]. Pinhole-type defects make the film less ordered in the plane of headgroups (x–y
plane), and domains of at most micron length scales can be achieved. The molecular
packing inside the crystalline domains of the LB films depends upon the hydro-
carbon chain length, cations attached with the headgroups and substrate nature [34,
66]. Using X-ray scattering and atomic force microscopy, the surface morphology,
in-plane correlations and growth mechanisms are investigated. Both liquid-like and
self-affine correlations are evidenced from the interfaces of LB films [67–69]. The
growth mechanism was explained using linear stochastic theory considering one-
dimensional deposition followed by two-dimensional desorption [68]. The competi-
tive effects between the surface roughening frompinholes and the smoothening due to
the surface tension dictate the interfacemorphology inLBfilms [69].Different efforts
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Fig. 3 Y-type
Langmuir–Blodgett film
deposition

are made for obtaining defects-free better LB films, however, the most successful
results are obtained by Takamoto et al. [70]. It has been observed that although in LB
films, the basic structural unit is bi-layer but for fatty acid salts of multivalent ions,
i.e. for amphiphilic molecules havingmore than one tail per headgroup, two different
molecular configurations exist that can form bi-layer unit. One is asymmetric config-
uration where two molecules are attached by the head–head or tail–tail attachment
where all tails stay on the same side of the metal-bearing headgroups. The other one
is symmetric configuration where the attachment of two molecules is such that tails
remain in both sides of the metal-bearing headgroups and the attachment takes place
through the tail–tail interaction. It has been observed by X-ray scattering experi-
ments [71, 72] that apart from the first layer, the symmetric molecular configuration
exists in all the layers, i.e. tails are on both sides of the headgroups [73]. Using X-ray
and neutron scattering, the symmetric bi-layer configuration of deposited fatty acid
salts has also been observed [62]. Thus, except the first layer where molecules are in
asymmetric configurations, all other layers are formed by the molecules which are
in symmetric configurations.
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Fig. 4 X-type deposition

Fig. 5 Z-type deposition
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3.2 Multilayer Formed by Horizontal Deposition

For the very viscous and rigid compact monolayers, conventional LB deposition
process does not work as the transfer process becomes very weak. LB deposition also
not works if it is required to deposit at a lower surface pressure of the monolayer. To
overcome these problems, alternative deposition processes are considered. Actually,
three different horizontal deposition techniques are developed which provide consid-
erable good results. In the first deposition scheme employed by I. Langmuir and V.
J. Schaefer (called as LS—method) [74], always hydrophobic substrate is required
and the monolayer film is ‘lifted by the tails’ from the top, as shown schematically
in Fig. 6.

In this LS method, the hydrophobic substrate is kept parallel to the monolayer
surface and monolayer transfer takes place when the substrate touches the mono-
layer from the top. However, during this deposition process, frequent overturning
of constituent molecules has also been reported [75]. However, for both LB and LS
deposition techniques, the local molecular organization, fraction of various phases,
size of domains, etc. can change during the transfer process.

The second horizontal deposition technique is the inverse Langmuir–Schaefer
(ILS) method [76] where only the hydrophilic substrate is required and the film is
picked up onto the hydrophilic substrate by keeping it below the film inside the water
and draining out the water at the desired rate. The schematic of the trough design
is shown in Fig. 7. Attachment of optical microscopy with this kind of trough helps
to examine the surface morphology during transfer. This method makes it possible
to transfer rigid films on a solid surface. In this method, a special kind of trough is
required with an arrangement for highly controlled removal of water.

The third horizontal deposition technique was started by Kato et al. [77]. In this
technique also, the hydrophilic solid substrate was used and that substrate was kept
almost horizontal beneath the water surface before the monolayer was spread. The

Fig. 6 Horizontal lifting (Langmuir–Schaefer) technique for depositing floating monolayers
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Fig. 7 Schematic of the
inverse Langmuir–Schaefer
(ILS) deposition system.
(Reproduced from Lee et al.
[76])

Fig. 8 Schematic diagram of the film deposition technique by MILS method where the substrate
is kept below the monolayer

substrate was then raised up slowly and horizontally when the monolayer achieves
desired conditions. Transmission electron microscopy (TEM) and AFM are used to
reveal the three-dimensional structure of the deposited films from which the nucle-
ation and growth mechanism of fatty acid Langmuir monolayers have been proposed
[78, 79].

The fourth technique is themodified inverted Langmuir–Schaefer (MILS)method
used by Kundu et al. [80, 81] and is nearly similar to the third technique [77]. This
is a very simple method and can be employed easily with any LB trough. The MILS
method is schematically shown in Fig. 8. During deposition by MILS method, at
first, the water surface is cleaned properly and then an L-shaped Teflon substrate
holder is immersed into the water so that the hydrophilic substrate is kept parallel to
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and nearly 10–15 mm below the air–water interface. Then, the monolayer-forming
molecules are spread on the water surface and the monolayer is compressed at the
desired surface pressure. Finally, the substrate holder is taken out from water to air
with the desired speed. In MILS method, like ILS method, deposition is possible
from very low pressure to very high (collapse) pressure of the monolayer which
could not be possible using the LB technique.

Structure and morphology of all the monolayer and multilayer films deposited
by all types of horizontal deposition techniques are analysed by X-ray and neutron
scattering, AFM, or FTIR spectroscopy just like the characterization of LB films.
Here, it is important to mention that among all the horizontal deposition techniques,
multilayers of desired thickness are formed only by the Langmuir–Schaefer method.
In the other horizontal deposition techniques, monolayers or multilayers that are
formed on the water surface are transferred onto the solid substrate but the formation
of multilayered films of desired thickness is not possible.

3.3 Multilayer Formation on Water and Deposition on Solid
Surface

Multilayer is formed on the water surface after monolayer collapse. In a Lang-
muir monolayer, the amphiphilic molecules are in a metastable state [13], so a
transition from the two-dimensional (2D) monolayer to a three-dimensional (3D)
multilayer can occur when the surface pressure reaches a particular value called the
collapse pressure (π c) [5] and the 3D structures are formed perpendicular to the
water surface. However, in general, the π c is dependent on the monolayer compres-
sion rate, showing the essential metastable nature of Langmuir monolayers. Collapse
can occur by showing two different signatures in the π–A isotherm. For the first one,
called as ‘constant pressure collapse’, the π is kept constant (a plateau is observed
in the isotherm) after π c and for the second, called as ‘constant area collapse’, the
surface pressure drops suddenly (a strong spike is observed in the isotherm) after π c.
Structural and morphological information of all these collapsed states is obtained
by different microscopic, spectroscopic and scattering techniques to understand the
collapse mechanism and kinetics. Theoretical approaches have also been employed
to explain the structure, morphology and kinetics of these three-dimensional states
formed from the monolayer [82].

There are mainly two ways by which three-dimensional states are investigated. In
the first one, monolayer and its collapsed states are investigated on the water surface
by microscopy, spectroscopy or by scattering techniques (X-ray and neutron). In the
second,multilayer films formed after the collapse are transformed on a solid substrate
by vertical and horizontal deposition techniques and then analysed by AFM, FTIR,
X-ray and neutron scattering, etc. The different mechanisms of morphological 2D–
3D transformation of insoluble monolayers of long-chain alkanoic acids, esters and
salt derivatives are studied directly on thewater surface by usingBAM [83]. By phase
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contrast microscopy, the collapse of fatty acid monolayer is examined [84] where a
transition from constant area to constant pressure collapse is observed by changing
the pH of the water subphase [85]. Different collapse patterns are also observed for
such films by changing pH and metal ion concentration [86]. All these optical tools
help to observe the collapse pattern in 2D, i.e. no information is observed in the
out-of-plane direction.

X-ray and neutron specular scattering gives information about the out-of-plane
structures of the collapsed films on the water surface [87]. Monolayer to tri-layer
transformation occurs in constant pressure collapse of 10,12 pentacosanoic acid
(PCA) as indicated by X-ray scattering [87]. Also collapsed films of 10,12 penta-
cosanoic acid (PCA) are transferred on solid substrate and information is obtained
[20, 87] by AFM. Structural and morphological change due to 3-D transformation
of the fatty acid monolayer is also analysed by AFM [79] and TEM [78]. Collapsed
structure and hence the collapse mechanism of 2-hydroxi-tetracosanoic acid (2-OH
TCA) were proposed after obtaining the electron micrographs of the collapsed films
[88]. Among different proposed collapse mechanisms, in ‘Ries’ mechanism [88] for
monolayer collapse, the collapse starts with buckling in the monolayer that grows
to large amplitude with compression, fold over and then breaks into a bi-layer on
top of the monolayer. Whereas, in ‘folding and sliding’ [87, 89] mechanism, the
collapse happens by folding the monolayer at first and then sliding of that folded
monolayer over the rest of the monolayer. The above two mechanisms by which
multilayers are formed due to collapse have been shown schematically in Fig. 9.
For certain molecular layers, monolayer can also be collapsed by buckling that has
been observed by using optical fluorescence microscopy where buckled regions can
coexist with the flat monolayer and then that can be reversibly incorporated again
into the monolayer after the expansion of the monolayer [90]. Collapse by reversible
folding [91] of the 2-hydroxi-tetracosanoic acid (2-OH TCA) monolayer has also

Fig. 9 Multilayer formation
on the water surface. a Ries
mechanism, b Folding and
sliding mechanism.
(Reproduced from Gourier
et al. [87])
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been observed by light scattering microscopy. Besides this, the formation of spon-
taneous assembly of lignoceric acid molecules at air–water interface and nearly at
zero surface pressure has been observed indicating a strong interaction between long
hydrocarbon tails of the molecules [92]. Also in the presence of divalent cations,
this acid monolayer exhibits many isolated domains of collapsed regions at zero
pressure [92], which indicates more strong attractive forces between the molecules.
The delicate balance between head–head and tail–tail interactions may cause a struc-
tural instability in the monolayer and hence the different collapse transitions occur
[92]. Both in-plane and out-of-plane structures after monolayer collapses are studied
through X-ray reflectivity (XRR), neutron reflectivity (NR), GIXRD, AFM, etc. on
both water and solid surfaces [80, 81, 93–95]. In general, monolayer collapse occurs
at higher surface pressure (π c ≥ 50 mN/m) through two different ways [5, 13, 80,
81, 95, 96] as stated before, i.e. ‘constant area collapse’ where π suddenly drops just
after π c and ‘constant pressure collapse’ where π remains nearly constant after π c.
Different structures and morphologies are identified from the collapsed fatty acid
monolayers after deposition on solid substrates in the presence of different diva-
lent metal ions inside water. From those structural and morphological information,
collapse mechanism and related growth modes are proposed.

4 Different Techniques for Thin-Film Characterization

4.1 X-Ray and Neutron Scattering

For X-rays and neutrons, the refractive index (n) of any materials is slightly less than
1 [97–99], i.e. n can be defined as

n = 1 − δ − iβ (4)

where δ and β are related with the scattering length density and absorption of the
materials. For X-rays, δ = λ2

2π reρe and β = μλ

4π , where λ is the X-ray wave length, re
is the electron scattering length, ρe is the average electron density and μ is the linear
absorption coefficient of the materials, whereas for neutrons, those values are related
with the neutron wavelength, scattering length (bi), nuclear number density (Ni) and
neutron absorption cross section (σ i) of the materials. Hence, there exists a critical
angle of incidence, θ c, below which X-rays and neutrons will be reflected totally
and only an evanescent wave will exist within a few Angstroms of the surface. The
scattering depth of the evanescent wave in the medium can be varied by changing the
incident angle and it depends upon the imaginary component of thewave vector in the
medium. The low scattering cross section of the X-rays helps to penetrate matter to a
much greater extent than electrons or ion beams and hence can provide detailed struc-
tural information about the buried interfaces of a material. However, for neutrons,
different isotopes of the same element give different scattering cross sections and
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are therefore mostly used for getting information from the biological samples. For
any material at grazing angle of incidence, the X-ray and neutron scattering becomes
less sensitive to individual atoms and therefore continuous electron density profile
ρe(�r) or nuclear scattering length density profile bi Ni (�r) are used. Thus, at grazing
incidence, the scattering becomes surface-sensitive and can be used to probe the
structure of surfaces and interfaces. Both X-ray and neutron scattering techniques
provide nearly the same information from the surfaces and interfaces of the thin
films but each technique has specific advantages and disadvantages. Availability of
intense rotating anode sources, synchrotron sources and advanced design of beam
optics using Göbel mirrors helps to increase the signal to noise ratio in the feeble
scattering from interfaces, and thus to obtain the structural and morphological infor-
mation of surfaces and interfaces. Intense monochromatic neutrons beam are also
obtained from the different nuclear reactors which are also used to explore the struc-
tures of the thin films [100, 101].Mainly four different measurement techniques exist
by which structural information is obtained. These techniques are X-ray or neutron
specular reflectivity, diffuse or off-specular scattering, grazing incidence diffraction
and grazing incidence small-angle X-ray and neutron scattering. The different types
of information regarding surface scattering are shown schematically in Fig. 10 for
different �q ranges.

In specular reflectivity experiment [53, 102], where the incident and reflected rays
are in the plane normal to the surface and the incident angle is same as the scattered
angle, the scattering vector �q is perpendicular to the substrate surface which provides
information about the average electron or nuclear number density as a function of
the depth (z). In the GID technique, on the other hand, large �q|| with high in-plane
angle (ψ) is achieved and as a result, atomic locations are obtained in the ordered
sample [32]. For having a better understanding of correlation in an interface and
between interfaces, off-specular diffuse scattering technique [53, 102] is used which

Fig. 10 Schematic of the different scan-regions in reciprocal space
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has the scattering plane identical to the specular plane but the incident and scattered
angles are not equal. It is sensitive to in-plane morphology and for that generally
diffuse scattering data are collected to extract morphological information through
height–height correlation in a multilayer. The geometry in the grazing incidence
small-angle scattering is basically the same as grazing incidence diffraction but for
small scattered angles, both in the in-plane and out-of-plane directions [103]. The
theoretical details of X-ray and neutron scattering are explained elsewhere [97–99].

An ideal three-dimensional crystal can be defined by the lattice vectors �Rn =
n1�a1 + n2�a2 + n3�a3, where (�a1, �a2, �a3) are the basis vectors of the lattice and (n1,
n2, n3) are integers. It is well known from the diffraction theory [104–106] that the
diffraction pattern from an ideal three-dimensional crystal consists of discrete points
lying on a reciprocal lattice, where the intensity peaks at each of these points and is
zero elsewhere. The intensity scattered by a crystal having N1, N2 and N3 unit cells
along the three crystal axes takes the form

Ihkl = AF2
hkl N

2
1 N

2
2 N

2
3 (5)

where F(�q) is called the structure factor. The structure factor can be written as

F(�q) =
Nc∑

j=1

f j (�q) exp(i �q · �r j ) (6)

where the sum is over all the atoms within one unit cell and f j (�q) is the atomic
form factor. Like a three-dimensional crystal, an ideal two-dimensional crystal can
be defined by the lattice vectors �Rn = n1�a1 + n2�a2 + ẑ, where there is no lattice
periodicity in the third direction. In a three-dimensional reciprocal space, it gives a
two-dimensional lattice of rods, which are the chief characteristic of diffraction from
surfaces. But there is a deviation from this ideal picture as solid surfaces are generally
a combination of a two-dimensional layer plus the bulk. The modified rods generated
from a convolution of the two-dimensional rods and the distribution of intensity from
the bulk is called crystal truncation rods (CTR) [107]. Intensity distribution along
the rod for ideal and truncated crystals can be written as

I2D = AF2N 2
1 N

2
2 (7)

ICT R = AF2N 2
1 N

2
2

1

2 sin2(�q · �a3/2) (8)

For quasi-two-dimensional organic monolayers like Langmuir monolayer, the
scattered intensity follows the ideal distribution given by Eq. (8). However, the lattice
is made up of extended molecules with complicated electron distributions of their
own and hence, in reciprocal space, the scattering pattern is obtained by the product
of structure factor and form factor where the structure factor is the translational
order of the molecular centres in the monolayer plane and the form factor is the
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contribution of an individual molecule. For 2D lattice, the structure factor is a set of
discontinuous δ-function (called as ‘Bragg rods’) perpendicular to the plane of the
monolayer. The form factor of a long rod-like molecule (like long-chain fatty acid
molecule) is maximum in a plane perpendicular to its long axis, which is called as
‘reciprocal disc’. The intersections between first-order Bragg rods and reciprocal disc
provide six diffraction peaks or maxima. For the untilted molecules, the reciprocal
disc and hence all the diffraction peaks are positioned in the monolayer plane. In a
plane having sixfold symmetry, the all six equal length first-ordermomentum transfer
vectors �q overlap completely in powder averaging. However, if the lattice is distorted
from hexagonal symmetry, then the degeneracy is lifted. Thus, when the unit cell is
stretched or shrunk in the nearest neighbour direction of the molecule, two distinct
first-order momentum transfer vectors generate two peaks (one degenerate, �qd and
the other is non-degenerate, �qn) in the reciprocal space. Due to the molecular tilting
of the long-chain molecules, such degeneracy may also be lifted. Depending upon
both tilt magnitude and tilt direction, the peaks move out of the monolayer plane.
For the nearest neighbour (NN) tilt, two peaks are observed, one is non-degenerate
in-plane peak and the other one is degenerate out-of-plane peak.When the molecular
tilt is in the next nearest neighbour (NNN) direction, all �q move out of the plane. If
the tilt direction is intermediate between NN and NNN, or if the unit cell distortion is
asymmetrical or chiral, then a total three distinct first-order peaks are found [6]. All
the diffraction peaks can be assigned in crystallographic notation considering either
a hexagonal or a centred rectangular unit cell. After assigning the three first-order
peaks, the shape of the unit cell in reciprocal space and hence the real-space lattice
is completely determined.

X-ray and neutron specular reflectivity yields information about interfacial rough-
ness, film thickness and density of different sublayers of a thin film [53, 97–99]. In
Parratt’s formalism, the reflectivity R(qz) obtained from a thin film of thickness d
over a substrate [108] can be written as R(qz) = rr*, where

r0 = r1,2 + r2,3
1 + r1,2r2,3

, (9)

with r12 and r23 are the reflectance for the vacuum–film and film–substrate interfaces,
respectively. For n such thin stratified layers of thickness d, one arrives at a recursive
formula in terms of Fresnel reflectance given by

r Fn−1,n = rn,n+1 + Fn−1,n

1 + rn,n+1Fn−1,n
exp(−iqn−1,ndn−1), (10)

where

Fn−1,n = qn−1,z − qn,z

qn−1,z + qn,z
. (11)
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For the nth stratified layer, the wave vector can be defined as qn,z = (q2
z −q2

n,c)
1/2.

Including the roughness σ n of the nth stratified layer, the Fresnel reflectance for the
interface between nth and (n − 1)th stratified layer can finally be written as

rn−1,n = r Fn−1,n exp(−0.5qn−1,zqn,zσ
2
n ). (12)

In general, the electron density variation inside a sample of thin film is determined
by assuming amodel and then comparing the simulated profile with the experimental
XRRdata. The electron density profile (EDP), i.e. electron density (ρ) variation along
the substrate normal (z-direction) is extracted after fitting the experimental data. For
the data fitting, each film is divided into a number of sublayers having different
thicknesses and electron densities, and also including roughness at each interface.

Using X-ray and neutron reflectivity, not only the out-of-plane structure but also
the molecular reorganization after deposition is explained [62]. The self-affine in-
plane interfacial correlation functions for LB multilayers have been observed by
Gibaud et al. using X-ray scattering [67]. However, the logarithmic in-plane corre-
lation was also obtained in cadmium arachidate LB films, which is the characteristic
of capillary waves on liquid surfaces [60, 109]. Both self-affine and logarithmic
in-plane interfacial correlations are observed by X-ray diffuse scattering and AFM
studies [68]. Li et al. [69], usingX-ray diffuse scattering andAFM, obtained the loga-
rithmic interfacial correlation function of LB films of different thicknesses. Packing
structures of Langmuir monolayers and LB multilayers are measured precisely by
the GID technique. A different crystalline packing is obtained for Langmuir mono-
layers on water depending upon the temperature and pressure [6]. Nearly hexagonal
packing is observed for LB monolayer, whereas for LB multilayer, well-ordered
orthorhombic packing is identified [110]. Shih et al. [111] used the GID technique
to determine the structures of heneicosanoic acid monolayer deposited from the L2,
S and LS phases of the monolayer on a silicon oxide substrate. However, from all the
three deposited phases, only an untilted hexagonal packing, i.e. LS phase is observed.
Distorted hexagonal packing is observed for LB monolayer by Dupres et al. [112].
Dupres et al. [113] have also obtained the depth-dependent in-plane structural varia-
tion in thin LB films by using the GID technique. A centred rectangular unit cell for
PbSt2 multilayer has been identified by GID [114, 115], whileMalik et al. [71] found
that for LB multilayer, each layer was shifted laterally by 1/4 of a lattice spacing
relative to the lower layer. Using GID, Peng et al. [116] observed the monoclinic
structure of cadmium atoms in fatty acid salts of cadmium and the chains also have
the monoclinic structure without the centred symmetry. A 5 × 1 superstructure was
also found to be present in the film [116].

4.2 Scanning Probe Microscopy

Scanning probe microscopy (SPM) is another very useful technique for obtaining
different surface characteristics of various materials [34, 117]. Real-space surface
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information obtained from the images achieved using this SPM technique actually
support the reciprocal space information obtained from the scattering techniques. In
this class of microscopic technique, commonly a sharp tip acting as an appropriate
probe is scanned in a raster fashion over the surface of the material to be studied.
There are different types of forces that exist between the tip and sample surface and
accordingly, different techniques were also evolved under this SPM family. Among
SPM family, atomic force microscopy (AFM) is used widely as it can provide infor-
mation from any types of surfaces, i.e. useful for all metallic, non-metallic, hard
and soft surfaces. On the other hand, scanning tunnelling microscopy (STM) is used
only for the conducting surfaces as STM works through the tunnelling of electrons
between the metallic tip and conducting surface. All SPM techniques can only probe
the top surfaces of thin films and multilayers, whereas the X-ray scattering technique
is sensitive to both top surfaces and interfaces. High-resolution AFM also gives the
information about the packing structures of the constituent molecules. Garnaes et al.
[118] and Schwartz et al. [119, 120] usedAFM tomeasure the in-plane lattice param-
eters, which obtained as centred rectangular of dimensions 4.8× 7.5Å2 and is consis-
tent with the results obtained from the scattering experiments. They also provided the
first direct evidence that the unit cell contains two non-identical molecules consis-
tent with herringbone packing [34]. The molecular resolution images of LB films
of CdA2, MnA2 and PbA2 were obtained by Zasadzinski et al. [36]. The lattice
symmetry of these films was also obtained from the Fourier transform of the images
and the alternating bright and dim spots confirmed a rectangular lattice. The real-
space lattice structure corresponded to a two-molecule unit cell with a herringbone
packing. The lattice parameters measured byAFMwere very similar to that observed
for thick films of PbSt2 [114] and thin films of CdA2 [110] as measured by X-ray
diffraction [36]. More stable and defect-free structures of LB films were observed
by depositing at pH > 8.5. Only one type of crystalline grain (herringbone structure)
was observed when the LB was deposited at pH ≈ 7, but numerous small crystallites
possessing herringbone, hexagonal and pseudo-herringbone packing were observed
when LB deposition was performed at pH ≈ 8.8 [70].

4.3 Fourier Transform Infrared (FTIR) Spectroscopy

FTIR spectroscopy [121, 122] probes the vibrational frequencies of a molecule. A
molecular bond having a permanent dipole moment interacts with the infrared radia-
tion and gives absorption peaks corresponding to its normalmode of vibrations. From
these peak positions, the information about the packing structures of the molecules
is obtained [123, 124]. FTIR spectroscopy has been extensively used to determine
the molecular packing in LB films [125–127] and also in Langmuir monolayers [54,
128, 129]. The information about the new kind of bond formations in the Langmuir
monolayers is also obtained by FTIR spectroscopy [33, 95, 130, 131].

In addition to the above-mentioned characterization techniques, other tech-
niques like Brewster angle microscopy (BAM) [132–134], fluorescence microscopy
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(FM) [135], sum frequency generation spectroscopy [136–138], Raman spec-
troscopy [139–142], etc. are also used to characterize the Langmuir monolayers
and Langmuir–Blodgett films.

5 Conclusions

Amphiphilic molecules having hydrophilic polar or ionic headgroups and
hydrophobic hydrocarbon tails can show interesting self-assembled ordered struc-
tures such as monolayers, bilayers as well as lameller or multilayer structures.
It has been observed, in particular, that a planar fatty acid Langmuir monolayer,
which shows crystalline phases at high pressure, shows ‘folding’ behaviour when
it collapses at nearly constant pressure in the presence of certain metal ions in
the aqueous subphase. Depending upon its elastic property that depends upon the
physicochemical conditions, the monolayer starts to fold and the trilayer structure is
formed due to the folding and sliding of the molecules. Multilayers can be formed
spontaneously through Ries mechanism on the water surface when the monolayer
is compressed after πc. These multilayers, though structurally identical with the
LB multilayers, differ in the mode of growth from the LB multilayer where the
periodicity of the layers is achieved by dipping a substrate through the monolayer-
covered water surface repeatedly. It is known that in the absence of multivalent
metals in the headgroups, the formation of LB multilayers is difficult. The pres-
ence of multivalent metals in the headgroups modifies the intrinsic elastic properties
of the amphiphilic monolayer and accordingly, the structures, growth and collapse
behaviours modify. Multilayers with well-defined one-dimensional periodicity can
form by both compression of the Langmuir monolayer beyond critical surface pres-
sures or by repeated dipping through themonolayer.DifferentX-ray and neutron scat-
tering techniques, and in addition specific microscopic and spectroscopic methods,
help to explore the structures and properties of such organic thin films.
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Thin Films for Electrocaloric Cooling
Devices

Gunnar Suchaneck and Gerald Gerlach

Abstract Currently, many publications report on the electrocaloric effect and its
application for cooling devices. This work focusses now on the prospects of using
ceramic thin films in electrocaloric cooling. We introduce the electrocaloric effect
and examine electrical properties, mechanical boundary conditions as well as the
film microstructure affecting electrocaloric activity. Further, multilayer ceramic
capacitors are introduced as a promising device concept for electrocaloric refrig-
eration, and limitations of the related heat transfer in electrocaloric devices will be
discussed. Finally, ceramic thin films and bulk ceramics are compared with regard
to electrocaloric cooling.

1 Introduction

A general definition of thin films is not yet available. Generally, the thickness of thin
films is proposed to be in the order of the wavelength of light [1]. The International
Union of Pure and Applied Chemistry (IUPAC) defines solid and liquid thin films as
layers that have a thickness of at least one atom or molecule. It recommends to apply
the term ‘thin’ only to films whose thickness is of the order of a characteristic scale
or smaller [2]. Wikipedia specifies a thin film as a layer of material ranging from
fractions of a nanometer (monolayer) to several micrometres in thickness [3]. In this
chapter, we denote thin films as those films whose thickness d is less than 10μm, i.e.
not much larger than a characteristic value dt where the breakdown strength changes
from a thickness-independent, intrinsic regime to a thickness-dependent, extrinsic
regime (cf. Sect. 3.1).

There are a number of recent reviews of the electrocaloric (EC) effect [4–6] and
its application in refrigerators [7, 8], as well as a book on this topic [9]. Here, the
most recent review is devoted to ceramic multilayer capacitors fabricated by tape
casting and screen printing [5]. However, the application aspects of thin films are
still poorly studied.
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Theusageof thinfilms insteadof bulkmaterials allows the applicationof high elec-
tric fields with voltages compatible with the standard-silicon CMOS (complemen-
tary metal-oxide semiconductor) technology. Simultaneously, it is assumed to yield
a higher adiabatic temperature change. The resulting giant EC effect was expected
to lead to a breakthrough in the EC refrigeration technology [10, 11].

However, the cooling capacity of thin films was considered to be too small for any
practical application due to their mass limitations. Therefore, the use of EC thin films
for mid- and large-scale cooling applications was claimed to be unlikely [6]. On the
other hand, the average cooling power of an EC element is independent of its heat
capacity when the cycle time is chosen to be proportional to the thermal relaxation
time of the EC element [12]. Thin-film devices are then limited by the time constants
of their thermal interfaces (heat switches or heat transfer fluids) [13].

In this work, EC cooling will be reviewed from the perspective of thin films.
In Sect. 2, the EC effect is introduced. Section 3 is devoted to thin-film properties
affecting the EC effect—the dielectric strength limiting the EC effect, the dielectric
permittivity determining the dielectric strength, the mechanical stress and the grain
size. Section 4 considersmultilayer ceramic capacitors fabricated by ceramic tape and
screen printing technologies which are unusual in thin-film manufacture. In Sect. 5,
limitations of heat transfer in EC devices are discussed. Finally, Sect. 6 compares
ceramic thin films and bulk ceramics with regard to EC cooling.

2 Electrocaloric Effect

An electric field E applied to a dielectric material induces a change in electric polar-
ization and, thus, a change in entropy in the material. The EC effect is a reversible
temperature change ΔTEC when polarization or depolarization takes place adiabati-
cally or, equivalently, an entropy changeΔSEC when they are carried out isothermally.
The entropy change determines the heat Q = T · ΔSEC absorbed or rejected during
an isothermal step. With regard to Q = c · ΔTEC , where c is the volumetric specific
heat, the adiabatic temperature change and the isothermal entropy change are related
by c · ΔTEC = T · ΔSEC .

A Clausius–Clapeyron contribution to ΔTEC takes its origin from the latent heat
of a first-order ferroelectric–paraelectric phase transition to ΔTEC,PT [14]

�TEC,PT = T

cP
· dEcr

dT
· �P, (1)

whereΔP is the polarization discontinuity at the phase transition,Ecr the critical elec-
tric field, at which the phase transition occurs and cP the specific heat at constant P. It
increases with the Curie temperature TC asΔTEC,PT ~ T 3/2

C [15] and amounts to 1.4 K
for BaTiO3 exhibiting a TC of 120 °C [14]. During cycling of ferroelectrics through
their phase transition temperatures, a large part of the entropy change involves the
creation and destruction of domains what are not fully reversible.
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The entropy change ΔS of a second-order ferroelectric–paraelectric phase tran-
sition possessing no latent heat is about 1 J/molK. This yields an EC temperature
change ΔTEC of about 5 K [16]. In the absence of a phase transition, the EC effect
induced by the application of an electric field is given by [17]:

�TEC = −T

c

E2∫

E1

(
∂Pr (T )

∂T
+ ε0E

∂ε(E, T )

∂T

)
E

dE, (2)

where T is the temperature, Pr the remanent polarization, cE the volumetric specific
heat at constant E considered to be constant, cE ≈ c, and ε the dielectric permit-
tivity. Practical applications require a ΔTEC of at least 5 K [18]. Generally, the EC
effect will be large in any insulating material with a highly temperature-dependent
dielectric susceptibility χ(T ) = ∂P

/
∂T = ε(T ) − 1 [19]. Above the tempera-

ture Tm of maximum dielectric permittivity, relaxor ferroelectrics provide a large
and reversible polarization change due to contributions to polarization not present in
ordinary ferroelectrics. This increases the predicted upper limit of the EC effect up
to about 50 K [20]. Consequently, lead-containing PbMg1/3Nb2/3O3–PbTiO3 (PMN-
PT) relaxor ferroelectric thin films were considered to be promising for EC appli-
cation [21]. Experimentally, values of ΔTEC up to 40 K were reported for thin-film
relaxor ferroelectrics or polymers, whereas ΔTEC values obtained in bulk materials
amounted only to several Kelvin [4, 6, 22].

Another approach to achieve high entropy changes is the use of compositions
near an invariant critical point (ICP) at which multiple phases can coexist [23]. Here,
an increased number of polar states are available and the electric field for switching
among different polar states becomes relatively small. Correspondingly, application-
suitable ΔTEC values obtained in BaZrxTi1−xO3 ceramics at room temperature were
attributed to the coexistence of four phases, i.e. paraelectric cubic, ferroelectric
tetragonal, orthorhombic and rhombohedral phases near ICP [24].

Other serious candidates for solid-state refrigerants would be antiferroelectric
materials [25].

A largeECeffect is obtained for ferroelectrics and relaxor ferroelectrics exhibiting
a slim P-E hysteresis (small remnant polarization and coercive field) and a weak
dependence of the dielectric permittivity on the electric field [26]. For a negligible
remnant polarization, the maximum entropy change is then given by

�Smax
EC = −3ε0[ε(0)]

2

2αC
· (1 + αE2

BD)1/3 ≈ −3ε0[ε(0)]
2

2α2/3C
E2/3

BD, (3)

where ε(0) is the low-field value of ε, C the Curie constant derived from its temper-
ature dependence, EBD the dielectric breakdown field (dielectric strength) and α an
empirical coefficient describing the field dependence of ε for a second-order phase
transition [27]:
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ε(E) ≈ ε(0)(
1 + αE2

)1/3 . (4)

Theoretically, the ΔTEC ~ E2/3 field dependence was derived from the Landau–
Ginzburg–Devonshire equation in [28]. Experimentally, a 2/3-power law of the EC
temperature change,ΔTEC ~E2/3, was obtained for PbSc0.5Ta0.5O3 in [29]. However,
the EC effect was attributed here to the Clausius–Clapeyron contribution of a long-
term-annealed material with a high degree of ordering of scandium and tantalate
ions.

Relaxor ferroelectric 0.71Pb(Mg1/3Nb2/3)O3–0.29PbTiO3 (PMN–PT) (011)
single crystals, (Pb,La)(Zr,Ti)O3 ceramic thin films and poly(vinylidene fluoride–
trifluoroethylene–chlorofluoroethylene) (P(VDF–TrFE–CFE))/poly(vinylidene
fluoride–trifluoroethylene) (P(VDF–TrFE)) terpolymer/copolymer blends obey
the 2/3-power law of ΔTEC at higher electric fields, E > 50 V/μm [30]. Note
that calculations for ultra-thin (d = 2.4 nm) BaTiO3 films based on a multiscale
thermodynamic model [23] predicted a weaker field dependence, ΔTEC ~ E0.45,
making the enhancement of ΔTEC not so significant. On the other hand, ultra-thin
films will conduct too much leakage or tunnelling current which is detrimental to
the EC effect.

To compare differentmaterials as solid-state refrigerants, theECcoefficient ∂T /∂E
≈ ΔTEC /ΔE is more appropriate [6]. It is related to the pyroelectric coefficient π by
Maxwell´s relation [31]:

−
(

∂T

∂E

)
S

=
(

∂D

∂S

)
E

= T

cE

(
∂D

∂T

)
E

= TπE

cE
, (5)

where D is the dielectric displacement. Equation 5 is the differential form of Eq. 2.
The field dependence of ΔTEC /ΔE is then given by

�TEC

�E
∼ E−1/3, (6)

i.e. the ECmaterial exhibits a highECcoefficient at low electric fieldswhich becomes
lower at higher fields. The EC coefficient is an intrinsic material property. On the
other hand, in thin films, the polarization behaviour is significantly affected by the
clamping conditions of the film on the substrate [32] and by the misfit strain [33]
both deteriorating �TEC

/
�E .
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3 Thin-Film Properties Affecting the Electrocaloric Effect

3.1 Dielectric Strength of Thin Films

Following Eq. 2, higher values of the EC temperature change, ΔTEC values, are
obtained by the application or removal of higher electric fields. Even for this reason,
EC cooling has regained attention in 2006, when Mischenko et al. could show that
large electrical fields can be applied to antiferroelectric PbZr0.95Ti0.05O3 thin films
[10]. They observed that—close to the ferroelectric Curie temperature of 222 °C—
a field change from 77.6 to 29.5 V/μm induced an adiabatic temperature change
of 12 K as it was determined from the integrated pyroelectric effect described by
Eq. 2. Therefore, the dielectric strength was considered to be a key parameter for the
high-performance EC materials [6, 18, 28].

Bulk ceramic materials are limited by their lower dielectric breakdown field
(dielectric strength of thematerial) where the breakdownmechanism is dominated by
extrinsic breakdown instead of the intrinsic avalanche breakdownmechanism typical
for thinner films. Dielectric breakdown as an electron avalanche was first considered
theoretically by von Hippel [34]. Recently, calculations based on density functional
perturbation theory and on the direct integration of electronic scattering probabil-
ities over all possible final states, with no adjustable parameters, have shown that
von Hippel´s avalanche model is able to predict properly the intrinsic breakdown
for covalently bonded and ionic materials [35]. On the other hand, the electrical
breakdown of metal-oxide dielectrics is fixed by the arising local electric field and
the chemical bond strength. Therefore, only a certain energy density, equivalent to
a limit in electrostatic pressure, might be stored in a dielectric. This results in an
empirical relationship [36]:

EBD ≈ 2450√
εr

V

μm
. (7)

For instance, Emax of ferroelectric ceramics with ε = 1000 amounts to ca.
80 V/μm. In thin films, the electric field is distributed more uniformly over the
film thickness, and fewer hot spots appear compared to ceramic samples. Here, the
situation is more similar to an ideal crystal lattice and the breakdown is more likely
caused by an electron ionization avalanche, which is the highest limit for the dielec-
tric strength of a particular material. Current–voltage studies of very thin (~77 nm)
barium titanate single crystals (ε = 2700) showed an estimated breakdown value
of 800 V/μm [37], about one order of magnitude higher than predicted by Eq. 7.
Optimized BaTiO3 ceramics prepared with Ba-excess or Nb-doping possessed a
dielectric strength of 70 V/μm [38]. Thus, Eq. 7 is an appropriate estimate for the
maximumdielectric strength.However, it does not account for the reduction of dielec-
tric strength by the microstructure of real ceramics including pores, microcracks,
strain field, impurity phases causing hot spots, etc.
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When the film thickness exceeds a transition-thickness dt , the breakdown strength
changes from a thickness-independent, intrinsic regime to a thickness-dependent,
extrinsic regime [39]. The value of dt represents the characteristic length of a
breakdown-initiating conducting filament which is approximately between 1 μm
and 20 μm for Al2O3, TiO2, SrTiO3 and BaTiO3 and what is almost one order of
magnitude higher for polymers (dt = 10–100 μm) [40, 41]. For wide band-gap
dielectrics, e.g. ABO3 perovskites, the dependence of the extrinsic breakdown field
upon dielectric thickness d generally obeys a power-law dependence [41–43]

EBD ∝ (εr d)−1/2. (8)

In [44], the validity of Eq. 8 was proven experimentally for a large number (4100)
of BaTiO3-based multilayer capacitors with Ni base-metal electrodes. The data aver-
aged over the lateral area showed for 6 < d < 22 μm a power-law dependence with
an exponent of n = −0.50± 0.06. This gives evidence that the value of dt for typical
lead-free EC materials is at the most about 5 μm. By replacing thickness by grain
size, a power law of the breakdown field similar to Eq. 8 was obtained in BaTiO3

ceramics [45]. Grain boundaries contribute to dielectric breakdown similar to elec-
trodes, i.e. they provide a path of least resistance. Otherwise, less grain boundary area
(larger grains) leads to an increase in the voltage drop on each grain boundary leading
to a lower apparent dielectric strength of each grain boundary [46]. Following Eq. 8
and the definition of thin films in this chapter, the dielectric strength of thin films
which are free of extended defects will be only a little bit smaller than the electron
avalanche limit.

Porosity degrades the electrical reliability performance of dielectric thin films,
i.e. higher porosity leads to lower breakdown voltage. Quantitatively, this effect was
characterized by a statistical approach where the breakdown occurs along a path
containing a maximum of voids and a minimum of solid ceramics [47]. For the
corresponding defect model, the breakdown field of a porous material is given by

EBD = EBD(0) ·
(
1 − xm

n

)
, (9)

where EBD(0) is the breakdown field strength of the pore-free material, n the number
of hypothetical cubes in a column, xm the maximum number of voids in a column
determined by

N Pn(xm) = 1, (10)

with N the number of columns N ≈ (L/d)2, L the lateral sample dimension, Pn(x)
the probability of finding a column of n cubes containing x voids:

Pn(x) =
(
n
x

)
·
[
1 − ρ

ρ0

]x

·
[

ρ

ρ0

]n−x

(11)
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Fig. 1 The effect of pores size on dielectric strength for materials with 2% (blue) and 10% porosity
(magenta), respectively

ρ the density of the porous and ρ0 the theoretical density of the void-free mate-
rial, respectively. Figure 1 illustrates the deterioration of the breakdown field with
pore size calculated using Eqs. 9–11 for ceramic materials exhibiting 2% and 10%
porosity, respectively. As the result, porosities exceeding 2% and pore sizes larger
than 20 nm are detrimental to EC applications.

The dielectric strength is further reduced by other microstructural defects [18].
With the exception of antiferroelectrics, EC materials are piezoelectrics, i.e. large
mechanical strains are generated during the cycling of the electric field generating
microcracks as weak points for the breakdown. Impurity phases cause field enhance-
ment and a thermal expansion mismatch to the host phase [38]. Impurity phases in
lead-containing ceramics—such as residues of PbO or PbO-rich phases—and local
oxygen-deficiency reducing the host phase form hot spots and provide conductive
channels for the electric breakdown. Additionally, lead oxides can melt or decom-
pose under the application of high electric fields [18]. Other parameters affecting
the breakdown field are the contact surface between the material and the electrodes
defining electric field inhomogeneities, the finishing of the surface, the size and
quality of electrodes, etc. Since both dielectric and mechanical strength are corre-
lated via porosity, dielectric strengthmeasurements of ceramics is affected also by the
mechanical strength [48]. The latter can be evaluated by appropriate nanoindentation
measurements [49].
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3.2 Dielectric Permittivity

Since the maximum ofΔTEC occurs in the T-E plot along a line of minimum inverse
capacitance [19], a high ε value may serve as criteria for a large EC effect. Figure 2
compares the relative dielectric permittivities ε of single-crystalBaTiO3 [50], of poly-
crystalline BaTiO3 ceramics [51] and of 233 nm thick BaTiO3 thin films deposited
by RF ceramic-target sputtering at 650 °C onto silicon (low compressive stress of
−47 MPa) and sapphire (high compressive stress of −401 MPa), respectively [52].
Figure 2 illustrates that the dielectric permittivity of ceramics is smaller than the one
of single crystals. This is attributed to a low-permittivity layer appearing at grain
boundaries. In fine-grained BaTiO3 ceramics, ε in the ferroelectric state shows a
maximum at a critical grain size of about 0.8 μm where the highest density of 90°
domain walls is obtained [53]. In the paraelectric state, ε is almost independent of
grain size [54].

The microstructure of thin films is determined by a number of deposition and
process parameters which control the energy delivered to the film surface. The rela-
tionship between substrate temperature, kinetic energy of the ions and deposition
rate has been summarized in various structure zone models. The most commonly
used is the Thornton structure zone model [54, 55]. In agreement with these models,
perovskite (111)-textured PbZr0.2Ti0.8O3 thin films sputter-deposited onto platinized
Si-wafers exhibit a columnar structure with column diameters in the order of 100 nm

Fig. 2 Temperature dependence of the relative dielectric permittivity of BaTiO3 for single crystals
[50], ceramics [51] and thin films [52]
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consisting of domain strips of 20–40 nm width. For a film thickness d > 100 nm, the
domain configuration is almost independent of film thickness [56, 57].

Also, low-permittivity and ferroelectrically inactive layers are present at the inter-
faces. Thus, the dielectric permittivity of thin films decreases with thickness since
the interfacial-dead-layers cause a thickness dependence of the dielectric permittivity
following a series-capacitor model [58]

ε =
(
1 − di/d

εb
+ di/d

εi

)−1

, (12)

where d, di, εb and εi are the film thickness, the interfacial-dead-layer thickness, the
dielectric constant of the film bulk and the dielectric constant of the interfacial-dead-
layer, respectively.

Other extrinsic effects influencing thin-film properties are (i) mechanical
boundary conditions, (ii) electrostatic boundary conditions, (iii) processing-induced
defects, (iv) deviations of stoichiometry, (v) the presence of secondary phases, etc.
[28, 59]. For instance, in the case depicted in Fig. 2, the compressive film stress
shifts the peak of relative permittivity to higher temperatures—to 402 K for the
silicon substrate and to 430 K for the sapphire substrate.

The presence of secondary phases has a deleterious effect on dielectric properties.
Secondary phases have been reported to reduce the dielectric properties of PMN-
PT [60]. Due to the presence of Ba2TiO4 in Ba-rich compositions of BaTiO3, both
the dielectric permittivity ε and dε/dT decrease [61, 62]. Therefore, stoichiometry
must be carefully controlled during film deposition since the solubility limit of excess
BaO in BaTiO3 is very small [63]. This is best done by reactive multitarget sputtering
[64, 65].

Following the thermodynamic theory of ferroelectrics [66], a first-order phase
transition shifts to higher temperature with larger electric fields. This temperature
shift is easily calculated by means of Eq. 5 assuming T = TC and ΔD/ΔS ≈ ΔP/ΔS
[31]. With further increasing electric field, a tricritical point Ttri is reached where the
transition becomes second order. Here, the polarization discontinuity ΔP at phase
transition is replaced by an always more blurred P(T ) curve [66], the dielectric
stiffness is raised, i.e. the crystal lattice resists to more polarization in response to
further increasing electric fields and the peak of dielectric permittivity is shifted to
higher temperature bothwith a 2/3-power-lawfield dependence [31]. Thus, at a rather
high electric field, the dielectric permittivity-versus-temperature characteristics of
BaTiO3 are largely reduced both for single crystals [67], ceramics [51] and thin films
[68] due to the intrinsic tuneable properties of the ferroelectrics [27].
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3.3 Mechanical Stress

Thin films epitaxially grown on a substrate are two-dimensionally clamped. This
changes the temperature-dependent coefficient of the thermodynamic potential and
changes the ferroelectric–paraelectric phase transition from first order in mono-
domain bulk crystals to second order in mono-domain clamped thin films [69]. Both
reduce the EC effect. In the latter case, the Clausius–Clapeyron contribution toΔTEC

disappears. Calculations demonstrate that perfect mechanical clamping in BaTiO3

thin-film structures results in a reduction of EC response but reduces its sensitivity to
temperature [32]. At Tmax

EC = 390 K, it is found that ΔTEC /ΔE of laterally clamped
BaTiO3 is about 80% of the value observed for a bulk crystal. A tensile misfit strain
shifts the maximum in the EC response to lower temperatures, increasing both its
magnitude and its dependence on temperature, while a compressive misfit strain
has the opposite influence [70]. First-principle calculations [71] showed that the EC
effect in clamped BST ceramics is suppressed by about 40%. Thus, the control of
film/substrate misfit strain provides a mean of optimizing an EC device.

Thermal strains which develop in the film due to the differences in the coef-
ficients of thermal expansion between film and substrate upon cooling from the
film growth (or annealing) temperature might be tuned choosing different substrates
(SrTiO3, MgO, LaAlO3, 0.29LaAlO3:0.35Sr2TaAlO6 (LSAT), DyScO3, metallized
Si or sapphire, etc.) [72]. A principal effect of the tensile strains is to shift the zero-
field values of the Curie temperature TC to lower temperatures. For BaTiO3 films,
the thermal strains are sufficient to shift the zero-field TC to room temperature.

The EC effect can be tuned by mechanical stress or pressure. A significant
enhancement and broadening of the EC response is predicted in BaTiO3 thin films
under compressively loaded conditions [73]. Under tensile stresses, the EC peak
moves towards higher temperatures with a slight enhancement [74].

A statistical mechanical lattice model considers relaxor ferroelectrics as consti-
tuted fromvarious types of clusterswith localized vibrationalmodeswith a frequency
defined by a cluster Debye temperature [75]. It predicts significant enhancement of
ΔTEC with pressure. The same result was obtained by first-principle calculations for
LiNbO3 [19].

3.4 Grain Size

In bulk BaTiO3 ceramics, the grain size has a strong effect on the low-frequency
dielectric permittivity at room temperature [76]. With decreasing grain sizes below
approximately 10 μm, ε first increases up to a maximum at approximately 0.8 μm
attributed to domain wall contributions and then it decreases with a further reduction
of the grain sizes. The temperature Tm of maximum dielectric permittivity does not
shift significantly with temperature for decreasing grain sizes [77], if no impurities
are incorporated during synthesis. Chemical-solution-deposited BaTiO3 thin films
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of different grain sizes synthesized on platinized Si substrates fit into the dielectric
permittivity-versus-grain size diagram of bulk ceramics [53]. Here, the value of ε of
fine-grained films increasing with grain size is related to a decreasing fraction of low-
permittivity grain boundaries. Sputtered thin films usually exhibit a columnar texture,
indicating that the nucleation and growth of the crystallites initiate from the substrate.
These films will be in an intermediate state between, for instance, tetragonal 4 mm
symmetry of single crystals and∞m symmetry of ceramics. In films possessing such
a columnar structure, grain boundaries lie perpendicular to the electrodes so that the
presence of a low-permittivity layer at the grain boundaries reduces only the overall
permittivity with regard to a parallel connection of capacitors. In fine-grained films
fabricated by chemical-solution deposition with a subsequent annealing procedure,
grain boundaries exist parallel to the electrodes. They are connected in series with
the bulk of the grain significantly reducing the dielectric permittivity. Therefore, a
remarkable impact of grain size on the EC effect is expected only in the latter case.

In accordance with a larger ε value, large grain sizes will favour a large EC
response [78]. On the other hand, processing conditions have an impact not only on
grain size, but also on stoichiometry, etc. Thus, an apparent dependence of the EC
effect on grain size is obtained in bulk PMN-PT ceramics caused by a lead-deficiency
in more coarse-grained samples which were annealed at higher temperature [79].

Theoretically, the EC coefficients of Ba0.6Sr0.4TiO3 thin films on LaAlO3 and
MgO substrates at room temperature below a thickness of 200 nm strongly depend
on film thickness [80]. A decrease of grain size in BaTiO3 nanoceramics (grain size
<50 nm) reduces significantly the temperature where the maximum EC effect is
obtained [81].

4 Multilayer Ceramic Capacitors

The main disadvantage of thin films is their attachment to substrates, which signif-
icantly reduces the cooling power [82]. A solution that does not require a substrate
and keeps the high breakdown field of films in a bulk material is the use of multi-
layer ceramic capacitor (MLCC) structureswith internalmetallic electrodes.MLCCs
provide an efficient heat transfer between the EC elements (large surface-to-volume
ratio, high thermal conductivity of vertically interdigitated metallic electrodes), they
avoid arcing as a frequent failure mechanism and they are extremely reliable [83].
TheMLCC concept was developed byHerbert [84] and introduced in the early 1980s
byMurataManufacturing Co. for the fabrication of base-metal monolithic capacitors
[85]. It was previously used to evaluate the high-field EC effect of PbSc0.5Ta0.5O3

[86], (Cd0.83Pb0.17)2Nb2O7 [87] and BaTiO3 [51, 88]. MLCCs are now in high-
volume production (some 5 × 1011 pieces per year) by means of sheeting green
ceramic tapes and screen printing technology [89]. On the other hand, they are not
optimized for EC applications.

Commercial MLCCs are an attractive EC component in proof-of-concept refrig-
erator prototypes [17]. They combine a suitable thermal mass with an operating
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Table 1 Characteristics of prototypes of EC coolers using MLCCs as refrigerant

Refrigerant Thermal interface T, K E, V/μm ΔTEC (°C) f , Hz q̇ (Wcm−2) Reference

Y5V
BaTiOa

3

Aceton 298 86 0.55 0.1 0.083 Sato
[106]

Y5V
BaTiOa

3

Hydrofluoroethers 298 ~50 0.6 0.25 0.0012b Hehlen
et al.
[107]

Y5V
BaTiOa

3

MEMSc-shaped
Si with liquid
lubricant

300 27.7 0.5 0.33 0.036 Wang
et al.
[108]

Ba(Zr,Ti)O3 Silicone fluid 298 20 0.54 0.025 0.007 Sette
et al.
[109]

adoped BaTiO3 formulation with a specification −30 °C/+85 °C, �C/C0 = −82/+22%
bestimation of maximum value
cmicroelectromechanical system

voltage in the order of 100 V as well as with the high dielectric strength obtained in
thin films (cf. Sect. 3.1). A compilation of MLCC EC properties is given in Table 1
in [4]. MLCCs can be stacked in series to achieve a higher temperature span of
the refrigerator. Moreover, MLCC arrays may be operated between a common heat
source and sink to increase cooling power. Nevertheless, cooling powers achieved
so far with MLCCs amount to only a few up to several 10 mW/cm2 (cf. Table 1).

5 Limitations of Heat Transfer in EC Devices

The thermodynamical cycle that best is addressed to the EC refrigeration is the
reverse Brayton cycle [11, 17]. It consists of two adiabatic and two isofield stages:

• Adiabatic polarization by increasing the electric field, the ECmaterial experiences
EC heating.

• Heat rejection to a heat sink under a constant electric field.
• Adiabatic depolarization by decreasing the electric field, the material experiences

EC cooling.
• Heat absorption from a load under a constant or zero electric field returning to the

initial state.

Heat is transferred from the load or to the heat sink either

• via controlled heat switches as well as uncontrolled thermal rectifiers, or
• by pumping a gaseous or liquid heat transfer agent through the solid refrigerant.

The main requirements of EC thin films driven by a reverse Brayton cycle are [28]:
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• a maximum temperature coefficient dε/dT of dielectric permittivity (>100 K−1)
or, correspondingly, a large latent heat of a first-order phase transition,

• a temperature of maximum dielectric permittivity or a Curie temperature near the
operational temperature range,

• large dielectric strength (>100 V/μm) and low electrical ageing,
• low dielectric losses (<2%),
• sufficient thermal conductivity and large heat capacity of the EC refrigerant, and
• a positive slope of dε/dT, i.e. d2ε/dT 2 > 0, in order to prevent EC element heating

during the successive thermodynamic cycles.

In a first approximation, the cycles can be modelled as a harmonic temperature
oscillation with an angular heat modulation frequency ω. Harmonic temperature
oscillations are described by a highly damped wave exhibiting a complex wave
vector [90].

k =
√
iω

D
= (1 + i)

√
ω

2D
. (13)

The main parameter of such a strongly damped wave is its penetration depth

dp =
√
2D

ω
, (14)

where D is the thermal diffusivity.
Figure 3 compares the EC material thickness d necessary to provide a given

specific cooling power,

dq

dt
= c · d · �TEC

τc
, (15)

where d is the thickness of the EC material, with dp, Eq. 14, in dependence on the
cycle time τ c.

The comparison in Fig. 3 illustrates that in ceramics with a thickness in the order
of 1 mm, an inefficient heat transfer limits device performance at the appropriate low
frequencies. Also, small thermal penetration depths make bulky solid-state refriger-
ants impractical. Therefore, EC cooling should be adapted to large areas. Then, the
specific cooling power is related to the cooled area. Thin-film and thick-film ceramics
as well as multilayer ceramic capacitors with a limited total thickness are favourable
for EC device applications when sufficiently fast heat switches or rectifiers with high
thermal contrast or high rectification ratio become available. Here, a heat switch is a
two-terminal element where, at the same temperature drop, the heat flow depends on
a non-thermal control parameter (electric field, magnetic field, pressure, etc.) while a
thermal rectifier exhibits a magnitude of the forward heat flow which is greater than
the magnitude of the reverse heat flow [91]. In the case of thermal switches, the cycle
time should be low enough that the heat cannot leak out of the refrigerant (τ c < Roff
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Fig. 3 EC material thickness necessary for a given cooling power and thermal wave penetration
depth versus EC device operating frequency. The square shows data of Y5V BaTiO3/Ni multilayer
ceramic capacitors with a cooling power of 0.25 W/cm2 geometrically optimized by FEM [105]

· Cth), but high enough that the refrigerant can be fully loaded and exhausted (τ c >
Ron · Cth). Here, Roff and Ron are the thermal resistances of the heat switch in off- and
on-state, respectively, and Cth is the heat capacity (thermal mass) of the refrigerant.

Considering only heat losses caused by heat switches, the maximum relative
efficiency of EC refrigerators is given by [92]

Φswitch =
(√

K − 1√
K + 1

)2

, (16)

where K = κon/κoff is the conductivity contrast of the heat switches and κon and κoff

are the thermal conductivities of the heat switch in the on and off states, respectively.
Thus, if K > 10, then EC cooling exceeds the efficiency of thermoelectric cooling.
For K > 100, it offers a refrigeration efficiency comparable to magnetic cooling
(about 70%). Shaped silicon heat switches provide a thermal contrast ratio in the
range of K = 34, …, 59 at switching times in the order of 30 ms [93]. They were
fabricated by microelectromechanical systems (MEMS) technology and comprise a
silicon oil/silver or polystyrol nanoparticle lubricant enabling good thermal contact
in the on-state, where the lubricant film dominates the on-state thermal resistance. A
Hg-droplet-array heat switch, also manufactured byMEMS technology, showed K >



Thin Films for Electrocaloric Cooling Devices 383

200 due to the high thermal conductivity of liquid mercury [94]. Arrays of vertically
aligned carbon nanotubes yield K = 27. The switching time of such devices is in the
order of 10ms [94].Adevicewhere aflexibleECpolymer acts as both the electrostatic
heat switch and the EC material showed switching times of 30 ms and repeatable
thermal performance over 30,000 cycles [95]. However, it requires actuating and
driving voltages of about 1 kV. All solid-state thermal rectifiers possess still thermal
contrasts values K of less than 1.5 what is far from application [96, 97].

Transient heat transfer is characterized by the dimensionless Fourier number

Fo = D · t
L2

, (17)

where t≤ τ c/2 is the characteristic time andL the heat transfer length. It represents the
ratio of the heat conduction rate to the rate of thermal energy storage in a solid [98].
Complete heat absorption or rejection steps were realized in EC device prototypes
for Fo ~ 8, …, 10 [95, 99]. This imposes additional constraints on the cycle time.

6 Thin Films Versus Bulk Materials in EC Cooling

The reported EC temperature changes ΔTEC of bulk ceramics are still below the
value at least 5 K required for practical applications. Thin films come into play in
refrigeration technology primarily due to their high breakdown strength exceeding
100 V/μm [22]. Higher electric fields induce larger polarization changes and, conse-
quently, larger EC temperature changes. The EC temperature changesΔTEC amount
to 31 K at ΔE = 75 MV/m for PMN-PT thin films (240 nm) [100] and more than
40 K at ΔE = 125 MV/m for Pb0.92La0.08Zr0.65Ti0.35O3-δ thin films (450 nm) [22].
Also, thin films provide values of ΔTEC which are sufficient for practical cooling
applications over a broad temperature range (cf. Fig. 1 in [101]). Data for lead-free
BaZrxTi1-xO3 is available solely for quite low electric fields [24]. Here, an extrapola-
tion to comparable fields based on the 2/3-power law according to Sect. 2 predicts a
material performance worthy of experimental examination. Figure 4 summarizes
published EC coefficients ΔTEC /ΔE of thin films measured at electric fields E
≥ 10 V/μm in dependence on temperature. For comparison, all data were scaled
to a field of E = 80 V/μm by means of Eq. 6. Large negative values for ΔTEC /ΔE
were obtained in antiferroelectric PLZT [102] and in (1− x)Bi0.5Na0.5TiO3-xBaTiO3

(BiNT-BT) near the ferroelectric–antiferroelectric phase transition [103]. All sepa-
rately indicated examples illustrate that phase structure tuning is an important tool
for EC performance improvement.

Compositionally graded antiferroelectric Pb1-xLaxZr0.85Ti0.15O3-δ films deposited
on LaNiO3/Si(100) substrates show higher dielectric constants, larger saturation
polarizations and a large EC temperature change [110]. The maximum EC effect
at room temperature—28 K at 90 V/μm—was obtained for an ‘upgraded’ composi-
tion by varying the La content from 8 mol% at the substrate interface to 14 mol% at
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Fig. 4 EC coefficients of thin films at 80 V/μm in dependence on temperature for: PBZ—nanoscale
antiferroelectric and ferroelectric two-phase, relaxor Pb0.8Ba0.2ZrO3 [104], PLZST—antiferroelec-
tric–ferroelectric phase transition point of Pb1-xLaxZrySnzTi1-y-zO3-δ at the morphotropic phase
boundary of orthorhombic and tetragonal phases [104], PLZT—relaxor Pb1-xLaxZryTi1-yO3-δ [22],
PMN-PT—relaxor PMN-PT [9, 100], PZ—antiferroelectric PbZrO3 [6] and BZT—BaZrxTi1-xO3
(BZT) with compositions that are between the multiphase point at x ≈ 0.15 where rhombohedral,
orthorhombic, tetragonal and cubic phases coexist and the ferroelectric-relaxor crossover at x ≈
0.23 [24, 104]

the top surface. However, a smaller EC effect compared to the equivalent bulk sample
was observed at lower fields up to values of 10, …, 20 V/μm. This is a consequence
of the fact that heremuch larger fields are required to induce comparable values of the
polarization than in a bulk material since the coercive field in thin films exceeds the
one in the bulk by more than one order of magnitude. Contrarily, for the field values
above a coercive field of ~20 V/μm,ΔTEC in thin films exceeds the ones observed in
the bulk samples [9]. Similarly, an enhanced EC response was found in BaZrxTi1-xO3

based bilayer films with composition gradient over a broad temperature range [104].
A BaZr0.17Ti0.83O3/BaZr0.20Ti0.80O3 bilayer exhibited a value of ΔTEC = 4.9 K at
an electric field strength of 10 V/μm and a temperature of 40 °C. The improvement
of the EC properties was attributed to strain coupling between the two layers and to
the induction of multiple phases.

Single thin films have a very small volume V so that the heat Q = c · V · ΔTEC

transferred per cycle is too small to satisfy the requirement of cooling power for
mid- and large-scale cooling applications. This represents an important hindrance
for using thin films as a solid-state refrigerant. The cooling power obtained from a
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single thin film will be competitive with bulk ceramics at cycle times less than 10 ms
(cf. Fig. 3).

To overcome this problem, multilayer stacks of thin films can be applied which
increase the volume of the refrigerant without compromising the electric breakdown
field of each capacitor. By fabricating thin films using a MLCC technology, the film
thickness of each layer can be reduced to less than 2 μm [89], which allows for
the application of high electric fields with relatively small voltages compatible with
the semiconductor integrated circuit technology. Since ceramics are good thermal
insulators, the internal interdigital electrodes should be directed parallel to the heat
flow to provide a faster heat transfer. This adds additional challenges to fabrication
technology. Bulk ceramics are usually not compatible with silicon technology.

7 Conclusions

Thin films of ceramic materials provide EC temperature changes over a certain
temperature range that are sufficient for practical applications. The EC properties of
thin films can be optimized by tuning phase structure, composition and composition
gradients in an appropriate way. The very small volume of thin films and, thus,
the small amount of heat transferred during one cooling cycle is compensated by
the use of multilayer structures comprising interdigitated internal electrodes. Here,
the overall thickness is limited by the penetration depth of thermal oscillations.
Consequently, EC cooling is aimed at large area cooling in niche markets, such as
lithium ion automotive battery cooling in countries with a hot climate, food cooling
in trucks, wine coolers and room air conditioning.

Currently, the application of ceramic thin films as refrigerators is hindered by the
absence of appropriate thermal interfaces, i.e. thermal switches or rectifiers as well
as heat transfer media operating at frequencies well over 100 Hz. Interfacial thermal
resistance and contact thermal resistance are very critical in determining the device
performance. Here, further basic research is needed.
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Colossal Humidoresistance Inducement
in Magnesium Ferrite Thin Film Led
to Green Energy Device Invention:
Hydroelectric Cell

Jyoti Shah, Rekha Gupta, and R. K. Kotnala

Abstract The scarcity of energy is a major constraint in economic growth of any
country. Day-by-day increasing demand of energy is deteriorating our environment
quality. In order to combat environmental pollution threat, clean and green energy
sources are critically enforced.Naturally occurring relative humidity has been probed
in the form of humidity sensor. Highly resistive ceria doped magnesium ferrite thin
film exhibited a colossal decrease in resistance of the order of 107 with only environ-
mental humidity change from 10 to 95%RH. Such huge colossal humidoresistance of
magnesium ferrite paved way to research on energy harvesting from water molecule
dissociation at room temperature. Nanoporous and oxygen-deficient lithium substi-
tuted magnesium ferrite has been processed to make it highly sensitive towards water
molecule dissociation into OH− and H+ ions. Electrochemistry has been adapted to
collect these dissociated ions by two dissimilar electrodes zinc anode and silver inert
cathode. The redox reactions on these electrodes generated power and the device
is named ‘Hydroelectric Cell’. The working principle of hydroelectric cell has been
also validated in other ferrite and different metal-oxides such as Fe3O4, Fe2O3, SnO2,
TiO2, ZnO, Al2O3, MgO and SiO2. The redox reactions at electrodes of hydroelec-
tric cell provide eco-friendly and commercially viable byproducts hydrogen and zinc
hydroxide.

1 Introduction

Relative humidity (%RH) is an attribute of the environment, most generally recog-
nized by its important role as a determinant in climate, weather, human comfort
and commercial goods. Humidity is frequently apparent by its effect on common
hygroscopic materials such as wood, textiles, paper and foodstuffs. The measure-
ment and control of humidity play an important role in pharmaceuticals, engineering,
meteorology and agriculture. Thus, monitoring and control of relative humidity is
of utmost important to maintain the quality of industrial production and its energy
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saving. Humidity is monitored by its effect rather than measured directly since mois-
ture content of air is typically only 1% by weight. The mass of water vapour is
difficult to measure thus a simple measurement, relative humidity is used. Relative
humidity (%RH) is the percentage of the amount of water that the air can hold at a
given temperature. The following equation is used to calculate the percent relative
humidity.

%RH = Pa
Ps

× 100

where Pa = actual pressure of water vapour
Ps = saturated pressure of water vapour.
For smart technologies, fast and a wide range of humidity sensors are on high

demand. For such smart electronic sensors highly sensitive metal-oxides are needed
that change their resistance or capacitance quickly with humidity. In resistive type
sensor, surface resistivity of metal-oxide changes quickly with varying humidity
present in air. The fundamental requirement for water vapour sensing by metal-
oxide is surface oxygen defects and porous microstructure. The surface resistance of
metal-oxide decreases due to protonic conduction in physisorbed water layer over
chemisorbed OH− layer. Magnesium ferrite has been processed in such a way to
create oxygen vacancies and porosity for sensing high humidity [1]. The change in
resistance of defective magnesium ferrite by lithium substitution has been observed
three order of magnitude from 10 to 90%RH at room temperature. Humidity sensi-
tivity of magnesium ferrite has been abundantly improved by translating it to thin
film [2]. Humidity sensing is a surface phenomenon thus water vapour sensing is
pronounced in thin films due to high oxygen vacancies generated at film surface
by controlled oxygen partial pressure. A colossal ~107order decrease in surface
resistance of magnesium ferrite thin film for 10–95%RH has been observed by
Ce doping [3]. The gigantic increase in surface conduction leads to an idea of
current collection from humidity sensor. The concept of energy harvesting from
water vapour present in air by highly sensitive magnesium ferrite thin film paved
way to do R & D on ‘Humidity Cell’. Ultimately a breakthrough achieved in 2015
when a green energy device, ‘Hydroelectric Cell’ has been invented [4, 5]. In hydro-
electric cell (HEC) highly sensitive surface towards water molecule, Li-substituted
magnesium ferrite has been fabricated with two dissimilar electrodes zinc and silver
to collect the dissociated OH− and H+ ions as shown in Fig. 1. Hydroelectric
cell is the rare combination of material science, nanotechnology and electrochem-
istry. Hydroelectric cell generates electricity by water molecule dissociation without
electrolyte/photon/temperature followed by collection of ions.
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Fig. 1 Schematic diagram of Hydroelectric cell representing its configuration and various
applications

2 Change in Resistance of Magnesium Ferrite with Relative
Humidity (Humidoresistance)

The primary characteristic of humidity sensitive materials is their surface sensitivity
for H2O adsorption and porous microstructure. A broad variety of materials from
conducting to semiconducting oxides and polymers has been explored for humidity
sensor applications [6, 7]. The main limitations of past studied humidity-sensitive
materials have been exhitbiting their less sensitivity at low humidity, water solu-
bility at high humidity, drift in overall impedance and hysteresis modifications.
Spinel ferrites have shown better sensitivity towards humidity and gas sensing due
to their inherent defect chemistry and porous microstructure [8]. Magnesium ferrite
(MgFe2O4) is an attractive spinel ferrite for humidity sensing applications due to its
oxygen defects, porousmicrostructure and high electrical resistivity (~107 �cm) that
support large humidity variations. The inherent imbalance betweenmetal cations and
non-stoichiometric presence of oxygen, increases the surface sensitivity ofMgFe2O4

towards humidity.
The humidity sensitive properties of MgFe2O4 and doped MgFe2O4 mainly with

Li, Ce, Pr, Sn, Mo, Ni and Mn have been investigated by many groups [1, 9–12].
The purpose of doping has been to promote porosity, defect density and decrease
in the ceramic grain size. Increase in sensitivity of MgFe2O4 towards low humidity
has been observed by CeO2 addition in magnesium ferrite [8]. It was observed that
surface sensitivity enhances due to oxygen vacancy promotion. A good linearity of
log R in a wide relative humidity (RH) range was obtained by 4 wt% cerium oxide
addition. The effect of Li doping on MgFe2O4 was found to promote nano size grain
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formation, increased surface charge density and smaller pore size distribution [1].
At 20 mol% lithium doping in MgFe2O4, the highest humidity sensitivity has been
observed. In one of the studies, Pr doping in MgFe2O4, resulted in least humidity
hysteresis over the entire range of RH due to fast complete desorption [10]. Co-
doping of Sn and Mo in MgFe2O4 led to nanocrystalline microstructure with high
surface area and enhanced humidity sensitivity [11]. Change in surface resistance of
material due to humidity present in air is named as humidoresistance [13].

3 Colossal Humidoresistance (CHR)

Resistive type humidity sensors measure change in humidity and translate it into
change in electrical resistance of the material surface [14]. Ceramic humidity sensors
based on porous metal-oxides and semiconductors adsorb moisture present in air and
form an immobile chemisorbed layer of OH− ions on the surface of material. Further,
adsorption of water leads to formation of physiosorbed layer of water molecules
leading to formation of H3O+ and OH− ions on material surface. Ionic conduction
occurs via Grotthuss chain reaction when H3O+ releases a H+ ion to neighbouring
water molecule, which accepts it while releasing another proton and so forth [15]. A
significant drop in resistance (~107), colossal humidoresistance (CHR) due to high
surface conduction by humidity has been observed in ceria added magnesium ferrite
thin films.

Colossal humidoresistance (CHR) = R(0%RH)−R(95%RH)

R(95%RH)
, where R(0%RH) is

surface resistance of sample at 0% relative humidity and R(95%RH) is resistance of
sample at 95% relative humidity.

3.1 Magnesium Ferrite Thin Film as CHR Sensor

Ceria doped magnesium ferrite thin film exhibited remarkable sensitivity for atmo-
spheric humidity [3]. Oxygen deficient, porous thin films of pure and 1 wt% cerium
doped magnesium ferrite was fabricated by pulsed laser deposition technique. Since
humidity sensitivity is primarily a surface phenomenon, humidoresistance has been
observed to be a pronounced effect in thin films [16]. Cerium doping in MgFe2O4

(Ce:MgF) thin film resulted in large enhancement in defects and oxygen vacancies
in film microstructure leading to extensive adsorption of water vapours on surface.
Pure magnesium ferrite (MgF) thin film showed three-order decrease in resistance
from 230 G� at 10%RH to 184 M� at 95%RH, while 1 wt% Ce:MgF thin film
represented 1.8 T� at 10%RH which deceased to 754 K� at 95%RH exhibiting
approximately a seven-order decrease in resistance. These results correspond to CHR
~2.8 × 103 in pure MgF thin film while CHR ~3 × 106 in Ce:MgF thin film. CHR
plots of pure and cerium doped MgF thin films are shown in Fig. 2. It was observed
that cerium doping induced increase in surface defects and porosity of doped MgF
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Fig. 2 a CHR response of MgFe2O4 thin film and b Ce doped MgFe2O4 thin film. Reproduced
from Kotnala et al. [3]

films resulting in increased water adsorption and chemidissociation on Ce:MgF film
surface. In addition to surface ionic conduction, higher humidity results in capil-
lary condensation inside active pores of Ce:MgF thin film. High activity of ceria
segregated at grain boundaries of these nanopore surfaces promote conduction via
physiosorbed layers of water resulting in colossal response of humidoresistance in
Ce:MgF film as compared to pure MgF film.

4 Conceptualization of CHR Sensor into Electricity
Generation Emerged as Revolutionary Path Breaking
Hydroelectric Cell

The colossal humidoresistance observed in Ce doped MgF thin film exhibited the
potential of ferritematerial to dissociatewatermolecules at room temperaturewithout
any external stimuli. CHRpavedway to do research on energy harvesting by humidity
present in air. In order to implicate this concept, highly sensitive composition 20%
Li-substituted MgFe2O4 (Li: MgF) was optimized to synthesize it 30% porous and
165 m2/g specific surface area (Kotnala et al. 2016). The average pore diameter
~4.2 nm and total pore volume ~0.74 cc/g were detected by brunauer–emmett–
teller (BET) surface area measurement technique. Lithium substitution was found to
enhance sensitivity of MgF pellet towards water molecule adsorption and chemidis-
sociation. Electrode chemistry has been adopted to capture ions produced in CHR
sensor realized into hydroelectric cell. The water molecule chemidissociation and
physidissociation phenomenon are the basic mechanism in both devices. In CHR
sensor, protonic conduction takes place entirely on the surface of Ce:MgF film. The
protons were collected by silver (Ag) electrodes deposited on top film surface. In
hydroelectric cell, for collection of OH− and H+ ions two dissimilar zinc (Zn) and
silver (Ag) electrodes were attached on opposite surface of Li:MgF square pellet.
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In the presence of dissociated OH−/H+ ions on cell surface, an electrode potential
(0.98 V) is generated due to redox reactions on Zn/Ag electrode which force the ions
to flow across the cell pellet. Proton (H+) conduction takes place on the surface of
cell via physiosorbed H2O molecules towards Ag electrode similar to CHR sensor.
Unlike to CHR sensor, hydroxide (OH−) ions are forced to move through the pellet
towards Zn plate under electrode potential in hydroelectric cell. These OH− ions
react with Zn plate to produce Zn(OH)2 by releasing two electrons in external circuit
then collected by Ag electrode to release H2 gas. The electron flow in external circuit
leads to current generation by water dissociation.

4.1 Spontaneous Water Dissociation by HEC at Room
Temperature

Hydroelectric cell (HEC) works on the principle of water molecule dissociation
on nanoporous oxygen-deficient ferrite/oxide pellet surface. Polar water molecules
are initially attracted towards the surface oxygen vacancies and unsaturated metal
cations. As soon as they approach defects, chemidissociation of water molecules
occurs to form the first layer of hydroxide ions. Chemidissociated surface hydroxyl
ions further provide high surface charge to physiosorbed water molecules and proton
hops in physisorbed layer. Subsequently, the hopping protons get trapped inside the
open nanopores present on and inside the material surface. Large concentration of
protons inside nanopores provide enough electrostatic potential to further physidis-
sociate water molecules spontaneously. Thus, dissociation of water is sustained by
the ferrite material.

4.1.1 Role of Oxygen Defects and Nanoporosity

Li-substituted magnesium ferrite (MgLiF) HEC synthesis process was optimized
to avail unsaturated surface cations, oxygen vacancies and nanopores deriving
maximum chemidissociation of water on the surface of cell pellet. Substitution of
smaller monovalent Li ion at divalent Mg ion site in MgFe2O4 matrix results in a
negative charge at defect site. Oxygen vacancies are generated to maintain charge
equilibrium along with local lattice distortions. Distortion in MgFe2O4 spinel lattice
due to strain induced by lithium substitution has been visualized in captured lattice
images by high resolution transmission electron microscopy (HRTEM) [4]. Moiré
fringe pattern was obtained due to overlapped interference of strained fringes of
defects in ferrite lattice. It was observed from HRTEM images that most defective
octahedral lattice (311) planes were exposed on the surface of MgLiF particles.
The octahedral sites and grain boundaries were observed to be the most defective
due to higher enthalpy of Li ion (E+

Li ∼ −41Kj/mol) to occupy octahedral site
as compared to Mg (E+

Mg ∼ −25.1 kJ/mol) and Fe
(
E+

Fe ∼ −22.4kJ/mol
)
ions
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Fig. 3 Water molecule adsorption and dissociation on unsaturated Mg, Li ions and oxygen
vacancies in (111) plane of Mg0.8Li0.2Fe2O4 spinel lattice

[17]. This oxygen-deficient and octahedrally coordinated unsaturated surface plane
adsorbs H2Omolecules and chemidissociate them into H+ andOH− ions via bonding
of H+ ion to metal cation and OH- ion gets hitched to adjacent oxygen vacancy
site. This first chemisorb layer of H+/OH− ions on MgLiF surface further attracts
more water molecules to get physiosorbed via hydrogen bonding and multiple phys-
iosorbed layers of H2O molecules form on MgLiF surface. The water molecule
adsorption and dissociation mechanism on (111) surface plane of MgLiF is system-
atically shown in Fig. 3. The dissociated H+ ions transport towards Ag electrode via
hopping through hydrogen bonded network of physiosorbed H2O molecule by Grot-
thus mechanism. Each H2Omolecule accepts one H+ and forms H3O+ ion, this H3O+

ion further releases a proton to next physiosorbed H2O molecule and H+ ion hops on
physiosorbedH2Omolecules.On the other side,OH- ionsmove towards Zn anode via
capillary diffusion by interconnected pores and grain boundaries. Dissociated H3O+

ions also get trapped inside the nanopores resulting in a strong electrostatic potential
developed inside nanopore. A typical cylindrical nanopore of dimension 100 nm
length and 50 nm diameter produces electrostatic field of the order of E ~2.16 ×
104 V/cm calculated by electrostatic Gauss theorem. This electric field is sufficient
enough to further dissociate the physiosorbed water molecules spontaneously and
produce a huge amount of dissociated H+ andOH- ions. The collection of the dissoci-
ated ion via respective Ag cathode and Zn anode results in current flow in an external
circuit.

4.1.2 Direct Imaging of Surface H+/OH− Ions by Electrostatic Force
Microscopy (EFM)

Chemidissociation of water molecules into H+ and OH− ions on MgLiF surface
generates a space charge layer of ions on pellet. Over chemidissociated ions in the
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topmost layer of ferrite, is physisorbed water layer in which proton hops to adja-
cent water molecules. The local electric field gradient generated due to distribution
of ions at surface was evidently mapped by charged probe in electrostatic force
microscopy (EFM). The EFM image of wet HEC pellet with 1 μm2 scanning area
showed a charged MgLiF surface due to presence of dissociated H+ and OH- ions.
The cantilever tip was biased simultaneously with +0.6 and −0.6 V dc voltage,
kept lesser than water molecule dissociation voltage, 1.23 V at room temperature.
The EFM images of wet MgLiF pellet are shown in Fig. 4. It was observed that on
reversing polarity of DC bias from positive to negative, a clear colour contrast change
in EFM image is produced demonstrating attractive and repulsive forces generated
by surface charge. The electric field gradient generated by the electrostatic surface
charge changes the oscillating frequency of cantilever and induces a phase shift as
shown in EFM images. On applying −0.6 V bias voltage, a bright contrast image
demonstrated the presence of attractive forces due to presence of hydronium ions on
physiosorbed water layers. The same scanning area demonstrated a repulsive force
and darker image when +0.6 V bias voltage was applied. These results were direct
evidence of dissociation of water molecules on the surface of MgLiF pellet.

Fig. 4 Atomic force microscopic images (a) and (b) showing topography of the pellet surface
along with colour bar in nanometer and corresponding area electrostatic force microscopy images
with a dc bias of −0.6 (c) and +0.6 V (d) at tip, respectively. Colour bar shows developed voltage
in volts. Reproduced from Kotnala et al. [4]
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4.2 Ion Collection by Dissimilar Electrodes

Silver-Zinc (Ag-Zn) electrode chemistry was used to collect the dissociated ions for
direct current flow in an external circuit. Silver electrode was used to collect H+

by reduction reaction and zinc electrode collected OH− ions by oxidation reaction.
Comb patterned silver cathode of 0.1μm thickness was initially sputtered and screen
printed at later stage on one face of square pellet while opposite face was covered
with 0.3 mm Zn plate as anode. The silver electrode acted as inert cathode due to the
absence of Ag ions, while zinc played anode role due to oxidation reaction occurring
on it. At anode, formation of zinc hydroxide releases two electrons by the reaction:
Zn + 2 OH− = Zn(OH)2 + 2e−, these electrons flow towards Ag cathode in external
circuit. Hydronium ion combines with these electrons at Ag electrode resulting in
nascent hydrogen by the reaction: 2H2O + 2e− = H2↑ +2H 2O, where hydrogen gas
evolved at Ag cathode. The electrons flow from Zn to Ag in external circuit and
ions move through cell pellet acting as a solid hydronium exchange electrolyte to
respective electrodes. To confirm electrochemical reaction in HEC, reaction products
E-Zn(OH)2 and ZnO obtained in water were confirmed by XRD analysis. Hydrogen
gas released at Ag electrode was confirmed by using a hydrogen detector MQ sensor
in an air tight vessel containing three operating HEC’s. A small (1-inch square)
and large (2-inch diameter) pellet of Li0.2Mg0.8Fe2O4 material coated with comb
patterned silver electrodes of 1 μm thickness on one surface and opposite surface
covered with zinc electrode of 3 mm thickness is shown in Fig. 5.

4.2.1 Reaction Mechanism

The redox reactions occurring at cathode and anode in hydroelectric cell are described
below

Fig. 5 MgLiF HEC’s of
a 1-inch square pallet,
b 2-inch diameter circular
pallet
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Water dissociation at MgLiF surface:
4H2O ↔ 2OH− + 2H3O+

Reduction reaction at cathode (Ag):
2H3O+ + 2e− → H2 ↑ + 2H2O
Cathode reaction potential (Ecathode) = +0.22 V

Oxidation reaction at anode (Zn):
2OH− + Zn → Zn(OH)2 + 2e−
Anode reaction potential (Eanode) = −0.76 V

The overall reaction potential:
Ecell = Ecathode−Eanode = 0.22−(−0.76) = 0.98 V
Gibb’s free energy of reaction is given by: �G = −n F Ecell, where n is number

of electrons involved in reaction, F is faraday constant = 96.5 kJ/mol and Ecell is cell
voltage = 0.98 V.

Theoretical Specific energy of HEC is −189.08 kJ/mol equating to 802.77-watt
hr/kg. Byproducts of the cell reaction H2 gas as well as Zn(OH)2 nanopowder are
environment friendly.

4.2.2 Eco-friendly Byproducts of HEC

The eco-friendly operation of green energy device hydroelectric cell is further aided
by its non-hazardous and toxin-free byproducts. The two byproducts during power
generation from a hydroelectric cell are highly pure hydrogen (H2) gas and zinc
hydroxide nanoparticles. Both byproducts are safe for environment and having high
commercial values. Whereas, highly pure H2 gas can be collected for clean fuel
applications. Zn(OH)2 nanoparticles can be easily converted into ZnO nanoparti-
cles which is on high demand in semiconducting, gas sensing and optoelectronic
applications.

4.3 Electrical Power Generation by Hydroelectric Cell Device

Hydroelectric cell acts as a small portable source of direct power generator by water
as a fuel. A one-inch square ferrite HEC presently generates short-circuit current (Isc)
70 mA and open-cell voltage (V oc) 0.98 V. The output current in hydroelectric cell
is dependent upon surface area of pellet. Two-inch square ferrite pellet is presently
generating 110 mA short-circuit current and 0.9 V open-cell voltage. The voltage–
current characteristics and impedance response of hydroelectric cell manifest ionic
current flow in the pellet and at electrode interface.
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Fig. 6 Polarization curve and energy generated by RKJ29 &RKJ51 cell dipped in deionized water.
Reproduced from Kotnala et al. [4]

4.3.1 Operating Characteristics of HEC

The operating characteristics of HEC were examined by standard V–I polarization
plots representing cell voltage behaviour with operating current. Hydroelectric cell
square pelletswere prepared in twodifferent sizesRKJ29of surface area~4.8 cm2 and
RKJ51of surface area ~17 cm2. The different polarization regions of cell operation
namely activation polarization, ohmic polarization and concentration polarization
were observed as shown in Fig. 6. The polarization curve was subdivided into three
regions PQ, QR and RS. The actual open-circuit voltage of RKJ29 was V oc ~0.98 V
and for RKJ51 ~0.92V.Activation loss region PQ is the voltage required to overcome
the activation potential barrier at electrode interface and for reaction occurring at
MgLiF surface. A linear drop in voltage QR represented internal ohmic resistance
for ionic current flow through the cell primarily due to high resistivity of ferrite, DI
water and electrode contact resistance. Concentration loss region RS was dominated
by mass transport limitation due to high concentration of ions at high current density.
Themaximumcurrent obtainedbyRKJ29 cell (Isc) ~8mAandRKJ51 cell Isc ~82mA
corresponded to peak out power Pout ~7.8 mW for RKJ29 and Pout ~74 mW for
RKJ51. The dynamic behaviour of MgLiF HEC was analyzed by electrochemical
impedance spectroscopy. Hydroelectric cell turns chemical energy into electrical
energy with an efficiency of about 90%. In fact, it is the most efficient way to produce
electricity by water molecule dissociation.

4.3.2 Ionic Conduction by Electrochemical Impedance Spectroscopy

Electrochemical impedance spectroscopy provides a direct insight of dynamic
conduction mechanism by different charges like ions, electrons or interfacial charges
present in a medium. Different relaxation times of different charge carriers result in
a unique combination of resistance–capacitance, RC element where τ = RC is time
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Fig. 7 Nyquist plot of
RKJ29 cell in dry argon and
in water (inset) showing
low-frequency tail as a result
of H3O+ ion diffusion and
high-frequency capacitive
tail as a result of formation
of passive film Zn(OH)2 at
Zn anode. Reproduced from
Kotnala et al. [4]

constant. Separate semicircles are observed for each RC circuit in different frequency
bands representing a unique conduction mechanism. The impedance response of
hydroelectric cell in dry and wet state is shown in Fig. 7. A dry cell (RKJ29) showed
high impedance ~108 � while ionic current flow on the surface of HEC by water
molecule dissociation reduced the resistance of ferrite pallet from 108 to 102 �.
Low-frequency tail due to Warburg diffusion of H3O+ ions articulated surface ionic
conduction at Ag electrode. On the other hand, high-frequency capacitive arc resulted
from passive layer of Zn(OH)2 formation at Zn electrode by reaction of Zn with OH−
ions. These plots also confirmed the reaction of Zn electrode with OH− ions and H+

ion conduction at Ag electrode.

5 Green Energy Harvesting from Water Dissociation

Energy plays a key role to support expanding economy and developing infrastructure
of modern world. The rapid depletion of conventional energy resources based on
oil, coal, natural gas and increasing energy demand has encouraged the intensive
research formore efficient energy technologies that are self-replenished continuously
by nature. Utilization of wind, hydrothermal and geothermal energy requires large
scale power plants to set up. Among other green energy resources solar and fuel
cells technologies are growing fast. However, these technologies are expensive and
involve tediousmanufacturing process.Alternative promising and facile green energy
resources are immensely required for future energy portfolio. In this direction, many
attempts have been made by researchers to produce green energy by water molecule
splitting. The state of art of water splitting has been mainly focused to produce
hydrogen by electrocatalysis, photocatalysis and photobiological processing [18,
19]. Since water dissociation is an endothermic reaction, input energy and hefty
processing is required for hydrogen production by water splitting.
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Table 1 A comparison chart of power output of different water batteries

Battery type Open circuit
voltage (VOC) V

Output power
density (Pout)
W/cm2

Reference

Zirconia planer battery – 2.3 × 10−10 Doroshkevich et al. [22]

Mixed entropy battery 0.1 13.8 × 10−6 Mantia et al. [23]

Soil battery 0.24 43 × 10−6 Meng et al. [21]

Sea water battery 0.4–0.5 2 × 10−3 Hasvold [50]

Li0.2Mg0.8Fe2O4 hydroelectric
cell

0.92 4.3 × 10−3 Kotnala et al. [4]

Graphene oxide battery 0.7 0.4 Wei et al. [20]

Till now very few attempts have been focused on spontaneous dissociation of
water to produce green energy but the output energy has been obtained very low
[20–25]. Graphene oxide-based battery like planer energy source was demonstrated
by Di Wei producing open-circuit voltage (VOC) of 0.7 V and power output (Pout)
~0.4 W/cm2 [20]. Cement-based ceramic batteries have been reported to produce
VOC ~0.7 V and Pout ~1.4μW/cm2 [21]. Zirconia nanoparticles-based planer battery
has been reported to producePout ~2.3μW/cm2 [22]. Saltwater batteries and seawater
batteries have also been reported utilizing K+ and Na+ ions for conduction [23–25].
The major drawback of all these batteries is their low output power and electrolytic
action. A revolutionary invention of harvesting green energy from water splitting
without electrolyte, acid/alkali, temperature or any light radiation has been achieved
byDr. RKKotnala&Dr. Jyoti Shah fromhydroelectric cell (HEC) [4]. Hydroelectric
cell (HEC) is fabricated using low-cost raw material lithium substituted magnesium
ferrite (Mg0.8Li0.2Fe2O4) besides easy processing step and a common setup. This cell
simply runs by dissociation of water molecules at room temperature without using
any electrolyte or light radiation. HEC of area 17 cm2 generated short-circuit current
of 82 mA and emf of 92 mV with maximum output power of 4.3 mW/cm2. This
value is typically four orders higher than reported value of output power 1.4μW/cm2

produced by water in ceramic matrix and 2.3 μW/cm2 by water in zirconia matrix
[21, 22]. This cell possess immense potential to replace the conventional renewable
resources like solar cell and fuel cell to generate electricity without any hazards
to environment. A key comparison of various water-based electricity generation
processes is illustrated in Table 1.

6 Fabrication of Different Metal-Oxide Hydroelectric Cells
for Harvesting Green Energy from Water

Metal-oxides are abundantly available in nature and majorly are non-toxic. These
materials play a promising role in emerging energy technologies by the virtue of their
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intriguing physical and chemical properties. These materials offer vital technolog-
ical utility in newgeneration solid-state sensors, antibacterial agents, electrochemical
reactions and solar power generation [26–28]. The process of water interaction with
metal-oxide surface has been focused on various applications in electrochemistry,
catalysis, geology and corrosion studies. The complex surface morphology of metal-
oxides comprises various local structural phases, undercoordinated surface atoms,
defects and dangling bonds. Oxygen vacancies have been the most common point
defects observed at oxide surface. The increase in surface reactivity of metal-oxides
by oxygen vacancies has been systematically utilized in sensor, catalytic and spin-
tronic applications but recently Kotnala et al. reported hydroelectricity generation
as a versatile property of metal-oxides [29]. Energy generation by hydroelectric cell
using water molecule dissociation on oxygen deficient nanoporous ferrite surface is
integrated and extended to various metal-oxides. Water dissociation at metal-oxide
surface is found to be strongly influenced by defect density, Lewis acid strength
(electronegativity) of metal cation and porosity of the sample surface. Metal-oxides
have been explored in order to obtain high power output from hydroelectric cell due
to their low-cost availability and high surface reactivity. Green electricity generation
has been evidenced by different metal-oxide fabricated as hydroelectric cell.

6.1 Magnetite HEC

Magnetite (Fe3O4) commonly occurs in the earth’s uppermost mental and soil.
Inverse spinel Fe3O4 is one of themost important ferrimagneticmaterials ofmagnetic
industry. The ionic structure of magnetite can be represented as [Fe3+]t [Fe3+ Fe2+]o
O4

2−, where Fe3+ occupies half tetrahedral (t) and half octahedral (o) sites and
Fe2+ occupies octahedral sites in inverse spinel (Fd3m) cubic structure [30]. Natu-
rally occurring oxygen vacancies and valence fluctuations of Fe3+ and Fe2+ ions at
magnetite surface attract water molecules towards its surface and chemidissociates it
into H+ and OH− ions. A highly efficient hydroelectric cell synthesized by magnetite
nanoparticles was reported by Jain et al. [31]. Oxygen deficient Fe3O4 nanoparticles
of average 11 nm size were prepared by chemical coprecipitation method. Meso-
porous magnetite HEC surface was analyzed consisting of pores of average diameter
~9.81 nm and specific surface area ~89.78 m2/g by BET surface area study. The
average porosity of Fe3O4 HEC was calculated to be 46% by volumetric analysis.
Spin density of ~8.24 × 1024 spins/g was calculated by electron spin resonance
(ESR) spectra indicating high density of unsaturated surface bonds responsible for
H2O chemidissociation onHEC surface. Further physidissociation ofH2Omolecules
by electric field developed inside the nanopores due to trapped ions and collection
of dissociated ions by zinc anode and silver cathode resulted in electric current
flowing in external circuit. This mesoporous magnetite HEC was found to deliver
peak output power (Pout) ~38.5 mW and open-circuit voltage (V oc) ~0.77 V. The
short-circuit current (Isc) was obtained 50 mA in a typical 4.8 cm2 cell.



Colossal Humidoresistance Inducement in Magnesium Ferrite … 403

6.2 Hematite HEC

Reddish brown hematite (α-Fe2O3) is a very important iron ore found in sedi-
mentary rocks. Hematite has a similar structure to corundum where Fe3+ ions are
densely packed in an octahedral coordination with oxygen ions in hexagonal close
packing [32]. The structure can be thought of stackings of octahedrally coordinated
Fe3+ sheets between two close-packed layers of oxygen ions. Interaction of water
molecule with hematite surface has been defining the surface chemistry of these
materials, whereas heterocatalytic dissociation of H2O molecule has been observed
energetically favourable as compared to molecular adsorption [33]. Preferable water
molecule dissociation at octahedral Fe3+ sites led to devising a cheap hematite-based
hydroelectric cell for green electricity generation reported by Jain et al. [34]. The
hematite nanoparticles were prepared by annealing magnetite nanoparticles in inert
atmosphere (Ar gas) at 500 °C for 2 h. High oxygen vacancy concentration was
obtained by annealing Fe3O4 nanoparticles in Ar gas as compared to air. Average
pore size ~16.8 nmand specific surface area ~72.2m2/gwas analyzed byBET surface
area measurement in 27.4% porous hematite HEC pellet. Hematite HEC delivered
peak output power (Pout) ~27.6 mW and open-circuit voltage (V oc) ~0.92 V. The
short-circuit current Isc ~30 mA was obtained in a typical 4.8 cm2 hematite cell.

6.3 Tin Oxide HEC

Tin oxide (SnO2) has been widely used in humidity and gas sensing applications due
to its high surface reactivity and semiconducting nature [35]. SnO2 is highly sensitive
to defects and dopantswhich increase surface conduction by inducing charge carriers.
Low defect formation energy, high electronegativity (1.96) of Sn atom and easy
reduction of Sn4+ to Sn2+ due to non-stoichiometry further enhances catalytic activity
of surface to attract water molecules. Water molecules get chemidissociated at Sn4+

atom adjacent to defect site and form terminal Sn-OH bond via proton transfer
to nearby oxygen vacancy. Tin oxide-based hydroelectric cell was synthesized by
simple solid-state reaction method [29]. The average pore size of 3.4 nm and specific
surface area ~4.9 cm2/gwas observed in 6%porous SnO2 cell. The peak output power
(Pout) ~16.65 mW, open-circuit voltage (V oc) ~0.75 V and short-circuit current (Isc)
~22.2 mAwas obtained in SnO2 HEC. High ionic conduction obtained in SnO2 HEC
was accounted to faster diffusion of dissociated ions via grain boundaries due to low
grain boundary impedance to ionic conduction.
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6.4 Aluminium Oxide HEC

Aluminium oxide (Al2O3) is one of the very important industrial ceramic due to
its high thermal and chemical stability. Corundum structure of Al2O3 consists of
naturally occurring oxygen vacancies in form of F and F+ centres where 1

3 of possible
octahedral cation sites are vacant [36]. Due to high Lewis acid strength and reduced
nearest neighbour coordination of Al ion by cation vacancies, a high concentration
of chemidissociated ions was observed on Al2O3 HEC pellet surface [29]. Further
low grain boundary impedance and defective lattice of alumina promoted H+ and
OH− ion hopping towards respective Ag and Zn electrodes resulting in electricity
generation. The peak output power (Pout) ~6.04mWwas delivered by 15.78%porous
Al2O3 HEC of pore size ~6.6 nm and specific surface area ~10.96 m2/g. The open-
circuit voltage (V oc) ~0.93 V and short-circuit current (Isc) ~6.5 mA were obtained
in Al2O3 HEC.

6.5 Zinc Oxide HEC

Partially covalent and partially ionic nature of Zinc oxide (ZnO) results in its many
interesting physical and chemical properties. Water wettability of ZnO surface has
been utilized in reverse water gas shift reactions for methanol production. Photoin-
duced hydrophilic ZnO surface has been utilized in photocatalytic reactions and
hydrogen generation [37]. One of the very interesting applications of zinc oxide
for electricity generation by hydroelectric cell was reported by Kotnala et al. [28].
Oxygen deficient ZnO surface with 30.9% porosity and 3.44 nm pore diameter was
observed to generate Pout ~4.50 mW and V oc ~0.90 V. Oxygen vacancies were
induced in ZnO powder prepared by a simple solid-state reaction method. Initial
chemidissociation of H2O molecules at Zn2+ cation site near oxygen vacancies was
further enhanced by physidissociation of physiosorbed H2Omolecules at ZnO pellet
surface. The short-circuit current (Isc) ~5 mA was obtained by collecting the disso-
ciated ions by respective electrodes. The low value of current obtained in ZnO was
accounted to high grain boundary impedance of ZnO and low specific surface area
~1.699 m2/g as compared to other oxides studied. Non ohmic resistive loss was
obtained in V–I polarization plots due to impeded motion of OH− ions by grain
boundaries and disconnected nanopores.

6.6 Titanium Dioxide HEC

Titanium dioxide (TiO2) has been a model material for studying water interaction
with oxide surface. Photoinducedwater splitting at TiO2 surface has beenwidely used
for hydrogen generation applications [38]. High sensitivity of TiO2 for atmospheric
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humidity has also been utilized in humidity sensor applications [39]. For hydroelec-
tric cell application, TiO2 powder was prepared by solid-state reaction method [28].
Oxygen vacant, anatase phase formation of TiO2 was analyzed by Raman and Photo-
luminescence spectra. The average pore diameter ~3.07 nm and specific surface area
~11.182 m2/g was observed by BET analysis. The total porosity of TiO2 HEC pellet
was measured 30.8% by Archimedes method. Electricity generation by water split-
ting in TiO2 hydroelectric cell resulted in Pout ~2.07 mW and V oc ~0.90 V. Reduced
value of current (Isc) ~2.3 mA in TiO2 as compared to other oxides was accounted
to limiting surface conduction of H+ ions due to large number of grain boundaries
present at the surface.

6.7 Magnesium Oxide HEC

The simple structure of magnesium oxide serves as prototype for studying chem-
ical reactions of oxide surface [40]. The interaction of H2O with MgO has been
long studied to determine water to oxide surface interaction energies. Dissociative
chemisorption of water on MgO surface also led to current generation in the form of
hydroelectric cell [28]. Oxygen deficient MgO powder was prepared having 20.5%
porosity by typical solid-state processing. BET surface area analysis showed pore
diameter ~3.279 nm and specific surface area ~5.670 m2/g. High bulk resistance
observed by impedance spectroscopy and maximum number of grain boundaries
resulted in low current in MgO hydroelectric cell, Isc ~1.5 mA. The out power (Pout)

~1.41 mW and open-circuit voltage V oc ~0.94 V was delivered by MgO hydroelec-
tric cell. Maximum number of ions was analyzed in dissociated bound state on the
surface of MgO by dielectric loss spectroscopy due to higher associative adsorption
of water as compared to dissociative one.

6.8 Silicon Dioxide HEC

Interaction of water with silicon dioxide (SiO2) is of fundamental interest due to
common occurrence of both materials in environment. Dissociative chemisorption
of water at silica surface and rupture of Si-O-Si bonds has been observed on silica
glasses as well as earth crust silicate mineral [41]. SiO2–water interaction on silicon
dioxide hydroelectric cell was investigated to generate electricity by water splitting
[28]. The silica powder was processed through solid-state reaction method for HEC
fabrication. The observed porosity of silica particles was 10.3% with pore diameter
~3.279 nm and specific surface area ~5.670m2/g. Dissociative chemisorption of H2O
molecules at porous silica surface resulted inPout ~1.05mWandV oc ~0.96V in SiO2

HEC. However, a high bulk ionic impedance leading to very slow diffusion of OH−
ions towards Zn anode was analyzed by impedance spectroscopy. A low value of
current (Isc) ~1.1 mA was accounted to reduced water splitting due to slow reaction
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Table 2 Comparison of power output of metal-oxide/ferrite HEC’s of cell size 1-inch2 (area
~4.48 cm2)

S. no Material VOC (V) ISC (mA) Pout (mW)

1. Magnetite (Fe3O4) 0.77 50 38.5

2. Hematite (α-Fe2O3) 0.92 30 27.6

3. Tin Oxide (SnO2) 0.75 22.2 16.65

4. Magnesium Ferrite (MgFe2O4) 0.98 8 7.84

5. Aluminium Oxide (Al2O3) 0.93 6.5 6.045

6. Zinc Oxide (ZnO) 0.9 5 4.5

7. Titanium Oxide (TiO2) 0.90 2.3 2.07

8. Magnesium Oxide (MgO) 0.94 1.5 1.41

9. Silicon Oxide (SiO2) 0.96 1.1 1.056

of Si with water to form silanol (Si-OH) and further Si(OH)4 complex formation.
Open macropores and large number gain boundaries that further reduced dissociated
ionmovement and reduced current to a very low value as compared to other oxides. A
comparison of current and voltage outputs of all ferrite andmetal-oxide hydroelectric
cells of area 4.48 cm2 is specified in Table 2.

These results propose enormous opportunities for various other materials to be
explored for hydroelectric cell fabrication to obtain green electricity at higher scale.
Apart from various other oxides, nitrides, carbides and sulphides of metal can also be
investigated. Functional materials like multiferroics, ceramic composites and ther-
moelectrics may also enhance power output of cell. Porous materials like zeolite,
silicates and porous glasses also can be investigated for hydroelectric cell formation.

7 Commercially Viable Byproducts of Hydroelectric Cell

The green electricity generation by hydroelectric cell also produces byproducts
during redox reactions at cathode and anode. The two byproducts, pure hydrogen gas
and zinc hydroxide nanoparticles are commercially useful, whereas hydroelectric cell
provides a new mechanism to generate pure hydrogen gas and ZnO nanoparticles.

7.1 Green Synthesis of Uniformly Distributed ZnO
Nanoparticles in Deionized Water

Zinc oxide is a multifunctional material having its many technological applications
in cosmetics, electronics, magnetics and optics [42]. Till now zinc oxide has been
synthesized by many physical and chemical routes but a distinct green route for ZnO
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Fig. 8 a Schematic diagram of Zn(OH)2 formation during cell operation, b Zinc plate covered
with Zn(OH)2 nanoparticles during continuous MgLiF HEC operation for 3 h

nanoparticles synthesis was reported by shah et al. by hydroelectric cell [43]. Water
splitting on MgLiF hydroelectric cell resulted in current flow out of cell and forma-
tion of Zn(OH)2 at anode surface due to reaction of Zn plate with OH− ions. HEC
is operated at low current of 0.3 mA and cell voltage of 0.9 V for 3 h. Zinc hydroxide
nanoparticles were synthesized at Zn plate as a byproduct during electrical power
generation by HEC and collected as anode mud from zinc plate. These nanoparti-
cles were annealed at 250 °C for pure ZnO nanoparticles formation. The yield of
ZnO nanoparticles was 0.017 g (60 μA/cm2) without an electrolyte compared with a
reported yield of 0.17 g (5 mA/cm2) with a hybrid electrochemical–thermal method
[44]. The ZnO nanoparticles in a narrow size distribution range from 5 to 20 nmwere
obtained from current generation by HEC. The direct bandgap of ZnO nanoparti-
cles obtained in this process was 3.41 eV. Figure 8 represents Zn(OH)2 nanopowder
collected at Zn anode after hydroelectric cell operation for 3 h.

7.2 Highly Pure, Eco-Friendly Hydrogen Production by HEC

Hydrogen generation is focus of current green energy research due to its potential
application as an efficient clean energy fuel for cooking, transport and industrial
applications [45, 46]. Hydrogen fuel produces the highest energy per unit mass as
compared to other fuels which is about 3 times of gasoline or any other hydrocarbon
fuel (H2 = 150 MJ/kg, Gasoline = 45 MJ/kg, LPG = 12.9 MJ/kg). Hydrogen burns
cleanly and produces water vapours only as byproduct, so it reduces carbon emis-
sion and global warming. The non-toxic nature of hydrogen avoids any harm or
destruction to human health. This aspect makes it preferred fuel compared to other
sources like nuclear energy and natural gas,which are extremely hazardous to harness
safely. The most common methods for hydrogen generation are electrolysis of water
and natural gas reforming [47]. These processes suffer with high energy inputs as
well as high cost for production. The other methods include photocatalytic water
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Table 3 Amount of hydrogen (H2) gas collection (mmol/hr) by applying external voltage (1–4 V)

H2 gas 1 V 2 V 3 V 4 V

mmol/hr 1.426 1.623 1.780 1.856

splitting and photobiosynthesis using artificial bacteria but all of them use either
external radiation UV/IR or electrolyte [48]. The generation of H2 gas by hydroelec-
tric cell is facile technique without using any light source or electrolyte [49]. Water
molecule dissociation property of hydroelectric cell was used to produce hydrogen
as a byproduct. External electric voltage was applied to HEC for hydrogen evolution
reaction. Collection of H2 gas was recorded per hour by using a fresh 4.48 cm2 cell
for each applied voltage. The amount of hydrogen gas collected per hour at different
applied voltages in is given in Table 3.

The experimental setup is shown in Fig. 9. The collected gas was detected by gas
chromatography (GC). Prior to H2 detection GCwas injected with pure N2 gas, N2 in
helium and O2 in helium to confirm N2 and O2 peak retention time. For confirmation
of H2 gas retention time, pureH2 (99.999%) gas dilutedwith air and argon (99.999%)
was inserted into column of gas chromatograph as a carrier gas. Out of the two-peak
observed immediate after H2 gas insertion, the first peak obtained with retention
time 0.919 min. and second one with retention time 1.132 min. The gas collected
from HEC was inserted into GC after confirming the reference standards. The gas
showed a peak with retention time 0.938, confirming it to be pure H2 matching with
reference hydrogen standard. The collection of hydrogen gas was increased with
increased applied voltage. The increased current density and larger surface area of
metal-oxide/ferrite hydroelectric cells further produce larger volume of hydrogen
gas by this facile method. Presently, large-area cells in parallel combination are able
to produce hydrogen close to commercial methods by applying very low power 5 W.

Fig. 9 Experimental setup image of H2 gas collection by hydroelectric cell on applying 2 volts
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8 Advantages and Applications of HEC

HEC offers many advantages as compared to other available renewable energy
sources, and themost important one is its green energy generation, where the residues
are also non-toxic and its low-cost component raw materials. The key advantages of
hydroelectric cell are

• It is portable green energy source which is compact and lightweight (2 gm for
small 1-inch2 cell).

• It requires only few drops of water (500 μL) to produce energy and no other toxic
chemicals are required.

• Unlike solar cell it can work in day or night and can run small scale devices like
LED and Fan at present.

• The two byproducts of HEC, hydrogen gas and Zn(OH)−2 nanoparticles are
high value industrial commercial products and environment friendly.

• It generates highly pure 99.98% H2 gas by a simple and cost-effective technique.
• No tedious manufacturing process is involved in fabrication of HEC.

Hydroelectric cell finds its applications in power generation at geographically
tough regions like rural areas, farms, forests and mountains. It can be utilized for
domestic and residential applications in decentralizedmode. After scaling up, hydro-
electric cell can be used to fulfill energy needs of automotive industry. Another
important application of HEC is to produce high-quality H2 gas by facile process.
Hydroelectric cell can be used at large scale for consumer applications especially in
rural areas.

9 Conclusions and Future Directions

The colossal humidoresistance response of nanoporous magnesium ferrite led to
invention of revolutionary green energy source, hydroelectric cell. Oxygen defi-
cient, undercoordinated and nanoporous microstructure of ferrite and metal-oxides
have efficiently generated green energy by using few drops of water only. Power
output of metal-oxides HEC’s can be improved further by optimizing the processing
conditions. Facile processing and simple setup of hydroelectric cell fabrication for
green electricity generation make it an outstanding technology. A small cell of
surface area ~4.48 cm2 generated current Isc ~50 mA at voltage V oc ~0.77 V in
magnetite HEC to produce maximum output power Pout ~8.59 mW/cm2. Metal-
oxides used in fabrication of hydroelectric cell are biodegradable, in fact it would
improve fertility of the soil. Electrodes used in HEC fabrication may be reused after
drain out of the cell. Hydroelectric cell for green electricity production by water
dissociation is an emerging technology that has a high potential to replace conven-
tional green energy sources like solar cell and fuel cell. Simple working principle
and cost-effective production of hydroelectric cell make it a suitable technology
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for enormous industrial and residential applications. Validation of hydroelectric cell
working principle in almost 25 compounds has been confirmed. There are abundant
compounds available that can be further explored for achieving better efficiency and
economic version of hydroelectric cell. Green electricity production by hydroelec-
tric cell would play a key role in the mitigation of pollutant gases released in the
environment. Highly pure hydrogen production by cost-effective hydroelectric cell
technique is highly favourable alternative for industrial-scale hydrogen production.
Highly pure hydrogen is specifically used in fuel cell operation so hydroelectric cell
can be integrated with fuel cell for hydrogen gas supply. Protonic conduction in
nanoporous magnesium ferrite can be explored as proton exchange membrane as an
alternative to highly expensive Nafion used in fuel cells.
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Conducting Polymers and Their
Composites Adding New Dimensions
to Advanced Thermoelectric Materials

Meetu Bharti, Ajay Singh, K. P. Muthe, and D. K. Aswal

Abstract Thermoelectric materials can provide a solution to the alarming situation
of the energy crisis and global warming by harnessing natural as well as waste heat.
Recently many studies are being focused on efficient thermoelectric materials such
as chalcogenides, clathrates, half-alloys, skutterudites, etc. However, the chapter
presented here discusses the scope of conducting polymers as an emerging class of
thermoelectric materials. Conducting polymers owing to their nature friendliness,
flexibility, reduced manufacturing and processing cost and low thermal conduc-
tivity have recently carved out a special place in the arena of thermoelectricity.
Though these organic materials cannot substitute conventional inorganic materials
at higher temperatures (in terms of efficiency and stability) but their non-toxicity,
plentiful availability and solution processability enable them to overshadow their
inorganic counterparts for low-temperature heat recovery programmes. Moreover,
their amenability to blend with inorganic materials results in hybrid composites
which derive the properties of both the organic and inorganic realms and can be used
to develop efficient thermoelectric power generators. Also, diversemorphologies and
structures of the conducting polymers can be easily manipulated through many ways
such as doping, chain alignment, nanostructuring, etc. to tune their charge trans-
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port characteristics. The best thermoelectric figure-of-merit (ZT ) ~0.4 (at 300 K)
obtained in case of many polymers (PEDOT:PSS and P3HT) suggests that these
conducting polymers with their advantages can be a good alternative of Bi2Te3 -
based alloys (with the highest ZT ~1) that are established thermoelectric materials
till date in the lower temperature range (<150 °C). Besides this, conducting polymers
can be deposited over large surface areas to be used on curved surfaces (for tapping
body/appliance heat), thus providing an additional advantage, which the rigid and
brittle Bi2Te3 -based alloys cannot provide. With the knowledge of state-of-the-art
techniques existing in the field of organic electronics and materials manipulation
at nanoscale conducting polymers can really furnish new dimensions to advanced
thermoelectric materials. Evolution of high-performance polymer-fabric compos-
ites and free-standing films indicates a bright future for conducting polymers-based
smart and wearable but inexpensive devices. The chapter attempts to reveal recent
advancements that have been attained through conducting polymers in the domain
of thermoelectric power generation. In addition, critical analysis of all the problems
that may occur while designing conducting polymer based thermoelectric devices is
also presented.
Graphical Abstract The potential shown by conducting polymers in the field of
thermoelectric power generation can certainly pave towards the novel design of
flexible, wearable and smart devices, which are much needed in this modern era to
harness waste and natural heat near room-temperature applications.
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1 Introduction

Worldwide research groups are striving hard to find out the alternative energy solu-
tions to meet the leaping energy demands of this modern era of industrialization and
urbanization. However, still, the majority of the power production sector relies on
the non-replenishing resources which are not only expensive but also harmful for the
environment. Therefore, thermoelectricitywhichdealswith the conversionof thermal
difference into electrical energy can harness waste/surrounding heat and emerge as a
green and clean tool for small-scale power generation [1–3]. In view of the wastage
of nearly 70%of theworld’s total energy in form of heat, thermoelectric power gener-
ation can have a much greater impact than we can think of [2]. For instance, some
of its implications are: it can tap heat energy at the initial stage of emissions (root
level) resulting in the reduction of pollution as well as global warming; minimize
energy (heat) loss by making use of industrial and automotive exhausts; and serve
at remote/unattended places of operation particularly where other energy conver-
sion technologies are not so effective such as in case of space/indoor applications
[4]. Recently, in addition to the focus on the development of efficient thermoelectric
materials and devices, a novel concept of integrating this technologywith other power
production technologies such as solar plants/hydel plants/oceanic power conversion
centres, is on the wish-list of many research groups [5]. With such integration, one
type of technology can work complementary to the other when energy conversion
is not feasible through the second one and thus, overall efficiency can be improved.
But to realize such ideas practically, one must design and develop promising ther-
moelectric materials that can be configured into potential devices to harvest heat of
usually existing curved surfaces. A lot of studies are being focussed on finding effi-
cient thermoelectric materials such as chalcogenides, clathrates, half huesler alloys,
skutterudites, etc. for specific temperature zones [4]. Established existing inorganic
thermoelectric materials can also be classified according to the temperature zones as:
(i) for low-temperature range (<250 °C): Bi2Te3 and Sb2Te3; (ii) mid-temperature
range (250–650 °C): PbTe and TAGS-85; and (iii) high-temperature range (>650 °C):
SiGe alloys [4, 6]. But such inorganic-based thermoelectric materials have certain
constraints such as they are expensive, toxic and in addition, lack flexibility and also
involve complex synthesis.

Therefore, in pursuit of efficient and novel thermoelectric materials, many advan-
tages of conducting polymers such as nature friendliness, flexibility, reduced manu-
facturing and processing cost and low thermal conductivity have attracted the focus
ofworldwide research groups [6–8]. The present chapter, therefore, has been inclined
to critically discuss the relevance of conducting polymers (CPs) in the emerging field
of organic thermoelectrics. Also, conducting polymers due to being flexible can be
the most suitable materials for enwrapping around curved hot surfaces (i.e. having a
wearable form) to tap their heat; and furthermore, their solution processability allows
easy blendingwith inorganicmaterials to integrate the advantages of both the organic
and inorganic realms [9].
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The present chapter has also summarized the outcome of our own investigations
on the thermoelectric performance of some selective polymers such as Polypyr-
role, Poly(3,4-ethylenedioxythiophene): poly(styrenesulfonate), i.e. PEDOT:PSS,
Poly(3-hexylthiophene) (P3HT). Films of these CPs were synthesized and also, inor-
ganic dopants were added to synthesize composites to examine their significance as
potential materials for thermoelectric applications. Various methods were devised to
transform the substrate-adherent films of these polymers in the free-standing form so
that the futuristic application of harvesting heat from curved surfaces can be realized.
However,measurement of thermoelectric performance of conducting polymers based
films (substrate-adherent as well as free-standing) demands much concern regarding
proper metallic interconnects (with low contact resistance) and effectual heat flow
through the films [4, 6, 9]. Not many optimized and inexpensive setups are avail-
able commercially that can measure thermoelectric parameters in case of thin films.
Keeping in view, we have proposed a design to develop an automated setup that can
simultaneously measure four-probe electrical conductivity and Seebeck coefficient
[9]. In fact, successful estimation of electrical conductivity and Seebeck coefficient
of conducting polymer films (under ambient atmosphere conditions) by an in-house
built customized setup showed us the way that reliable as well as facile thermoelec-
tric measurements are possible with such a low-cost and simple setup. However,
very low value of intrinsic thermal conductivity, though can be useful for high effi-
ciency of thermoelectric materials but at the same time obstructs precise estimation
even in laboratory conditions and requires sophisticated instruments. Besides all
such investigations/observations, the chapter not only describes various measure-
ment techniques along with basic charge transport mechanisms but also emphasizes
the manipulation of structure–property relationship to improve thermoelectric prop-
erties [10, 11]. Schematic given in Fig. 1 shows various stages and factors that are to
be taken care of to reach the final stage of thermoelectric power generators (TEGs)
for commercial applications.

Fig. 1 Schematic showing various stages and factors involved for reaching at the final stage of
thermoelectric power generators (TEGs)
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Lack of stable and reliable n-type polymers has still been an issue for the design of
conventional thermoelectric devices, which make use of both p- and n-type of ther-
moelements. Therefore, different architectural designs of conducting polymers based
‘Organic thermoelectric power generators’ (OTEG) that have been already reported
in the literature are analysed. In view of themerits and demerits of reported designs of
TEGs [12], the study presents away to design and developOTEGs using only a single
type (i.e. p-type) of thermoelement. A few prototype organic thermoelectric power
generators (OTEGs) fabricated using both types of substrate-adherent/free-standing
films clearly illustrate that conducting polymers based thermoelectric power gener-
ators have the capability of being configured according to the target applications
[9].

1.1 Identification of Efficient Thermoelectric Materials

The efficiency (η) with which waste heat can be converted to useful electrical
energy by thermoelectric materials is directly related to material parameter termed
as the dimensionless figure-of-merit (ZT ). The mathematical expression connecting
efficiency and figure-of-merit is given in Eq. 1.

η = Th − Tc
Th

( √
1 + ZTavg − 1√

1 + ZTavg + Tc/Th

)
(1)

HereTh andTc are the respective hot- and cold-end temperatures of thermoelectric
materials and T avg is the average temperature of Th and Tc. The ZT avg is the average
figure-of-merit for each thermoelement and it is estimated by Eq. 2 as follows:

ZTavg = α2σT/κ (2)

Here α is the Seebeck coefficient, σ is the electrical conductivity and κ is the
thermal conductivity of thematerial. Thermal conductivity (κ) has two contributions,
i.e. electronic (ke) and lattice (kl).

In order to obtain high figure-of-merit (ZT ) and conversion efficiency (η), certain
requirements that need to be fulfilled are: (i) material should exhibit high α to have
high voltage output; (ii) high σ is required to have large short circuit current and low
Joule heating; and (iii) low κ to have a large temperature difference [4, 6]. Electrical
conductivity (σ ) since depends upon charge carrier density and mobility can be
enhanced through doping; but because charge carrier transport takes place in energy
levels close to the Fermi level, doping leads to a decrease in the difference between
transport and Fermi levels and thus reduces α [8, 9]. In addition, the thermoelectric
performance is also influencedbyκ of thematerials and according to theWiedemann–
Franz law electronic part of thermal conductivity is given by: κe = σLT (where
L is Lorenz number equal to 2.44 × 10−8 W�/K2 for metals and heavily doped
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semiconductors). Therefore, the increase in electrical conductivity (σ ) enhances the
electronic part of thermal conductivity and such an interdependence of α, σ and κ,
does not allow any single material to exhibit favourable properties. Therefore, any
approach which can decouple or balance these three parameters (i.e. α, σ and κ) so
as to optimize electrical and thermal transport is highly beneficial for designing the
material with high ZT avg [2–6]. For instance, in case when doping enhances κe, one
must think upon to reduce the lattice part of thermal conductivity (κ l) to achieve a
low value of overall thermal conductivity (i.e. κ) [6–8].

1.2 Conducting Polymers: Significance from Thermoelectric
Point of View

Conducting polymers are the materials with an extended system of conjugated
carbon–carbon double bonds. This existence of bond alternation creates band gap
which is responsible for semiconducting properties in these materials [6, 13]. In
fact conducting polymers have widely been investigated for their applications in
light-emitting diodes, field-effect transistors, gas sensors and solar cells [13]. This
already exhibited potential of conducting polymers in flexible electronics and sensors
serves as a motivation for organic thermoelectric research worldwide. Moreover,
conducting polymers have many advantages such as nature friendliness, flexibility,
reduced manufacturing and processing cost and can be easily doped or mixed with
inorganic materials to tailor the three thermoelectric parameters (α, σ , κ) [6–9].
Therefore, organic semiconductors, in particular conducting polymers, are envis-
aged as an alternative to inorganic semiconductors for low-temperature (30–100
°C) flexible thermoelectric applications [10–13]. Besides their several other advan-
tages such as scalability, low-cost processing by simple chemical routes can lead to
wearable films which can be used to design and develop thermoelectric devices of
desirable geometry so as to meet the needs of target surfaces. However, the thermo-
electric performance of conducting polymers has still not been thoroughly investi-
gated. Also, it is essential that conducting polymers with both the conduction type
should be synthesized because thermoelectric devices require both p- and n-type
materials which are to be connected electrically in series and thermally in parallel
[6].

The studies on various conducting polymers such as PEDOT:PSS and P3HT have
reported the highest value ofZT ~0.42 and 0.47 at room temperature, respectively [14,
15]. PEDOT:PSSwith Te core nanocrystals exhibitedZT values ~0.1 at room temper-
ature with power factor (α2σ ) of ~70 μW/mK2 and low thermal conductivity (κ) of
~0.2 W/mK [16]. PEDOT:PSS and Bi2Te3 composites yielded α2σ of ~47 μW/mK2

at room temperature [17]. Mostly doped conducting polymers are p-type but a n-type
organic material is highly needed for practical thermoelectric applications. The n-
type organic semiconductors are scarce due to difficulty in their synthesis and having
poor air-stability. In a recent study, by combining n-type poly[Nax(Ni-ett)] and p-type
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poly[Cux(Cu-ett)], a thermoelectricmodule composed of 35 n-p couples was demon-
strated, which delivered an output voltage of 0.26V, a current of 10.1mA and a power
of 2.8μWfor temperature difference (�T ) of 80K and hot-end temperature of 420K
[18]. Recently n-type conducting polymer poly[N,N0-bis(2-octyl-dodecyl)-1,4,5,8-
napthalenedicarboximide-2,6-diyl]-alt-5,50(2,20bithiophene)] (P(NDIOD-T2)) has
been studied for organic thermoelectric [19]. The examples discussed here reveal
that conducting polymers based thermoelectric devices exhibit strong potential for
low-temperature thermoelectric applications.

Therefore, the present chapter is focussed on thermoelectric studies on a wide
range of conducting polymers such as polypyrrole (PPy), polyaniline (PANI), Poly(3-
hexylthiophene) (P3HT), poly(3,4-ethylenedioxythiophene): polystyrene sulphonate
(PEDOT:PSS), polycarbazole and their composites. However, the main disadvan-
tages that exist as of now with conducting polymers are: (i) the parameter (ZT )
which determines their thermoelectric performance is very low, typically ≤0.4; and
(ii)most of the known conducting polymers based thermoelectricmaterials are p-type
and still there is a scarcity of stable n-type materials [6].

2 Measurement Techniques for Estimation
of Thermoelectric Properties

There are several issues that need to be taken care while measuring the thermoelec-
tric properties of materials (bulk or film form). In the field of organic thermoelec-
tric research, issues like feeble adherence of films to the substrates, stability up to
low-temperature range (<100 °C) for most of the CPs, patternizing of contacts (for
making measurement) on film surface, need concern for precise/accurate measure-
ments. Furthermore, a very low value of thermal conductivity in case of conducting
polymers, though, results in obtaining high ZT but in turn demands extra attention in
measurement procedures; because even theminor power losses and/or environmental
disturbances can lead to attenuation of signals being measured.

2.1 Estimation of Electrical Conductivity and Seebeck
Coefficient

Among all thermoelectric parameters, the electrical conductivity can be measured
most easily. A four-point probe method consisting of four equally spaced electrodes
coated on a substrate or another appropriatematerial is themost convenient technique
to estimate electrical conductivity. One set of leads is used to measure voltage while
the other one is used to provide current in the sample. Two different sets of leads
minimize errors that arise due to the parasitic contact resistance between the film
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surface and the probe [6]. While in case of high resistive samples, two probes can be
used to measure the conductivity of polymeric films.

Resistance (R) that is obtained from input current and output voltage is used to
calculate conductivity (σ ) using Eq. 3.

R = l

σ A
(3)

where l is the distance between the voltage probes and A is the cross-sectional area
of the sample.

A typical setup that can measure electrical conductivity (through four-probe
method) and Seebeck coefficient is shown below (Fig. 2). This setup is enclosed in a
housing to have closed ambience or vacuum to minimize any sort of environmental
disturbances during thermoelectric measurements [9].

2.2 Estimation of Thermal Conductivity

Thermal conductivity measurement techniques can be classified into steady-state
and non-steady-state (or transient) methods. Steady-state methods can be used in
case only when the temperature of the sample remains constant. The techniques to
measure anisotropic heat conduction via steady state in case of stretched polymers
of relatively large thickness (more than a few millimetres) have been available since
the 1960s. In case of solid materials, heat conduction occurs through both the lattice
vibration waves (phonons) and free electrons. The ability of a material to transport
heat is estimated by Eq. 4 below.

q = κ
dT

dx
(4)

where q is the heat flux, κ is thermal conductivity having two contributions as κ l

(phonon part) and κe (charge carrier part) and dT /dx is the temperature gradient.
Steady-state and non-steady-state (or transient) estimation methods are discussed

as follow.

2.2.1 Steady-State Methods

Steady-state method is one of the oldest and simplest methods of measurement of
thermal conductivity. In this method, a heater is attached to the one end of a polymer
sample, while the other end is maintained at a lower temperature resulting in a
longitudinal flow of heat (as shown in Fig. 3). On the other hand, proper care should
be taken to avoid the flow (loss) of heat in the transverse direction. Absolute or
comparative are the two modes by which heat flux can be measured directly or
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Fig. 3 Axial flow method to
measure thermal
conductivity
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indirectly [20]. When electric power that is supplied to the heater is measured, the
method is termed as absolute whereas comparative method estimates heat flux by
comparing with the already known value of thermal conductivity of the reference
sample. Thus, thermal conductivity along the slab can be calculated by using values
of applied steady-state heat flux, and temperature gradient across the sample as shown
by Eq. 3.

However, large experimental errors are quite probable due to transverse loss of
heat via radiative and air conduction from the sidewalls of the sample. In addi-
tion, when this method is used in case of thin films having thicknesses less than
a few millimetres, the thermal contact resistances between ‘heater/cold plates and
the films’ and between the ‘thermocouple and the films’ become comparable to the
thermal resistance due to the sample volume; and these contact resistances are highly
unknown [21]. Therefore, steady-state characterization technique though, being rela-
tively easy can yield significant uncertainties when the effect of both transverse heat
loss andunknowncontact resistances are taken into account (while estimating thermal
conductivity).

Considering these limitations, earlier in some studies on CP films of thickness
~1 μm, metallic electrodes working as heaters/thermometers were patterned on the
sample using lithography technique so that thermal contact resistance between the
heaters/thermometers and films was much lowered in comparison to the thermal
resistance due to volume of the sample itself. DC current was used to heat the samples
to estimate out of plane κ by measuring the Q through I2R (Joules heating) relation
[21].
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2.2.2 Transient Methods

Transient methods provide a relatively rapid estimation of κ, and details of various
transient techniques are discussed here.

(i) Flash radiometry technique: Choy et al. reported ‘flash radiometry technique’ as a
non-steady-statemethod for thin samples having thickness less than 150μm [13, 14].
Schematic diagram of the technique shown in Fig. 4a illustrates that when the front

Fig. 4 Schematic showing transient method (laser flash technique) to measure thermal conduc-
tivity a standard laser flash technique measuring heat waves; b laser flash technique for thin films
measuring acoustic waves



Conducting Polymers and Their Composites Adding New Dimensions … 425

surface of the sample was irradiated by the laser pulse, heat waves were generated
and monitored as a function of time from the rear surface by means of an infrared
(IR) detector rather than a thermocouple. This method provides the value of thermal
diffusivity (α) normal to the film surface which when used in Eq. 5 determines
thermal conductivity (κ) of the polymer.

κ = Cpρα (5)

Here Cp and ρ are the specific heat and the density of the polymer, respectively,
andCp can be easily estimated by comparing with a standard sample within the same
apparatus.

Laser flash technique described here, though, being useful for free-standing flex-
ible films or pellet samples (bulk material), yet the polymer films deposited on
substrates need some other technique because while estimating thermal diffusivity
for such films there emerges a substrate contribution. Recently, this issue has been
resolved by the company ‘Linseis’ which has made laser flash technique commer-
cially available for measuring κ of thin films having a thickness from 80 nm to 20μm
shown in Fig. 4b. This technology rather than estimating κ by conventional measure-
ment of thermal diffusivity make use of thermo-reflectance phenomenon. Thermo-
reflectance measures the thermal properties by determining the change in reflectance
of the surface when a material is heated up. In this method, the acoustic waves
generated at the interface are measured by the detector using the peizo-optic effect,
whereas standard laser flash relies on themeasurement of propagated heatwaves. The
reflective coefficients are measured as a function of time and compared with standard
models that contain coefficients corresponding to various thermal properties.

Two different modes that have been devised by the company to measure κ for thin
films:

(a) Rear heating Front detection (RF): In case of a transparent substrate,
(b) Front heating Front detection (FF): In case of a non-transparent substrate where

the RF technique is not employable.

However, a single apparatus can be designed to combine features of both RF and
FF.

Another important issue that concerns thin film characterization and has been
discussed earlier is the anisotropy of thermal conductivity occurring for in-plane
and out-of-plane directions. This specifies the need for a method that can provide the
thermal conductivities in both of these directions.And the laser flash transientmethod
whichminimizes heat losswhilemeasuring thermal diffusivity normal tofilms suffers
froma substantial heat loss till the thermal diffusion reaches the temperature detection
point along the film surface [20]. Therefore, this method, though, can effectively
measure anisotropy in κ need to consider heat loss occurring parallel to film surface
while estimating in-plane thermal conductivity particularly in case of thin films
(thickness less than 4 μm).
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(ii) Harmonic joule heating and electrical resistance thermometry: The value of
in-plane thermal conductivity of CP films can be measured by analysing the tran-
sient temperature responses at specific frequency range. This technique relies on the
measurement of resistance of the CP films to determine their thermal properties,
hence named electrical resistance thermometry [21]. However, sometimes tempera-
ture oscillations are also detected bymeasuring changes in the reflectivity of themetal
surfaces. The measurement by harmonic joule heating adopts a similar procedure as
used in the 3 omega (3ω) method which has been elaborated here.

The first application of 3 omega method for determining the κ of solid-state
samples was demonstrated in 1987. In this method, a microfabricated metal stripe
(usually gold) is deposited on the sample surface and it serves both as a heater and
a temperature sensor. By passing an AC current of angular frequency ω through this
stripe heater some heat is created at the second harmonic frequency (2ω). Since the
electrical resistance of the heater stripe is also proportional to the temperature, the
temperature oscillations can be measured indirectly by measuring the third compo-
nent (3ω) of voltage across the heater by using a lock-in amplifier (Fig. 5). It is
important to note that the AC current flowing through the heater generates tempera-
ture change in heater, and underneath film as well. 3ω method needs an electrically
conductive specimen with a temperature-dependent resistance to measure its thermal
properties. Whereas for the thermally insulating specimen, the generated heat stays
in heater and temperature oscillations are large, hence measuring the temperature
oscillations allows accessing of thermal properties of the films lying beneath the
heater surface. The expression used in 3ω method to estimate κ of the sample is as
follows:

κ = V 3
h,0βh

4π th Rh,0S
(6)

Here S is the slope of the third harmonic of voltage as the natural logarithm of the
frequencies data. Vh,0 is the peak amplitude of the heater voltage at the first harmonic
frequency, βh is the temperature coefficient of the resistance (TCR) of the heater, th
is the thickness of the specimen and Rh,0 is the heater resistance.

Fig. 5 Schematic showing
transient method
(thermometry using the
electrical method known as
the 3ω technique and also
the thermo-reflectance
technique)
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3 Factors Affecting Thermoelectric Performance
of Conducting Polymers

From the analysis ofmeasurement techniques and already reportedwell-known trans-
port mechanism [7–9, 21, 22], it can be said that there are no generalized set of well-
defined rules that can be applied to all the conducting polymers while making efforts
for enhancing their thermoelectric performances [6, 9]. Before resorting to specific
approaches that can be applied to a particular CP, many factors such as its chem-
ical structure, feasibility of carrying out research with compatible dopants, choice of
different types of appropriate substrates compatible with the desirable device geom-
etry (like in-plane and out of plane), etc. need to be identified. Such types of factors
that can influence TE performance are discussed as follow.

3.1 Structure

Various polymers like polyaniline (PANI), poly(p-phenylene vinylene) (PPV),
polyacetylene (PA), poly(2,7-carbazolenevinylene), and poly(2,5-dimethoxy
phenylenevinylene) (PMeOPV) show different electrical conductivities, thermal
conductivities, and figure-of-merits and exhibit various TE performances depending
upon the unique characteristics linked to their respective structures. The molecular
basis of conductive properties depends upon the conjugation of their bonds. Conduc-
tive polymers have continuous backbones of sp2 hybridized electrons, compared to
the sp3 hybridized covalent bonds of non-conducting polymers. For instance, due
to the dependence of thermoelectric performance on polymer structure, P3HT of
medium regioregularity ~90% is preferred to regiorandom P3HT as the latter is
unable to crystallize. Even high regioregular (~97%) P3HT is not preferred for ther-
moelectric applications due to its lack of solubility which can result in less promising
electrical conductivities [22].

3.2 Concentration

Various studies have been reported where polymer concentration along with dopant
affects the charge carrier mobility as well as the charge carrier density. Change in
polymer content not only determines the solubility and viscosity but also influences
both the Seebeck coefficient and electrical conductivity because of the interaction
between dopant atoms and polymer matrix. Variation of κ, σ with respect to dopant
concentration shown in Fig. 6 clearly confirms that optimizing the polymer content
along with dopant affects thermoelectric parameters in the case of P3HT-Bi2T3

composites [23].
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Fig. 6 a Thermal conductivity of P3HT–Bi2Te3 nanocomposites at room temperature; b the elec-
trical conductivity and Seebeck coefficient as a function of the weight ratio of Bi2Te3 nanowires in
the P3HT–Bi2Te3 nanocomposites. The doping level of the P3HT matrix was about 32 wt% and
the weight ratio of Bi2Te3 nanowires varied from 0 to 20 wt% (Reproduced with the permission
from Ref. [23])

3.3 Molecular Weight and Chain Length

It is alreadywell-known that charge carriers’ mobility is determined by themolecular
weight of the polymers. Thus, controlling the mobility via varying mol wt. can help
to tune the electrical conductivity of conducting polymers. Polymers having low
molecular weight have shorter chain lengths and despite being more crystalline than
polymerswith highmolecularweight possess lowmobility due to barrier of insulating
boundaries [7, 24, 25]. On the other hand, the high molecular weight of polymers is
the result of longer backbone aswell as side chains. In such a case, though, side chains
obstruct the conjugation among the chains but can provide a facile path to charge
carriers along the backbone by connecting ordered regions more effectively [24, 25].
Moreover, thermal conductivity also shows a reduction with a decrease in polymer
chain length. In a study, variation in the length of nanofibres of polythiophene and
P3ATs was observed with the length of alkyl side chains (where A = M-methyl,
B-butyl, H-hexyl, O-octyl, D-dodecyl) [25]. An increase in the length of alkyl side
chains brought down the value of electrical conductivity from 35 S/cm in case of
P3BT to 0.77 S/cm for P3DT. The power factor ~10 μW/mK2 achieved in case of
P3BT having shortest alkyl chain was found to be 40 times higher than that obtained
in case of a polymer having longest alkyl side chain, i.e. P3DT; thus,molecularweight
and chain length can be varied to obtain a desirable modification in thermoelectric
performances.
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3.4 Temperature and Humidity

It can be easily observed from the recent research on organic thermoelectrics that
both the temperature and humidity can drastically influence the thermoelectric perfor-
mances of CPs. Our own experiments on PEDOT:PSS demonstrated that all the ther-
moelectric parameters are governed by annealing as well as operating temperature
because perhaps the temperature affects the carrier density through trapping/release
of charge carriers as well as electron–phonon scattering [9]. Electrical conductivity,
Seebeck coefficient and power factor, all these three parameters (as shown in Fig. 7)
varied with annealing temperature. The PEDOT:PSS films which were annealed at
130 °C exhibited the highest conductivity which increased linearly with temperature
in the entire temperature range (shown in Fig. 7a). Whereas, the films annealed at
100, 150 and 170 °C exhibit nearly temperature-independent electrical conductivity
in the entire temperature range for operating temperature. Temperature (operating)
dependence of Seebeck coefficient (α) for these annealed pristine films is shown in
Fig. 7b and in contrast to the other samples, the films annealed at 130 °C exhibit an
increase of α from 5 to 9μV/Kwith an increase in operating temperature. As a result,

Fig. 7 Temperature dependent a electrical conductivity, b Seebeck coefficient, c power factor
and d X-ray diffraction data of Pristine PEDOT:PSS films annealed at different temperatures
(Reproduced with the permission from Ref. [26])
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highest power factor (α2σ ) of ~2.15× 10−7 W/mK2 (at 160 °C) was obtained in case
of pristine films annealed at 130 °C and it has been mainly attributed to the high σ

and moderate α of these samples due to the changes in morphology and conforma-
tion of polymer chains. Such a change in morphology as an effect of temperature has
also been confirmed by XRD analysis shown in Fig. 7d. The five distinct diffraction
peaks at 2θ values of ~2.4°, 6.9°, 14.2°, 22.1° and 26.1°, which correspond to lattice
spacings of approximately 38.5, 12.8, 6.4, 4.1, 3.4 Å, respectively, were observed.
The peaks observed at 6.9° (corresponding to d ~ 12.8 Å) and 14.2° are attributed
to first- and second-order reflections of inter-digited PSS chains [26–28]. Both of
these peaks at 6.9° and 14.2° are prominent only for the films annealed at 100 and
130 °C, which suggests that ordering in PSS chains got degraded at higher annealing
temperatures.

3.5 Alignment of the Polymer Chains

Alignment is also known to cause an effect on thermoelectric figure-of-merit ZT
by increasing electrical conductivity in case of CPs. As a result of stretching, it
has been found that electrical conductivity can be increased manifold in stretched
direction than in case of the perpendicular. For instance, in case of DMSO-mixed
PEDOT:PSS, it has been reported that aligned chains enhance carrier mobility and
hence, caused an increase in electrical conductivity [9, 26, 29]. Such an improved
value of electrical conductivity from 1.5 S/cm of pristine film to 150 S/cm in case
of DMSO-mixed film, perhaps could be attributed to the facile motion of charge
carriers; and that can be understood as an influence of more aligned/ordered chains
of the polymer matrix. This assumption also finds its support from the Raman spectra
given in Fig. 8b, which shows that the Cα = Cβ symmetrical peak corresponding to
PEDOT systematically shifts to higher wavenumber with a successive increase in the
DMSO content in PEDOT:PSS solution. The blue shift of Raman peak suggests the
decrease of bond length, which signifies that PEDOT chains might have rearranged
themselves from the curved (benzoid) conformation to (quinoid) stretched/linear
form which resulted in greater π–π interactions to further support the alignment of
polymer chains [30–32]. Such an enhanced alignment of polymer chains has also
been confirmed by AFM images, where random fibrous morphology of pristine films
shown in the bottom inset of Fig. 8c got modified by DMSO addition to rearrange in
a more aligned fashion (as shown in top inset of Fig. 8c). Schematic shown in Fig. 8a
shows that as to how DMSO addition caused alignment of polymer chains to in turn
affect thermoelectric performance [26].
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Fig. 8 a Schematic showing the unfolding of typical PEDOT:PSS structure to have more
ordered/aligned polymer chains, b Raman spectra showing a blue shift in case of Pristine (0%) and
DMSO-mixed (3%) PEDOT:PSS films, c AFM image showing enhanced crystallinity/alignment
in DMSO-treated film (Top inset, whereas bottom inset shows the image of Pristine PEDOT:PSS
film) (Reproduced with the permission from Ref. [26])

4 Constraints with the Organic Thermoelectric Research

While investigating the many polymers for thermoelectric applications, a lot of chal-
lenges emerge not only at the final stage of device development but also at the initial
stages of synthesis and fabrication of samples. Some of the constraints that we have
come across while carrying out research at our lab are discussed here.

4.1 Long-Term Stability

Most of the organic materials begin to degrade at 150 °C of temperature; hence,
their practical use is determined by their thermal stability. On the other hand, inor-
ganic materials are stable over a broad range of temperatures up to 1000 °C. There-
fore, organic materials can be the substituent of inorganic materials only in low-
temperature applications [6, 10, 33]. Moreover, humidity as well as temperature of
the ambience can also influence the stability of organic materials. Tuning the ther-
moelectric properties via doping can also sometimes makes the conducting polymers
less processable and stable. Also, doping of CPs to get efficient n-type nature is not so
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easy due to their low electron affinity [34]; hence,most of theCPs are p-type in nature.
Further, oxidizing nature of the ambience does not allow n-type polymers to remain
stable and thus, scarcity of a stable n-type has become a serious constraint while
designing a thermoelectric device of conventional design which requires both p- and
n-type of thermoelements. However, many studies have reported the development
of n-type polymer through the addition of inorganic materials, metal coordinates
compounds, carbon nanotubes, etc. [6, 9, 17, 18].

4.2 Sample Preparation

For depositing environmentally stable polymeric films through solution-processable
techniques, a suitable solvent that will not affect stability is also required. More-
over, keeping in view the target applications, the substrate should also be carefully
chosen. For instance, the solvent being polar in nature may anchor/interact with the
flexible polymeric substrates like Kapton/BOPET and can change the morphology
of films to free-standing form [35]. Also, conventional methods such as ball-milling
and hot-pressing used for preparing inorganic thermoelectric materials are not appro-
priate for flexible conducting polymers. Spin-coating and drop-casting methods are
usually used to deposit films of organic thermoelectric materials but most effective
fabrication methods are still being searched. Whereas, to fabricate organic/inorganic
or hybrid polymer composites, simple blending or in situ oxidative/interfacial poly-
merization/intercalation are mostly used [22, 23, 35, 36]. Moreover, the efficiency of
a real device can be much low than those fabricated in the lab because still synthesis
techniques that are being preferably used do not produce on a mass scale; and thus,
there exists a large variation among different batches of materials [6].

4.3 Measurement Techniques

Precise estimation of thermoelectric parameters is as useful as synthesis of mate-
rials. Without having proper and sophisticated techniques of measurement, the iden-
tification of desirable material cannot be so easy. For instance, reliable estimation
of electrical conductivity needs that the resistance of the organic samples must be
several orders of magnitude smaller than that of the substrates so that majority of the
current pass through samples/films only. Usually, the four-probe technique should be
used preferably to abolish contributions of the current leads or the contacts during the
voltage measurements [6, 9]. Besides this, Hall measurement or capacitance–voltage
analysis can be used to determine carrier concentration or doping level in CPs [37]. In
addition, for better estimation of certain parameters such as Seebeck coefficient and
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thermal conductivity, the growth of free-standing organic films (without any substrate
contribution) should be promoted. In fact, home-made characterization setups with
customized controls that can measure all three parameters simultaneously are highly
needed [9, 38].

4.4 Adherence of Films to Substrates

Films deposited on substrates cannot lead to efficient thermoelectric devices unless
there is a strong adherence between the film and the substrate. To solve this issue,
many times substrates are treated to have anchoring groups so that films get properly
adhered to them. However, these days free-standing films are preferred to realize
the concept of wearable devices. Sometimes tuning of thermoelectric parameters
via doping enhances brittleness of deposited films [38]. So, the concentration of
dopant needs to be optimized by using fillers/binding agents to have goodmechanical
strength along with the improved thermoelectric performance.

4.5 Proper Selection of Metallic Interconnects for Good
Electrical/Thermal Contacts

Lack of good electrical contact between organic/inorganic interface in an active
composite thermoelectric material, and between active thermoelectric materials (i.e.
pure CP or composite) and metal interconnects (for devices), are challenging issues
in organic thermoelectrics. In case of organic–inorganic composites, the contact
resistance from interfaces can be a reason behind low conductivity. Thus, we need to
reduce the contact resistance; oneway is to introduce nanostructures into the polymer
matrix to have better connectivity [17]. However, excessive doping may lead to an
increase in brittleness which might introduce fractures during sample handling and
thus, can cause low conductivity [38]. Doping parameters, therefore, require proper
optimization in order to offer good electrical performance of the materials. Similarly
for device application, the specific contact resistance between metallic interconnects
and TE elements should be low (i.e. ∼10−6 to 10−7 �cm2). Keeping in view the
significance of the interface between the polymer and metallic interconnect, metals
having nearly matched work function can be used as an interconnect. For instance,
since gold has nearly similar work-function value as of PEDOT:PSS polymer, it
was used as a metallic interconnect so as to ensure that the contacts in between
PEDOT:PSS thermoelements and with the metal interconnect itself remained Ohmic
[26].
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5 Strategies for Optimizing Thermoelectric Properties

Designing smart and wearable devices, according to the needs of the modern era,
needs novel strategies to optimize thermoelectric properties; so that decoupling of
three thermoelectric parameters, i.e. α, σ , κ, can be achieved. Therefore, various
strategies that have been employed by other research groups aswell as those followed
in our laboratory experiments are summarized below.

5.1 Doping

Doping is the easiest and more convenient method to tune the thermoelectric proper-
ties of conducting polymers. Properly chosen dopants not only improve the electrical
conductivity but can also change the filmmorphology and conduction type. However,
an increase in the concentration of charge carriers caused by doping, though, brings
improvement in electrical conductivity but at the same time reduces Seebeck coef-
ficient with an impact on thermal conductivity also; thus, doping has a conflicting
impact on the behavioural pattern of these TE parameters [25]. Therefore, to achieve
maximum ZT, optimum doping level must be identified for most of the CPs [30]. For
instance, free-standing films of PPy obtained by interfacial polymerization method
were in situ doped by p-toluene sulphonic acid (PTSA) in different concentrations
during synthesis. The systematic investigation of thermoelectric properties of free-
standing films reveals that morphology as well as the thermoelectric power factor
(shown in Fig. 9) can be optimized through controlled doping of PTSA. Similarly,
Kim et al. optimized the ZT of the PEDOT:PSS mixture by de-doping the portion of
unionized insulating dopant (i.e. PSS) using different solvents and thus, achieved a
record ZT = 0.42 at room temperature [14].

Fig. 9 Temperature dependent a electrical conductivity, and b variation in average power factor of
free-standing PPy filmswith respect to PTSA concentration (where P0, P1, P2, P3, P4, P5, P6 refers,
respectively, to 0.0 M, 0.05 M, 0.15 M, 0.30 M, 0.45 M, 0.60 M, 0.75 M of PTSA concentration)
(Reproduced with the permission from Ref. [36])
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5.2 Polymers–Carbon Nanotubes Blends

CNTs known for their stable one-dimensional nanostructures and excellent electrical
andmechanical properties when incorporated into a polymermatrix alter the thermo-
electric properties of the materials [39, 41–43]. Contrastingly, we tried to investigate
whether treatment with polymers can also modify the properties of the carbon paper
made up of MWCNTs. Therefore, these carbon films were treated by drop-casting
the polymer polyethyleneimine (PEI) on their surfaces. Temperature-dependent ther-
moelectric properties of pristine and PEI-modified carbon paper samples are shown
in Fig. 10. The temperature dependence of the Seebeck coefficient shown in Fig. 10a
suggests that with an increase in PEI content (above 1%) the sign of Seebeck coeffi-
cient changes from positive to negative. It indicates that PEI-modified carbon paper
behaves like an n-type semiconductor. In fact, it has already been reported that such
a transition of conduction from p- to n-type is observed in case of single-walled
carbon nanotubes and other polymers by PEI treatment [41, 44, 45]. The n-type
conduction in PEI-modified CNTs/polymers has been attributed to the donation of
electrons by the electron-rich nitrogen atoms of PEI to the matrix. The electrical
conductivity of PEI-modified carbon paper enhances initially up to 5 wt% and after
that, it lowers down to a great extent, i.e. below the value obtained in case of pristine
carbon paper samples (data shown in Fig. 10b). In another report, an increase in
the content of graphene oxide (from zero to 3%) enhanced the electrical conduc-
tivity and Seebeck coefficient simultaneously in case of composites of PEDOT:PSS
with graphene oxide (GO) after reduction with hydroiodic acid [46]. The improve-
ment is ascribed to the interaction between rGO and polymer matrix and removal
of some PSS from the film. The interaction provided a channel for carriers transport
and made the PEDOT:PSS chains pack more ordered [39, 46]. However, a unique

Fig. 10 a Seebeck coefficient, and b electrical conductivity of polyethylenimine-treated carbon
paper thick films
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study by Kun Zhang et al. [47] investigated the impact on thermoelectric properties
after the addition of a hybrid variety of carbon nanomaterials. Incorporation of the
fullerene functionalized graphene (rGOxC60(30-x)) into the PEDOT:PSS caused dual
benefits; addition of rGO improved electrical conductivity by increasing the carrier
mobility, while C60 enhanced the Seebeck coefficient. Thus, future research can look
forward to using of a hybrid class of dopants. Such polymer–CNT blends not only
improve the thermoelectric properties [39, 46, 47] but also change the conduction
type of samples as well [36].

5.3 Composites of Organic–Inorganic Materials

Nowadays organic/inorganic composites are being looked as efficient thermoelec-
tric materials because such composites will have advantages of both the realms.
Low intrinsic thermal conductivity of polymers if by some means can be integrated
with high electrical conductivity of inorganic materials; it can be really helpful for
current thermoelectrics. Keeping in view, we synthesized hybrid films of polypyr-
role and silver (PPy-Ag) on hydroxylated flexible substrates (BOPET sheet) through
eco-friendly photo-polymerization route using UV radiation (~365 nm) and silver
nitrate (AgNO3) as photoinitiator [48]. It was observed that in case of PPy-Ag
composite films, in situ introduction of Ag particles into the polypyrrole matrix
besides enhancing electrical conductivity (from 1.5 to 17.3 S/cm) lowered down the
thermal conductivity by one order (0.16–0.002W/mK) even when these Ag particles
are known for their high thermal conductivity (shown in Fig. 11a). Figure 11b shows
the embedded Ag nanoparticles embedded in a PPy matrix and actual photograph of
PPy-Ag film; bottom inset shows the scattering of phonons through the interface. As

Fig. 11 a Thermoelectric properties of PPy–Ag films with AgNO3 concentration (Inset shows the
ZT variation), b SEM image of 1.2 M film with Actual photograph of the PPy–Ag films (whereas
bottom inset shows the schematic exhibiting the scattering of phonons through the organic/inorganic
interface)
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a result, the hybrid PPy-Ag films prepared with 1.2 M of AgNO3 have exhibited the
highest ZT of ~7.4 × 10−3 at 335 K, which is the best value achieved so far, for the
PPy-based materials.

On a similar note, we mixed varied concentrations of Bi0.5Sb1.5Te3 (5–15 wt%)
to DMSO-mixed PEDOT:PSS for making composite films. Optimizing the inor-
ganic semiconducting alloy not only influenced the thermoelectric properties of
PEDOT:PSS to a greater extent but also modified the drop-casted substrate-adherent
films to a free-standing form. These synthesized free-standing hybrid films, are
indeed, more suitable for developing flexible and wearable thermoelectric power
generators to harness the heat of curved surfaces [35]. Moreover, since inorganic
materials can be easily doped to have both the conduction types with matching elec-
trical properties, composite films can have an additional advantage to attain n-type
conduction through mere optimization of inorganic content. Zhang et al. were able
to develop such n- and p-type composites (as shown by Seebeck coefficient values
in Fig. 12) much earlier by adding n- and p-type Bi2Te3 ball-milled powders to
PEDOT:PSS [17]. Itwas observed that a power factor of 47μW/mK2 achieved in case
of DMSO-mixed (4%) PEDOT:PSS (CLEVIOS PH1000) enhanced to 131μW/mK2

after insertion of ball-milled Bi2Te3 particles in the PEDOT:PSS matrix [17]. In fact,
these days, collective approaches are needed to bring enhancements in the ther-
moelectric performance of CPs. With the knowledge of state-of-the-art techniques
existing in thefieldof organic electronics andmaterialsmanipulation at the nanoscale,
conducting polymers along with their composites can really furnish new dimensions
to advanced thermoelectric materials.

Fig. 12 Seebeck coefficients of a Clevios PH1000 mixed with n/p-type Bi2Te3 particles (10%
volume ratio of PEDOT:PSS); b Clevios FET with n/p-type Bi2Te3 particles (30% volume ratio of
PEDOT:PSS) (Reproduced with the permission from Ref. [17])
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5.4 Nanostructuring

It has beenwell-reported that incorporationof nanostructured inorganicmaterials into
the polymer matrix or reducing the polymer to nanodimensions can bring remark-
able changes in thermoelectric properties [9, 17, 35]. The highest ZT reported till
now in the field of inorganic thermoelectrics has been observed in case of nanos-
tructured materials having suppressed κ via phonon scattering centres of hierar-
chical length scales [49, 50]. Nanodimensional materials when incorporated into
the polymer matrix cause reduction in the interfacial resistance because they form
proper band alignments with the matrix which can expedite the flow of carriers from
the nanoparticles into the matrix. A report by Sahu et al. showed that integration
of PEDOT:PSS with various nanostructured chalcogenide materials such as Te and
Bi2Te3, resulted in high-performance p- and n-type hybrid thermoelectric materials
[51].We have also observed that incorporation of uniformly distributed Bi0.5Sb1.5Te3
in PEDOT:PSSmatrix not only helped in the self-peeling of composite films from the
substrate (on air-drying) but also improved their electrical conductivity and Seebeck
coefficient [35]. The improved electrical conductivity of composite films from 17.5
to 218.3 S/cm (at room temperature and shown in Fig. 13a) found its cause in the
strong interaction between organic and inorganic parts. From Fig. 13b, we can easily
observe how charge carrier mobility and concentration get affected by varying the
doping content. In fact, Bi0.5Sb1.5Te3 nanostructures not only provided better connec-
tivity among polymer chains but due to interaction with PSS, also carried away the
detached/additional PSS (which is insulating part) from PEDOT:PSS while settling
down; and thus, resulted in better ordering of PEDOT chains as well [35].

Keeping in view the benefits of nanostructuring, we have also tried to use the
integrated approach of nanostructuring (mainly used previously for inorganic ther-
moelectrics) and doping to improve the thermoelectric performance of PPy. Semi-
crystalline polypyrrole (PPy) nanotubes were synthesized via chemical polymeriza-
tionmethod usingmethyl orange (MO)-FeCl3 as a template for growth and on doping

Fig. 13 a Temperature dependence electrical conductivity, bHall data of carrier concentration and
charge carrier mobility at room temperature (Reproduced with the permission from Ref. [35])
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withHCl exhibited high carrier concentration but low charge carriermobility. Drastic
lowering of thermal conductivity (~79%) and enhancement of the Seebeck coeffi-
cient caused remarkable improvement in thermoelectric figure-of-merit (i.e. 110%
from 1 × 10−3 to 2.1 × 10−3 at 380 K) of HCl doped PPy shown in Fig. 14c, d. This
reduction of thermal conductivity has been attributed to whole wavelength scattering
of phonons made possible through the hierarchical length scales defect structures
(shown in Fig. 14a, b) namely atomic-scale disorder (presence of tensile stress in
nanotubes due to large size dopants), nanoscale feature (nanotubular morphology)
and mesoscale feature (a few micrometres long grain boundaries formed between
PPy nanotubes).

The fact that nanostructures can be more efficient in improving the thermoelec-
tric properties in comparison to their bulk counterpart has also been manifested by
comparison of the thermoelectric performance of P3HT in both bulk and nanonet
form [40]. Thermoelectric properties of P3HT were enhanced by using a combi-
nation of two strategies which included: an increase of electrical conductivity by
the growth of dopant nanoparticles on polymer surface; and increase in mobility of
charge carriers through engineering of the polymers’ molecular structure. As a result,
ZT of 0.0026 (room temperature) was obtained when P3HT nanonet was doped with

Fig. 14 FE-SEM images a pure PPy and b HCl-doped PPy nanotube samples, temperature depen-
dence of c thermal conductivity (Inset shows electrical conductivity variation), d thermoelectric
figure-of-merit (ZT )
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Ag+ [40]. Therefore, it can be concluded that although organic/inorganic composites
can improve thermoelectric properties yet much better thermoelectric performance
can be achieved by reaching towards nanoscale.

5.5 Energy-Filtering Effect

Energy-filtering phenomenon is the termused to represent the selective flowof charge
carriers depending upon their energy through a channel/interface. Organic–inorganic
hybrids that possess the advantages of both the domains not only show better connec-
tivity among polymer chains (through nanostructured grains of inorganic materials)
resulting in increased mobility but also cause improvement in Seebeck coefficient
despite the increase in carrier concentration as a result of doping. This unique feature
where an increase in carrier concentration does not reduce the Seebeck coefficient (as
α depends on 1/n2/3) is only exhibited by an interface that is generated either in case
of organic–inorganic composites or in reduced graphene oxide–polymer compos-
ites; and such an interface provides selective passage to charge carriers. Although
organic–inorganic composites have already been discussed yet energy-filtering effect
of their interfaces needs to be understood to decouple the strict dependency among
the three thermoelectric parameters. A proper energy-filtering interface establishes
when there is: (i) a good contact between polymer and nanoparticles; (ii) a similar
work function of both the materials to facilitate the transfer of high-energy carriers
across the interface. For instance, Bi2Te3 and P3HT composites were investigated
because a larger work function of Bi2Te3 (i.e. ~5.3 eV) in comparison to 4.1 eV of
P3HT readily helped the charge carriers to transfer from P3HT to Bi2Te3 when there
existed no potential barrier due to work-function difference [23]. Band-alignment
between P3HT (whose band gap ranges from ~2.0 to < 0.1 eV depending upon the
doping level) and Bi2Te3 (having band gap ~0.16 eV) determines the height of the
interfacial potential barrier [23]. Thus, by manipulating the height of the potential
barrier by varying doping levels, carrier scattering at the interface can be optimized to
enhance the thermoelectric performance. Moreover, such interfaces kept the thermal
conductivity very low (i.e. ~0.86W/mKevenwith 20wt%Bi2Te3) due to the effective
scattering of the majority of the phonons’ wavelength [23].

Similarly, the enhanced power factor of PEDOT/rGO composites ~32.6μW/mK2

can be attributed to size-dependent energy-filtering effect created due to the
coating of nanostructured PEDOT:PSS on the rGO [46]. Similarly, in case of
PEDOT:PSS/Bi0.5Sb1.5Te3 composites, not only electrical conductivity got improved
from 17.5 to 218.3 S/cm but also five times increase in the value of Seebeck
coefficient (in comparison to pristine) was observed. In fact, the interface of
PEDOT:PSS/Bi0.5Sb1.5Te3, due to a very narrow depletion width of energy barrier as
shown in Fig. 15, caused facile transport of holes to increase electrical conductivity.
However, the same interface does not allow low-energy charge carriers to tunnel
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Fig. 15 a Equilibrium energy band diagram of PEDOT:PSS and Bi0.5Sb1.5Te3, b energy band
diagram of PEDOT:PSS/Bi0.5Sb1.5Te3 interface, c graph showing temperature-dependent power
factor of pristine PEDOT:PSS and composite films (Inset schematic shows the interaction between
PEDOT:PSS and Bi0.5Sb1.5Te3 to propose the mechanism behind improved thermoelectric power
factor and peeling-off in case of the composite films) (Reproduced with the permission from Ref.
[35])
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through such a high-energy barrier interface and they get scattered back (pictori-
ally shown in Fig. 15b). Therefore, such selective/filtered energy transport of charge
carriers may contribute to the enhancement of the Seebeck coefficient [35].

5.6 Polymer–Polymer Blends (Multilayer Approach)

Recently, a novel technique of combining two ormore different conducting polymers
has been used to optimize thermoelectric performance in case of PEDOT:PSS/PANI-
CSA composites [53]. Multilayer approach followed in these polymer hybrids
enhanced electrical conductivity in two ways: firstly, via stretching of PEDOT layer
due to underneath PANI-CSA chains and secondly, because of hole diffusion from
PANI-CSA layer to the PEDOT:PSS layer. Moreover, the non-variation of Seebeck
coefficient was also observed due to the difference in the orbital energy of two
polymers which altered the symmetry of the density of states around Fermi level.
This bilayer/multilayer approach can be extended to other combinations of polymer
systems also for improving their thermoelectric performance [9, 53].

6 Critical Analysis of Reported Organic Thermoelectric
Power Generators (OTEGs)

Although the organic thermoelectric research is blooming day by day, still the devel-
opment of organic thermoelectric power generators has been at the prototype stage. A
lot of efforts are still required to lead suchprototypes towards full-fledged commercial
devices. But, these conducting polymer based thermoelectric devices that have been
reported will certainly remain as a landmark for paving the way towards futuristic
smart and wearable devices. Design engineering of a thermoelectric power gener-
ator determines how much power can be extracted from a thermoelectric material
[4]. Usually, a conventional design of TEG consists of a large number of p-type
and n-type thermoelements alternately connected electrically in series and thermally
in parallel [4]. But in case of organic TEGs, lack of stable n-type polymer puts a
constraint on traditional design and OTEGs are designed using only p-type material
(as shown in the schematic given in Fig. 16a). However, connecting the hot-end of a
former thermoelement to the cold-end of the next can hinder the effectual heat flow
via metallic interconnects. And this can eventually reduce the temperature differ-
ence across the device which in turn degrades the power output as well as the device
efficiency. Besides this, heat flow is also regulated by the thermal contact resistance
between heat source and device, and thus, needs to beminimized for efficient transfer
of heat from source to the hot-end of the device. Futuristic wearable devices that aim
to harness heat from the hot-curved surfaces must be designed after keeping all these
constraints inmind. Electrically insulating and thermally conducting adhesives based
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Fig. 16 a Schematic showing the practical demonstration of the PPy–Ag films as a thermoelectric
power generator when connected electrically in series and thermally in parallel along with its
equivalent circuit (lower inset shows the photograph of the TEG) (Reproduced with the permission
from Ref. [48]), b output characteristics (open-circuit voltage and current generated at the matched
load of 3.1 k�) of a TEG designed in the form of a wristband using seven numbers of free-standing
PPy films (Inset shows the actual photograph of the device) (Reproduced with the permission from
Ref. [36]), c schematic showing the OTEG based on DMSO-mixed PEDOT:PSS films, d power
output of the this OTEG as a function of hot-end temperature (Inset shows the current as a function
of hot-end temperature) (Reproduced with the permission from Ref. [26])

on Al2O3 or AlN can be used to provide a good thermal contact [9]. A few prototype
organic thermoelectric devices that have been designed as a result of our experiments
along with those reported by other research groups are compiled here; so that the
challenges that restrict their commercial use can be identified and analysed.

For instance, six polypyrrole-silver (PPy-Ag) (with Ag concentration ∼1.2 M)
films were connected electrically in series using silver paint and silver wires. Resis-
tance of individual strip was 50 k�; therefore, for a matched load of 300 k�, the
respective value of open-circuit voltage and current was 6 mV and 10 nA at ΔT
~140 K [48]. Low output power ∼30 pW was obtained in comparison to the ~2.8
× 10−7W which was input heat (Q) to the OTEG (estimated through the relation:
Q = κA(�T/�X)); and thus, resulted in an efficiency of ~0.01% [48]. However, the
output power can be improved by adding a number of stripes and possibly this TEG
can be combined with supercapacitors that continuously charge up and operate in
burst mode to provide power to an otherwise ideal sensor or RFID tags, etc.While the
second form of PPy films based TEG, in which free-standing films were configured
to result in a wearable form, exhibits that such flexible films of conducting polymers
(PPy in this case) have good potential to harness heat from hot-curved surfaces. But
still, the main requirement is to achieve high power output which is still low, i.e. 6.4
pW. For a temperature difference of ~80 °C and matched load resistance of 3.1 k�,
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the respective value of open-circuit voltage and current was 336 μV and ~46 nA
[36].

Figure 16c shows that a large number of thermoelements can be added to enhance
the power output of an OTEG. For a temperature difference of ~80 °C (hot-end
maintained at ~117 °C), the open-circuit voltage obtained out of PEDOT:PSS films
based TEG was ~17.6 mV, while the current of 22.5 μA was estimated at load
resistance of 391� and shown in Fig. 16d [26]. An output power of 203 nW obtained
using such a simple OTEG that was based on thirty numbers of thermoelements
suggests that increase in the number of thermoelements can certainly enhance power
output for such applications that need 100–200 μW.

Some of the significant designs that have been reported by other research groups
are shown in Fig. 17. Wanq et al. [54] demonstrated the use of a flexible thermoelec-
tric nanogenerator both as a temperature sensor and energy harvester based on Te

Fig. 17 a Schematic diagram showing measurements of the device attached on the human body
and as a self-powered temperature sensor (Photographs of a Te-nanowire/P3HT-polymer composite
device on a fabric attachedwith Kapton substrate) (Reproducedwith the permission fromRef. [54]),
b illustration of and picture of the rolled-up final device, Bottom: Illustration of the heat transport
in the final setup (Reproduced with the permission from Ref. [55]), c performance demonstration
of a flexible TEG module exploiting body heat and cross section along with C–C′ (The output
voltage of the module with 15 TE couples and the length of 30 mm, using the temperature differ-
ence between the body temperature and the ambient air temperature was 12.1 mV at a temperature
difference of about 5 K) (Reproduced with the permission from Ref. [56]), d schematic repre-
sentation of the Series and Parallel PEDOT:PSS array, Bottom shows the schematic and actual
photograph of the PEDOT:PSS modules sandwiched between copper plates (Reproduced with the
permission from Ref. [57]), e schematic illustration of a fabric TE power generating unit made of
multiple PEDOT:PSS coated strips and photograph of the positive face of the TE generator device
(Reproduced with the permission from Ref. [58])
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nanowire/P3HT composites (shown in Fig. 17a). Maintaining temperature gradient
in case of such TEGs is much tricky because if the substrate is flexible and insulating,
we have to find a solution for heat conduction from the human surface in touch with
the device (TEG). Roll-to-roll (R2R) technique shown in Fig. 17b provides a remark-
able design if its constraints can be removed. It allows quick fabrication of OTEG
which can cover a large surface area for practical applications. Moreover, heat loss
in such a device is minimized as heat loss by the inner most layer can be absorbed by
the next one encapsulating it. However, certain issues with the R2R method such as
loss of thermal gradient through the carrier substrate as well as a need and develop-
ment of thin substrates to reduce bulkiness must be resolved for commercial use [55].
Similarly, screen printing was used to fabricate flexible modules to have a large-area
device [56]. Initially, n-type legs were screen-printed on polyimide (PI) substrate
using Bi2Te3 film and subsequently, Sb2Te3 film was printed on the same PI film
to form p-type legs. The module having 7 TE couples gave an output voltage of
85.2 mV and the output power density of 1.2 mW/cm2 at �T = 50 K with hot-end
temperature ~333 K [56]. Another large-area module was developed by soaking a
paper with PEDOT:PSS. The module contained 300 pieces of parallel-connected
paper (10 in parallel, 30 in series; Fig. 17d) [57]. Since the power ~50μWand open-
circuit voltage ~40 mV achieved from this module was low, therefore a DC to DC
convertor was used to boost the output voltage to ~2.2 V (i.e. sufficient to illuminate
an LED). However, paper provide better wettability to PEDOT:PSS than other plastic
substrates but at the same time making a large module using such films increases
brittleness and degraded the device [57].

Figure 17e shows a fabric-based TEG, for which a commercial cloth was dipped
in PEDOT:PSS solution and strips cut from this one were sieved on another cloth
using silver wires and paint [58]. However, not all clothes can be used tomake fabric-
based TEG as breathable aspect and flexibility of the fabric should not be hampered
after dipping in polymeric solution. The fabric-based TE module consisting of 5
PEDOT:PSS coated strips resulted in an output voltage of ~4.3 mV at a temperature
difference (�T ) of 75.2 K and when the load resistance matched the internal fabric
resistance, the maximum power (Pmax) was 12.29 nW [58]. Although, this is not
the exhaustive list of all the organic TEGs that have been reported till now, but
still the important issues of concern that may occur while fabricating such devices
can be easily identified by critical analysis of such reports. Furthermore, not many
groups have emphasized on the determination of device efficiency.But, the estimation
of efficiency is much needed to seek practical use of thermoelectric devices. In
short, investigation of various forms of OTEGs from the perspective of futuristic
requirements is very beneficial as it can guide us to design the devices depending
upon the target surfaces and desirable applications.
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7 Summary

Conducting polymers based organic thermoelectric power generators can convert
low-temperature natural/waste heat to useful electrical power. Temperature gradi-
ents (up to 10–12 °C) lying in natural resources (such as oceans, geothermal
sources, etc.) can be used to generate energy. In addition, for low-power applica-
tions, the human body’s temperature can also serve to create a thermal difference
(with the ambience) for being used in thermoelectric applications. Whereas, auto-
motive/instrumental exhausts can also be a source of waste heat which can be tapped
with the help of thermoelectric materials to minimize heat loss and reduce global
warming. Therefore, conducting polymers with their proven potential in the field
of supercapacitors, sensors, and electronic displays, along with their nature friend-
liness, low thermal conductivity, and ability to emerge as free-standing films, can
serve as promising materials for room-temperature thermoelectric applications [9].
Moreover, for this modern era which is striving for smart technologies and wearable
devices; conducting polymers owing to their solution processability (that allows
facile deposition on various types of large-area flexible substrates) and compatibility
to blend with inorganic materials have gained the attention of many research groups
worldwide.

In this chapter, we have described the significance of conducting polymers in
the field of thermoelectric power generation (from materials to the device status).
Measurement techniques to estimate accurate values of thermoelectric parameters
have also been emphasized. In addition, factors affecting the thermoelectric perfor-
mance; challenges that emerge through the whole process of thermoelectric power
generation, i.e. beginning from the initial stages of synthesis to final stage of device
fabrication; and strategies that need to be followed for optimizing thermoelectric
performances; are also described on the basis of results obtained in our experi-
ments as well as by giving examples from other reports. However, since conducting
polymers possess the additional advantage of low thermal conductivity, most of the
strategies that are employed for enhancing the efficiency of polymeric thermoelectric
materials focus on improving the power factors only.

Results of investigation on thermoelectric performances of various conducting
polymers such as Polypyrrole, Poly(3,4-ethylenedioxythiophene):poly(styrene
sulfonate) i.e. PEDOT:PSS, Poly(3-hexylthiophene) (P3HT) are discussed in rele-
vance to various sections of the chapter. Optimization of thermoelectric properties
is shown with the help of results obtained in case of chosen polymers by control-
ling annealing temperatures, dopant concentrations as well as dopant variations. The
influence of the addition of an inorganic material to polymer matrix has also been
investigated by synthesizing composite films. In addition, a few experiments that
resulted in changing the conduction nature (i.e. from p- to n-type) of CPs-based
films are also discussed. Important results that have been obtained as the output of
the experiments carried out at our lab on different polymers and already stated in the
previous sections of the chapter are summarized as follows:
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(i) Polypyrrole: Polypyrrole was investigated in three forms: (i) substrate-adherent
films, (ii) free-standing form, (iii) bulk nanostructures. In case of PPy-Ag composite
films, in situ introduction of Ag particles into the polypyrrole matrix besides
enhancing electrical conductivity (from 1.5 to 17.3 S/cm) lowered down the thermal
conductivity by one order (0.16 to 0.002W/mK) evenwhen theseAgparticles possess
high thermal conductivity; this lowering of κ has been attributed to scattering of
phonons at the organic/inorganic interface. As a result, the highest ZT ~7.4 × 10−3

(at 335 K) was obtained in these composite films [48]. Though the output power
obtained from PPy-Ag films based TEG ~30 pW (using 6 strips connected electri-
cally in series and subjected to a temperature differenceof 140K)has been foundquite
low, yet suggests good prospect for developing organic TEGs as energy harvesting
devices [48]. Whereas, investigation of bulk form consisting of nanotubular polypyr-
role demonstrated that nanostructuring can also be an effective tool for altering the
thermoelectric performance. Improved ZT of ~2.1 × 10−3 (at 380 K) exhibited by
HCl-doped nanotubular PPy (mentioned in Sect. 5.4) suggests that thermoelectric
performance was optimized through the cumulative effect of doping and nanostruc-
turing; similar to the results obtained in case of PPy-Ag nanocomposite films. Dopant
treatment of PPy nanotubes also resulted in the lowering of κ without much affecting
the electrical transport; this work provided an important finding that the phonon scat-
tering approach which had been widely used to reduce thermal conductivity in the
field of inorganic thermoelectrics could be applied to organic materials also [52].
In case of free-standing films synthesized through interfacial polymerization at the
liquid/liquid interface, doping with Tos exhibited remarkable enhancement in elec-
trical conductivity (i.e. from 1.5 to 125.7 S/cm) [36]. Though the Seebeck coefficient
in this case was much lower than that observed in case of PPy-Ag films yet the free-
standing motif obtained in this work suggests the good potential of PPy films in
flexible thermoelectric applications. Therefore, it can be summarized that the varia-
tion of the dopant concentration optimizes the thermoelectric properties in the film as
well as the bulk form of PPy polymer [9]. Also, various approaches of synthesis can
be used to fabricate PPy in the specific form that suits the desirable thermoelectric
application.

(ii) Poly (3,4 ethylene-dioxy-thiophene):poly(styrene sulfonate) (PEDOT:PSS):
From the experiments carried out with PEDOT:PSS, it was observed that simple
addition of organic solvent like DMSO/EG improved the thermoelectric proper-
ties. The mechanism behind the power factor enhancement has been attributed to
enhanced exposure of PEDOT conductive regions due to the alignment of both the
PEDOT and PSS chains; when the insulating PSS got detached from the typical
core–shell-type structure under the influence of organic solvents [26]. In addition, we
fabricated a flexible thermoelectric generator by using only p-type stripes of polymer
PEDOT:PSS similar to the TEG developed using PPy-Ag films; but in this case an
array of 30 elements (shown in Fig. 16c) was prepared by drop-casting DMSO-
mixed PEDOT:PSS solution through a patterned mask to have a relatively large-area
TEG. This array resulted in an output power of 203 nW which indicated that many
thermoelements could be clubbed together for enhancing the power output [26].
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Whereas, composite films of PEDOT:PSS and Bi0.5Sb1.5Te3, provides an insight that
incorporation of Bi0.5Sb1.5Te3 in PEDOT:PSS matrix not only helped in self-peeling
of composite films from the substrate (on air-drying) but also improved their power
factor. Bi0.5Sb1.5Te3 nanostructures while settling down hold the detached/additional
PSS (which is insulating polymer) away from PEDOT:PSS matrix; thus, resulted in
better ordering and connectivity of conducting PEDOT chains to cause improvement
in the electrical conductivity [35]. Besides this, PEDOT:PSS/Bi0.5Sb1.5Te3 interface
of the composites provided the energy-dependent facile pathway for transport of the
charge carriers to cause simultaneous enhancement of the Seebeck coefficient. The
obtained results certainly exhibit that incorporationof nanostructured inorganicmate-
rial (i.e. Bi0.5Sb1.5Te3 in this case) in the polymermatrix can be applied as a promising
strategy to obtain free-standing films for high-performance flexible thermoelectric
devices [35].

(iii) Poly(3-hexylthiophene) (P3HT) and polyethylenimine-treated carbon paper
films: In case of P3HT films, doping with ferric chloride not only caused the tran-
sition in conduction type but also changed the morphology from substrate-adherent
to free-standing form. The huge Seebeck coefficient ~−15000 μV/K (even larger
than conventional inorganic materials) with low electrical conductivity was obtained
[9]. Whereas, carbon paper (made from multiwalled carbon nanotubes) was synthe-
sized in collaboration with the research group at National Physical Laboratory, New
Delhi. The thick film/carbon paper exhibited very low resistance (~1.2 �) and was
quite sturdy and could be bent many times. While investigating for its thermoelec-
tric properties, it was found that its conduction nature changed from p- to n-type
on treatment with polyethylenimine (PEI) [9]. Though the power factor of carbon
paper films reduced on treatment with PEI from 0.13 to 0.01 μW/mK2, transition of
conduction type can be very useful to fabricate a thermoelectric power generator of
conventional design (i.e. which makes use of both p- and n-type of thermoelements).
These interesting results provide an insight that the morphology, conduction type
as well as the thermoelectric properties of conducting polymers can be optimized
according to the specific thermoelectric applications.

Moreover, we have also discussed TEGs that were based on films obtained as
a result of our research in order to suggest other possibilities of designing OTEGs
specific to different target surfaces/applications. These TEGs have been designed
either by using the films grown on flexible substrates such as BOPET/KAPTON
or films in free-standing form. A few TEGs reported by other research groups
have also been discussed to analyse the challenges that may come across during
design and development of the thermoelectric devices for practical applications. In
this modern era, where emphasize is laid upon smart technologies, such summary
of various reported architectural designs of TEGs can pave the way to use
conducting polymer based films according to the target surfaces and desirable appli-
cations. Results that have been obtained as an outcome of the organic thermoelectric
researchbeing carried outworld-wide clearly suggest that conductingpolymers based
films possess good future prospects for energy harvesting applications.
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8 Prospective Scope

So far, the reports on thermoelectric applications of various CPs as well as the results
obtained by the experiments carried out at our lab suggest that low power factor is
the main hurdle in achieving high efficiency. The tuning of doping levels in a CP
(in such a way that critical regime of transport can be achieved) may be the best
strategy for power factor optimization. However, improvement in power factors is
mostly caused by improving electrical conductivity (either by doping or mobility
enhancement) without much focus on the Seebeck coefficient. Through optimizing
the power factors and taking care of certain issues (shown in Fig. 18), we can surely
achieve high efficiency in conducting polymers based thermoelectric devices and
think about the use of OTEGs in practical applications.

But, to have high-output voltage from the OTEGs, not only electrical conduc-
tivity but the Seebeck coefficient also (of the organic thermoelements) must be high.
Nowadays organic–inorganic composites are preferred for improving the Seebeck
coefficient in CPs by energy-filtering effect at the interface. But while designing
such composites, care has to be taken that the conducting paths should have organic

Fig. 18 Schematic revealing issues of future concern that emerge at various stages of organic
thermoelectric power generation
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and inorganic components with a weighted average of Seebeck coefficients. More-
over, Fermi levels of organic and inorganic components need to be matched to have
a facile transport of charge carriers. Future studies should emphasize on careful
design of organic/inorganic interface so that high electrical conductivity should not
get compromised with a high Seebeck coefficient.

Various strategies that can enhance the thermoelectric properties of a particular
CP are mostly applied separately. In the present scenario, we need to adopt a cumu-
lative approach by merging these strategies (mentioned in the schematic shown in
Fig. 19) to strengthen the thermoelectric performance of a specific CP. However, to
evaluate the thermoelectric performance of synthesized CP/composite films, after the
synthesis stage, attempts should be made for the precise estimation of ZT. Mostly
home-built customized setups used for measurement techniques emphasize the need
for developing some standard measurement tools/apparatus. We propose that the
establishment of some standards like those existing in the field of photovoltaics is
really a significant issue to be looked upon.

With the design and synthesis of high ZT organic materials, there comes the chal-
lenge of configuring such materials in terms of smart and flexible wearable devices.
Effective device geometry needs both p- and n-type of CPs. Though there are many

Fig. 19 Schematic showing multidimensional aspects of futuristic organic thermoelectric research
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options available for stable CPs with p-type conduction, yet n-types available so far
(by doping of two polymers or from co-ordination compounds of metal ligands) do
not exhibit enough electrical conductivity and good environmental stability. There-
fore, future research should emphasize on development of stable and reliable n-type
polymers. In addition, an inexpensive technique that can lead to enormous produc-
tion on a large scale is yet to be discovered. In this regard, we need to integrate the
available tools of large-area electronic displays, photovoltaics, etc. to the field of
flexible thermoelectrics.

However, device design and structure make the most significant part to reach the
final stage of commercial devices. A decrease in thermoelectric performance due to
the degradation of interfacial contact needs to be minimized and proper techniques
must be developed to have better interconnects. Anisotropy of both electrical and
thermal conductivity should also be consideredwhile carrying out future thermoelec-
tric research. The commercial use of wearable TE devices (having different device
geometries) may not only get limited by their low efficiency but also by the level of
comfort in using them. Schematic shown in Fig. 19 summarizes themultidimensional
future prospects that are available in the field of organic thermoelectrics.

Regardless of so many challenges, the ongoing research in this field certainly
ensures that CPs-based thermoelectric power generators (i.e. OTEGs) can be made
viable for practical use. However, the presently demonstrated OTEGs have exhibited
low efficiency/power output still their deployment can be thought of by using voltage
boosters or charging supercapacitors/energy-storage cells which can provide large
output in a small flash of time. In summary, inherent features of conducting polymers
like low cost, flexibility, non-toxicity, solution processability along with promising
outcomes of the ongoing organic thermoelectric research serve as real incentives
to look for the deployment of conducting polymers based devices to harness low-
temperature heat.

9 Conclusion

The book chapter summarizes the significance of conducting polymers in the field
of thermoelectrics that has remained dominated by conventional inorganic materials
for many decades. Conducting polymers and their composites, not only, are being
looked as promising substitutes of these inorganic materials for room-temperature
thermoelectric applications but also have added new dimensions to the device fabri-
cation owing to their flexibility and capability of being patternized on large-area
substrates. In this chapter, we have discussed the current status of organic thermoelec-
tric research along with the measurement techniques that are much crucial for identi-
fying promising materials through accurate estimation of thermoelectric parameters.
Ongoing research on organic thermoelectrics suggests that the efficiency of poly-
meric thermoelectricmaterials can be controlledmainly by tuning their power factors
because of their already low intrinsic thermal conductivity. Therefore, various strate-
gies such as doping, chain alignment, addition of fillers/binding agents/inorganic
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materials, nanostructuring are described as the causative factors that can optimize
the thermoelectric performances of conducting polymers. However, lack of stable n-
type polymers, good and efficient thermal and electrical contact, and proper metallic
interconnects, are still someof themajor challenges that canobstruct the realization of
conducting polymers in form of real-life devices. To investigate the future prospects
of organic thermoelectric devices, a few prototype thermoelectric power generators
based on our own experiments have also been designed and developed along with
the critical analysis of already reported architectural designs. Thermoelectric devices
based on free-standing conducting polymer films can serve as a real incentive to
develop smart and wearable devices for tapping heat from the curved hot surfaces. In
short, the book chapter reveals that conducting polymers having inherent features like
low cost, flexibility, non-toxicity, solution processability, when integrated with inor-
ganic materials/carbon nanotubes avail benefits of both the components and exhibit
remarkably improved thermoelectric performances; and such composites can really
serve as new generation promising materials for harnessing natural as well as waste
heat of the surroundings.
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HWCVD: A Potential Tool
for Silicon-Based Thin Films
and Nanostructures

Rajiv O. Dusane

Abstract Hot-wire chemical vapour deposition technique is the latest tool in the
series of low-temperature deposition of thin films by chemical vapour deposition.
Since its successful implementation for the preparation of diamond-like films, it has
been widely explored for semiconductor thin-film deposition in particular silicon-
based thin films. This article gives a detailed report of our efforts to understand
this process and its application for depositing thin films of amorphous and micro-
crystalline silicon as well as depositing silicon nanowires. We also demonstrate that
these films and nanowires can be successfully used in devices like solar cells and
micro-supercapacitors.

1 Introduction

The importance of various thin films in technology and their significance in the
evolution of our knowledge and understanding of material behaviour in two dimen-
sions need not be emphasized. Over the past several decades, different thin-film
processing techniques have evolved and matured for their utility on industrial scale
albeit depending upon their specific techno-economic capabilities. One such tech-
nique that evolved itself in both scope and its utility since its initial stage is the
catalytic chemical vapour deposition [1–5] or hot-wire chemical vapour deposition
[6–12] or hot-wire chemical vapour processing [13]. The last nomenclature was
coined by us because the process was extended beyond the realms of only film depo-
sition. It was shown that the hot wire process is very effective in generating atomic
hydrogen by dissociating molecular hydrogen, which could be used for realizing a
metal nano template that enables silicon nanowire growth [14]. Also, the generated
atomic hydrogen could be used for etching of a-Si-H (amorphous silicon) frommixed
phases present in nanocrystalline silicon thin films or around silicon nanowires with
core (c-Si)–shell (a-Si) structure [15].
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The HWCVD process has primarily gained significance as a potential tool to
deposit silicon-based thin films after initial work of Matsumara et al. [1–5]. In a
large range of experiments, Matsumara et al. showed that HWCVD can deposit
high-quality a-Si:H material [1], which then could be also doped both n- and p-
type and can be converted to p–i–n devices with photovoltaic conversion efficiency
similar to those obtained by the well-established plasma-enhanced CVD (PECVD)
[4, 5]. Subsequently, various groups across the globe who were working on PECVD
a-Si-H thin films also started exploring the HWCVD. Among these the early one
was at NREL, USA who extended the substrate temperature higher than the PECVD
process and showed that high-quality a-Si:H with low H-content could be made
by employing the HWCVD tool [7]. They also showed that this material was a lot
more stable under light illumination [6]. As years passed, many other groups started
working on the HWCVD technique and that resulted in the synthesis of other silicon-
based thin films like a-SiC:H, a-SiGe:H, a-SiN:H [16–19]. Also, it was shown that
microcrystalline silicon (µc-Si:H) films could be made much more easily by this
technique [12, 20]. In recent years, our group explored the possibility of using the
HWCVD to deposit materials like B4C and graphene [21, 22]. The capability of
the HWCVD to generate a significant amount of atomic hydrogen was extended to
develop metal nanotemplates required for the growth of SiNWs.

In this article, it is planned to give a comprehensive information of the HWCVD,
its unique features and its utility in depositing ultrathin a-Si:H, microcrystalline
silicon, silicon nanowires and their application in solar cells and supercapacitors.

1.1 Features of the HWCVD

Over several decades, plasma-enhanced CVD (PECVD) technique has been the
workhorse of the semiconductor industry including thin-film photovoltaics. In this
process, the precursor gas like silane (SiH4) is dissociated via an electron impact
dissociation. The PECVD has proved to be a boon to the semiconductor industry as
it was now possible to deposit thin films by the CVD route at much lower substrate
temperature. It should be noted here that the conventional thermal CVD demands
a much higher temperature to be available on the substrate for the dissociation of
the precursor. Thus, now it was possible to decouple the dissociation zone (i.e. the
plasma) from the deposition (substrate) zone and deposit the material at any desired
substrate temperature. The lowering of the substrate temperature now opens up a
large number of possibilities like depositing amorphous films [23–26] micro- and
nano-crystalline films with a controlled grain size [27–29] and also desired chemical
composition.

However, there are a couple of issues with PECVD:

(i) There are a large number of charged and energetic particles like electrons and
ions in the plasma environment, which could potentially lead to charge-induced
and ion-induced damage to the growing films.
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(ii) Any type of plasma instability could lead to dust formation in the plasma, which
can lead to heterogeneities in the film and even to the existence of pinholes.

Though the above two limitations are there, PECVD has been very successful for
a variety of film deposition.

The search for an alternative which could avoid the above two aspects and still
do what the PECVD can, has led to the HWCVD technique getting extended to the
semiconductor field from its original success for depositing diamond and diamond-
like films.

Prima facie, the HWCVD avoids the formation of charged particles like electrons
and ions and also could avoid the dust formation still giving acceptable rates of
deposition.

Sowhat is HWCVD?As Fig. 1 shows, it is quite a simple process where a filament
of a refractory metal like tungsten or tantalum is heated to high temperature (1600–
2000 °C). This leads to the dissociation of the precursor molecules like, say, SiH4

into the film-forming radicals and the volatiles. The diffusion of these towards the
substrate surface alongwith reactionswithin the gas phase and subsequent adsorption
on the surface accompanied by surface reactions and atomic rearrangement leads to
the formation of the film. Successful implementation of this technique was done by
Matsumara [1]. TheHWCVD technique achieves the primary goal, i.e. decoupling of
the dissociation and deposition zones and hence allows low-temperature deposition
of the films. In this technique, the filament temperature is analogous to the plasma
power and plays a key role in affecting the deposition rate as well as the film quality.

Key differences between PECVD and HWCVD are the following two:

(1) The plasma becomes a volume source of the dissociated radicals while the hot
wire is a planar (in case multiple wires) or linear source. (in case of single wire).

(2) Since the plasma contains electrons with a range of energies (the electrons
follow a Druyvesteyn distribution), there are different dissociation paths of the
precursor molecule depending upon the energy of the electron which strikes the
molecule. On the other hand, the hot wire is at one constant temperature and
hence offers a unique dissociation path of the precursor.

Fig. 1 HWCVD process
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Thus considering these two aspects, the HWCVD is quite different in some sense
from the PECVD, i.e. it has a bit of a flavour of physical vapour deposition (spatially
fixed source in form of the hot filament) as well as also has the characteristics of
PECVD (precursor dissociation and gas-phase reactions). Therefore, one can expect
a different type of film growth kinetics in the HWCVD process. I will discuss this in
more detail in the content of a-Si:H and µc-Si:H film deposition.

Various aspects of the HWCVD technique and its applications to a variety of
thin-film material systems have been published by researchers in this field. In fact, a
biannual conference is held where new data and findings are reported [30].

Having discussed the general features of the HWCVD tool, now I would like to
take two material systems which we have studied over the years. These are

(a) a-Si:H and µc-Si:H.
(b) Si nanowires (SiNWs).

1.2 A-Si:H and µC-Si:H Thin Film Deposition

During the two decades (1985–2005), the thin-film photovoltaic industry was
primarily concerned with hydrogenated amorphous silicon (a-Si:H) based solar cells
made by PECVD. a-Si:H being a direct band gap semiconductor with high optical
absorption became a prime material for thin-film PV [31–34]. However, since a-Si:H
is a wide band gap material (Eg ~ 1.65 eV), a large amount of the solar spectrum
below 1.7 eV does not get utilized. This led to the concept of tandem solar cells
where multiple cells made with absorption layers having different band gaps are
deposited in a tandem fashion. Thus alloy films like a-Si:Ge:H (Eg ~ 1.4 eV), a-
Si:C:H (Eg ~ 2.2 eV), etc. were synthesized and tandem solar cells having struc-
tures like glass/SnO2/p-a-SiC:H-i-a-SiC:H-n-a-Si:H/p-Si:C:H-i-a-Si:H-n-a-Si:H/p-
Si:H-i-SiGe:H-n-a-Si:H/metal were developed [35, 36]. Subsequently, microcrys-
talline Si (µc-Si:H) was also deposited which has a band gap Eg ~ 1.1–1.3 eV.
Then a simple configuration of a micro-morph (glass/TCO/a-Si:H p–i–n/µ-Si:H p–
i–n/Metal) was shown to have great promise [37–40]. This solar cell generates power
over a much broader solar spectrum and has shown a conversion efficiency of ~11%.

We studied the dependence of the formation kinetics of these two different phases
of Si, namely a-Si:H and µc-Si:H when deposited by the HWCVD. We also studied
the gas-phase chemistry using quadrupole mass spectrometry (QMS) to understand
the correlation between the species generated and the film structure. The kinetics
of film formation in a decoupled CVD process like the HWCVD depends upon the
following aspects:

(1) Radicals generated primarily due to the dissociation at the heated filament and
subsequent desorption into the gas phase.

(2) Secondary gas-phase reactions that occur among the various radicals as they
diffuse towards the substrate surface which is heated to the desired temperature
(200–350 °C).
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(3) Subsequent surface reactions and accommodation on the substrate surface to
form the film.

(4) In addition to the above surface, abstractions can also occur due to the impinge-
ment of reactive radicals from the gas phase on to the growing film surface
leading to the formation of volatile radicals.

Thus, we see that the complete process of film formation is rather complex and
interdependent on the various process conditions such as

(1) Precursor gas flow rates.
(2) Dilution with other carriers or reactive gases.
(3) Working pressure.
(4) Filament temperature.
(5) Filament to substrate distance.
(6) Substrate temperature.

The deposition of the various films was carried out in the HWCVD reactor shown
in Fig. 2. In order to understand the process better, we also attempted modelling of
the process and correlate these results with the QMS data and film properties [41].

Basically, the following simple dissociative reaction takes place at the heated
filament surface:

SiH4
Ta

1600 ◦C
→ Si + 4H (1)

At TFil > 1500 °C, dissociated Si does not stick to the Ta surface but desorbs
into the gas phase. Now we have a mixture of H, Si and SiH4 in the gas phase.

Fig. 2 The single-chamber HWCVD reactor with various control units
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Additionally, we may have H2 if the source gas is diluted with H2. Thus, there is a
possibility of all kinds of reactions taking place within the gas phase. Now as our
focus is to deposit both a-Si:H as well as µc-Si:H we concentrate on determining the
deposition conditions which will lead to these specific films.

Subsequent to reaction (1),wemayhave the following reaction between the atomic
H generated in (1) and a fresh SiH4 molecule:

SiH4 + H → SiH3 + H2 (2)

Also, the atomic H can react with SiH3 as follows:

SiH3 + H → SiH2 + H2 (3)

or two SiH3 radicals can react to form

SiH3 + SiH3 → SiH2 + SiH4 (4)

It is interesting to note that one can observe these molecules in the QMS [41].
The study that followed revealed the following scenarios for the two cases of a-Si:H
and µc-Si:H deposition:

Case 1: a-Si:H deposition
Conditions: High SiH4 flow, no H2 dilution
Observations: [Si]/[SiH2] = 0.4
[H2]/[SiH2] = 100
Cse 2: µc-Si:H film deposition
Conditions: Low SiH4 flow, high H2 dilution
Observation: [Si]/[SiH2] = 4 (one order of magnitude higher)
[H2]/[SiH2] = 1000

Thus, we see that when there is an abundance of [SiH3] and [SiH2] in the gas
phase we get a-Si:H deposition, i.e. when the SiH4 flow is large secondary gas-phase
reactions with atomic H are predominant.

However, duringµc-Si:Hdepositionweare havingvery small SiH4 flowandhence
only the primary reaction dominates andwe get Si radicals that yieldmicrocrystalline
films. Figure 3a, b shows the Raman spectra of films deposited under the above two
conditions. In both depositions, all other parameters were kept the same. Film in
(a) is a-Si:H while that in (b) is µc-Si:H. Thus, we see that how the knowledge and
understanding of the dissociation and gas-phase chemistry can reproducibly generate
films of the desired microstructure. Subsequently, it was shown by Soni et al. [42]
that varying the SiH4 flow rate for a constant high H2 dilution forms a good process
control to obtain either a-SiH or µc-Si:H films.

A further study was undertaken to understand in detail the dependence of the
film microstructure on the hydrogen dilution as well as the silane concentration in
the gas phase. Raman spectroscopy was primarily used to determine the nature of
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Fig. 3 a Characteristic Raman spectrum of a-Si:H sample and b Characteristic Raman spectrum
of µc-Si:H sample with 60% crystallinity showing different vibrational peaks. (Reproduced from
Wadibhasme [43])

the films as it is very sensitive to the presence of any crystalline component in the
amorphous films. Figure 4 shows that when SiH4 is diluted with H2 the films remain
amorphous but improves in quality as reflected by the bond angle deviation [43]. Thus
an optimized silane to hydrogen dilution is effective in improving film properties.
Figure 5 shows the Raman spectra when the silane to hydrogen ratio is reduced
drastically to yield microcrystalline films. We see clearly that there is a transition
from amorphous to microcrystalline phase at 10.7% of silane in hydrogen.

Fig. 4 Raman spectra of
a-Si:H thin films deposited at
different H2 dilutions
showing position of TO, LA
and TA peaks. (Reproduced
from Wadibhasme [43])
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Fig. 5 Raman spectra of
µc-Si:H samples deposited
on a glass substrate at a
different SC showing a shift
of TO peak from the
crystalline phase (TO peak at
520 cm−1) to amorphous
phase (TO peak at
480 cm−1) with an increase
in SC. (Reproduced from
Wadibhasme [43])

1.2.1 Electronic Properties

TheHWCVP deposited a-Si:H films have been shown to be of device quality through
a detailed study of their use in different types of solar cells such as single-junction
a-Si:H p–i–n solar cells and c-Si/a-Si heterojunction solar cells (SHJ). In order to
qualify for implementation in the solar cell device, various properties specific to the
application have to be determined. One such characterization is the determination of
the gap state density of defects in the amorphous films [43]. This is determined by the
constant photocurrent method (CPM) [44–47]. We have carried CPMmeasurements
of a large number of a-Si:H films and determined the density of states (DOS). One
such variation is shown in Fig. 6 where the CPM data is plotted for HWCVD a-Si:H
films deposited with hydrogen dilution which was varied from 0 to 60%. Figure 7
shows the mid-gap defect density and Urbach energy determined from the CPM
data as a function of hydrogen dilution. It clearly shows that diluting the silane with
hydrogen leads to a decrease in defect density and lowering of the Urbach energy
which is an indication of the spread of mobility edge [48]. The main aim of this
study was to develop low-temperature a-Si:H thin films for flexible thin-film solar
cells deposited on polyethylene naphtalate (PEN) substrates.

1.2.2 Fabrication of a-Si:H-Based Single-Junction p–i–n Solar Cells

Having worked extensively on the a-Si:H and µc-Si:H film preparation and charac-
terization, we fabricated different single-junction solar cells having both a-Si:H as
the absorber layer as well as µc-Si:H as the i-layer, respectively. For this purpose,
we designed and commissioned a multi-chamber hot-wire CVD cluster tool which
is shown in Fig. 8.
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Fig. 6 CPM spectra of
a-Si:H thin films prepared at
different H2 dilutions
showing comparative
absorption coefficient at
different photon energy.
(Reproduced from
Wadibhasme [43])

Fig. 7 a Urbach energy (Eu)
and b electronic defect
density (Ndd) of a-Si:H thin
films deposited at different
H2 dilutions. (Reproduced
from Wadibhasme [43])
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Fig. 8 HWCVD cluster tool used for the deposition of various doped and undoped silicon layers
to avoid cross-contamination in the device structure. (Reproduced from Agarwal et al. [53])

This tool has the capability of fabricating multilayer devices without cross-
contamination. The tool is semi-automated with a PLC-based control system. Solar
cells have been fabricated on transparent conducting oxide (TCO) coated glass, steel
foils as well as indium-doped tin oxide (ITO) coated PEN flexible substrates. All the
deposition chambers were maintained at the base vacuum of 10−7 mbar. Tantalum
(Ta) filament of 0.5 mm diameter with four-wire arrangement and covering a surface
area of 4.5 cm2 is used to dissociate the precursors. Pure silane (SiH4) was used
to deposit the intrinsic a-Si:H layer, whereas n-doped and p-doped a-Si:H layers
were deposited using phosphine (PH3—10% diluted in H2) and di-borane (B2H6—
10% diluted in H2) as dopant gases along with pure silane with different gas-phase
ratios. All the silicon layers were deposited at a constant substrate temperature (T s)
of 200 °C. The top and bottom aluminium-doped zinc oxide (AZO) thin films were
deposited using RF magnetron sputtering. A physical mask with holes of different
diameters was used to deposit top AZO to make each dot an individual cell of
different area. The p-a-Si:H and p-a-Si:H/AZO layers were deposited separately
on the glass substrate for the transmission measurements using UV–Visible spec-
troscopy measurement. The current–voltage (I–V ) characteristics of the solar cells
were measured with the help of Keithley 2400 Source metre and AM 1.5 solar simu-
lator at 100 mW/cm2 intensity. Figure 9 shows the schematic of the a-Si:H p–i–n
single-junction solar cell deposited on flexible PEN substrate and Fig. 10 shows the
I–V characteristics of the device. We can see that the device shows a fairly good
performance though there is a scope for improvement.
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Fig. 9 a-Si:H
single-junction cell on PEN
substrate. (Reproduced from
Wadibhasme [43])

PEN (150 μm)

ITO (300 nm)

p-a-Si:H (15 nm)

i-a-Si:H (300 nm)

n-a-Si:H (20 nm)

Ag Ag Ag Ag

Fig. 10 I–V curve of the
solar cell shown in Fig. 11.
Here the R = 50 indicates
50% hydrogen dilution
during deposition.
(Reproduced from
Wadibhasme [43])

1.2.3 Fabrication of Silicon Heterojunction with Intrinsic Thin Layer
Solar Cells

Heterojunction solar cells with intrinsic amorphous silicon are the latest solar cells
based on c-Si technology. The a-Si:H/c-Si heterojunction in SHJ solar cell is formed
by depositing the emitter layer (doped a-Si:H) over the surface of the c-Si substrate.
The passivation of dangling bonds that are present on the c-Si surface is an important
step prior to emitter layer deposition in this structure [49]. To achieve this, various
passivation techniques have been implemented such as atomic hydrogen treatment,
wet chemical route and buffer layer depositions. In 1992, for the first time Sanyo
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introduced the i-a-Si:H layer in between the c-Si and doped emitter layer [50]. The
insertion of i-a-Si:H layer greatly reduces the saturation current density (Jo) and
hence increases the open-circuit voltage (V oc) of the device.

There have been different views regarding the nature of the c-Si/a-Si:H interface in
terms of itsmicrostructure observed throughTEMstudies. Centurioni et al. claim that
the complete epitaxial intrinsic silicon layer is beneficial for the good performance
of SHJ solar cells [51]. Another study shows that if an abrupt c-Si/a-Si:H interface
is achieved then it leads to a very good performance of the SHJ solar cells [52].
Thus, a detailed optimization effort involving a systematic variation of the process
conditions leading to a control over the c-Si/a-Si:H interface is warranted.

In order to address this issue, we did a detailed study of the c-Si/a-Si:H inter-
face. One parameter which drastically affects film deposition and properties in the
HWCVD is the filament temperature. Hence, we varied the filament temperature
during the deposition of the intrinsic silicon layer.

The cross-sectional HRTEM images of the i-a-Si:H/c-Si interface prepared at
different filament temperatures (T f) are shown in Fig. 11. When the i-a-Si:H layer is
deposited atT f = 1550 °C,we see local epitaxy and crystalline growth up to 5 nmnear
the c-Si surface as can be seen in Fig. 11a. This is due to the very low deposition rate
of a-Si:H film at this T f favouring the crystalline phase formation during the initial
growth of a-Si:H layer on the c-Si wafer. The dissociated gas species have sufficient
time to migrate over the c-Si surface to find the lower energy state to enable epitaxial
growth. As the T f increases up to 1650 °C, the deposition rate of the growing film
increases which leads to the abrupt a-Si:H/c-Si interface (Fig. 11b). The a-Si:H film
starts growing as an amorphous film as soon as the deposition starts and an atomically
sharp a-Si:H/c-Si interface is achieved. Further increasing the T f to 1750 °C leads to a
rough a-Si:H/c-Si interface as can be seen in Fig. 11c. The observed roughness at the
heterointerface is mainly because of the etching of Si-Si bond due to highly energetic
atomic hydrogen present at such high T f. On further increasing the T f to 1850 °C,
we observe traces of nanocrystallites at the i-a-Si:H/c-Si interface (Fig. 11d). The
nucleation of epitaxy/nanocrystallites can be explained by the reconstruction of the
amorphous matrix occurring due to the diffusion of hydrogen radicals through the
growing film.

Further to investigate the role of these heterointerfaces in the solar cell perfor-
mance, four single-sided SHJ solar cells were fabricated under the same i-a-Si:H
growth conditions as above. Schematic for a single-sided SHJ solar cell fabricated in
this study is as shown in Fig. 12. As discussed in detail in [53], the performance of the
solar cells exactly follows the condition of the hetero-interface, i.e. the cell deposited
at T f of 1650 °C shows the highest efficiency and other solar cell parameters, while
the others are relatively poor in performance.
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Fig. 11 Cross-sectional HRTEM images of a-Si:H/c-Si interface deposited at different T f
a 1550 °C, b 1650 °C, c 1750 °C, and d 1850 °C. In figure (b), boundary line represents the
abrupt nature of interface separating c-Si and i-a-Si:H part. In both figure (c) and (d), the solid line
indicates the rough nature of interface caused by atomic hydrogen etching. In figure (d), encircled
areas show nanocrystalline growth. (Reproduced from Agarwal et al. [53])

As seen in Fig. 12b, this structure has a very sharp and abrupt c-Si/a-Si inter-
face thus corroborating our earlier argument that an abrupt amorphous/crystalline
interface is necessary for high conversion efficiency. Thus, we see that the HWCVD
does not only have the capabilities to allow fabrication of high conversion efficiency
solar cells, but also allows one to control the interface microstructure to suit the
application.
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Fig. 12 a Schematic of single-sided SHJ solar cell comprising of i-a-Si:H layer followed by doped
amorphous and AZO layer. b HRTEM cross section of the solar cell. (Reproduced from Agarwal
et al. [53])

1.3 Metal Nanotemplate Formation and Silicon Nanowire
Growth

Silicon nanowires (SiNWs) have been studied very extensively over the past two
decades. The first report of SiNW growth by the vapour–liquid–solid route was
by Wagner and Ellis [54]. This is a bottom-up approach to synthesize SiNWs,
which is independent of the substrate and hence has a lot of potential in battery
and supercapacitor application [55–57].

The SiNWs of course have a great deal of other applications due to the one-
dimensional nature and a large surface area [58–60].

The primary mechanism in the VLS process is to offer a seed catalyst in form of
a metal nanotemplate under the right process conditions to allow the incoming Si
source to lead to the formation of the SiNW [61]. Thus, we see that there are two
key things in this process.

(1) The metal nanotemplate.
(2) Flux of a conducive Si source.

A large number of reports exist on the development of the metal nanotemplate
with a variety of metals [62–64].

The actual process temperature for the formation of SiNWs is decided by the two
participating elements, namely the template metal and the source. This is because
the VLS involves the formation of the melt at the eutectic temperature between Si
and the metal and subsequent segregation of excess Si in the form of the nanowire
(Fig. 13). An alloy of 19% Au and Si% has a melting point of 363 °C. Thus, if
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Fig. 13 Cartoon showing the VLS mechanism of silicon nanowire growth with silicon flux.
(Reproduced from Soam [69])

silicon atoms are supplied to Au heated to greater than 363 °C it will yield a melt
of AuSi alloy. Any additional Si supply leads to the nanowire formation [62–64].
In order to explore the formation of SiNWs at lower temperatures, we used Sn for
the metal nanotemplate. Here one more interesting aspect of SiNW growth is to be
considered and that is that the SiNW’s diameter is closely correlated to the size of
the Sn nanotemplate. Thus, the first task is to form the desired Sn nano template. For
this, we used the HWCVD process. As we were aware that the hot wire produces
a large amount of atomic hydrogen, we utilized this atomic hydrogen to convert a
thin Sn film into an Sn nanotemplate as follows. A thin film of approximately 10 nm
thickness is deposited on a glass substrate by resistive evaporation. This film is then
transferred to the HWCVD chamber and was exposed to atomic H generated by the
filament which was heated to 1600 °C for 10 min at a temperature of 200 °C. It is
to be noted that the above parameters i.e. the thickness of the initial film, substrate
temperature and treatment time affect the nanotemplate size. Thus, we obtain a Sn
nanoparticle size from 25 nm to 100 nm. Once the Sn nanotemplate is formed we
introduce SiH4 gas over the heated filament. The SiH4 gas is dissociated and the Si
radical reaches the substrate coated with Sn nanoparticles which is maintained at a
temperature between 200 and 350 °C. Subsequently, the Si flux forms the SiSn melt
and with continuous Si reaching the substrate the SiNWs start to grow. Figure 14
shows the flowchart of the entire process of synthesizing the nanowires.

Figure 15 depicts the Sn nanotemplate which has been formed for a Sn film under
two different process parameters. In Fig. 16, we show the SiNWs synthesized at
200 °C which shows a noodle-like morphology.

However, the morphology is controlled by the process conditions and in Fig. 17,
we show SiNWs grown at another set of conditions. In this case, a low pressure was
maintained so that the silicon flux is lowered. Under these conditions, we see that
the SiNWs are straight grass-like in nature. Hence, we see that the SiNWs are well
aligned vertically to the substrate.
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Fig. 14 Flowchart for the growth of silicon nanowires by the HWCVP

Fig. 15 SEM images of Sn films after H treatment at 200 °C for a 1 min and b 10 min

There are some interesting features of these SiNWs. They are tapered as we go
towards the end away from the substrate. In order to investigate further, we studied
the TEM micrograph of the SiNWs. Figure 18 shows a TEM of a tapered nanowire.

In Fig. 19,we show theHRTEMof a single nanowire. In this, we see that the SiNW
has a core–shell structure. The core is c-Si and the diameter of the core matches well
with the dimension of the Sn nanoparticle. On the periphery, we see a-Si:H being
deposited which gives the tapered shape to the nanowire. Thus, we have a SiNW
with having c-Si core/amorphous silicon shall structure. This composite nature of
the SiNW microstructure has some interesting implications in their application as
rechargeable battery electrodes as has been seen in one of our other studies [65]. As
was seen the SiNWshaving core/shellmicrostructure showgood battery performance
in terms of charging/discharging and capacity.
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Fig. 16 SEM image of SiNWs synthesized at 200 °C by HWCVD. (Reproduced from Soam et al.
[70])

Fig. 17 SiNWs grown at low pressure. (Reproduced from Soam et al. [68])

1.4 Micro-supercapacitor on Chip

The other successful application of the HWCVP-grown SiNWs is the on-chip
supercapacitor. After demonstrating that the SiNWs are potential candidates for
supercapacitor applications [66, 67], we explored the same to fabricate a micro-
supercapacitor on crystalline silicon [68]. The idea was to develop an onboard small
storage device that could be used in applications where quick power delivery is
required, e.g. signal generated by a sensor to be transferred to a receiver placed
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100 nm100 nm

Fig. 18 TEM image of single-tapered nanowire. (Reproduced from Soam et al. [68])

Fig. 19 HRTEM image of a single nanowire exhibiting amorphous shell crystalline core structure.
(Reproduced from Soam [69])
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Fig. 20 Full process of growing SiNWs on a silicon wafer. (Reproduced from Soam et al. [68])

away. Such applications are key for the internet of things (IoT) technology. Since the
HWCVP growth of SiNWs is at low temperature and can be made locally on silicon
wafers, it is compatible with the VLSI process and could be easily implemented.
In order to realize the micro-supercapacitor, the following process sequence was
adopted.

A standard silicon wafer p-type <100>, 5–10 � cm resistivity was cleaned using
an established cleaning process and an amorphous silicon nitride film (a-SiN:H) was
deposited by the HWCVD to provide an insulating isolation layer for the electrical
contacts. Then an aluminium (Al) layer was deposited in the form of a comb-like
pattern through a physical mask as shown in Fig. 20.

After that, a thin film of Sn catalyst was deposited on the Al pattern using the same
mask. Here it should be mentioned that the Al finger pattern serves as the current
collector. The Sn film which is exactly on the Al pattern is then processed to form
the Sn nanotemplates and subsequently SiNWs are grown by the process described
earlier. The final device structure is shown in Fig. 21 along with the dimensions.

Thus,we have the SiNWsgrown exactly on theAl contact pads.Nowan ionic elec-
trolyte, namely 1-Ethyl-3-Methylimidozalium bis (Trifluoromethylsulfonyl) imide
was filled between the electrodes which form the supercapacitor.

Figures 22a, b shows the performance of the device in terms of its charge retention
after 1000 cycles. It is clear that the performance of the device is quite good with a
specific capacitance of 38 µF/cm2 and a power density of ~108 µW/cm2, though a
bit lower when compared to devices on SS substrates.
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Fig. 21 Digital photographofSINWs-basedmicro-supercapacitor and its dimensions. (Reproduced
from Soam et al. [68])

Fig. 22 a Cycle stability for SiNWs. The cycle stability was measured by repeating the CV curves
for 1000 cycles at a scan rate of 100 mV/s and the voltage was fixed to 0.5 V, b the CV curves for
the first cycle and after 1000 cycles. (Reproduced from Soam et al. [68])

Further improvement can be made in these devices by getting better quality
SiNWs with a larger surface area. Hence, one can say that the HWCVP offers a
low-temperature recipe to deposit SiNWs on any type of substrate as it enables the
nanowires to grow at low temperatures.

1.5 Conclusion

Over the years, the HWCVD technique for deposition of silicon-based thin films
and nanostructures has been studied widely and it now seems that it has gained the
confidence of getting leapfrogged to industrial scale. The simplicity of the process
of deposition makes this technique more acceptable compared to other conventional
techniques. It also offers a lot of potential to carry out surface nanoengineering since
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it can produce active radicals very efficiently. Its scope of application would further
get extended to newer material systems like graphene or boron nitride in the coming
years.

Acknowledgments The work reported in this article has been contributed by the following
researchers in my group, namely Dr. Nagsen Meshram, Dr. Ankur Soam, Dr. Mohit Agarwal and
Dr. Nilesh Wadibhasme. The work was carried out with financial support from MNRE and DST,
Govt. of India under various schemes.

References

1. H. Matsumura, Study on catalytic chemical vapor deposition method to prepare hydrogenated
amorphous silicon. Appl. Phys. 65, 4402 (1989)

2. H. Wiesmann, A.K. Ghosh, T. McMohan, M. Srongin, a-Si: H produced by high-temperature
thermal decomposition of silane. J. Appl. Phy. 50, 3754 (1979)

3. J. Doyle, R. Robertson,G.H. Lin,M.Z.He,A.Gallagher, Production of high-quality amorphous
silicon films by evaporative silane surface decomposition. J. Appl. Phys. 64, 3215 (1988)

4. H. Matsumura, Catalytic chemical vapor deposition (CLT-CVD)Method to obtain high quality
amorphous silicon alloys, inAmorphous Silicon Technology, ed. by A.Madan,M.J. Thompson,
P.C. Taylor, P.G. LeComber, Y. Hamakawa, Materials Research Society Symp. Proc., vol. 118
(1988), p. 43

5. H. Matsumura, H. Tachibana, Amorphous silicon produced by a new thermal chemical vapor
deposition method using intermediate species SiF2., Appl. Phys. Lett. 47, 833 (1985)

6. A.H. Mahan, M. Vanecek, A Reduction in the Staebler-Wronski Effect Observed in Low H
Content a-Si: H Films Deposited by the Hot Wire Technique. AIP Conf. Proc. 234, 195 (1991)

7. A.H. Mahan, J. Carapella, B.P. Nelson, R.S. Crandall, I. Balberg, Deposition of device quality,
low h content amorphous silicon. J. Appl. Phys. 69, 6728 (1991)

8. P. Brogueira, J.P. Conde, S. Arekat, V. Chu, Amorphous and microcrystalline silicon films
deposited by hot-wire chemical vapor deposition at filament temperatures between 1500 and
1900 °C. J. Appl. Phys. 79, 8748 (1996)

9. K.F. Feenstra, R.E.I. Schropp, W.F. Van der Weg, Deposition of amorphous silicon films by
hot-wire chemical vapor deposition. J. Appl. Phys. 85, 6843 (1999)

10. M.R. Heintze, H.N. Zedlitz, Wanka, M.B. Schubert, Amorphous and microcrystalline silicon
by hot wire chemical vapor deposition. J. Appl. Phys. 79, 2699 (1996)

11. E.C. Molenbroek, deposition of hydrogenated amorphous silicon with the hot-wire technique,
Ph.D. thesis, University of Colorado (1995)

12. R.O. Dusane, S.R. Dusane, V.G. Bhide, S.T. Kshirsagar, hydrogenated microcrystalline silicon
films produced at low temperature by the hot wire deposition method. Appl. Phys. Lett. 63,
2201 (1993)

13. R.O. Dusane, Hot wire chemical vapor processing (HWCVP)—a prospective tool for VLSI.
Thin Solid Films 516, 779 (2008)

14. N. Meshram, A. Kumbhar, R.O. Dusane, Synthesis of silicon nanowires using tin catalyst by
hot wire chemical vapor processing. Mater. Res. Bull. 48, 2254 (2013)

15. A. Soam, N. Arya, A. Kumbhar, R. Dusane, Controlling the shell microstructure in a low-
temperature-grown SiNWs and correlating it to the performance of the SiNWs-based micro-
supercapacitor. Appl. Nanosci. 6, 1159 (2016)

16. A. Kumbhar, S.B. Patil, S. Kumar, R. Lal, R.O. Dusane, Photoluminescent, wide-bandgap
a-Sic: H alloy films deposited by Cat-CVD using acetylene. Thin Solid Films 395, 244 (2001)



476 R. O. Dusane

17. S.K. Singh, A.A. Kumbhar, R.O. Dusane, W. Bock, Hot-wire chemical-vapor-deposited
nanometer range a-Sic:H diffusion barrier films for ultra large-scale-integrated application.
J. J. Vac. Sci. Technol. B24, 543 (2006)

18. B.P. Swain, R.O. Dusane, Effect of substrate temperature on HWCVD deposited a-SiC:H film.
Mater. Lett. 61, 4 (2007). https://www.sciencedirect.com/science/journal/0167577X/61/25731

19. P.C.Waghmare, S.B. Patil, A.A. Kumbhar, V.R. Rao, R.O. Dusane, Nitrogen dilution effects on
structural and electrical properties of hot-wire-deposited a-SiN: H films for deep-sub-micron
CMOS technologies. Thin Solid Films 430, 189 (2003)

20. R.E.I. Schropp, K.F. Feenstra, E.C. Molenbroek, H. Meiling, J.K. Rath, Device-quality poly-
crystalline and amorphous silicon films by hot-wire chemical vapor deposition. Philos. Mag.
B 76, 309 (1997)

21. P. Chaudhari, N. Meshram, A. Singh, A. Topkar, R. Dusane, Hot wire chemical vapour depo-
sition (HWCVD) of boron carbide thin films from ortho-carborane for neutron detection
application. Thin Solid Films 519, 4561 (2011)

22. S. Ramakrishna, R.O. Dusane, From a-C to nanographene by chemical nano-engineering.
Mater. Chem. Phys. 213, 177 (2018)

23. R.W. Collins, H. Fujiwara, Growth of hydrogenated amorphous silicon and its alloys. Curr.
Opin. Solid State Mater. Sci. 2, 417 (1997)

24. J.R. Abelson, Plasma deposition of hydrogenated amorphous silicon: studies of the growth
surface. Appl. Phys. A 56, 493 (1993)

25. B.A. Korevaar, G.J. Adriaenssens, A.H.M. Smets, W.H.M. Kessels, H.Z. Song, M.C. van de
Sanden, D.C. Schram, High hole drift mobility in a-Si: H deposited at high growth rates for
solar cell application. J. Non-Cryst. Solids 266–269, 380 (2000)

26. B. Rech, T. Roschek, J. Müller, S. Wieder, H. Wagner, Amorphous and microcrystalline
silicon solar cells prepared at high deposition rates using RF (13.56 MHz) plasma excitation
frequencies. Sol. Energy Mater. Sol. Cells 66, 267 (2001)

27. I. Roca, P. Cabarrocas, A. Fontcuberta, I. Morral, B. Kalache, S. Kasouit, microcrystalline
silicon thin films grown by PECVD, growth mechanisms and grain size control. Solid State
Phenom. 9, 257 (2003)

28. R. Carius, T. Merdzhanova, F. Finger, S. Klein, O. Vetterl, A comparison of microcrystalline
silicon prepared with plasma enhanced chemical vapor deposition and hot wire chemical vapor
deposition: electronic and device properties. J. Mater. Sci. Mater. Electron. 14, 625 (2002)

29. J.K. Rath, Micro and poly-crystalline silicon materials for thin film photovoltaic devices depo-
sition process and growth mechanism, in Photovoltaic and Photoactive Materials-Properties,
Technology and Application, NATO Science Series, vol. 280 (2002), p. 157

30. J. E. Bourée, in Seventh international conference on Hot-Wire CVD (Cat-CVD) process, Thin
Solid Films, 575, Ed. by Jean-Eric Bourée

31. C. Chittick, J.H. Alexander, H.F. Sterling, The preparation and properties of amorphous silicon.
J. Electrochem. Soc. 116, 77 (1969)

32. W.E. Spear, P.G. Le Comber, Electronic properties of substitutionally doped amorphous Si and
Ge. Phil. Mag. 33, 935 (1976)

33. D.E. Carlson, C.R. Wronski, amorphous silicon solar cell. Appl. Phys. Lett. 28, 671 (1976)
34. R.A. Street,Hydrogenated Amorphous Silicon (Cambridge University Press, New York, 1991)
35. W. Schüttauf, B. Niesen, L. Löfgren, M. Bonnet-Eymard, M. Stuckelberger, S. Hänni, M.

Boccard, G. Bugnon, M. Despeisse, F. Haug, F. Meillaud, C. Ballif, amorphous silicon-
germanium for triple and quadruple junction thin-film silicon based solar cells. Sol. Energy
Mater. Sol. Cells 133, 163 (2015)

36. S.Okamoto, E.Maruyama,A. Terakawa,W. Shinohara, S.Nakano,Y.Hishikawa,K.Wakisaka,
S. Kiyama, Towards large-area, high-efficiency a-Si/a-SiGe Tandem solar cells. Sol. Energy
Mater. Sol. Cells 66, 85 (2001)

37. J. Meier, E. Vallat-Sauvain, S. Dubail, U. Kroll, J. Dubail, S. Golay, L. Feitknecht, P. Torres, S.
Fay, D. Fischer, A. Shah, Microcrystalline/micromorph Silicon thin-film solar cells prepared
by VHF-GD technique. Sol. Energy Mater. Sol. Cells 66, 73 (2001)

https://www.sciencedirect.com/science/journal/0167577X/61/25731


HWCVD: A Potential Tool for Silicon-Based Thin Films … 477

38. O. Vetterl, F. Finge, R. Carius, P. Hapke, Houben, O. Klut, A. Lambertz, A. Muck, B. Rech,
H. Wagner, Intrinsic microcrystalline silicon: a new material for photovoltaics. Sol. Energy
Mater. Sol. Cells 62, 97 (2000)

39. A.V. Shah, J. Meier, E. Vallat-Sauvain, N. Wyrsch, U. Kroll, C. Droz, U. Graf, Material and
solar cell research in microcrystalline silicon. Sol. Energy Mater. Sol. Cells 78, 469 (2003)

40. A.V. Shah, H. Schade, M. Vanecek, J. Meier, E. Vallat-Sauvain, N. Wyrsch, U. Kroll, C.
Drozand, J. Bailat, Thin film solar cell technology. Prog. Photovolt: Res. Appl. 12, 113 (2004)

41. S. Adhikari, A thermodynamic and kinetic investigation of the HWCVD process, Ph.D. thesis
(IIT Bombay, 2013)

42. S. Kumar Soni, Study of HWCVD a-Si:H and microcrystalline thin films for application in
solar cells, Ph.D. thesis (IIT Bombay, 2013)

43. N. Wadibhasme, Synthesis and characterization of hydrogenated amorphous and microcrys-
talline thin films for solar cell application, Ph.D. thesis (IIT Bombay, 2016)

44. M. Vanecek, J. Kocka, J. Stuchlik, Z. Kozisek, O. Stika, A. Triska, Density of the gap states in
undoped and doped glow discharge a-Si:H. Sol. Energy Mater 8, 411 (1983)

45. J. Kocka, M. Vanecek, and A. Triska, in Amorphous Silicon and Related Materials, ed. H.
Fritzsche (World Scientific Publishing Company, 1988), p. 297

46. A. Poruba, A. Fejfar, Z. Remes, J. Springer, M. Vane, J. Kocka, Optical absorption and light
scattering in microcrystalline silicon thin films and solar cells. J. Appl. Phys. 88, 1 (2000)

47. C. Main, S. Reynolds, I. Zrinscak, A. Merazga, Determination of defect densities by constant
photocurrent method—comparison of AC and DC methods. Mat. Res. Soc. Symp. Proc. 762,
A19 (2003)

48. P. Alpuim, V. Chu, J.P. Conde, Amorphous and microcrystalline silicon films grown at low
temperatures by radio-frequency and hot-wire chemical vapor deposition. J. Appl. Phys. 86,
3812 (1999)

49. T.H.Wang, E. Iwaniczko, M.R. Page, D.H. Levi, Y. Yan, V. Yelundur, H.M. Branz, A. Rohatgi,
Q. Wang, Effective interfaces in silicon heterojunction solar cells, in Conference Record of the
IEEE Photovoltaic Specialists Conference (2005), p. 955

50. M. Tanaka, M. Taguchi, T. Matsuyama, T. Sawada, S. Tsuda, S. Nakano, H. Hanafusa,
Y. Kuwano, Development of new a-Si/c-Si heterojunction solar cells: ACJ-HIT (artificially
constructed junction-heterojunction with intrinsic thin layer). Jpn. J. Appl. Phys., Part 1:
Regular Papers Short Notes Rev., 3518 (1992)

51. E. Centurioni, D. Iencinella, R. Rizzoli, F. Zignani, Silicon Heterojunction Solar Cell: A New
Buffer Layer Concept with Low-Temperature Epitaxial Silicon. IEEE Trans. Electron Devices
51, 1818 (2004)

52. H. Fujiwara, M. Kondo, Impact of epitaxial growth at the heterointerface of a-Si:H/c-Si solar
cells. Appl. Phys. Lett. 90, 013503 (2007)

53. Mohit Agarwal, Abhijeet Pawar, NileshWadibhasme, Rajiv Dusane, Controlling the c-Si/a-Si:
H interface in silicon heterojunction solar cells fabricated by HWCVD. Sol. Energy 144, 417
(2017)

54. R.S. Wagner, W.C. Ellis, Vapor-liquid-solid mechanism of single crystal growth. Appl. Phys.
Lett. 4, 89 (1964)

55. J.W. Choi, J.M. Donough, S. Jeong, J.S. Yoo, C.K. Chan, Y. Cui, Stepwise nanopore evolution
in one-dimensional nanostructures. Nano Lett. 10, 1409 (2010)

56. F. Thissandier, A.L. Comte, O. Crosnier, P. Gentile, G. Bidan, E. Hadji, T. Brousse, S.
Sadki, highly doped silicon nanowires based electrodes for micro electrochemical capacitor
applications. Electrochem. Commun. 25, 109 (2012)

57. F. Thissandier, N. Pauc, T. Brousse, P. Gentile, S. Sadki, Micro ultra-capacitors with highly
doped silicon nanowires electrodes. Nanoscale Res. Lett. 8, 1 (2013)

58. Y. Cui, C.M. Lieber, Functional nanoscale electronic devices assembled using silicon nanowire
building blocks. Science 291, 551 (2001)

59. B. Tian, X. Zheng, T.J. Kempa, Y. Fang, N. Yu, G. Yu, J. Huang, C.M. Lieber, coaxial silicon
nanowires as solar cells and nanoelectronic power sources. Nature 449, 885 (2007)



478 R. O. Dusane

60. Y. Yang, M.T. McDowell, A. Jackson, J.J. Cha, S.S. Hong, Y. Cui, New nanostructured
Li2S/silicon rechargeable battery with high specific energy. Nano Lett. 10, 1486 (2010)

61. E.I. Givargizov, Fundamental aspects of VLS growth. J. Cryst. Growth 31, 20 (1975)
62. M. Jeon, H. Uchiyama, K. Kamisako, Characterization of tin-catalysed silicon nanowires

synthesized by the hydrogen radical-assisted deposition method. Mater. Lett. 63, 246 (2009)
63. Y.J. Xing, D.P. Yu, Z.H. Xi, Z.Q. Xue, Silicon nanowires grown from Au-coated Si substrate.

Appl. Phys. A 76, 551 (2003)
64. H. Uchiyama, M. Jeon, Y. Tomitsuka, K. Maishigi, K. Kamisako, Effect of hydrogen radical

treatment and synthesis of Sn-catalysed silicon nanowires at various growth conditions, e-J.
Surf. Sci. Nanotech. 7, 708 (2009)

65. N.P. Meshram, A. Kumbhar, R.O. Dusane, Silicon nanowire growth on glass substrates using
hot wire chemical vapour deposition. Thin Solid Films 519, 4609 (2011)

66. V. Schmidt, J.V. Wittemann, U. Gösele, Growth, thermodynamics, and electrical properties of
silicon nanowires. Chem. Rev. 110, 361 (2010)

67. W. Park, G. Zheng, X. Jiang, B. Tian, C.M. Leiber, Synthesis of millimeter-long silicon
nanowires with uniform electronic properties. Nano Lett. 8, 3004 (2008)

68. M.K. Jangid, A.S. Lakhnot, A. Vemulapally, F.J. Sonia, R.O. Dusane, A. Mukhopadhyay,
crystalline core/amorphous shell structured silicon nanowires offer size and structure dependent
reversible Na-storage. J. Mater. Chem. A 6, 3422 (2018)

69. A. Soam, Development of silicon nanowire technology for supercapacitor application, Ph.D.
thesis (IIT Bombay, 2017)

70. A. Soam, N. Arya, A. Singh, R. Dusane, Fabrication of silicon nanowires based on-chip micro-
supercapacitor. Chem. Phys. Lett. 678, 46 (2017)



Role of Ultrathin Electron Transport
Layers in Performance of Dye-Sensitized
and Perovskite Solar Cells

Vibha Saxena

Abstract Dye-sensitized solar cells (DSCs) and perovskite solar cells (PSCs), are
emerging and promising technologies amongst third-generation solar cells. Recent
breakthroughs in achieving a record efficiency of 11.7% in solid DSCs at 1 sun
and 32% at 1,000 lx surpass even the performance of conventional crystalline solar
cells. In the context of PSCs, recent developments of new methodologies and mate-
rials are promising for achieving high efficiency as well as stability. Charge extrac-
tion layers, viz. electron (ETLs) and hole transport (HTLs) layers are important
constituents of high efficient DSCs and PSCs. These layers aid in the transport
of charges selectively whilst block their counterparts for an efficient solar cell. In
general, 100-nm-thick TiO2 is employed to fabricate DSCs and PSCs using conven-
tional methods, such as spin cast, spray pyrolysis and chemical bath deposition.
A thinner and compact charge extraction layer (<50 nm) is desirable to reduce
the series resistance and improve the transmittance and thereby the device effi-
ciency. This chapter describes basic concepts underlying the role of ETLs in the
device DSCs/PSCs. The basic principle andmerits of deposition processes to prepare
ultrathin films for PSCs/DSCs are discussed in detail in this chapter. Further, ultra-
thin ETLs prepared by different methods have been reviewed. Future directions
to explore unconventional scalable and simpler technologies in the emerging field
of DSCs/PSCs are discussed from the point of view of commercialization and
fundamental research.

1 Introduction

Crystalline silicon-based solar cells represent promising renewable alternatives to
fossil fuels and currently, wafer-based crystalline Si solar modules dominate more
than 90% of the photovoltaic (PV) market [1]. Third-generation solar cells, such as
bulk-heterojunction PV, dye-sensitized solar cells (DSCs) and perovskite solar cells
(PSCs), represent new concepts and technologies, aiming for high efficient modules
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at substantially low cost. Amongst these technologies, DSCs are very promising
PVs due to low cost, non-toxic and earth-abundant materials, simple fabrication
techniques, performance under real outdoor conditions, and non-requirement of
vacuum technologies. Though the highest power conversion efficiency (PCE) in
DSCs reported so far has not gone beyond 14% at lab scale [2] and 10% in the
module under 1 sun irradiation, accelerated lifetime tests with high durability effi-
ciencies [3] and best efficiency at low light intensity have continued the research in
this area.

A typical liquid electrolyte based DSC consists of a sandwich-type structure of
a dye-sensitized TiO2 (Dye-TiO2) and a platinized counter electrode filled with a
redox electrolyte between these electrodes and have long been considered as poten-
tial candidates for cheap, sustainable energy production. Long-term stability issue
of liquid-based DSCs paved the path for solid-state DSC (sDSC), where liquid elec-
trolyte is replacedwith a hole transporting layer (HTL). However, sDSC did not show
high efficiency as achieved in liquid electrolyte based DSCs, reaching a maximum of
7.2%PCEwith customized dyes andHTL [4]. Nevertheless, a recent breakthrough in
achieving record efficiency of 11.7% at 1 sun irradiation so far in sDSC [5] and 32%
at 1,000 lx is particularly promising in terms of stability and efficiency at low light
intensity [6]. On the other hand, with perovskites sensitized mesoporous TiO2 (m-
TiO2) anode, the sDSC have started to show high performances using conventional
sDSC architectures as a model system [7] and led to a paradigm shift in this field
with a maximum PCE of 20.5% (in >1 cm2 device area) and record National Renew-
able Energy Laboratory (NREL)-certified PCE ~25.2% by KRICT/MIT recently
[8]. Though PSCs emerged from the DSC architecture containing the perovskite as
sensitizer and gave high efficiency, planar-type architectures were also explored [9].
Figure 1 represents the various architectures adopted so far for PSCs together with
liquid electrolyte based DSC and sDSC. Despite the difference in architectures in

Fig. 1 The device architectures of the a liquid-based DSC b sDSC, mesoporous c PSC with ETL
and HTL; and d PSC without ETL, Planar e normal PSC with ETL and HTL, f Inverted PSC
with ETL and HTL; g normal PSC without ETL; and h normal PSC without HTL; Planar PSCs
can be classified as normal and inverted structures depending on which transport (electron/hole)
layer (ETL/HTL) is encountered by incident light first
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Fig. 2 Charge-transfer processes in DSC/PSC solar cells. The valence band energy (VBE) and
the conduction band edge (CBE) of the absorber (dye-sensitized m-TiO2/perovskite) lie below the
HOMO level of HTL and above the CBE of ETL. The CB of widely used TiO2 as ETL lies at
−4.2 eV, and the HOMO of spiro-OMeTAD is at −5.22 eV

both types, the working mechanism in these devices can be divided into four basic
phenomena as follows and is illustrated in Fig. 2.

(i) Light absorption: The light is absorbed by the dye (or perovskite layer) and
exciton is formed as shown by (1) in Fig. 2.

(ii) Charge separation: The exciton is then separated due to kinetics in DSCs or
due to the electric field in perovskite.

(iii) Charge transport: The charge is transported through the mesoporous structure
of TiO2 (or perovskite). Processes (ii) and (iii) are indicated by (2) and (3) in
Fig. 2.

(iv) Charge Collection: Finally the charge is collected by the respective electrodes.

As illustrated in the figure, for an efficient solar cell, one of the important factors is
the charge extraction layer having proper energetic levels in such a way that charges
are transported selectively whilst blocking their counterpart. The carrier recombi-
nation of electron (or hole) with hole (or electron) is at the transport layer/absorber
interfaces; as shown by (5) and (6) in Fig. 2 and/or due to direct contact between TiO2

and HTL (shown by (7) in Fig. 2). These charge extraction layers called as electron-
transport layers (ETLs) and HTLs eventually lead to reduced recombination losses
and aid in increasing the open-circuit voltage (VOC) and fill factor (FF) of the device
and thereby the efficiency. The ETL (also called compact or blocking layer, BL) have
been studied extensively in DSCs, however, little research has been carried out for
the perovskite solar cells. Though several researchers reported a PCE of more than
13% for ETL-free devices, the presence of an ETL is essential for a highly efficient
and reproducible device, and therefore the choice of ETL/scaffold (only ETL in case
of inverted PSCs) for PSC/DSC is vital. An optimum thickness of 100 nm c-TiO2

film deposited by conventional techniques such as spray pyrolysis and spin coating
was used to fabricate sDSCs [10, 11] and PSCs [12, 13]. However, a thinner compact
charge extraction layer (50 nm) will result in reduced series resistance and improved
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transmittance and therefore subsequently improve the short-circuit current density
(JSC) and PCE in PSCs [14] and DSCs [15]. Therefore, it is essential to explore
other deposition techniques, such as atomic layer deposition (ALD), electrochem-
ical deposition, sputtering and thermal oxidation, in contrast to conventional solution
process techniques (i.e. spin coating, spray pyrolysis) to prepare homogeneous and
pinhole-free layers of very low thicknesses. Several reviews have been reported on
the use of ETLs in PSCs/DSCs research. In this review, we focus on research carried
out using ultrathin ETL (thickness <50 nm) in the field of PSCs and DSCs.

2 Requirement of the Material

An ideal ETL should be able to fulfil the following general criterion before being
employed to fabricate PSCs/DSCs:

(i) Energy levels and band gap:
The LUMO (lowest unoccupied molecular orbital) energy level of ETL should
match the CBE of the absorber (Dye-TiO2/perovskite) to facilitate electron
transfer and block the hole transport as well as to enhance the built-in poten-
tial. Further, a wide band gap material is required so as to get (a) high trans-
parency for efficient light absorption by absorber layer (b) good anti-reflection
to minimize light scattering and reflection.
In addition to this, the research has also been carried out to extend the trans-
parency of the material up to UV, which plays a significant role in device
stability when operated in outdoor conditions such as higher altitudes and
deep space. It is reported that under UV radiation, the oxygen vacancies of
TiO2 reacts with photogenerated holes in TiO2 producing deep traps for charge
recombination and lead to device performance degradation [16].

(ii) Morphology:
A pinhole-free and dense compact layer is essential before incorporating the
device fabrication. Other than this, the difference in morphologies of ETL
have played an insignificant role in the device performance improvement [17].
Nevertheless, in some cases, the unique morphology of the TiO2 nanosheets
(TNS) had contributed to the hysteresis effect reduction, and therefore it is
found to be important for the overall improvement in device performance
[18, 19].

(iii) Transport properties:
Ideally, theETLshould have excellent electrical properties in order tomaximize
the charge collection and to minimize the series resistance of the device. This
can be achieved via—(a) Increasing the conductivity by preparing thin films
of materials with high mobility and/or high carrier concentration as well as
reducing the ETL thickness while processing.
(b) Using interfacial modification, additives or dopants.
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Table 1 Electron mobility, conductivity and carrier concentration of some organic/inorganic ETL
materials used in PSCs/DSCs

Material Carrier concentration
(cm3)

Conductivity
(S/cm)

Mobility (cm2/Vs) Reference

IC60BA – 6.5 × 10−5 6.9 × 10−3 Liang et al. [20]

PCBM – 3.2 × 10−4 6.1 × 10−2

C60 – 2.4 × 10−3 1.6

TiO2 – 1.7 × 10−2 1.9 × 10−4 Saito et al. [21]

ZnO 12.5 × 1018 1.2 15 Bellingeri et al. [22]

Zn2SnO4 1018–1019 – 20 Coutts et al. [23]

CdS 4.1 × 1016 0.68 4.6 Ahmed et al. [24]

SnO2 – 9.3 × 10−5 9 Kuang et al. [25]

WO3 – 0.034 10 Ali et al. [26]

a-Nb2O5 6.18 × 1018 2.053 × 10−5 20.73 Ling et al. [27]

a-Nb2O5 4.076 × 1018 1.748 × 10−5 26.77

(c) Reducing the oxygen vacancies in materials which may act as deep traps
for charge recombination.

Table 1 represents the charge transport properties of themostwidely usedmaterials
for ETL in PSCs/DSCs.

(iv) Thickness:
The thickness of the ETLs has to be optimized to get efficient device perfor-
mance. An increase in the thickness of the layer will result in reduced electrons
transport from the Dye-TiO2/perovskite layer to the FTO. However, a thin ETL
may not cover the FTO effectively, and therefore will result in charge recom-
bination with oxidized dye or perovskite layer. An optimum ETL thickness is
a fine balance between hole-blocking behaviour and carrier transport property:
full coverage at the cost of increased BL thickness will increase hole-blocking
ability but result in carrier transport loss. Depending on the preparationmethod,
the thickness of the ETL has to be optimized to get the best device performance.

(v) Structure:
In conventional methods, a polycrystalline anatase TiO2 film was prepared as
ETL for the fabrication of DSC/PSCs owing to better charge transport prop-
erties; lower electron traps density and enhanced transmittance. Amorphous
TiO2 were not employed as ETL in DSCs/PSCs. Recently, an ultrathin (8 nm)
amorphous metal oxide along with brookite TiO2 enormously enhanced photo-
voltaic efficiency to 21.6% along with high VOC and FF up to 1.18 V and 0.83,
respectively [28], owing to outstanding wettability of amorphous TiO2 against
perovskite solution which reduces the interfacial resistance between TiO2 and
perovskite layer. Therefore, the structures of the prepared material need to be
investigated before employing in PSCs/DSCs.

(vi) Compatibility and stability:
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Fig. 3 Energy-level diagram for widely used organic and inorganic materials for ETL in DSCs and
PSCs

In order to minimize the degradation owing to moisture and oxygen on
PSCs/DSSCs, the research aimed at improving the intrinsic stability of
perovskite solar cells. In case of inverted PSCs, ETL is deposited on top of the
perovskite layer and thereby acts to protect the underneath layer from oxygen
and moisture as well as solvents in the deposition process [29]. Fullerene-
based molecules such as C60 and [6] -phenyl-C61-butyric acid methyl ester
C60 (PCBM) have better charge extraction properties than metal oxides and
have been widely used as ETL in inverted PSCs. A thin ETL was found to
minimize the density of defects as well as overall charge collection at the
perovskite/ETL interface, and therefore reduced the charge recombination at
the perovskite/ETL interface [30, 31]. Similar findings were obtained for inor-
ganicmaterials, such asNiO, TiO2 andZnO [32]. Figure 3 represents the energy
level diagram of organic and inorganic ETLs used in the PSCs and DSCs.

3 Deposition Techniques

Many of the parameters discussed above such as morphology, transport properties
and compatibility of compact TiO2 depend on the fabrication methods, which in
turn determines the thickness and roughness of the ETL. The fluorine-doped (FTO)
and indium-doped tin oxide (ITO) substrates are invariably used as a transparent
conducting oxide in both PSCs and DSCs. Since commercially available FTO/ITO
has rough surfaces of about 20–30 nm, it is difficult to prepare the deposition of
thin film having ideal ETL properties [18]. Most widely used solution-processable
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methods such as spin coating and spray pyrolysis often result in thicker films in
order to get continuous and full coverage, and therefore result in enhanced internal
resistance of the device and in turn the photovoltaic properties. In order to improve
JSC, and therefore the PCE of PSC/DSSC devices, suitable deposition techniques that
enable pinhole-free and very thin ETL is essential. The adopted deposition methods
for ETL in PSCs/DSCs are summarized in Table 2 and discussed below.

3.1 Solution-Processable Techniques

As stated above, solution-processable techniques such as spin coating and spray
pyrolysis have been utilized to prepare continuous and uniform ETL films for
DSCs/PSCs. However, these methods result in thick films ~100 nm to achieve
optimum device efficiency. Nevertheless, there are a few reports of using spin coating
for thinner layer (<50 nm) for ETL preparation and the results are discussed in the
following sections.

3.1.1 Spin Coating

Spin coating is a very simple solution-based method, where the precursor of the
desired material is spun on the substrate at suitable rpm (Fig. 4). This method is most
widely used to deposit thin layers of inorganic and organicmaterials in the application
of solar cells [33]. As stated earlier, the deposition of very thin ETL on FTO is limited
due to its surface roughness. In addition, the deposition of very thin ETL results in the
formation of a pinhole in the layer, which led to pathways for recombination in the
DSCs and PSCs. The optimum thickness reported for achieving high performance
in PSC and DSC is 65 nm [14] and 100 nm [11], respectively. Nevertheless, spin
coating has been used to deposit a thin and smooth layer in DSCs and inverted PSCs.

Tanvi et al. optimized a very thin spin-coated TiO2 layer and estimated the
blocking behaviour of the prepared ETL as a function of thickness [34]. The blocking
behaviour of the prepared filmswas estimated by recording the cyclic voltammogram
(CV). The observed cathodic peak current intensity (IP) in the CV is related to the
reacting area of the electrode (A) according to the Randles–Sevcik equation:

IP = kn3/2AcD1/2υ1/2

where n is the number of electrons transferred in the redox couple, ν is the scan rate,
D is the diffusion coefficient, c is the redox species concentration and k is the rate
constant.

Since all parameters in the above equation are constant, covering the FTO surface
with anETLwill decrease the reaction area for the redox couple and thereby result in a
reduced IP. Thus, the ratio of IP at FTO and ETL can be taken to estimate the surface
coverage by ETL, and therefore the blocking effect. Figure 5 shows the blocking
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Table 2 Performance of DSCs and PSCs (referred by superscript D and P in the last column) using
various ETLs deposited by different methods

Material VOC JSC FF Control Cell
PCE (%)

PCE (%) Deposition
method

Reference

TiO2 0.77 12.2 56 3.5 5.2 Spin coating Tanvi et al.
[34]D

0.9 22.6 51.9 – 13.8 Vivo et al.
[37]P

1.1 22.6 78.2 14.1 19.4 Shen et al.
[38]P

Brookite
TiO2

1 20.6 70 12.1 14.42 Kogo et al.
[36]P

Amorphous
TiO2

1.14 22.5 79 13.2 20.2 Kogo et al.
[28]

TiO2 QD 1.11 21 76.6 14.4 17.9 Tao et al.
[30]P

SnO2 1.014 21.24 65.9 – 14.2 Abulikemu
et al. [41]P

C60 0.97 20.2 82 – 16 Chiang and
Wu [43]P

V2O5 0.83 16.91 68.1 8.7 9.56 CBD Elbohy et al.
[49]D

Rutile TiO2 1.11 17.41 65.6 – 13.03 Yella et al.
[51]P

TiO2 1.00 19.16 59 – 11.18 Liang et al.
[52]P

SnO2 1.18 22.37 77 20.46 Anaraki et al.
[54]P

TiO2 5.32 0.78 75 1.68 3.12 RF
sputtering

Braga et al.
[56]D

1.00 18.8 66 0.3 12.4 Kogo et al.
[60]P

0.65 11.88 56 3 4.27 RF
magnetron

Abdullah and
Rusop [61]D

1.09 21.97 63 7.6 15.07 Ke et al. [58]P

1.09 20.6 54 4.3 12.1 Chen et al.
[65]P

Nb2O5 0.71 9.32 68 3.5 4.5 Xia et al.
[57]D

1.04 22.9 72 17.1 Ling et al.
[27]P

(continued)
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Table 2 (continued)

Material VOC JSC FF Control Cell
PCE (%)

PCE (%) Deposition
method

Reference

TiO2 1.036 23.13 67.87 12.19 15.76 DC
magnetron

Huang et al.
[59]P

0.96 18.57 49 – 8.7 Pulsated DC
magnetron
reactive

Rajmohan
et al. [66]P

0.762 13.95 72 – 7.65 RF reactive
magnetron

Chang et al.
[62]D

1.108 20.77 60 3.04 15.88 Mali et al.
[67]P

0.729 13.51 57 4.37 5.57 ICP-assisted
DC
magnetron

Kim et al.
[64]D

C60 1.03 18.6 77.7 – 14.9 Thermal
evaporation

Zha et al.
[70]P

0.92 21.07 80 – 15.44 Liang et al.
[20]P

1.06 18.84 74.14 7.88 14.87 Ke et al. [71]P

1.1 24.04 76.4 – 20.2 Ahn et al.
[72]P

1.08 22.3 75.9 – 18.2 Liu et al.
[73]P

TiO2 1.016 22.35 68 – 15.4 Hwang and
Yong [74]PCdS 0.977 17.54 71 – 12.2

TiO2 0.63 16.80 50.7 2.82 5.38 ALD Li [et al. 85]D

HfO2 0.71 12.17 55.8 4.83

ZnO 0.74 9.67 65.8 2.9 4.68 Lu et al.
[86]D

TiO2 1.02 21 71.9 – 15.41 Shalan et al.
[87]P

0.90 19.5 47.75 – 8.40 Wu et al.
[79]P

0.858 14.1 70 9.8 8.4 Di Giacomo
et al. [90]P

1.04 22.8 76.9 16.4 18.3 Lv et al. [92]P

1.097 19.797 70.614 – 15.33 McCarthy
et al. [93]P

SnO2 1.13 21.56 76.93 – 19.03 Wang et al.
[80]P

1.14 21.3 0.74 – 18.4 Correa Baena
et al. [89]P

(continued)
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Table 2 (continued)

Material VOC JSC FF Control Cell
PCE (%)

PCE (%) Deposition
method

Reference

1.08 22.1 75 1.18 17.8 Kuang et al.
[25]P

1.13 22.67 78 19.83 20.03 Lee et al.
[94]P

ZnO 0.976 20.4 66 – 13.1 Dong et al.
[88]P

1.02 20.73 76.36 2.55 16.15 Chang et al.
[95]P

0.860 25.62 45.2 11.47 9.97 Kim et al.
[91]P

TiO2 0.74 15.76 69 7.73 8.04 ECD Wu et al.
[97]D

1.00 20.01 68 10.42 13.60 Su et al. [98]P

1.00 19.08 70.6 12.03 13.47 Du et al.
[99]P

1.06 20.05 70 12 15.2 Choi et al.
[100]P

SnO2 1.08 19.75 65 10.47 13.88 Chen et al.
[101]P

ZnO 0.91 22.6 52.9 – 10.91 Zhang et al.
[102]P

TiO2 0.71 16.48 58 6.94 7.98 EPD Li et al.
[103]D

TNS 0.922 18.5 54 9.4 Li et al. [18]P

TiO2 0.877 20.12 72.6 11.042 12.812 DC Hong et al.
[105]P

0.946 19.87 60 12.14 11.47 Huang et al.
[107]P

0.97 13.2 67 8.6 Masood et al.
[106]P

SnO2 0.842 10.55 72.7 5.51 6.46 Kim et al.
[64]D

ZnO 0.75 13.46 65.4 6.62 Chou et al.
[112]D

WO3 0.754 14.83 56.07 5.2 6.27 LB Prakash et al.
[111]D
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Fig. 5 a Cyclic voltammograms of prepared ETLs at a scan rate of 50 mV/s. The voltammogram
of FTO substrate is also shown and b blocking effect and; peak-to-peak separation (�E) of various
TiO2 ETLs

effect of prepared films using this method. Though thicker films (>15 nm) showed
goodblockingbehaviour, the device performancewas decreaseddespite goodoptical,
morphological and blocking properties. On the other hand, thin films ~10 nm resulted
in a significant improvement in VOC and JSC, and therefore device efficiency on
account of good optical and morphology properties, moderate blocking, enhanced
conductivity and more negative shift in the Fermi level are observed. However, for
PSCs it was observed that spin-coated TiO2 possesses many defects such as residual
organics and hydroxyl groups, thereby affecting the charge collection properties
[35]. A TiOx ETL deposited by spray pyrolysis along with mesoporous brookite
TiO2 was also used for PSC fabrication [36]. The presence of many hydroxyl groups
on the surface of brookite TiO2 nanoparticles provides an inter-particle connection
via dehydration reaction at 150 °C and thus results in a mesoporous layer and device
efficiency ~14.3%. When an ultrathin (8 nm) amorphous TiOx ETL was used along
with brookite TiO2, there was a significant enhancement in PCE [28]. The PSC
fabricated with TiOx/brookite TiO2 showed high PCE ~21.6% owing to high FF. A
study was carried out to compare the TiO2 (44-66 nm) produced by spin coating
of different precursors [37]. The highest PCE ~13.8% was achieved by replacing
the commonly used titanium isopropoxide (TTIP) blocking layer precursor with
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TiCl4. Further, the lifetime of the PSCs with TiCl4 as a compact layer precursor
is significant: 70% of the initial efficiency remained after 4 months of exposure to
ambient environment (25 °C, 15% humidity). This was attributed to lower roughness
and large crystallite size of prepared TiCL4 as compared with other precursors. It
was reported that the doping of TTIP precursor with TiCl4 results in conformal
coverage of the spin-coated film (40 nm) on the FTO substrate [38]. The conformal
TiO2 coverage aids in electron transfer and transport, and therefore result in PCE
~20% for 10% TiCl4 doped TiO2 ETL. In contrast to metal oxides, spin coating was
found to be useful to prepare pinhole-free compact layers of controlled thickness
using quantum dot (QD) materials such as PbS, CdS and CdSe [39]. Tu et al. utilized
crystallized TiO2 QDs to fabricate a pinhole-free and ultrathin compact layer for
PSCs by the spin-coating method [40]. The PSCs based on the TiO2 QD compact
layer offered high PCE of 16.97% as a result of small series resistance and the large
shunt resistance of the TiO2 QD layer. Recently, a facile low-temperature-solution-
based microwave-assisted SnO2 nanocrystals were synthesized for ETL in PSCs
[41]. High PCE of 14.2% was obtained due to high transparency and crystallinity.

Other than metal oxides, fullerene derivatives are potential materials for ETL
in PSCs. However, film thickness less than 55 nm could not be achieved for high-
performance devices due to the fact that in normal PSC meticulous control over
uniformity is required due to the fact that these materials dissolved easily in a non-
polar solvent like chlorobenzene or toluene,which is a common solvent for perovskite
layer [42]. However, a top thin layer of fullerene derivatives, TiO2 have been used by
taking advantage of relatively flat surface perovskite and to improve charge collection
and passivation [43, 44]. A relatively thin film of PCBM layer (~55 nm thick) was
spin coated on extremely uniform perovskite layers, to demonstrate the efficiency of
~14.1% for a single cell and 8.7% for the module [31]. Other deposition methods
were adopted to produce thinner PCBM layers and will be discussed in sections that
followed.

Despite being used widely in the fabrication of solution-processed thin films in
solar cells, this conventional technique has several drawbacks such as scaling up for
large-scale production, difficulty in controlling the thickness and has hardly been
used to produce thin layers <50 nm. Scalable technique such as spray pyrolysis often
results in thicker films except in a few cases and will not be discussed here [36, 45].

3.1.2 Chemical Bath Deposition (CBD)

CBD comprises a variety of routes for producing ETLs by immersing a substrate
in an aqueous precursor solution. The quality of the film can be controlled using
various parameters such as solution temperature, pH and concentration. The most
used ETLs prepared by the CBD technique were prepared via hydrolysis of TiCl4
resulting in an anatase phase of TiO2 after sintering. This method has been used both
as ETL and as post-treatment of m-TiO2 and has been found to result in improved JSC
in DSCs [46] and extended further to PSCs [47, 48]. Solution-processed passivation
of m-TiO2 with vanadium pentoxide (V2O5) was also used in DSCs. Significantly
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increased cell efficiency from 8.78 to 9.65% was obtained and was attributed to
high charge recombination resistance for V2O5-modified ETL as compared with that
withoutV2O5 in conventional cells [49]. Lee et al. reported that the rutile phase shows
outstanding morphological properties and acts both as an effective electron collector
and a recombination blockade [50]. This method was extended further to deposit
ETL at low temperature [51]. High PCE ~12.80% was obtained due to a decrease in
the series resistance and a significant increase in the recombination resistance at the
interface of the TiO2/perovskite layer and TiO2/HTL layer. Recently, the CBD was
used to prepare ETL (20–310 nm) along with UV/O3 treatment in planar PSCs at
low temperature (<100 °C) [52]. It is found that the surface morphology of the TiO2

compact layer played a critical role in the device’s performance. For low thickness,
PCE was low due to incomplete coverage of the TiO2 layer on the FTO substrate.
Over 12% PCE was achieved when the thickness was increased to 60 nm as a result
of reduced current leakage and lower series resistance. A systematic investigation on
TiO2 ETL (25–50 nm thickness) prepared by commonly used methods was carried
out and their effects on the photovoltaic performance of PSCs were investigated
in detail [53]. The CBD method was found to be superior to other methods such
as spin coating, sol-gel coating, screen printing. The interconnectivity between the
TiO2 particles and the TiO2 coverage in the blocking layers is far higher for the ETL
prepared by CBD compared with all other studied methods, and therefore results in
high PCE ~12.80%. The approach was found to be useful in depositing other ETL
materials, SnO2 [54]. Highly efficient planar PSCs based on SnO2 ETL showed a
PCE close to 21% due to high selectivity and highest reported VOC so far ~1.214 V.
In addition to this, PSCs prepared showed great stability retaining more than 82%
of the initial efficiency over 60 h and a PCE of 20.7% and opens up a scalable and
inexpensive way to deposit high-quality SnO2 ETL for highly stable and efficient
PSCs.

3.2 Physical Vapour Deposition (PVD) Techniques

The thin-film deposition using PVD is obtained by changing the phase of thematerial
from solid to vapour phase by some means and converting this phase to a solid phase
on the desired substrate in order to coat. This method, in general, takes place under
vacuum or controlled atmospheric condition and have been used in the PSCs/DSCs
fabrication as discussed below.

3.2.1 Sputtering

Sputter deposition is a widely used technique to deposit thin and uniform films on
desired substrates. In this method, the source (target) material is ion-bombarded
resulting in a vapour due to the sputtering of the target material (Fig. 6). The target
can be powered in different ways, e.g. direct current (DC) for conductive targets,
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Fig. 6 Schematic of various methods used to sputtering ETL

radio frequency (RF) for non-conductive targets, in addition to various current and/or
voltage pulses to the target.

Thin films (5–15 nm) of TiO2 prepared by thermal oxidation of sputter-coated Ti
metal were studied thoroughly to be used as a barrier layer in DSC [55]. The results
showed a consistent influence of the thickness and structure of the TiO2 layers on
the DSC performance. The sputtering method produced a smooth compact TiO2 film
in contrast to non-uniform porous TiO2 film obtained by the conventional method
of TiCl4 treatment. To produce an alternative and reliable front contact for DSCs,
morphology and composition of a TiO2 blocking layer (1–5 nm) was studied using a
sputtered film of high average transmittance >90% [56]. The ultrathin blocking layer
of Ti oxide prevents charge recombination, and improves the overall performance.

Nb2O5 deposited by the sputtering method on FTO has been characterized by
scanning electron microscopy (SEM), CV and X-ray photoelectron spectroscopy.
Thin Nb2O5 films work as efficient ETL, by improving VOC and providing enhanced
PCE in DSCs [57]. Using RF sputtering in combination with a novel one-step
sintering process, TiO2 porousfilmover very thinTiO2 underlayerwas produced [58].
Improved PCE of 15.07%, as comparedwith that of spin-coated film, was achieved in
PSCs using this layer as a result of reduced interfacial resistances and were attributed
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to higher JSC and FF. Further, TiO2 films with various crystallinities were prepared
without any post-thermal treatments by DC magnetron sputtering. Partly crystalized
TiO2 having with 26.3% crystallinity showed the best device performance (15.76%)
as compared with amorphous TiO2 (13.3%) or anatase TiO2 (12.9%) [59]. Ultrathin
(8 nm) TiO2 ETL along with brookite m-TiO2 was also deposited using a low-
temperature (150 °C) sputtering for plastic solar cells [60]. The flexible perovskite
solar cells prepared exhibited a high PCE ~13.8%.

In order to get higher density plasma and increased deposition rates, sputter depo-
sition was combined with a magnetron source in which positive ions present in the
plasma of a magnetically enhanced glow discharge bombard the target. TiO2 film
deposited by RF magnetron sputtering was investigated for DSCs by varying layer
thickness (20–80 nm) [61]. The JSC increased when the ETL thickness increased
from 40 to 60 nm and was attributed to the lowering of sheet resistance and improve-
ment in the contact resistance between FTO and TiO2. Moreover, improvement in
the electron transport and mobility was obtained resulting in enhanced JSC and PCE
~6.77%. Further deposition by reactive sputtering of TiO2 was investigated using X-
ray diffraction, atomic force microscopy, SEM and UV–Vis spectroscopy in detail
[62]. As a result of good crystallinity and increased transmittance JSC, VOC and FF,
and therefore PCE increased to 7.65%. In contrast, ETL deposited by reactive DC
magnetron sputtering showed different results [63]. Elastic recoil detection anal-
ysis and optical measurement showed porosity in the sputtered films, however, good
blocking behaviour was observed for these films. A thin layer (~20 nm) improved the
FF without affecting other properties of the cell. Further, a low-temperature process
was developed by reactive inductively coupled plasma (ICP)-assisted DCmagnetron
sputtering without substrate heating [64]. The resulting ETL yielded a 47% improve-
ment in the PCE (~6.42%), thereby suggesting effective blocking behaviour of the
layer and may be useful for use in flexible devices. Additionally, sputtering was also
employed to prepare TiO2 of controlled thickness by varying deposition time [65].
The 15-min sputtered TiO2 film (~22 nm) based PSCs showed a PCE of 7.8% with
a Jsc ~ 16.1 mA/cm2, FF ~ 51% and VOC ~ 0.95 V. When the deposition time was
increased from 15 to 30 min., the JSC and PCE increased to 21.5 mA/cm2 and 12.1%,
respectively. This was attributed to the improved electron collection and effective
hole blocking by the TiO2 layer. Rajmohan et al. used reactive magnetron sputtering
for the fabrication of crystalline anatase TiO2 as ETL at a moderate temperature
(150 °C) [66]. The influence of block layer thickness on the photovoltaic perfor-
mance was investigated and a high performance of 8.7% PCEwas obtained for PSCs
with a 76-nm-thick TiO2 blocking layer. RFmagnetron sputteringwas also employed
to prepare compact TiO2 ETL for flexible PSCs [67]. MAPb(I1−xBrx)3-based flex-
ible perovskite solar cell showed 15.88% PCE due to extremely uniform (RMS:
7.114 nm) and crystalline perovskite absorbing layer formed on the ETL as well
as fast electron transport and reduced recombination as evident by high fill factor
(77%).

Other than TiO2, other semiconductingmaterials such as ZnO and SnO2 were also
investigated as ETLs for PSCs/DSCs. Intrinsic ZnO films (20–100 nm) prepared by
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sputtering, when inserted between the perovskite layer and FTO led to a large reduc-
tion of the recombination at this interface. Optimization of the ZnO layer together
with that of the perovskite deposition parameters led to PCE of 14.2% [19]. Further,
thismethod enabled the fabrication of a compact ZnO layer (40 nm) based on a highly
dense nanorod array [68]. Since the c-axis oriented ZnO nanorods were perpendic-
ular to the ITO substrate, electron transport was enhanced and therefore the JSC value
(22.4 mA cm2) and PCE (13.4%). In addition, when the thickness of the ZnO layer
increased from 40 to 160 nm, the performance of the devices changed very little
and was ascribed to uniform growth and high conductivity of magnetron sputtered
ZnO film. Room-temperature RF sputtered SnO2 film (20–80 nm) was demonstrated
as an alternative to TiO2 and ZnO as an effective and robust ETL for both rigid
and flexible PSCs [69]. Despite entire fabrication and characterization processes
being carried out in the ambient condition of humidity >65%, good PCE ~12.82 and
5.88% was observed for rigid glass and flexible substrates, respectively. In addition
to this, the compatibility of sputtered SnO2 with vapour-deposited perovskite films
was demonstrated via viability and repeatability of acquiring high-quality vapour-
deposited perovskite films with large grain sizes and smooth morphology in ambient
condition.

3.2.2 Thermal Evaporation

This technique was scarcely used in DSCs on account of the difficulty and thick-
ness of the prepared films. However, this method was used extensively to deposit
an ultrathin layer of compact C60 films, which is otherwise difficult to deposit by
solution-based methods due to the very low solubility of this molecule in common
solvents [20]. Efficientmetal oxide and annealing-free PSCswere realized by thermal
evaporation of both the fullerene C60 as the ETL and the perovskite as an absorber
[70]. An ultrathin C60 layer (5.5 nm) efficiently transfers the electrons and blocks the
holes due to the energy-level alignment between C60 and FTO electrodes. The C60

layer not only operates as ETL but also provides a proper contact with the perovskite
layer and improves the crystallinity of film and thereby led to high performance (PCE
~14.9%.). Further, the power conversion efficiency of 15.14% with VOC of 1.08 V
and FF ~ 74.51% measured under reverse voltage scanning was obtained for 50-
nm-thick C60 layer [71]. A 35-nm-thick C60 was prepared for normal structure and
found to work effectively as ETL [72]. Recently, it was observed that even ultrathin
vapour-depositedC60 (1 nm)works efficiently in an inverted structure PSC exhibiting
a PCE of 18.2% under 1-sun illumination with negligible hysteresis of photocurrent
[73].A systematic investigationwith a combination of spatially resolvedfluorescence
microscopy, impedance spectroscopy and electrical characterization revealed that the
role of C60 layer is to aid in electron extraction and collection. Further, when TiO2

ETL was substituted by 20 nm CdS layer deposited by thermal evaporation method,
the photostability of PSCs was improved significantly [74]. Despite slightly lower
PCE than that of PSC fabricated with TiO2, stability improved remarkably, main-
taining over 90%of the initial efficiency after the continuous sunlight illumination for
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12 h. In contrast, the TiO2 ETL based PSC retains only 18% of the initial efficiency
under the same condition. Further increment in CDS thickness, PCE decreased to
10.1%, due to extended length of electron pathways to the bottom FTO electrode,
and the decreased incident light to the perovskite layer.

3.2.3 Atomic Layer Deposition (ALD)

ALD has been used to prepare high-quality thin films of inorganic materials such as
oxides, nitrides, sulphides, as well as metals. In many deposition methods, reducing
the thickness often leads to non-uniform films with pinholes and cracks and thereby
to poor blocking behaviour and reduced VOC, FF. Since ALD deposition can be
controlled at the sub-nanometer level, deposition of dense and pinhole-free films
of thickness ranging from 4 to 15 nm can easily be reproduced. In a typical ALD
method, each cycle for the deposition contains four steps: (a) precursor pulse (b)
inert gas purge (c) oxidizing pulse followed by (d) inert gas purge (Fig. 7). When the
precursors have low chemical reactivity, a hold step is introduced after the precursor
pulse so as to trap the precursor in the reactor and to react with the surface-active
groups completely. Due to this cyclic surface-controlled growth, ALD inherently
offers precise thickness control and conformality over the porous structure and high
aspect ratio structures. This technique has been used to prepare blocking layers of
materials such as TiO2, ZnO, Nb2O5 [75], Ga2O3 [76], HfO2 [77], Al2O3 [78] to be
used in DSSCs initially and then extended to PSCs to deposit BLs of TiO2 [79, 80],
[81], MgO-TiO2 [82], Al2O3 [83], ZnO [84].

Metal oxide precursor                                         Oxidant 

(a) Precursor absorp on                                              (b)  Purge  

(d) Purge                                                       (c) Oxidant exposure   

Fig. 7 Schematic presentation of ALD cycle of a binary compound
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Li et al. deposited HfO2 and TiO2 blocking layers on nanowire surfaces for
DSCs via atomic layer deposition (ALD) [85]. They demonstrated that a 1.3nm-
thick compact TiO2 layer between ITO nanowires and the porous TiO2, avoids the
electron recombination and led to efficiency enhancement of more than 90% as
compared with sol-gel methods (e.g. TiCl4 treatment). Further, Wu et al. compared
the effect of nanoscale pinholes in TiO2 ETLs, prepared by ALD spin coating and
spray pyrolysis, on the device performance. Surface morphology and film resis-
tance studies show that ETL prepared using ALD contains a much lower density of
nanoscale pinholes than layers obtained by spin coating and spray pyrolysis methods,
and therefore enables a high PCE ~12.56% [79]. Similar to findings in DSSCs, the
surface states are suppressed by the deposition of a metal oxide, thereby leading to
improved efficiency [86]. ALD deposited ETLs were also employed in DSSCs/PScs
without any thermal post-treatment which is suitable for flexible devices. In order
to avoid pinholes generated upon thermal treatment during the device fabrication,
1–4-nm-thick TiO2 layer was deposited over the mesoporous structure, which could
prevent electron back reaction effectively, from FTO as well as TiO2 surface and
leading to a PCE 11.5% [47]. Shalan et al. deposited TiO2 without post-annealing
and optimized the thickness of an ETL film [87]. A systematic correlation between
the device performance and the surface roughness, conductivity of TiO2 film and
the rate of electron transfer was obtained. Best efficiency, 15.0%, was attained with
acceptable reproducibility and stability over a period of 500 h.

ALDmethod was also extended to explore other semiconductor materials such as
SnO2 [80], ZnO ETLs [88]. ZnO films deposited by ALD show high PCE of 13.1%
in perovskite solar cell fabricated with a single-step deposition of the perovskite
layer. Interestingly, CH3NH3PbI3 was formed at room temperature on the ZnO layer
using CH3NH3I and PbCl2 precursors, which is in contrast to the reported results
[88]. A hysteresis-free PCE >18% with VOC >1.19 V was demonstrated in planar
PSCs using SnO2 ETL at low processing temperatures ~120 °C. This high efficiency
was attributed to the favourable alignment of the CB of the perovskite and the ETL.
In addition, a deeper conduction band of SnO2 enabled long-term air stability and
improved hysteretic behaviour [89]. Further, plasma-enhanced ALD was utilized
to deposit SnO2 at temperature <100 °C [80]. With C60-self-assembled monolayer
passivation, steady-state efficiencies above 18 and 15% were achieved for PSCs
fabricated on glass and flexible polymer substrates, respectively.

In addition, low-temperature ALD was utilized to incorporate pinhole-free metal
oxide layers into an inverted perovskite solar cell in order to serve both as ETL
and passivation layer. In combination with UV-irradiation, PSCs with PCE ~8.4%
efficiency, good flexibility and improved stability were reported for ALD-deposited
ETL [90]. Further, screen-printable scaffolds and masking/laser patterning proce-
dures enabled the fabrication of perovskite modules on plastic substrates having
PCE ~3.1%. A low-temperature (<120 °C) route was used to prepare amorphous
TiO2 ultrathin (12 nm) compact layers for planar PSCs [91]. Room-temperature
UV–O3 treatment produced an ETL which resulted in PSC of efficiency (~9.97%)
comparable to crystalline TiO2 (11.47%) thin films synthesized by higher tempera-
ture processing. Further, annealing-free and 20-nm-thick amorphous TiOx film by
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ALD method was reported for a flexible PSC exhibiting ~12.2% PCE as a result of
fast electron transport [35]. The devices maintained 95% of the initial PCE after 1000
bending cycles for a bending radius of 10 mm. Lately, PSC fabricated using ALD
deposited buffer layers, TiO2 and Al2O3 showed significant reduction interfacial
charge recombination loss, improvement in interfacial contact, and enhance water
resistance, and therefore negligible degradation to the perovskite layer and improved
PCE ~18.3% [92]. In addition to TiO2, amorphous SnO2 layers fabricated usingALD
were also examined for PSCs [93]. Surface morphological and XPS characterization
indicate that all ALD films were conformal and pinhole free. However, when incor-
porated into PSCs, TiO2 was observed to perform best in a cell with a mesoporous
scaffold rather than a planar cell, while SnO2 displayed promising results when
incorporated into a planar cell. The cells with 10 nm SnO2 exhibited PCE ~18.3 and
15.8% a 0.09 and 0.70 cm2 area, respectively. Recently, a low-temperature processed
ALD SnO2 was investigated in detail to correlate deposition and/or post-annealing
temperature to the properties of the SnO2 film along with the device performance
[94]. It is found that the charge collection from perovskite to SnO2 is influenced
by the downward shift of CB and Fermi level of SnO2 films, but strongly affected
by crystallinity and proper surface passivation of the SnO2 layer. Additionally, the
SnO2 ETL should be passivated due to metal-like nature of SnO2. A bilayered ETL
of TiO2/passivated SnO2 was confirmed to provide better hole-blocking ability than a
single passivated SnO2 layer, which resulted in the further enhanced PCE (20.03%)
from 17.75%. A remarkable PCE of 10.8% was demonstrated for air-stable, low-
temperature processed (≤100 °C) semitransparent perovskite solar cells (PSCs) by
the applicationsZnOandAl2O3 ofALD technology for use as ETLand encapsulation
layer, respectively [95].

Overall, the ALD technique has been widely used in the electron transport layer,
passivation layer and encapsulation layer used for DSSCs and PSCs due to its ability
to produce a high-quality thin film. For more exhaustive review on the same, the
reader may refer to recent review articles dealing with advances and efficiencies
achieved in PSCs and DSCs [96]. Despite promising results, ALD is an ultra-high
vacuum technique, and therefore an expensive method. This restricts large-scale
fabrication of devices and therefore, the commercialization of this technique for
enhanced photovoltaic efficiencies.

3.3 Electrochemical Techniques

Electrochemical (ECD) and electrophoretic deposition (EPD) are techniques, which
employ electric field to produce compact, uniform and reproducible films of
controlled morphology and thickness; of required materials over large areas. These
techniques have been widely used to prepare surface cover of PSCs and DSSs due
to the versatility, simplicity and cost-effectiveness and are discussed in sections that
follow.



498 V. Saxena

3.3.1 Electrochemical Deposition (ECD)

Electrochemically deposited films of TiO2 were employed as effective ETL in DSCs
as well as PSCs. Highly transparent TiO2 film of thickness 30–50 nm, deposited by
galvanostatic technique was shown to act as a blocking layer to inhibit the charge
recombination and to improve the electrical contact between FTO and mesoporous
TiO2 film, thereby increasing the PCE from 7.31 to 8.04% [97]. Further Su et al.
employed this method to prepare ultrathin TiO2, which exhibited satisfactory surface
coverage even for a thickness of ~29 nm [98]. The structural defects in the prepared
layer were thoroughly examined by the CV technique and thereby studied for the
blocking effect. The PSC using electrochemically deposited BL showed improved
PCE (13.6%) as a result of improved JSC and FF, which were attributed to the
suppressed recombination at the FTO surface and minimization of ohmic resistance,
respectively. Further, the influence of processing parameters such as electrolyte ingre-
dient and oxidation voltagewas investigated to optimize the conditions for TiO2 layer
(20–100 nm) deposited using anodic oxidation [99]. The PSCs fabricated in ambient
air and utilizing the optimizedTiO2 asETL showedhigher and repeatable PCE>13%,
as compared to its counterpart utilizing conventional high-temperature-processed
compact TiO2 as ETL. The improvement of device performance was attributed to
more effective electron collection from the perovskite layer to ETL and the decrease
of device series resistance. Choi et al. extensively investigated TiO2 ETLs (40 nm)
prepared by spin coating, sputtering and anodization [100]. They found that spin-
coated TiO2 shows an irregular film thickness, discontinuous areas and poor physical
contact between the ETL and the FTO layers and in turn, lowered the charge transport
properties through the planar perovskite solar cells.On the other hand, both sputtering
and anodization produced a well-defined nanostructured TiO2 ETL with excellent
transmittance, single-crystalline properties, uniform film thickness and defect-free
physical contact with FTO, and thereby resulting in outstanding electron extraction
and hole blocking in a planar PSCs. In planar perovskite devices, anodized TiO2

ETL increased the power conversion efficiency by 22% (from 12.5 to 15.2%), as
compared with spin-coated TiO2.

Other than TiO2, other inorganicmaterials such as SnO2, ZnOwere also deposited
using the electrochemical technique for application in the solar cell. The electrode-
posited SnO2 film endows high crystallinity and conductivity in addition to high
transparency across the visible spectrum and shows a high PCEof 13.88%with negli-
gible hysteresis [101]. In contrast to the electrodeposited TiO2, the electrodeposited
crystalline SnO2 does not need additional seeding layers or post-thermal treatments,
and are therefore well suited for flexible devices. This method was further extended
to prepare high-quality ZnO thin films (23–1500 nm) by low-temperature electro-
chemical deposition [102]. The optimized PSCs showed PCE ~11% as a result of
reduced recombination.
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3.3.2 Electrophoretic Deposition (EPD)

The electrophoretic deposition (EPD) is a low cost, simple and fast method for
preparing uniform thin films of controlled thickness using well-dispersed and stable
suspensions in an organic solvent or aqueous solutions. However, this method is
scarcely reported for preparing ETL inDSCs and PSCs. By using an aqueous suspen-
sion of negatively charged TiO2 nanoparticles with a diameter of ca. 4.5 nm, ETLs
were prepared for DSCs via an EPD method [103]. The thickness of the ETLs was
adjusted by changing the deposition current and time. For an optimum thickness,
PCE ~7.98% was obtained as a result of improved charge collection and reduced
recombination. Thinner thin films (8–75 nm) were prepared using two-dimensional
(2D) TNS by EPD from a dilute TNS/tetrabutylammonium hydroxide solution. An
8-nm-thick TNS film was found to be sufficient for acting as the compact layer and
achieving high efficiency of 10.7% and relatively low hysteresis behaviour [18].

3.4 Dip-Coating Technique

In contrast to the spin-coating method which is a very solution-wasting method for
expansivematerials, dip-coating is a scalable and low-costmethod [104].ATiO2 ETL
prepared by this method was observed to enhance overall PCE and the performance
was found to be better than similar thick film prepared by the spin-coating method
[105]. Ultrathin, uniform and pinhole-free (5–50 nm) TiO2 ETL were prepared from
the TiCl4 precursor using the dip-coating method [106]. The thickness of the film
was tuned by changing the precursor concentration and is conformably deposited
on the FTO for 20–30-nm-thick films. The PCE was improved significantly (from
5.5 to ~8.6%) when the ETL is inserted. The absence or presence of very thin ETL
displayed ‘s-shaped’ feature in the negative voltage range of current–voltage curve
was attributable to immobilized negative ions at the electron-extracting interface.
A very fast dip-coating process was investigated for planar PSCs using TiO2 ETLs
[107]. The prepared film was highly compact and enabled efficient hole blocking
as well as deposition of smooth perovskite films with high surface coverage. The
performance was nearly identical (12%) to that of a reference device fabricated by
conventional spin coating. Moreover, the PSCs showed negligible hysteresis and has
the potential to be integrated with the roll-to-roll printing of PSCs. Further, ultrathin
SnO2 layers were deposited on FTO substrate by the layer-by-layer (LBL) utilizing
negatively charged SnO2 nanoparticles and cationic poly(allylamine hydrochloride)
[108]. The JSC of DSCs was increased from 8.96 to 10.97 mA/cm2, whereas the
VOC and FF were not changed much with this ETL as compared with conventional
ETL. The PCE was enhanced from 5.43 to 6.57% and was attributed to the increased
electron diffusion coefficient and the unique CB location of the SnO2, inducing
cascade energy band matching among the CBs of TiO2.

In contrast to the dipping method, the Langmuir–Blodgett (LB) transfer involves
the transfer of a monolayer of amphiphilic molecules adsorbed at the free surface
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of the water on a suitable substrate. Both vertical and horizontal dipping can be
used to withdraw the substrate at a specific rate. The LB technique is a very useful
technique to construct ordered and controlled monomolecular assemblies as well
as i to prepare LBL and well-defined multilayer structure on solid substrates. The
quality of the deposited film depends on various parameters such as, pH, temperature,
substrate, material, dipping speed and deposition type and is illustrated in Fig. 8 for
the deposition of metal oxide complex. However, there is scarcely any report on the
use of this method for either DSCs or PSCs [109, 110]. Very recently, ultrathin WO3

films, prepared by UVO-treatment of WO3-ODA Langmuir–Blodgett multilayer,
were used as ETL and blocking layer in DSCs [111]. A dense and uniform compact
film with excellent hole blocking; and electron transport properties, crystallinity was
prepared. It was reported that PCE of DSCs with optimized WO3 ETL improved
significantly (21%) as compared to those based on conventional TiO2 ETL. The
improvement in the device performance was attributable to improved JSC which is
obtained without any accompanying reduction in VOC and FF. The analyses not only
reveal that ï of DSSCs can be enhanced by employing ultrathin WO3 LB films as
blocking layers but also suggest that the films can possibly be extended further for
perovskite and polymer solar cells.

LB Trough

Barriers                    Substrate

W

OO

O-O-N+ +

-

N

WO3-ODA complex

N+

-

W

OO

O-O-+ +

WO3 ions in water       Octadecyl amine

(a)                                                                         (b)

(d)                                                                            (c) 

Fig. 8 Schematic of the LB deposition technique: a sodium tungstate inwater subphase b spreading
of octadecylamine (ODA) surfactant on air–water interface c formation of WO3-ODA complex at
air–water interface and; compression of the monolayer and d transfer of monolayer from air–water
interface onto the substrate
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4 Conclusion

In summary, the ETL plays an important role in the performance of DSCs and PSCs.
As discussed in the chapter, a uniform, transparent layer with proper energy level,
charge transport and hole-blocking properties is required for efficient working of
the device. The ideal ETL should reveal all these favourable properties without
compromising thickness so as to keep low series resistance and transparency. It is
to be noted that for many deposition processes such as spray pyrolysis and spin
coating, lowering the ETL thickness results in poorer uniformity and conformality,
and therefore leads to pinholes and cracks. This then results in reduced blocking
behaviour and increased charge recombination, and thereby degradation of VOC, FF
and long-term stability. Moreover, preparing a pinhole-free conformal ETL becomes
more difficult in a large area, which is a requirement for scaling up the DSCs/PSCs
technologies for commercial applications. Many of the techniques such as ALD,
sputtering reported in the literature for preparation of ultra-thin ETLs in PSCs/DSCs
are not scalable and may not be useful from a commercial point of view. A recent
demonstration of scalable methods such as dip-coating and LB method for high-
quality ultra-thin films are very promising and need to be explored further. For some
materials such as TiO2 QD and SnO2, high-quality thin films were prepared by even
conventionalmethods such as spin coating andCBD.Therefore, newmaterials should
also be investigated in combination with conventional and new deposition methods
to attain ultra-thin film of good quality to be employed as ETLs in PSCs/DSCs.
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Optical Optimization of Thin-Film
Polymer Solar Cells

Sanjay Tiwari and Ralph Gebauer

Abstract Photovoltaics are now slowly replacing fossil fuels, aiming at higher effi-
ciencies and lower costs to bring PV to cost parity with grid electricity. Solar energy
is a clean and renewable energy, which is generated from the natural source sun. Solar
cells are devices that convert solar energy into electricity, either directly via the photo-
voltaic effect, or indirectly by first converting the solar energy to heat or chemical
energy. Both inorganic and organic types of solar cells are available. Unfortunately,
the solar cells dominating the market are all made of inorganic materials requiring
expensive and complicated manufacturing processes and have limited applications
basically to the rooftops. One of the promising alternatives to inorganic solar cells
is the polymer ones. Polymer solar cells (PSCs) are attracting interest as potential
sources of renewable and clean energy because of their attractive advantages of
low-cost large-area fabrication on lightweight flexible substrates. Though the effi-
ciency of polymer devices have not yet reached those of their inorganic counterparts
(≈10–24%); the perspective of low cost, low temperature and energy processing,
low material requirement, can be used on a flexible substrate, can be shaped to suit
architectural applications are some advantages of polymer solar cell that drives the
development of polymer photovoltaic devices further in a dynamic way. This chapter
is devoted to the optimization of layer thickness in a polymer photovoltaic cell. It
presents the applied calculation method which is based on the optical transfer matrix
2 × 2 formalism. Optical modelling results show that the distribution of light energy
determined by optical interference and optimization of thickness of each layer in the
OPV would help in the improvement of its performance. The influence of thickness
of active layer, electron transport layer and hole transport layer on the normalized
modulus squared of optical electric fields distribution inside devices and on the distri-
butions of exciton generation rate and hence current density has been investigated.
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A mapping of total and useful absorbed energy and parasitic absorption have been
done which helps in accurate measurement of IQE and EQE. The distribution of
exciton generation rate has been predicted by modelling.

Keywords Optical modelling · Numerical simulation · Polymer photovoltaic
(OPV) · Polymer solar cell (PSC) · Bulk heterojunction · Complex index of
refraction · Transfer matrix formalism

1 Introduction

Energy is central to nearly every major challenge and opportunity the world faces
today, so the energy consumption has been consistently increasing globally over the
past 70 years. The mean global energy consumption rate was 13.5 terawatt (TW) in
the year 2000 and the projection is that the global energy demand in 2050 will more
than double to 27.6 TW. The social and economic development and human welfare
and health improvement depends on energy and its related services. The consumption
of fossil fuels as energy resource accounts for the majority of global anthropogenic
greenhouse gas emissions, which are responsible for global warming (Fig. 1) [1–5].

The major challenge before humanity is to find a way forward that simultaneously
addresses issues of energy supply and saving, energy security, energy access, climate
change, reduction of environmental and health impacts and economics. The need for
sustainable energy and improved energy efficiency are at the centre of attention as
never before. The United Nations (UN) has adopted 17 Sustainable Development
Goals (SDGs), which are the blueprint to achieve a better and more sustainable
future for all to transform the world by 2030. SDG 7 aims at ensuring access to
affordable, reliable, clean, sustainable and modern energy for all. Sustainable energy
is an opportunity to transform lives, economies and the planet [6].

Fig. 1 Climate Change numbers: 1.5° strategies require greenhouse gas emissions to be negative
well before 2100, 2° would need to half emissions by mid-2030s (this is to the level of the early
1970s), be at zero by 2080 and rises >2 °C look likely, unless there is a real international appetite
to change emission paths, and quickly (2)
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At earth’s surface, average solar energy is ~3.8 × 1024 J/year which is more
than our global energy consumption by a factor of 104 which is around 3 × 1020

J/year(2014) [7]. UN report says that despite tremendous progress, 13% of the global
population still lacks access to modern electricity and 3 billion people rely on wood,
coal, charcoal or animal waste for cooking and heating. As energy demand continues
to rise, SDG 7 targets to increase substantially the share of renewable energy in the
global energy [6]. Renewable energy is the most effective key to bridge the gap
between demand and supply of energy and especially fight against climate change.
Sustainable and affordable energy production persists as one of the great technolog-
ical problems remaining for humanity to solve. Traditional energy sources, primarily
fossil fuels, are unsustainable, since there is essentially a finite amount of them
remaining on the planet [8, 9]. Even if the cost of collecting and processing fossil
fuels could be diminished, the fact remains that eventually humans have to shift to
predominantly renewable energy sources. Many have argued that solar power is the
most promising renewable energy source [10–13] and several technologies, specif-
ically photovoltaics and concentrated solar power, have been developed to harness
that power. However, these technologies are still too costly to justify a wholesale
shift away from traditional energy sources [14, 15]. To expedite the shift towards
renewable energy technology, a new class of photovoltaic devices based on organic
polymer materials has garnered significant research effort in the preceding decades
[16–20]. These devices are in contrast to traditional photovoltaics, which are based
on inorganic semiconductors.

Polymer solar cells (PSCs) also named as plastic solar cells are a promising
alternative energy for harnessing solar energy because of their composition from
abundant lightweight environment-friendly materials and the availability of large-
scale, low-energy, solution-processable fabricationmethods [21–25]. Theymay serve
as an economically viable renewable energy technology due to speedy progress
in efficiency along with scalable manufacturing [26–29]. As the power conversion
efficiency of Polymer photovoltaics is drastically increasing and recently reached 11–
13.2%, the academia and industry both are taking great interest in OPV technology
[30–34].

The photovoltaic effect is the mechanism of direct conversion of the energy of
an absorbed photon into electrical energy. The absorption of photon results in the
generation of an electron–hole pair; then these free charge carriers are collected
by respective electrodes due to the internal field generated by the electrodes work-
function difference. The DC power is converted to AC power with an inverter and can
be used to power local loads. Polymer solar cell use conjugated polymers as light
absorber, electron donor, acceptor, and/or hole transporting material. An organic
solar cell is a photovoltaic cell that uses organic electronics––a branch of electronics
that deals with conductive polymers or small organic molecules for light absorption
and charge transport. Polymer solar cells are built from thin films (typically 100 nm)
of organic semiconductors as shown in Fig. 2.

The optical absorption coefficient of polymer molecules is high, so a large amount
of light can be absorbed with a small amount of materials. The main disadvantages
associated with polymer photovoltaic cells are low efficiency, low stability and low
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Fig. 2 Device structure of a polymer solar cell. The polymer film may comprise one or more
semiconducting layers, a blend or a combination of these

strength compared to inorganic photovoltaic cells. In a bilayer OPV cell, sunlight is
absorbed in the photoactive layers composed of donor and acceptor semiconducting
polymer materials to generate photocurrents. The donor material (D) donates elec-
trons and mainly transports holes and the acceptor material (A) withdraws electrons
and mainly transports electrons.

1.1 Why Polymer Photovoltaic?

The displays and lighting systems based on organic and polymer light-emitting
devices are doubtlessly driving the market of polymer semiconductors whereas
organic photovoltaics are slowly and steadily moving ahead. Polymer-based solar
cells represent a transformative technology with great potential for extremely high-
throughput manufacturing at very low cost, and are made from non-toxic, earth-
abundant materials with low-energy inputs. They have the potential to serve as
lightweight, flexible, conformal and low-cost solid-state power sources. However,
their performance must be improved before they can be viable for commercial
applications [35].
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Current state-of-the-art OPVs exhibit power conversion efficiency (PCE) of ~9%
in small size (higher for tandem cells by tuning material properties, such as band
gap, charge mobility and energy levels to optimize the light absorption, charge trans-
port, and photovoltage. Developing these optimal materials remains challenging and
continuous improvements in material design and chemical synthesis are urgently
needed.

1.1.1 Advantages of Polymer Solar Cells

• The PSCs can be processed easily over a large area using spin coating, doctor
blade techniques (wet-processing), evaporation through a mask (dry processing)
and printing.

• Low cost: The energy consumed to develop a polymer solar cell is less than the
amount required for conventional inorganic cells.

• Low weight.
• Flexible substrate: Mechanical flexibility and transparency.
• Bandgap tunability:Bandgapof polymermaterials can be easily tuned chemically

by incorporation of different functional groups.

The flexibility in PSC permits

• Compatibility with roll-to-roll fabrication (rapid fabrication low cost).
• Compatible with lightweight substrates (i.e. plastics)—typically flexible.
• New applications, e.g. integration with fabrics are possible.

Solar cell technologies are traditionally divided into three generations. The
concept of third-generation PV technologies was originally developed by Martin
Green of the University of New South Wales as described in Fig. 3 [30, 36].
Third-generation PV technologies may overcome the fundamental limitations of
the photon-to-electron conversion in single-junction devices as able to surpass the
Shockley–Queisser limit and, thus, improve both their efficiency and cost. Third-
generation thin-film photovoltaic (PV) solar devices are beginning to emerge in the
marketplace after approximately 20 years of research and development. The third-
generation technology includes polymer cells and nanostructures, dye-sensitized
cells and multi-junction III/V cells.

The purpose of this chapter is to introduce the concept of BHJ solar cells, numer-
ically simulate the optical properties of BHJ solar cells and present an overview of
optical optimization of Bulk heterojunction polymer solar cells. First, the physics
involved in the functioning of BHJ photovoltaic is described. Then, the transfer
matrix method used for optical modelling of thin-film solar cells is analysed. After-
wards, our preliminary results on optical simulations of PCDTBT: PCBM-inverted
BHJ solar cells are presented. Finally, the chapter ends with a summary and outlook.
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Fig. 3 Cost-efficiency analysis for first-, second- and third-generation PV technologies (labelled
1, 2 and 3, respectively). Region 3-1 depicts very-high-efficiency devices that require novel mecha-
nisms of device operation. Region 3-2 (the region in which polymer PV devices lie) depicts devices
with moderate efficiencies and very low costs [30, 36].

1.2 Materials for PSC

Polymer solar cells mainly consist of two polymer materials [7, 8] one of which is
a donor (gives electron) and the other is an acceptor (accepts electrons). The conju-
gated polymer donors and the fullerene derivative acceptors are the key materials for
high-performance PSCs. In order to achieve high efficiency, it is necessary to have
acceptor and donor materials with optimized properties, such as balanced energy
level, efficient exciton dissociation, ideal phase separation and morphology, comple-
mentary absorption spectrum compared to the donor, sufficient electron mobility,
feasible synthesis, low cost and good solution processability [37–39].

Fullerene derivatives have been the predominant type of acceptors since
the first BHJ solar cell was ever reported [40, 41]. Conjugated polymers like
MDMO-PPV (poly[2-methoxy-5-(3,7-dimethyloctyloxy)]-1,4-phenylenevinylene),
P3HT (poly(3 hexylthiophene-2,5-diyl) and PFB (poly(9,9′-dioctylfluorene-co-bis-
N,N’-(4-butylphenyl)-bis-N,N’- phenyl 1,4-phenylenediamine) act as donors and
fullerenes, perylene and its derivatives like F8TB (poly(9,9′- dioctylfluoreneco-
benzothiadiazole) and PCBM (1-(3 methoxycarbonyl) propyl-1-phenyl[6,6]C61)
act as acceptors [42–44]. Some donor and acceptor materials are shown Fig. 4.
Non-fullerene types of acceptors, however, started to emerge recently as a potential
substitute to the expensive fullerene derivatives.



Optical Optimization of Thin-Film Polymer Solar Cells 513

Fig. 4 Donor and acceptor materials for BHJ Polymer solar cell

1.3 Physics of Polymer Solar Cells

Exciton generation, migration and dissociation are major processes that play a key
role in the design and operation of many organic optoelectronic devices. In polymer
semiconductors, absorption of photons leads to the creation of bound electron–hole
pairs (excitons) rather than free charges. These excitons carrying energy but no net
charge may diffuse to dissociation sites, where their charges can be separated. The
separated charges then need to travel to the respective device electrodes to provide
voltage and be available for injection into an external circuit.

When the light beam passes through the transparent anode to the donor, the photon
is absorbed in the light-absorbing polymeric layer. An electron is excited from the
highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular
orbital (LUMO), creating a bound electron–hole pair due to Coulombic attraction,
known as an exciton which is specifically Frenkel exciton. The binding energy of
Frenkel exciton is generally large (0.1–1.0 eV) and the built-in electric field strength
is usually insufficient to dissociate the exciton directly [43]. As such, the dissociation
occurs almost exclusively at the interface between the donor and acceptor [45], which
has different electron affinities and ionization potentials [46]. Thus, after excitation,
the exciton diffuses to the donor–acceptor interface. There, the excited electron is
transferred to the LUMO of the acceptor, and the energy difference between the
LUMOs of the donor and acceptor drives the dissociation of the exciton into free
charge carriers. The free hole and electron are then collected by the anode and the
cathode, respectively.

In polymer solar cells, the basic four processes involved in converting the sunlight
to electricity in OSC are (1) exciton generation via photon absorption; (2) exciton
diffusion at a donor/acceptor interface; (3) charge transfer at the interface and charge
dissociation into free charge carriers; and (4) charge transport to each electrode as
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Fig. 5 Photovoltaic conversion processes in polymer/polymer blend solar cells [47] [CC BY-NC
3.0]

depicted in Fig. 5 [47]. These processes are characterized by an efficiency described
as

(a) Photon absorption efficiency (ηA): Exciton generation by absorption of light
(b) Exciton diffusion efficiency (ηED); Exciton diffusion over ~LD (~20 nm)
(c) Charge separation efficiency or Charge-transfer reaction (ηCT ); Exciton disso-

ciation by rapid and efficient charge transfer
(d) Charge collection efficiency (ηCC); Charge extraction by the internal electric

field.

The efficiencies of these four processes determine the external quantum efficiency
(EQE) of the solar cell [48]. It is also known as incident-photon-to-current collection
efficiency (IPCE), which is the number of electrons produced by a solar device for
each incident photon. The external quantum efficiency may be expressed as

ηEQE = ηAηI QE = ηAηEDηCTηCC (1)

The four basic physical processes responsible for OPV operation are summarized
as follows.

1.3.1 Absorption of Photons

Photons with energy equal to the band gap energy are absorbed to create free elec-
trons. Photons with less energy than the band gap energy pass through the material.
In most polymer devices, only a small portion of the incident light is absorbed for
the following reasons:
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• The band gap of polymers is too high. A band gap of 1.1 eV (1100 nm) is required
to absorb 77% of the solar radiation on earth whereas the semiconducting poly-
mers have band gaps generally higher than 2.0 eV (600 nm) limiting the possible
absorption to about 30%.

• The typically low charge carrier and exciton mobilities require layer thickness in
the order of 100 nm and the polymer layer is suitable for PV applications as it is too
thin. Fortunately, the absorption coefficient of polymermaterials is generallymuch
higher than indirect semiconductors as Si so that only about 100 nm thickness
is necessary to absorb between 60 and 90% if a reflective back contact is used.
The thin layer thickness also permits low electrical resistance and high built-in
internal field.

• More investigations on reflection losses in the polymer materials are required.
Anti-reflection coatings as used may prove useful to reduce reflection losses once
other losses such as recombination become less dominant.

1.3.2 Exciton Diffusion

In polymer solar cells, charge generation often occurs only at an interface, forcing
the exciton to migrate from the point of photogeneration in order to be dissociated
into its constituent charge carriers. If the dissociation site may be at the other end of
the semiconductor, their diffusion length should be at least equal to the required layer
thickness otherwise they recombine and result in low power conversion efficiency.
Exciton diffusion ranges in polymers and pigments are typically around 10 nm.
However, some pigments like perylenes are believed to have exciton diffusion lengths
of several 100 nm [49].

1.3.3 Charge Separation

Optimizing charge separation or dissociation of the strongly bound, photoexcited
excitons in the polymer material blend is the key to OSC efficiency and the deci-
sive mechanism for generating free charge carriers in an organic solar cell. As the
organic semiconductors possess low dielectric constant, light absorption by an OPV
cell generates Frenkel excitons, i.e. hole–electron pairs tightly bounded by strong
Coulombic attraction with binding energies of several hundreds of milli electron
volts, which require a high electric field to dissociate. This dissociation must occur
on a time scale, which is short compared to all other processes. Charge occurs at
polymer/metal interfaces, impurities (e.g. oxygen) or between materials with suffi-
ciently different electron affinities (EA) and ionization potentials (IA). In the latter
one, the material can then act as electron acceptor (A) while the other keeps the
positive charge and is referred to as electron donor (D) as it donates the electron to A
(Fig. 6). If the difference between IA andEA is not sufficient, the excitonmay just hop
onto thematerial with the lower band gapwithout splitting up its charges. Eventually,
it will recombine without contributing charges to the photocurrent [49–51].
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Fig. 6 Donor and acceptor
LUMO energy offset is the
driving offset which is an
ultrafast phenomena

1.3.4 Charge Transport and Charge Collection

The photovoltaic performance of organic solar cells can be enhanced by under-
standing charge transport. The transport of charges is affected by recombination as
they move towards electrodes—particularly if the same material serves as a trans-
port medium for both electrons and holes. The charge transport is hindered by its
interaction with atoms or other charges which slow down the mobility and thereby
limit the current.

The charges, in general, have to overcome the potential barrier of a thin oxide
layer in order to enter an electrode material with a relatively low work function
(e.g. Al, Ca). In addition, the metal may have formed a blocking contact with the
semiconductor so that they cannot immediately reach the metal [52].

The flowchart of basic physical processes occurring in polymer solar cell is
depicted in Fig. 7.

1.4 Modes of Operation

Three different modes of operation are—short-circuit condition, flat band condition,
open-circuit condition.

1.4.1 Short-Circuit Condition

Generally, the work function of the anode is considerably higher as compared to the
work function of cathode. The short-circuit condition as shown in Fig. 8a requires
that the Fermi levels of the two electrodes must align to ensure zero potential across
the device. This generates an electrical field, which leads to a drift current that aids
the diffusion current. Hence, the total current is maximum in the device under this
condition and is called short-circuit current (Isc). This is the upper limit on the amount
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Fig. 7 Flowchart of processes in polymer solar cell. Light which is not converted to electricity is
converted to heat and eventually contributes to damage

Fig. 8 Band diagram of a photovoltaic device is shown a at short circuit b under flat band c at open
circuit

of current that a device can deliver under solar cell operation. This depends on the
intensity of the incident light.

1.4.2 Flat-Band Condition

As shown in Fig. 8b this situation arises when the applied voltage is equal to the
work-function difference of the cathode and anode. In this condition drift current is
zero because there is no electric fieldwithin the device. But because of light generated
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carriers at the polymer–polymer interface, there is a carrier gradient which leads to
the diffusion current. Hence, the total current is non-zero in this condition.

1.4.3 Open-Circuit Condition

This condition is shown in Fig. 8c. Now if the light is made to fall on the device in this
condition, it will ultimately lead to creation of charges, which due to diffusion will
move towards the electrodes. Hence, there is a clear tendency for diffusion current to
flow. But due to open circuit between two electrodes, a steady-state current cannot
flow. Therefore, this diffusion current has to be balanced by an equal and opposite
drift current. There has to be a finite field inside the bulk to make this drift current
flow. So there has to be some external voltage applied between the two electrodes.
This voltage is called open-circuit voltage (VOC), which is an important parameter
in determining the efficiency of the device.

1.5 Device Architectures

The significant improvement of PSC device performance has been accomplished by
introducing various OPV device architectures. The four different architectures [9]
are as follows.

OSC Structures

Single Layer Structure Blend Structure Bilayer Structure Laminated Structure

1.5.1 Single-Layer Structure

In the single-layer OSC structure, a layer of active organic or polymer electronic
materials (may be electron donor or electron acceptor type) are made by sand-
wiching between two metallic contacts, typically a layer of indium tin oxide (ITO)
with high work function and a layer of lowwork-function metal such as Al, Mg or Ca
as shown in Fig. 9. Excitons created in the active material may diffuse and separate,
hole and electron are collected by the respective electrode. The difference of work
function between the two conductors sets up an electric field in the polymer layer.
In practice, single-layer polymer photovoltaic cells have low quantum efficiencies
(<1%) and low power conversion efficiencies (<0.1%). The reason for low perfor-
mance is the insufficient electric field resulting from the difference between the two
conductive electrodes and unable to break up the tightly bounded photogenerated
Frenkel excitons which require a high electric field to dissociate. The photoactive
region is often very thin and since both positive and negative photoexcited charges
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Fig. 9 Single-layer OSC structure

travel through the same material recombination losses are generally high. Often the
electrons recombine with the holes rather than reaching the electrode. This problem
may be circumvented with the multilayer polymer photovoltaic cells.

1.5.2 Bilayer Structure

The bilayer or planar heterojunction polymer solar cell structure shown in Fig. 10a
consists of donor and acceptor layers deposited sequentially to form a heterojunction
interface. The bilayer structure is able to tune the properties of the donor and the
acceptor both to maximize charge separation and allow absorption in both layers by
suitable matching to the solar spectrum. The donor and acceptor layers of materials
have differences in electron affinity and ionization energy, resulted in the generation
of electrostatic forces at the interface between the two layers. The materials are
chosen properly tomake the differences large enough, so these local electric fields are

(a) (b)

Fig. 10 a Bilayer structure of OSC; b bulk heterojunction PSC
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strong, which may break up the excitons much more efficiently than the single-layer
photovoltaic cells do. The acceptormaterial accepts electrons so it has higher electron
affinity and ionization potential and the donor layer have electron affinity lower than
the acceptor layer to release electrons. This structure is also called a planar donor–
acceptor heterojunction. The absorption results in the creation of Frenkel exciton
with energy lower than the HOMO–LUMO band gap by a value exactly equal to
the exciton binding energy. The work-function difference between the cathode and
anode materials is built-in voltage Vbi and is ideally equal to the open-circuit voltage
VOC of the SC.

The charge separation efficiency of bilayer solar cell structure is restricted by the
small interfacial area, which requires that a photogenerated exciton must be formed
close to a donor–acceptor interface to have a chance of separating before it decays to
its ground state. The diffusion length of excitons in polymer electronic materials is
typically on the order of 10 nm. However, typically a polymer layer needs a thickness
of at least 100 nm to absorb enough light. At such a large thickness, only a small
fraction of the excitons can reach the heterojunction interface.

1.5.3 Blend Structure or Bulk Heterojunction Solar Cell

The drawback of constraint on device thickness of bilayer structure due to small
interfacial as a consequence of the small exciton diffusion lengths in organicmaterials
has been resolved in the bulk heterojunction structure of polymer solar cell.

In bulk heterojunction photovoltaic cells, the electron donor and acceptor are
mixed together, forming a polymer blend resulting in a film with a high interfacial
surface area as shown in Figs. 10b and 11. In practice, a conventional BHJ polymer
solar cell is made by subsequently depositing a hole extracting (or transport) layer
(HEL or HTL), an active layer, an electron extracting (or transport) layer (EEL or
ETL) and a metal layer on an indium tin oxide (ITO) covered glass substrate.

Polymer solar cells depend on heterojunction resulting from the contact of a
donor (D) and an acceptor (A) material. The absorption of solar photons results in
the creation of excitons, which diffuse to theD/A interfacewhere they are dissociated
into free holes and electrons by the electric field. Charge carriers within drift distance
reach electrodes and create short-circuit current ISC . In addition, the ‘photodoping’
leads to the splitting of Fermi levels and thus creates open-circuit voltage VOC . This

Fig. 11 Blend OSC
structure
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Fig. 12 Polymer/PCBM
interpenetrating system

type of heterojunction can be created by two types of architectures, namely bilayer
heterojunction and bulk heterojunction solar cells. The bulk heterojunction structure
has the advantage of low-cost, easy fabrication and higher conversion efficiency due
to high D/A interface. In bulk heterojunction structure, a percolating pathway for
the hole and electron transporting phase to the electrodes is needed in order that the
separated charge carriers can reach their corresponding electrodes [34].

BHJ approach is used in order to reach an efficient charge carrier generation by
creating interpenetrating networks of electron-donating and -accepting materials in
a bulk volume—for instance, a polymer–fullerene blend. With the two components
interpenetrating one another, an excitonwill never be far from the interface. It exhibits
a donor–acceptor phase separation that each donor–acceptor interface is within a
distance less than the exciton diffusion length of each absorbing site (Fig. 12) [30,
52–57].

1.5.4 Laminated Structure

In this type of photovoltaic cell shown in Fig. 13, the electron donor and acceptor
are mixed together, but in such a way that the gradient is gradual and is sandwiched
between the donor and acceptor layer. This architecture combines the short electron
travel distance in the dispersed heterojunction with the advantage of the charge
gradient of the bilayer technology. The drawback is that certainmechanical properties
of the polymer semiconductors are required (low-glass transition temperature) to
form the intermixed layer [34].

The time line of the polymer solar cell is portrayed in Fig. 14 [58].

1.6 Parameters of Polymer Solar Cells

When a solar cell is exposed to light, it will respond to different input voltages with
different currents produced, creating a typical current density versus voltage (J vs. V)
curve as the one shown in Fig. 15 [2]. The main parameters that are used to charac-
terize the performance of solar cells are the peak powerPmax, the short-circuit current
density Jsc, the open-circuit voltage Voc and the fill factor FF. These parameters are
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Fig. 13 Laminated structure of OSC

Fig. 14 Polymer solar cell in time line (Courtesy Nature Review Material) [58]

Fig. 15 I–V curve showing
Jsc, Voc and Pm
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determined from the illuminated J-–V characteristic [30]. The conversion efficiency
η can be determined from these parameters.

A set of common test conditions and methods for measuring the electrical perfor-
mance parameters of photovoltaic cells for a reliable measurement of the J–V char-
acteristics are specified by National ASTM standard E948 and international IEC
standard 60904-1 [30]. The Standard Testing Conditions (STC) are

1. Temperature of the device under test (DUT) must be 25 ± 1 °C,
2. Spectral distribution of the light must be AM1.5 ± 25%,
3. Irradiance measured at the plane of the solar cell must be 1 Sun ± 2%.

The Sun is a unit of irradiance, one of which is equivalent to 1000 W/m2 or 100
mW/cm2. The amount of atmosphere through which sunlight passes to reach a given
location on earth is called Air Mass (AM) and varies with that location’s air pressure,
elevation, latitude, date and time of day. In a given day, AM is minimum when the
sun is at its zenith and largest near the horizons.

1.6.1 Short-Circuit Current

The short-circuit Isc is the current that flows through the external circuit when the
electrodes of the solar cell are short-circuited. The short-circuit current of a solar
cell depends on the photon flux incident on the solar cell, which is determined by
the spectrum of the incident light. The short-circuit current density Jsc measures
the number of charges exiting the cell per unit time and area. For standard solar cell
measurements, the spectrum is standardized to the AM1.5 spectrum. The Isc depends
on the area of the solar cell. The charges are drifting because of the internal field. In
practice often the short-circuit current density Jsc is used to describe the maximum
current delivered by a solar cell in order to get rid of dependency of solar area onto
Isc. Jsc is determined by the number of photons absorbed (the number of photoexci-
tations), the quantum efficiency for charge separation and the transport of the charge
carriers through the material. The main parameters which influence Jsc are the light
absorption by the cell, a function of the absorption profile of the materials, absorp-
tion profile of the materials, the film thickness and optical confinement effects, the
blend microstructure, and the efficiency of charge generation at the donor–acceptor
heterojunction. The behaviour of the short-circuit current can give information as
to the dominant recombination mechanisms within the device. If the proportion of
excitons that recombine is independent of intensity, i.e. independent of the number
of excitons present, then a linear intensity dependence of the short-circuit current
will be observed. This case is known asmonomolecular (geminate) recombination. If
free electrons and holes recombine then the process is dependent on both the electron
density and the hole density. This is known as bimolecular recombination and the
current shows a square root dependence on intensity in this case [30, 59, 60].
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Fig. 16 Band diagram of a
donor–acceptor combination
showing HOMO and LUMO
offsets

1.6.2 Open-Circuit Voltage

The open-circuit voltage Voc is the voltage at which no current flows through the
external circuit. It is the maximum voltage that a solar cell can deliver. Voc corre-
sponds to the forward bias voltage, at which the dark current density compensates
the photocurrent density. Voc depends on the photogenerated current density. Voc is
determined by the difference in the quasi-Fermi levels of the phase-separated donor
and acceptor domains.

The open- circuit voltage is given by

Voc = Efullerene(LUMO) + Epolymer(HOMO) + kB
e

{
ln

(
nenh
N 2
c

)}
(2)

where ne and nh are the electron and hole densities, respectively; and Nc is the corre-
sponding density of states near the fullerene lowest unoccupied molecular orbital
(LUMO) and the polymer highest occupied molecular orbital (HOMO), assumed
(for simplicity) to be equal. Voc is depicted in the band diagram of a donor–acceptor
combination showing HOMO and LUMO offsets in Fig. 16. In principle, Voc can be
increased by the difference in work functions of the anode and cathode. However,
the use of interlayers (electron transport/hole blocking and hole transport/electron
blocking) tends to decouple the open-circuit voltage from the difference in the anode
and cathode work functions [61].

1.6.3 Maximum Power Point (Pm or Wp)

The maximum power generated by a solar cell under standard test conditions (STC)
is the maximum power point and also called peak power. Normally, the maximum
power point for a V-I curve of a solar cell occurs at the knee point of the curve.
Mathematically, it is expressed as

Pm = Vm × Im (3)
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1.6.4 Fill Factor

TheFF is ameasure of the closeness of the solar cell I–V curve to the ideal rectangular
shape. It is beneficial to have FF as close to unity as possible. FF is thus given by the
ratio of the dark grey and light grey areas in Fig. 15. The open-circuit voltage and
short-circuit current conditions cannot be satisfied simultaneously, and therefore the
maximum power that can be extracted from the device is less than IscVoc [30]. The
fill factor is the ratio between the maximum power (Pmax = Jmax . Vmax) generated by
a solar cell and the product of Voc with Jsc and is illustrated in Fig. 15. It is a measure
of the quality of a photovoltaic cell and determined by the series resistance of the
cell, and therefore by the mobilities of the charge carriers in the organic material.
Typical values of the filling factor are 0.75–0.85 for Si cells and 0.3–0.4 for good
polymer-based organic solar cells [30, 62, 63]. In polymer photovoltaics fill factors
are still small, around 0.3 or 0.4 for device, compared to silicon devices which have
fill factors of between 0.7 and 0.8 [30, 62, 63]. Mathematically, the fill factor is
described by

FF = Vmax × Jmax

Voc × Jsc
(4)

whereVmax and Jmax are the voltage and current density in theMPP, respectively.Max
is the point on the J–V characteristic of the solar cell, at which the solar cell has the
maximal power output. It is found that the fill factor of photovoltaic devices depends
strongly on (a) the charge transport characteristics of the photoactive blend and (b)
charge transfer through the interfaces between the active layer and the electrodes.
In general, reasonably high fill factors can be obtained only for the systems where
electron and hole mobilities are balanced in the photoactive blend (means close to
each other as much as possible) [30, 64–67]. At the same time, the energy levels of
buffer layers and work functions of the electrode materials have to be well aligned
to facilitate the collection of each type of charge carrier. Bimolecular recombination
also influences the fill factor, which is further determined by the parasitic resistances
in the device (series resistance and shunt pathways).

1.6.5 Power Conversion Efficiency

The maximum power rectangle depicted in Fig. 15 is the maximum output power
of the device. The power conversion efficiency is the ratio of the maximum power
output to the power input. As mentioned above, solar cells are measured under the
STC, where the incident light is described by the AM1.5 spectrum and has irradiance
around 1000W/m2. The power conversion efficiency, more commonly known as the
efficiency of a solar cell, is the ratio of themaximumpower generated by the solar cell
to the incident radiant energy (also called solar constant). The solar constant actually
varies by about 0.3% over the 11-year solar cycle but averages about 1368 W/m2

[30].
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η = Pout
Pin

= Pmax

Plight
= FF × Voc × Jsc

Plight
(5)

where Pin is the power density of the incident light and Pout is the electric power
generated by the cell at the maximum power point. The incident light power density
is usually standardized to the AM 1.5 G spectrums.

The performance parameters, the short-circuit current Isc, the open-circuit voltage
Voc, the maximum power point Pm, are derived from mathematical fits to different
portions of the I–V curve. The parameters Voc and Isc are the intercepts of least-
square fitted lines. Pm is the point at which the derivative with respect to voltage is
zero, for a fifth-order polynomial fit to power, the product of current and voltage.
Fitting helps to reduce measurement noise.

1.6.6 External Quantum Efficiency and Internal Quantum Efficiency

In order to understand the conversion efficiency as a function of the wavelength of
light impingent on the cell, the QEmeasurement is critical for materials research and
cell design. In solar cells, internal quantum efficiency (IQE) is the ratio of the number
of charge carriers extracted from the cell to the number of photons absorbed in the
active layer at a given wavelength. Internal quantum efficiency (IQE) is a useful
device metric, which measures a solar cell’s ability to convert photons absorbed
within the activematerial into electrons, and allows for diagnosis of charge collection
and absorption problems. The external quantum efficiency is expressed as the ratio
of the number of incident photons and the number of charge carriers output to the
external circuit. The electrons are calculated from JSC and the photons are calculated
from the incident optical power and its optical spectrum. EQE is smaller than IQE for
the conversion of the absorbed photons into charge carriers within the cell, because
it takes into account losses due to reflection, recombination and scattering.

In organic photovoltaic devices, absorbed photons create excitons and these may
be dissociated into separate charges which can be collected at the electrodes. The
number of photons absorbed at a given wavelength is, therefore, causally linked to
the number of electrons collected at the external circuit which is proportional to the
EQE.

EQE and IQE are related as

I QE = EQE

1 − R
(6)

EQE represents the fraction of incident photons that are being converted to elec-
trons in the device whereas IQE is the fraction of absorbed photons that are being
converted to electrons in the device. In general, IQE is higher than EQE and may
attain a value of 100% for a given device because the factor 1− R is always less than
1. The decisive requirement for optimizing efficiency is to achieve balanced carrier
mobilities for both holes and electrons so that both charge carriers can be collected



Optical Optimization of Thin-Film Polymer Solar Cells 527

equally. Thus far, hole mobility is still one of the main hurdles in the performance
of PSCs.

1.6.7 Incident-Photon-to-Current Conversion Efficiency (IPCE)

The IPCE is determined by the number of electrons leaving the device under short-
circuit condition per time and area divided by the number of photons incident per
time and area. Generally, IPCE is a measure of the external quantum efficiency, as
it includes losses due to reflection at the surface or transmission through the device.
Subtracting these two loss channels would lead to the internal quantum efficiency,
which is, however, seldom used to compare solar cells.

Measurements are an important tool in the understanding of solar cells. Such
measurements are used to correlate the discrete efficiency of the cell as a function
of wavelength with the short-circuit current measurements of cells under one sun
illumination. Furthermore, since the measurements are steady state, they can be used
to determine other important properties of the cell such as the diffusion length. A
typical incident-photon-to-current conversion efficiency (IPCE) curve is depicted in
Fig. 17.

The IPCE is expressed as

I PCE = no. of electrons through the external circuit

no. of photons incident

Fig. 17 Incident-photon-to-current conversion efficiency (IPCE)
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= [1240 eV nm] [photocurrent densi t y (µA cm−2)]
[wavelength (nm)] [irradiance (mW cm−2)] (7)

The data from the IPCE measurements can be used to estimate the short-circuit
current at AM1.5 light according to

Isc =
λn∫

λ1

[
I PCE(%) · np · e · dλ

]
(8)

where
Isc is the short circuit current in cm−2,
IPCE is in percent,
np is the number of photons in the wavelength interval d,
e is the charge on an electron.

1.7 Numerical Simulation Methods for Optical Modelling
of Polymer Solar Cells

Numerical simulation of optical and electrical behaviour of solar cells and other
optoelectronic devices has been employed as an essential tool for device structure
optimization, obtaining insight into their physical operation and for the development
of new ones [68–74]. Simulation of PSC devices can be divided into two parts,
optical modelling for coupling of light into a multilayer structure and secondly the
extraction of charges which is based on an electrical model. The numerical model
of polymer solar cell simulates the generation of photoinduced excitons, excitons
diffusion, free charges generation and recombination, charge carriers transfer and
charges extraction [75, 76]. The generation of photoinduced excitons is dependent
on optical absorption and electromagnetic field distribution inside the device, so this
process is stimulated by the optical model [76–83].

Optical modelling thus enables a quantitative comparison of optical performance
of alternative materials, the optimization of the physical structure of the device,
the analysis of loss mechanisms and the calculation of the generation profile for
electricalmodelling. It is an important tool in the analysis of lossmechanisms, optical
enhancement and carrier generation, because it is difficult to determine the light
absorption profile experimentally. From the optical point of view, thin-film polymer
solar cells aremultilayer structures including thin layers, where the thicknesses are in
the range of light wavelengths. Therefore, interference effects between forward- and
backward-going (reflected) light have to be considered in the analysis. The interfaces
between the layers are usually rough leading to some light scattering in the structure.
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Today various numerical methods of rigorously solving the equations have been
applied in optical modelling of thin-film solar cells [80, 84–90]. Most popular optical
modelling methods are

• finite-difference time domain,
• finite element method,
• finite integration technique,
• rigorous coupled-wave analysis,
• transfer matrix method.

1.7.1 Transfer Matrix Formalism

In this section, the optical analysis of thin-filmpolymer solar cells has been carried out
using a one-dimensional transfer matrix model. Transfer matrix model has been used
to calculate optical interference and absorption in multilayer stacks and transmission
and reflection are calculated for each interface in the stack as well as attenuation in
each layer. This model does not take into account scattering and normal incidence is
assumed. When light is incident on a multilayer planar stack, it is reflected, refracted
and absorbed in a way that can be derived from the Fresnel equations and matrix
formulae could be employed to calculate optical intensity in multiple thin layers [79,
83, 84, 90–92]. Realistic complex refractive indexes were used to describe the optical
properties of the layers.

As depicted in Fig. 18, there are m layers between two semi-infinite layers 0 and
m + 1. 0 represents the transparent substrate and layer m + 1 is air. For applying the
theory, some assumptions are the following:

(a) layers of PSCs are homogeneous and isotropic, parallel and flat interfaces, and
(b) the incident light is a plane wave normal to the substrate interface.

Fig. 18 Geometry of a general multilayer structure for transfer matrix formalism
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The transfer-matrix method is based on Maxwell’s equations; where there are
continuity conditions for the electric field across boundaries from one medium to the
next. The electric field for the final layer can be derived using a matrix operation,
if it is known for the initial layer. A stack of layers can then be represented as
a system matrix, which is the product of the individual layer matrices. The final
step of the method involves converting the system matrix back into reflection and
transmission coefficients. Based on these assumptions a one-dimensional model is
proper to calculate the optical electric field [78, 79]. The layers (j = 1, 2, …, m)
in polymer thin film solar cells are considered to be embedded between two semi-
infinite layers (j = 0, j = m + 1). Since the glass substrate is much thicker compared
to the light coherent length, light transmission through it should not be calculated
by wave interference, but rather be taken into account by reflection and transmission

rates [79]. Each layer is described by its complex index of refraction,
∼
n j = n j + iκ

which is a function of wavelength (λ), and thickness of the layer (dj).
As depicted in Fig. 18, the incident light enters along the x-direction from the

left side and is reflected at the interfaces inside the device, so a backward light wave
is generated. The forward and backward light waves are described with a positive
superscript and a negative superscript, respectively, e.g., at a position x in layer j, and
the forward and backward light electric fields are described by E+

j (x) and E−
j (x),

respectively. The light propagation across an interface between layers j and k is
described by the 2 × 2 matrix:

I jk = 1

t jk

[
1 r jk
r jk 1

]
(9)

where r jk = (ñ j−ñk)
(ñ j+ñk)

and t jk = 2ñ j

(ñ j+ñk)
are Fresnel complex reflection and trans-

mission coefficients, respectively. A phase shift of light and absorption caused by
propagating through layer j is described by the 2 × 2 matrix called layer matrix Lj.

L j =
[
e−iξ j d∂ j 0

0 eiξ j d∂ j

]
(10)

where ξ j =
(
2π/

λ

)
ñ j . The electric field between the substrate (j = 0) and ambient

side (j = m + 1) is given by the total system transfer matrix S

[
E+
0

E−
0

]
= S

[
E+
m+1

E−
m+1

]
(11)

where S is the product of all interface and layermatrices that light propagates through
orderly as
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S =
[
S11 S12
S21 S22

]
=

(
m∏

v=1

I(v−1)Lv

)
· Im(m+1) (12)

The total transmission coefficient (t) and reflection coefficient (r) are given as

t = E+
m+1

E+
0

= 1

S11
(13)

r = E−
0

E+
0

= S21
S11

(14)

Within layer j = 0 and j = m + 1, the total transmissivity and reflectivity is given
as

T = |t |2 nm+1

n0
(15)

R = |r |2 (16)

The absorption efficiency of the whole device is expressed as nA = 1− T / − R/,
where

T / = T ∗T
1 + R∗R

(17)

R/ = R∗ + R

1 + R∗R
(18)

According to Fresnel’s relation for transmission and reflection T ∗ =
∣∣∣ 2
1+n0

∣∣∣2 and
R∗ =

∣∣∣ 1−n0
1+n0

∣∣∣2.
The total electric field at an arbitrary position x(0 ≤ x ≤ d j ) inside layer j is

given by

E j (x) = E+
j (x) + E−

j (x) =
(
t+j e

iξ j x + t−j e
−iξ j x

)
E+
0 = t+j

(
e
iξ j x + r//j e

iξ j x(2d j−x)
)
E+
0 (19)

At a given position, the number of excitons generated is directly dependent on
the energy absorbed by the material. Based on the concept of Poynting vector, the
time-averaged absorbed power is given as [88]

Q j (x) = 4πcε0k jn j

2λ

∣∣E j (x)
∣∣2 = 1

2
cε0α j n j

∣∣E j (x)
∣∣2 (20)

where c is the speed of light, ε0 is the permittivity of free space and αj = 4πkj/λ is
the absorption coefficient. The photon absorption of glass is strong below 300 nm
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and polymer materials hardly absorb photons beyond 1100 nm. Thus for PSCs, the
time-averaged light energy dissipation Q(x) is integrated over this wavelength range
as

Q(x) =
1100∫
300

Q(x, λ)dλ (21)

It indicates that the energy absorbed at position x in the layered structure is
proportional to the product of the modulus squared of the electric field

∣∣E j (x)
∣∣2,

the refractive index n j , and the absorption coefficient αj

α j = 4πk j

λ
(22)

at the actual position x. Thus, the number of excited states in a layer is proportional
to the number of absorbed photons and, hence, |E(x)|2 versus position x in the film
directly represents the production of excited states at each point [88, 93–95].

The imaginary part of the complex refractive index is called the extinction coef-
ficient and higher its value, the more quickly light gets absorbed as it transports
through the material. The extinction coefficient kj is different at different frequen-
cies. The optical constants of polymer blend and other layers generally depend on
doping density and deposition technique, solvent, post-annealing temperature and
time, and of course material quality (contamination and regio-regularity).

The current and reflection loss is computed by integrating the product of the
optical absorbance and AM 1.5 spectral photon flux over the spectral range from 305
to 1490 nm (Fig. 19). This range of wavelength is chosen to cover the whole range

Fig. 19 Solar spectrum
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Fig. 20 A typical
BHJ-Inverted polymer solar
cell structure

for the absorption of the photons by the absorber layer. Figures 3 and 4 show the
dependence of the current and the reflection loss of the solar cell on the thickness of
the absorber layer.

As mentioned in the earlier section, organic semiconductors generally have high
absorption coefficients (~105 cm−1) but their absorption tends to occur in fairly
narrowbands. Therefore,materialswith increased absorption at longwavelengths are
desirable for OPV applications and are mostly based upon low-band-gap polymers
[96, 97]. The photocurrent is produced in the solar cell due to the absorption of
photons. It is a function of the device thickness, the fraction of absorbed photons,
depending on the optical field distribution within the device and the free carrier
generation yield. The current and the loss tend to become “independent/unaffected”
due to the increase in the thickness of the layer after the thickness of 2µm [98]. They
reach this point where a minor increase in the thickness does not lead to a major
increase/decrease in the current/loss. Thus the intended thickness of the absorber
layer is chosen to be 2 µm.

In this chapter optical simulation of a typical BHJ-inverted polymer photo-
voltaic cell device structure consisting of a glass substrate/ITO/ZnO/PCDTBT:
PC70BM/MoO3/Au has been done (Fig. 20). The thickness of the glass substrate
is not important as it is thick enough that interference effects have practically no
effect. Typical thicknesses for the remaining layers are (in nm), 200/60/250/10/100.
The target is the visible spectrum where the materials absorb (~350 nm – ~800 nm)
and observe the interference patterns of 400, 500 and 600 nm light within the device.

1.7.2 Simulation of the Optical Electric Field Inside the Device

Thin-film theory inmatrix formalismenables the extraction of the impact of reflection
and interference on the optical electric field E as a function of depth into the device
[30, 87]. Themodel lets us predict, for example, an optimal blend thicknesswhen light
is assumed to be both polychromatic and distributed following solar irradiation. It is
also possible to see the sensitivity for the variation from this value. The optic electric
field distribution inside a simple device for monochromatic irradiation and normal
incidence is depicted in Fig. 21. IEI2 is continuous at the layer interfaces. The high
wavelengths, 550 and 650 nm, create standing wave behaviour as the polymer is not
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Fig. 21 The optic electric field distribution inside a device for monochromatic irradiation and
normal incidence

absorbing. Reflection and interference are indeed dominating features. It is possible
to choose the illuminationwavelength in order to focus the E-field to certain positions
inside the film [74].

The incoming irradiation redistribution on reflection and layer-wise absorption for
the structure is shown in Fig. 22. In order to optimize the performance of a solar, it is
necessary to measure the sources of optical losses within the device. Generally, a loss
of ∼4% occurs due to reflection at the air–glass interface [30, 91]. The other sources
of loss are plotted in Fig. 22 as functions of incident light wavelength. The greatest
source of loss is due to reflection out of the device. Incident radiation is reflected
off at each of the interfaces glass–ITO, ITO–ZnO, etc. Reflection here considers all
of the light coming back from the device after multiple reflections within the layer
stack [30]. The exciton generation rate in active PCDTBT: PC70BM inverted BHJ
solar cell is depicted in Fig. 23.

Themapping of total, parasitic and useful absorbed energy is shown in Figs. 24 and
25, for PBDTTPD: PC70BM BHJ solar cell. The major portion of optical energy
is absorbed by blend which is quite high till 550 nm and its absorption extends
beyond 800 nm. The optical field distribution and photogenerated carrier profile
are influenced by parasitic absorptions and optical interference in non-active layers.
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Fig. 22 Redistribution of the incoming irradiation on reflection and layer-wise absorption for
structure

When the absorption of the blend decreases, reflection losses start growing. It is also
evident that the parasitic absorption in ITO and ZnO increases with an increase in
the wavelengths.

1.7.3 Optimization of Thickness of Active Layer of PCDTBT: PC70BM
Based Inverted BHJ Solar Cell

Since the layer thicknesses employed in organic solar cells are comparable to the
wavelength of light, interference effects are important, and these can be manipu-
lated to enhance optical absorption in the active layer. Therefore, the main issue to
design the polymer solar cells is to determine the optimum active layer thickness
that represents the best compromise between strong light absorption and efficient
charge carrier collection. The optimum absorber thicknesses are often limited to
∼100 nm and less as the polymer solar cells have low mobility-lifetime products. If
the absorber layer is thick, it leads to increased collection losses of charge carriers
due to non-geminate recombination that neutralizes the gain in absorptance in most
cases. The polymer cells are strongly affected by interference effects because of the
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Fig. 23 Exciton generation rate in active PCDTBT: PC70BM BHJ solar cell

smooth interfaces and low thicknesses. Hence, the device optimization of polymer
solar cells becomes further tedious.

If it is assumed that all the photogenerated excitons are converted to photocurrent,
i.e. 100% IQE at all wavelengths, the maximum photocurrent can be estimated as the
exciton generation rate. The variation of Jsc as a function of active layer thickness
is depicted in Fig. 26. Because the optical absorption depends on the thickness of
device, the Jsc increases with an increase in thickness. The current Jsc decreases after
reaching optimum thickness because the risk for trapping increases with the distance
travelled. A slight decrease is observed for higher thickness devices that may also be
due to higher series resistance. It is found that the experimental saturated photocurrent
follows the variation of calculated Jmax.

The device thickness optimization is an important result in designing of polymer
solar cell. Since the incident light is an AM1.5 spectrum with a broad wavelength
distribution, the interference maxima and minima are wavelength specific. Although
large active layer thickness can improve the short-circuit current density and external
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Fig. 24 Area absorption profile in PCDTBT: PC70BM layer of BHJ solar cell

quantum efficiency, thicker devices require higher mobility to ensure the sepa-
rated charges to reach their respective electrodes. It is also difficult to deposit thick
homogenous active layer by spin-coating method.

The photon absorption has several peaks in the plot of absorbed photons versus the
thickness of the active layer due to interference between incident and reflected light
from Au or Ag mirror electrode at the back of device. The peaks at around 50 and
180 nm in the absorption of photons are attributed to strong constructive interference.
The interference caused by the gold anode leads to an oscillatory behaviour of the
light absorption and thus Jsc on the active layer thickness.

The variation in Jsc with HTL layer thickness in Fig. 27 and Variation in Jsc with
ETL layer thickness in Fig. 28 helps in optimization of thickness of MoO3 and ZnO
layer.

1.7.4 Optimization for High-Efficiency Polymer Solar Cells

The initiatives which should be taken for enhancing the efficiency of BHJ polymer
solar cells are the following:
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Fig. 25 Absorption profile in PCDTBT: PC70BM BHJ solar cell

0 50 100 150 200 250 300 350 400 450 500
0

2

4

6

8

10

12

14

16

18
Current Density obtained from 100% IQE

PCDTBT:PC70BM Layer thickness (nm)

C
ur

re
nt

 D
en

si
ty

 (m
A

/c
m

2 )

Fig. 26 Variation in Jsc with PCDTBT: PC70BM Blend thickness for active layer optimization
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Fig. 27 Variation in Jsc with HTL layer thickness
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Fig. 28 Variation in Jsc with ETL layer thickness
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Fig. 29 Optimization to absorb solar radiation

i. Selection of Conjugated polymer with low band gap: Maximum photon flux
of sun = 700 nm
Eg = 1.24/0.7= 1.77 [eV] which results in maximum absorption of photon
of sun as shown in Fig. 29. The material properties should match the solar
spectrum and can be processed from non-toxic solvents and amenable to rapid
processing. It should also be noted that the decrease in the material band gap to
increase the number of photons absorbed may also decrease the driving force
for charge separation and lead to a decrease in the yield of photogenerated
charges [97].

ii. Bulk heterojunctionmorphology: The exciton diffusion length of conjugated
polymer should be below 20 nm [99].

iii. High carrier mobility: The electron and hole mobility of conjugated polymer
should be high.

iv. For high Isc, optimization of the transport property (mobility) is necessary.For
high Voc, tuning of the electronic energy level of the donor–acceptor system
is required; Voc may be increased by increasing the energy level offset at the
interface by either lowering the donor HOMO or raising the acceptor LUMO.
Voc of ~2 V observed in polymeric donor–acceptor system

v. For high fill factor, optimization of the contacts andmorphology and lowering
of serial resistance

η = JscVocFF

PS
× 100 (23)
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Fig. 30 Enhancing devices efficiency by increasing Jsc, Voc and FF

In order to increase the efficiency of BHJ PSC, Jsc, Voc and FF should be
increased as depicted in Fig. 30.

vi. It is possible to influence VOC , ISC , FF and efficiency by properly optimizing
the electrical and photoelectrical properties of Polymer molecules. To enhance
cell performance and stability, interfacial layers between the active layer and
electrode could be used.

vii. The improvement in the nanoscale morphology and development of novel low
bandgapmaterialsmay lead to power conversion efficiencies approaching 10%.

viii. Tandem structures presents a viable solution to boost the efficiency of OSC to
more than 15%, compared to the 10% limit of single layer bulk heterojunction
devices.

ix. Light trapping mechanisms to enhance the photon path length on thin active
layers of polymeric materials can be achievedwith simple patterning technique
[96, 97] or by use of grating structures [100], microlenses [101, 102], and
pattern metal electrodes to induce plasmonic effects [103].

x. High efficiency in PSC can be achieved by efficient charge transfer at small
frontier molecular orbital offsets between donor and acceptor.

xi. Optimization of thickness and annealing temperature is crucial to achieve the
higher efficiency in PSC.
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Fig. 31 Parameters and
technological goals

xii. The interface between the electrodes and the active layer must be optimized
to provide an good ohmic contact and it requires careful selection of the
electrode materials. Generally higher-work-function anodes or lower-work-
function cathodes to contact to the new low-band-gap active materials are
suitable for efficient PSCs.

1.8 Challenges

The major challenge for PSCs is improving efficiency, reducing materials cost and
search for low cost, transparent, flexible electrodes. The challenges are also to
improve stability specially photostability of polymer semiconductors and interface
stability (delamination at soft contacts) and blocking water/oxygen ingress particu-
larly on flexible substrates. The boost in efficiency and device stability are the biggest
challenges that must be solved before the commercial application of organic solar
cells.

Therefore, themost important parameters of every solar technology are efficiency,
lifetimes and costs (Fig. 31) [104]. Today, a large number of OSCs are demonstrating
>10% efficiency, recently reaching a milestone of 17% [105]. The actual application
defines which parameter or combination of parameters is more or less important. The
OPV features like flexibility, weight, transparency are not sufficient to constitute a
relevant competitive advantage.

2 Summary and Outlook

Polymer PV devices are widely recognized as one of the most promising low-carbon
technologies for the generation of electricity with the potential to provide very envi-
ronmentally friendly, flexible, low cost, relatively lower installation time and cost,
lightweight, low carbon footprint with a short energy payback time and suitability for
roll-to-roll printing process based renewable energy for a wide range of applications.
In order to put polymer solar cells on equal footing with their inorganic counterparts,
the challenge is to enhance its efficiency, stability, lifetime and suitable flexibles.
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The power conversion efficiency of the most efficient polymer cells has recently
increased to over 10%. It is necessary to identify the factors limiting the device
efficiency for further improvement in performance. For these devices to be commer-
cially viable, three important areasmust be addressed. It is required to develop robust,
thermally stable transparent flexible substrates. Roll to roll coating, film technologies
compatible with industrial applications, encapsulation and patterning issues are to
be improved.

Optical modelling is a useful tool for the optimization and improvements of thin-
film polymer solar cells. It provides insight into internal optics and provides a basis
for further optimizations of the structures. The distribution of light energy determined
by optical interference and optimization of thickness of each layer in the OPVwould
help in the improvement of its performance. The limited charge carrier mobility
in polymer semiconductors requires the active layer of polymer solar cells to be
thin. Although large active layer thickness can improve the short-circuit current
density and external quantum efficiency, thicker devices require higher mobility to
ensure the separated charges to reach their respective electrodes. Optical modelling
helps in thickness optimization. The optical modelling tool requires modifications
to incorporate the effect of scattering in the solar cells and due to roughness at
the interface the light scatters in different directions which cannot be calculated by
applying the basic principles of the reflection and refraction. The optimization of
device performance requires maximization of the area of the interface between the
electrodes and the organic semiconductors.

The optimization of light distribution and improving the stability of the solar cell
requires additional transparent layers at the interfaces between the electrodes and
the light-harvesting organic semiconductor layer which must conduct charges to the
electrodes. The composites of insulators and conducting nanoparticles such as carbon
nanotubes, graphene fragments or metal nanoparticles can serve this purpose.

Eventually, the high efficiency alongwith long-termstability of polymer solar cells
could be reached through a perfect optimization of materials properties, morphology
and device architectures. It is, therefore, important to motivate interdisciplinary
research in material synthesis, thin-film technology, photo physics and device tech-
nology to develop an ideal prototype. Organic solar cells are very close to being
commercialized with potential applications in rapidly growing areas as electric vehi-
cles and for integration into windows on buildings as it supports flexible curved
surfaces and are very lightweight and colour-tuneable, where silicon technology is
misfit. There are still a lot of obstacles for OPV researchers to conquer, but more
opportunities in the future. The best has not arrived yet.
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Nanostructured Black Silicon
for Efficient Thin Silicon Solar Cells:
Potential and Challenges
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Sushil Kumar, C. M. S. Rauthan, and D. K. Aswal

Abstract The world’s energy system is at crossroads as the natural fossil fuels are
becoming increasingly unavailable and more expensive. Thus, the usage of various
renewable energy (RE) sources to provide environmentally benign, economically
feasible and sustainable energy supply is drawing more attention to meet ever-
increasing energy demands. Among the various RE sources, solar energy has the
potential to provide energy independence and security of supply to every economy.
Among the possible solutions, the deployment of photovoltaic (PV) modules to
directly convert solar radiation into electricity is one of the best choices. The PV is
one of the promising technologies to provide a feasible carbon-free route to replacing
nonrenewable power sources worldwide. However, the limited performance to cost
ratio for the present market-dominating silicon (Si) wafer PVmodules restricts large-
scale civil utilization of solar electricity. One of the basic costs for Si PV cells is the
starting Si wafer itself, which requires several extensive purification to maintain the
reasonable performance of the device. Thus, developing PV devices of high perfor-
mance to cost ratio has always been in demand. Researchers are trying to explore
solar cell designs via an unconventional method, aiming at cost reduction and perfor-
mance improvement. One of the growing potential approaches is PV designs based
on nano-architectured materials with low cost and advanced optical and electrical
management properties. Micro-and nanostructured Si surfaces are well known for
their applications in Si micro-and optoelectronic devices, particularly in solar PV. A
particular class of nanostructured silicon is called black silicon. The black Si concept
is a promising approach to eliminate front surface reflection (<2% in broad spectral
range) omnidirectionally in PV devices without the need for a conventional anti-
reflection coatings (ARC). Besides, strong light-trapping can also be achieved for
weakly absorbed photons with energies close to the absorption edge of Si and might
lead to both an increase in efficiency as well as a reduction in the fabrication costs of
solar cells. The nanostructured black Si surfaces, suitable for solar cell applications,
have been fabricated by variousmethods such asmetal-assistedwet-chemical etching
(MACE), dry reactive ion etching (RIE), etc. In the chapter, a brief introduction of PV
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technology is presented along with the current status of Si wafer based solar cells.
Various challenges/losses associated with conventional solar cell technology with
an emphasis on addressing the optical/reflection losses are also discussed. Efforts
made to minimize these losses with an emphasis on minimization of reflection losses
through nanostructuring schemes are discussed. Moreover, an attempt is made to
present a review on the recent progress of black Si research for solar cell technolo-
gies. First, MACE technique for the preparation of black Si is discussed in detail
along with a brief critical analysis with respect to advantages and disadvantages for
solar PV applications. The applications of black Si in solar cells and the progress
over the years are then summarized. In addition, one of the major challenges of black
Si cell is enhanced surface recombination which imposes a critical limit to solar cell
efficiency especially in thinner solar cells. Hence, an efficient black Si solar cell can
only be obtained if an optimal trade-off between light absorption gain and electrical
losses (due to recombination) is achieved for the black Si-based PV technology. The
dielectric thin films play a critical role in effective surface passivation of the black
Si surfaces. Therefore, the current status of passivation schemes and challenges for
black Si solar cell technology is also highlighted. Moreover, the current status of
black Si solar cells concepts employing both monocrystalline, multicrystalline Si as
well as the concept of thin/flexible silicon solar cells towards high-efficiency solar
cells is reviewed critically. Finally, conclusions and future prospects of the black Si
concept is outlined wherein it is envisaged that nanostructured black Si will play a
key role in cost-effective and efficient solar photovoltaic devices in days to come.

1 Introduction

Modern society largely depends on energy consumption and energy for civilization
is like food for humans. The energy is used for heating in our houses, transport, goods
production, communication, food, and even for everything like reading this chapter.
Energy is never produced --it is always converted from one form to another to make
it a more usable form of energy. Humanity developed many different methods of
energy conversion. The most prosperous and technologically developed countries
consume the most energy per inhabitant [1]. However, their economies are relatively
stable and do not show rapid growth and, therefore, an increase in power consump-
tion. While developing countries, according to the World Energy Outlook (WEO)
[2], display 30% growth of energy consumption and at the same time these countries
have the highest birth rate leading to an increase in the global population. In May
2017, the world population was 7.5 billion people [3] and consumed 12.3 TW of
power [4], and by 2050 the world population would be around 10 billion [5, 6] with
the projected energy need for 18–20 TW or 16–18 billion tonne of oil equivalent
(toe); (1 toe = 11.63 MW) [4]. It is the so-called supply–demand energy challenge
and it could be and would be solved by increasing the total energy production [1]. A
second challenge is that our energy infrastructure heavily depends on fossil fuels, like
oil, coal and gas. Fossil fuel resources, due to our intensive use, would be depleted in
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a while. Furthermore, by burning fossil fuels, we produce greenhouse gases (GHGs)
like carbon dioxide, methane, nitrous oxide, hydrofluorocarbons, perfluorocarbons,
sulphur fluoride, etc. in the atmosphere. This has led to increased entrapment of inso-
lation in the atmosphere which has increased the earth’s global average temperature
by ~1 °C over the period 1885–2016. Increase in temperature is having a range of
effects such as sea-level rise, putting some of the biggest metropolis such as New
York, Mumbai, etc. at the risk of inundation; increase in the frequency of extreme
weather events; adverse impact on agricultural output in relatively more productive
lower latitude areas due to disturbance in the climatic pattern; retreat of glaciers
such as arctic sea ice which in turn is increasing GHGs emission and worsening the
scenario; increasing oceanic temperature leading to migration of fishes to higher lati-
tudes; acidification of ocean leading to coral bleaching; adversely affecting human
health, etc. [7–11]. There have been educated speculations about the extinction of
human species itself in not-so-distant future as survival, and extinction, of human
species is inextricably linked to the health of the planetary ecosystem which appears
to be in irreversible decline [12]. All these horrific changes are in part due to the
consumption of fossil fuels, which emit GHGs as undesirable by-products [13].
These changes forced world leaders to engage in discussions to take coordinated
measures to reduce the consumption of fossil fuels in particular and stop climate
change in its tracks. At the 21st Conference of Parties, world leaders committed
themselves to hold the global average temperature increase to well below 2 °C above
pre-industrial levels and pursue efforts to limit the increase to 1.5 °C [14].

1.1 Photovoltaics as an Alternative Energy Source

Any viable and sustainable effort at reducing GHGs emission has to take into account
the aspiration of developing and least developed countries to attain living standards
comparable to industrialized countries of North which is resource intensive and
puts a higher premium on energy. Thus not only humanity has to evolve alternative,
environmentally benign sources of energy, to fight the menace of climate change, but
also transition to a socio-economic system where the marginal environmental cost
to economic growth is progressively lower and lower. Realization of former goal
hinges around harnessing energy sources that do not emit GHGs which undoubtedly
are renewable sources of energy. The renewable energy could solve all of the above
challenges. Renewable energy carriers are energy carriers that can be replenished
by natural processes at the rate comparable to or faster than human consumption.
Hydro, wind and solar energy are renewable energy resources. However, sources
such as hydroelectricity, nuclear do not enjoy public trust due to understandable
safety issues. Public suspicion of nuclear power has become more pronounced due
to an accident at Fukushima Daichi nuclear plant in Japan. Increasing the frequency
of extreme weather events is posing a serious risk to the viability of dams and
hydroelectric power plants. These are also prone to geological activities.
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Earth intercepts around 1,73,000 TW of solar energy continuously which is more
than 10,000 times the entire planet’s energy consumption [15]. Thus there is only
a need for technological capability to harness it. Thus solar energy especially solar
photovoltaic (PV) emerges as amature and trustworthy technology in a bigger bracket
of renewable energy technologies. That is the reason why it has witnessed an average
annual growth rate of 50% in recent years [16]. Solar photovoltaic (SPV) is partic-
ularly important in solar energy technologies as it is quite easier to install it at an
individual/household level and hence entire power evacuation infrastructure is not
needed which requires huge upfront capital investment. The cost of solar cell elec-
tricity can be lowered by decreasing the production cost increasing power output. For
PV to be competitive, the cost of modules should be below 1$/W and cells price—
below 30 cents/W. The global PV industry is experiencing a rapid growth with a
global installed capacity of 97.5 GWp in 2017 alone and a cumulative installed
capacity of 405 GWp at the end of 2017 [17] with a compound annual growth rate of
~24% from 2010 to 2018 and 505 GWp at the end of 2018 [18]. The annual global
market for PV increased only slightly in 2018, but enough to surpass the 100 GWp
level (including on- and off-grid capacity) for the first time. Cumulative capacity
increased approximately 25% to at least 505 GW; this compares to a global total of
around 15 GW only a decade earlier (See Fig. 1). Despite the single-digit growth
rate of the global market in 2018, solar PV has become the world’s fastest growing
energy technology, with gigawatt-scalemarkets in an increasing number of countries.
Demand for solar PV is spreading and expanding as it becomes the most competitive
option for electricity generation in a growing number of markets––for residential
and commercial applications and increasingly for utility projects [18].

Fig. 1 Solar PV global capacity and annual addition, 2008–2018 [18]
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1.2 Why Silicon Photovoltaic?

Silicon (Si)-based SPV have emerged as one of the most attractive pillars of clean
energy architecture. This is mainly because of four reasons: stable power output
over more than two decades; silicon being second most abundant material in earth’s
crust; non-toxicity of Si in bulk and; readymade technical know-how of Si due to
pioneering efforts of the microelectronics industry. Also, despite initial promises,
thin film based solar cells have not been up to expectation and the SPV market is
still dominated by crystalline (c) and multicrystalline (mc) silicon based solar cells.
In the recent past due to price reduction across the entire value chain combined
with larger packing fraction of mc-Si solar cells at the module level, mc-Si based
solar cells are outpacing c-Si-based solar cells, despite c-Si having edge over mc-
Si at cell level due to recombination in latter at the grain boundaries, for a similar
level of technology deployment [19]. Figure 2a shows the price trend for silicon-
based solar cells, and it has exponentially decreased since 1977. The cumulative PV
capacity over the past decades allowed PV module cost reduction. This dependency
is represented as logarithmic Swanson’s Law learning curve in Fig. 2b [20]. The
price drop for silicon over time became possible due to the fact that Si had been
dominating materials and technology in the semiconductor industry as well as in the
photovoltaic industry for several decades. Si shared more than 90% of the total PV
market splitting it shares between different Si-based technologies: multicrystalline
Si (mc-Si) (60.8%), monocrystalline Si (c-Si) (32.2%), amorphous Si (a-Si) (0.3%)
in 2017 according to Fig. 3 [17]. The total share of thin-film technologies is 4.5%
in which CdTe has the maximum share (2.3%), followed by CIGS (1.9%) and last
is a-Si (0.3%). Such significant market shares led to the development of different
Si-based PV technologies and cell designs with efficiency above 20% up to 26.7%
[21].

Nevertheless, many different promising PV technologies could promise a combi-
nation of high power conversion efficiency and low production cost, but Si has a

Fig. 2 a Price reduction for silicon PV cells since mass production started in 1977 till 2015,
b Swanson’s learning curve for silicon PV modules [20]
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Fig. 3 Global PV production by technology: Percentage of the global annual production of PV by
technology (from 1980 to 2017) [17]

huge potential for its further usage in the PV industry. Development of new tech-
nologies that could optimize one or another parameter (either to improve efficiency
or reduce production cost or both) will keep Si as a PV market dominant further at
least for several decades. Thus, Si solar cells are the most promising technology as a
renewable energy source that can guarantee a sustainable future for us and our future
generations.

2 Solar Cell: Basics

2.1 Solar Cell Basic Structure

Basic structure of a typical p-n junction silicon solar cell is shown schematically
in Fig. 4a. Immense work has been done on solar cells and its operation is well
understood. A device must have three properties to behave as solar cells:

(1) device must be able to absorb incident radiation to generate excess, unbound
and mobile electron and hole pairs,

(2) a steady population of electrons and holes has to be maintained by suppressing
their recombination before they get collected,

(3) the electron and hole pairs must be spatially separated at the space charge region
(diffused p-n junction) or Schottky junction and eventually collected by electron
and hole collection terminals to drive current through the external circuit.
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Fig. 4 a Schematic of a typical basic structure of flat-plate (planar) p–n junction silicon solar
cell. All the layers are labelled. b Schematic of an advanced Si solar cell with ARC and surface
(μ-pyramids) texturing. In this scheme, typical cell thickness, W = 200 μm, is used to absorb the
light and the charge carriers collection is primarily from the diffusion region (ld) where ld >> Jd,
the junction drift region. Further, the light absorption and carriers collection in the same direction
(longitudinal to the solar cell surface). Also, the concept of front and back surface passivation is
employed. Instead of full area BSF, localized BSF (p+) is used in the rear side. And selective emitter
(high doping under the metal contacts and relatively light doping in light active regions) is also used
b. Reprinted/adapted by permission from Springer: Ref. [332], Copyright (2016)
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(a)

(b)

(c)

(d)

Fig. 5 a Top is schematic of a p–n junction showing depletion region (Jd) with ionized immobile
dopant charges; b bottom is the correspondent energy-band diagram. Incident light creates an
electron–hole pair that is swept across the junction by the in-built drift electric field to the charge-
neutral regions. c An equivalent circuit of a practical solar cell connected to an external load
(RL). In the circuit, parasitic resistances, series (rs) and shunt (rsh) are also shown. d Typical I–
V characteristics of a p–n junction solar cell under dark and illumination conditions. The solar
cell’s basic performance parameters are also shown in the I–V characteristics. Reprinted/adapted
by permission from Springer: Ref. [332], Copyright (2016)

The quality or performance solar cell is evaluated by using its dark and illuminated I–
V (or J–V) characteristics. There are different performance parameters such as open-
circuit voltage, short-circuit current, fill factor, dark saturation current, maximum
power point and power conversion efficiency (PCE).

The solar cell operation principle can be understood from Fig. 5. It is based on
an unbiased p-n junction diode connected to a load (RL) to generate power [22,
23]. There is a region of high (in-built) electric field, called the depletion region
(labelled as Jd), at the junction of the p- and n-type semiconductors where photo-
generated charge carriers (electrons and holes) are separated by the in-built electric
field, producing a current. In addition, carriers generated in either the p- or n-type
regions within a minority charge carrier diffusion length (Id) of the depletion region
can be collected at the junction and contribute to the total current. The key criteria
for efficient solar cells are high absorption of the incident light in the active region of
carrier collection andminimal loss of carriers due to recombination (bulk and surface
defects). Conventional wafers-based crystalline silicon solar cells rely primarily on
thick diffusion regions (~200μm), compared to themuch thinner drift region (Jd), for
carrier collection as schematically illustrated in Fig. 4b. This scheme is inevitable
due to the poor absorption of light by silicon across the solar spectrum [22], and
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therefore relatively thick Si is used to absorb the incident light effectively in a wide
spectral range. However, as illustrated in the cross-sectional view of typical high-
efficiency planar silicon solar cell geometry (Fig. 4b), the charge carriers generated
away from the junction have to diffuse long distances to reach the junction (without
recombination) for collection, and therefore requires large diffusion length. This
requirement restricts the quality of the silicon materials to be reasonably high. Thus,
high-efficiency silicon solar cells require defect-free material with long minority
carrier lifetimes (or large diffusion lengths). The current record efficiency under
terrestrial illumination conditions (AM 1.5 G, 100 mW/cm2) for silicon solar cell
is 26.7% [21]. This efficiency is quite close to the maximum theoretical efficiency
~31% predicted for a single-junction solar cell by Shockley–Queisser, also known as
Shockley–Queisser limit [22]. However, the fabrication costs are quite high for such
record efficiency cells. Commercial silicon solar cells’ efficiency typically ranges
from ~17 to 23% depending on solar cell structure and design [21, 24, 25].

2.2 Solar Cell Basic Parameters

The expression for net current (I) flowing across the load can be expressed as

I = IL− I0{exp(q(V + Irs)/nkT) − 1} − (V + Irs)/rsh}

ISC : short-circuit current; Jsc: short-circuit current density
IL: light generated current,
I0: dark saturation current,
VOC = kT/q{ln(IL/Io) + 1}: open-circuit voltage {since at V oc, I = 0)
where k is Boltzman’s constant, T temperature in Kelvin, q as the electronic

charge.
Vm and Im: Operating point yielding the maximum power output
Fill Factor (F.F.) = Vm Im/VOC ISC
Power conversion efficiency (η):

η = Pmax/Pin = Vm Im/Pin = F.F.VOC ISC/Pin

In solar cell operation, generally, the key aim is to generate power by (1) gener-
ating a large short-circuit current, Isc, (2) a large open-circuit voltage, V oc and (3)
minimize parasitic power lossmechanisms (particularly series and shunt resistances),
and therefore maximize the fill factor (F.F.) [22, 23].

2.2.1 Open-Circuit Voltage

The open-circuit voltage (V oc) is the voltage at which no current flows through the
external circuit. It is the maximum voltage available from the device when the circuit
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current is zero, and it defines the operating regime of the solar cell. A solar cell
delivers power only in the region from 0 to V oc. The above equation shows that
V oc depends on the saturation current (I0) of the solar cell and the photogenerated
current (IL). While IL typically has a small variation, the key effect is the saturation
current, since this may vary by orders of magnitude. The saturation current depends
on the recombination in the solar cell. In devices where minority carrier lifetime is
low (caused by poor quality material, flawed processing steps or device design, etc.)
its open-circuit voltage tends to be low and vice versa.

2.2.2 Short-Circuit Current

The short-circuit current, Isc, is the current that flows through the external circuit
when the electrodes of the solar cell are short-circuited. The short-circuit current of
a solar cell depends on the photon flux density incident on the solar cell, which in
turn is determined by the spectrum of the incident light. Isc depends upon the area of
the solar cell and hence it is an extensive variable. Isc is divided by the area of solar
cell to arrive at short-circuit current density (Jsc), which is an intensive variable.

2.2.3 Fill Factor (FF)

The purpose of a solar cell is to deliver power to an external device or load such as a
bulb. The fourth quadrant of the illuminated I–V curve (see Fig. 5d) shows the regime
under which solar cell can deliver power. In this quadrant, a point can be found where
the power reaches its maximum value. This point is called the maximum power point
(Pmax). The fill factor is defined as the ratio of the maximum output power (Vmp ×
Imp) to the product of V oc and Isc. Vmp and Imp represent the maximum voltage and
maximumcurrent at the point on the illuminated I–V curve the cell deliversmaximum
electrical power to the external circuit. The fill factor (FF) is a measure of the diode
characteristic of the solar cell. The higher the number, the more ideal the diode is.
Ideally, the fill factor should be unity, but due to transport (parasitic resistances) and
recombination losses, its value gets reduced. The direct relation of FF with current
density indicates that it is greatly affected by the mobility of the charge carriers. In
order to obtain a high fill factor, the shunt resistance of a photovoltaic device has to
be very large, in order to prevent leakage currents, and series resistance has to be
very low. As such the value of series resistance and shunt resistance for an ideal solar
cell are zero and infinite, respectively.

2.2.4 Dark Current

The dark current is the current through the diode when no light is incident on the
device. This current is due to the ideal diode current, the generation/recombination
of carriers in the depletion region and any surface leakage, which occurs in the diode.
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When a load is applied in forward bias, a potential difference develops between the
terminals of the cell. This potential difference drives a current, which acts in the
opposite direction to the photocurrent, and the net current is reduced from its short-
circuit value. This reverse current is usually called dark current in analogy with the
current Idark (V ), which flows across the device under an applied voltage in the dark.
Solar cells behave like a diode in the dark, admitting a much larger current under
the forward bias (V > 0) than under reverse bias (V < 0). Larger the dark current
lower is the device performance, i.e. its ability to deliver power. The dark current
is an indirect manifestation of lower minority carrier lifetime (poor semiconductor
material), poor solar cell design and processing.

2.2.5 Power Conversion Efficiency

The power conversion efficiency (PCE) or simply efficiency (η) is the most widely
used parameter to assess the performance of a solar cell. It is defined as the ratio of
the maximum output electrical power to the total incident solar power density (Pin).
The PCE depends on the intensity of the incident light on the device, temperature
of the device, minority carrier lifetime, design of the solar cell and the ability of
the device to harness the incident energy. Power conversion efficiency of the solar
cell reflects the capability of the solar cell to convert the incident light into electrical
power.

2.2.6 Maximum Power Point (Pmax, Vmp, Imp)

As discussed above, the maximum power point is the point on the illuminated I–V
(or J–V) curve of the solar cell where the product of voltage (V ) and current density
(J) or current (I) is the maximum. At this point, the device delivers the maximum
power.

2.2.7 Standard Test Conditions (STC) for Solar Cells

The efficiency of a solar cell depends upon the host of parameters. To establish a
scientific comparison of the performance of different solar cells and also to estimate
the capability of the solar cell to deliver power, the standard test conditions have been
designed. These test conditions are based on a spectral distribution, reflection of the
emission spectrum of the sun, measured on a clear sunny day with a radiant intensity
of 100 mW/cm2 (or 1000 W/m2) that is received on a tilted plane surface with an
angle of incidence of 48.2°. This spectrum that also counts for a model atmosphere
containing specified concentrations of, e.g. water vapour, carbon dioxide and aerosol
is referred to as an ‘Air Mass 1.5 Global’ (AM1.5G, IEC 60904-3) spectrum. These
standard test conditions also include a measuring cell temperature of 25 °C.
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2.3 Solar Cell Losses

2.3.1 Quantum Losses

This mode of loss is due to inefficient utilization of solar spectrum by Si-based solar
cells. This limitation arises due to the band gap of the semiconductor. Si has 1.12 eV
band gap. Therefore, photons having energy less than 1.12 eV are of no use in solar
cell output. Similarly, the extra energy of photons having high energy (>1.12 eV) is
lost in non-radiative losses producing heat in the device only.

2.3.2 Recombination Losses

Incident radiation with energy higher than 1.12 eV excites an electron from the
valence band to the conduction band of Si substrate. This process generates two
charged particles of opposite polarity; electron in the conduction band and hole in
the valence band. These generated electron and hole pairs are then separated by either
diffused junction (p–n) or Schottky junction and collected at the terminals for doing
work in the external circuit. However, all the electron–hole pairs generated, by the
incident radiation, do not get collected at the terminals due to the recombination
of electron and hole pairs before getting separated and eventually collected. Thus
recombination process does not allow the generated electron–hole pairs to reach the
terminal and contribute to the current thus lowering the device efficiency. Based on
recombination sites it can be divided into two types; (i) surface recombination and;
(ii) bulk recombination.

Surface recombination occurs at both the front and rear side of the substrate.
Si has four valence electrons. Si atoms present at the surface has one non-bonded
electron and three covalently bonded. Dangling bonds of Si become diversion route
for the generated electron–hole pair and reduction in current in the external circuit.
Short-wavelength radiation is absorbed near the front of the Si substrate. Therefore,
front surface recombination is relatively more effective in lessening current than
other recombination modes. To avoid this recombination front surface is usually
passivated through application of SiO2, SiNx, etc. A Similar process operates at
the rear side of the device to lessen the total current. Rear side recombination is
lessened through the application of back surface field (BSF), which suppresses the
diffusion of minority carriers towards the back surface and their recombination with
the unpassivated dangling Si bonds. Bulk recombinations are those which occur
within the Si substrate due to various structural defects and other impurity related
defects.
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2.3.3 Resistive Losses

A solar cell possesses both shunt and series resistance, which lowers the fill factor
of the device and hence the power conversion efficiency of the solar cell. These are
also known as parasitic resistive losses. Low shunt resistance is a processing flaw
and negatively impacts the performance of the device and also the life cycle of it.
Series resistance of the device is required to be lower for optimum power conversion
efficiency. It is determined by the top contact design and material, emitter resistance,
resistance of the bulk material and the back contact of the device. If the bus bar and
the fingers of the top contact are widely spaced reflection losses are lower and the
series resistance is higher. On the other hand, if the bus bar and the top contact are
closely spaced then reflection losses are higher but series resistance is higher. Thus,
there is a trade-off between the reflection losses, to be discussed in the next section,
and series resistance.

2.3.4 Reflection Losses

Polished planar silicon surface,with characteristic silver-grey colour, bothmonocrys-
talline and multicrystalline, have ~36–38% of solar weighted reflectance (SWR)
in the spectral range, 300–1100 nm, the spectral range is useful for silicon-
based solar cells. This implies that more than one-third of insolation over these
surfaces/substrates is reflected back without contributing anything to energy produc-
tion. The reflection loss is one of the major limiting factors for silicon solar cell
performance (on efficiency). Monocrystalline and multicrystalline silicon require
different but similar approaches to suppress reflection and enhance the absorption of
the incident radiation.

3 Conventional Methods of Light Tapping/Harvesting
in Silicon Solar Cells:Microscale Textures
and Anti-reflection Coatings

As mentioned in the previous section both mono- and multicrystalline silicon reflect
more than one-third of the incident radiation which prevents the solar cell from
achieving its potential efficiency [26–29]. Three broad strategies are adopted for
the reduction of reflectivity of mono- and multicrystalline silicon; application of a
quarter-wavelength layer of dielectric such as silicon nitride, titanium oxide, etc.,
to reduce reflection (also called as anti-reflection coatings), modification of surface
topography of both mono- and multicrystalline silicon and a suitable combination
of both [30]. Among these, the combination of microscale texturing and the anti-
reflection coating is the most common. However, the quarter-wavelength structures
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of the dielectrics are resonant structure and work effectively only in a limited spec-
tral range [30]. These are unstable and expensive to fabricate both in terms of mate-
rial and time. These also require handling of life-threatening gases such as silane
which further raises the budget of the process. Modification of surface topography
is comparatively cheaper though it leads to manifold enhancement in the surface
area and the number density of dangling bonds, and therefore requires passivation
which again invites either use of silicon dioxide or silicon nitride or such other layers
[30]. Surface modification is accomplished through “top-down” and “bottom-up”
approaches” depending upon whether the surface topography is modified through
etching out selected/predefined regions of the substrate or some structure is assem-
bled from scratch, respectively. Surfacemodification can also be divided into physical
and chemical processes depending upon the method adopted to modify the surface
topography [31].

The wet chemical approaches, among several available approaches, are the most
common ones, and are used for the surface modification of silicon and have been
adopted to fabricate randomly distributed, microstructures over Si surface [26–29].
These can be periodic structures predefining patterns using masks and random such
as uncontrolled wet etching without predefining any pattern. Periodic microstruc-
tures are advantageous in lowering reflectivity over non-periodic ones [32]. But the
non-periodic are easier to fabricate than periodic microstructure. Microstructures
have been able to bring down the SWR to ~12–14% [26–29]. However, 12% is still
a major loss and to lower down weighted reflectivity further nanoscale texturing,
to be discussed in the next section, is used. The microscale texturing of monocrys-
talline Si (c-Si) is carried out in aqueous alkaline solution (such as KOH, NaOH,
etc.) containing somemoderator such as isopropyl alcohol (IPA) in controlled condi-
tion. This produces micro-pyramids of random size and distribution on the silicon
surface and can reduce SWR to 12–14% in 300–1100 nm spectral range (see Fig. 6).
However, the conventional alkaline texturing scheme of c-Si cannot be applied to
multicrystalline Si (mc-Si) [33, 34], which is increasingly outpacing c-Si [35], due
to random orientation of grains and hence there is a major lacuna in this approach.

For mc-Si, the acidic texturing technique is being used, similar to microtexturing
of c-Si, which leads to randomly oriented hemispherical structures on themicrometre
scale [33, 34]. This is called ‘stain etching’ (or acidic etching), which uses a solution
of hydrofluoric acid and nitric acid, both in comparable amounts, and sometimes
acetic acid is also added to moderate the reaction rate [29, 30]. If the concentration
of nitric acid (HNO3) is higher than hydrofluoric (HF) acid, then isotropic etching
of wafer takes place and this etching solution is used to remove the wire and saw
damages from the silicon wafer surfaces (see Fig. 7). In the acidic etching approach,
the SWR as low as 20–25% could be achieved in the spectral range 300–1000 nm
[33, 34].

It is clear that only the microtexturing schemes discussed above (in both c-Si and
mc-Si) is not sufficient to reduce the reflection losses to a minimum. As a conse-
quence, the microtextured substrate is used in combination with vacuum coating of
quarter-wavelength single or multiple (stack) layers of dielectric thin films such as
silicon nitride (SiNx) or titanium oxide (TiOx), etc., which also passivates the surface
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Fig. 6 Typical alkaline textured micro-pyramids on silicon (100) wafers. SEM images of micro-
textured Si (100) samples; a top planar view, b tilted (45°) view, and c cross-sectional view of
the micro-pyramids formed after 60 min texturization in aq. KOH solution. d outline of a typical
pyramid indicating the four facets (111) and the apex (peak). Reprinted by permission fromSpringer
[Journal of Materials Science] Ref. [29], Copyright (2014)

[36, 37]. Thickness of these dielectrics is taken as one-fourth of the wavelength of the
incident light, where photon flux is the maximum and hence the impact of the dielec-
tric is optimum [36, 37]. These layers are expensive, strongly spectral and angular
dependent of incoming radiation and hence not the ultimate option. Nevertheless, the
microtexturing combined with an anti-reflection (AR) layer is industry standard at
present. The plasma-enhanced chemical vapour deposition (PECVD) based silicon
nitride (SiNx) of thickness ~70–80 nm is generally used as an AR coating (ARC)
in the industrial solar cell production process though it is costly, hazardous and
non-environmental friendly.

Further, conventional wet texturing, as mentioned above, the technique involves
the creation of random sized (5–15 μm) microstructures both in vertical as well as
lateral (base) direction distributed randomly over the entire Si wafers. This puts a
lower limit onwafer’s thickness over which conventional etching facilitated solar cell
can be fabricated; which eventually puts a lower limit on the processing cost also.
Besides, it also creates a problem along the edges. The silicon wafer cost constitutes
around 40–50% of total module cost and hence is a reasonable target for price reduc-
tion [38]. This can be done in two ways; wafer thinning and/or increasing impurity
tolerance of wafers as purification of wafer from metal grade to solar grade involves
considerable cost. Thinning of wafer means corresponding loss of solar radiation as
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Fig. 7 Typical SEM images of microscale texturedmc-Si wafers (using the acidic texturing scheme
in HNO3/HF/H2O) used in conventional industrial mc-Si solar cells which show the random
microscale pits; a low magnification top view, b magnified view of a section of surface shown
a; c low magnification image in 45° tilted view, d magnified 45° tilted view of a section of the
surface shown c

thinner wafers would not be able to absorb long-wavelength radiations. This neces-
sitates an architecture that is able to considerably enhance radiation absorption even
in ultra-thin wafers so that wafer can be thin down without loss of photons. A variety
of architectures have emerged which performs this job admirably. These include
arrays of nanowires, nanocones, nanopillars, nanorockets, porous silicon, etc. on the
silicon wafer surface [31] collectively classified as ‘nanostructured silicon’ or more
specifically ‘nanostructured black silicon’ owing to extremely low light reflection
from these surfaces.

4 Nanostructured Black Silicon Concept

As described earlier, the solar PV is one of the promising technologies to provide the
most feasible carbon-free route to displacing TW of nonrenewable or fossil sources
based power consumed worldwide. The continuous improvement of the cost–perfor-
mance ratio for solar cells is a driving force for the sustained growth of PV deploy-
ment. It is well accepted in the PV industry that the silicon wafer cost constitutes
around 40–50% of total PV module cost and hence is a reasonable target for price
reduction [38]. Reducing silicon wafer thickness is an effective method to decrease
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thematerial cost of wafer-based solar cells. However, as the wafers become very thin,
conventional wet etching methods are no longer equally effective for texturing wafer
surfaces and reducing the surface reflection of the incident radiation. Newmethods to
develop highly absorbent textured silicon surfaces are thus required. Nanostructured
silicon surfaces are well known for their applications in Si micro-and optoelectronic
devices, particularly in solar PV [7]. A particular class of nanostructured Si is ‘black
silicon’. Black silicon consists of a nanostructured surface layer (up to few hundreds
of nanometers), which effectively minimizes the reflection of incident light in broad
spectral range, and therefore giving the surface ‘black’ appearance, instead of the
typical silver-grey appearance of planar Si wafers. This unique property makes black
silicon a promising solution for the ARC of silicon solar cells [39–46]. Moreover,
these nanostructures are promising building blocks for next-generation photovoltaic
(PV), optoelectronic and photonic devices [47–54]. Black silicon can also be used
to make ultra-thin and flexible wafers based solar cells and reduce wafer impu-
rity levels. Such device structures have opened new avenues for thin and low-grade
Si-based solar cells on flexible/glass substrates [54, 55]. In addition to PV, several
other technological applications of black Si, such as in, thermoelectric systems [56],
micro-electro-mechanical systems (MEMS) [57], lithium batteries [58], chemical
sensors and biosensors [59, 60], field-effect transistors [61], photodetectors [62] and
light-emitting diodes [63] and other optoelectronic and photonic devices [39–55,
64, 65], H2 production by the photoelectrochemical splitting of water [66], as a
“self-cleaning” surface [67–72] and many more are being explored extensively.

As stated earlier, the black Si has been material of interest in solar cell research,
particularly as a highly absorbent textured front surface. Over the past decade, several
newblackSi fabrication techniques have emerged and someof those also gotmatured.
Significant developments in the effective implementation of black Si concept in
different conventional and innovative solar cell architectures have been made having
strong potential for increasing power conversion efficiency (PCE) of the Si solar cells
at a relatively lower cost [26, 39–46, 73–90]. In parallel, the global PV industry is
experiencing rapid growthwith a global installed capacity of 97.5GWp in 2017 alone
and >100 GWp in 2018 and a cumulative installed capacity of 405 GWp at the end
of 2017 and 505 GWp at the end of 2018 [17]; with a compound annual growth rate
of ~24% from 2010 to 2018 [18]. Undoubtedly, solar PV has become the world’s
fastest growing energy technology, with gigawatt-scale markets in an increasing
number of countries. At the same time, there is strong belief and consensus in the PV
community to identify the value products, especially quality PV cells and modules
(the building block of a PV system) and promote the new concepts to improve the
cost-to-performance ratios of solar modules which consequently pave the way for
innovative concepts like black silicon-based solar photovoltaic devices.

In this chapter, a review of the recent progress of black Si research for solar
cell technologies is presented. Different black Si fabrication techniques are intro-
duced very briefly with more emphasis on the recently developed method, namely
‘MACE’—metal-assistedwet chemical etching, followed by its brief critical analysis
with respect to advantages and disadvantages for solar PV applications. The main
challenges of applying black silicon for high-efficiency solar cells and the possible
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ways to circumvent those are also highlighted along with the efforts made in this
regard during the past decade. The surface passivation of the black silicon surface is
the most critical component in its effective implementation towards high-efficiency
black silicon solar cells, and therefore different surface passivation schemes based
dielectric thin films are also discussed. The latest development in mc-Si solar cells
employing theMACE black silicon is also reviewed. The application of black silicon
towards the development of thin silicon solar cells is discussed with the recent
progress made to this end. Finally, conclusions and future prospects of the MACE
nanostructured black silicon concept for photovoltaic is outlined wherein it is envis-
aged that nanostructured black Si will play an increasingly important role in cost-
effective and efficient solar photovoltaic devices and technology in the coming years
not only in the conventional monocrystalline and multicrystalline silicon wafers
based solar cells but also in the thin/flexible silicon solar cells.

4.1 Fabrication of Nanostructured Black Si Surface

In general, there are two main approaches for the black silicon formation, namely
‘bottom-up’ and ‘top-down’. Several bottom-up methods such as the vapour–liquid–
solid, popularly known as ‘VLS’ method [43, 91–94], based on chemical vapour
deposition [54, 95], molecular beam epitaxy [96], laser ablation [97, 98], thermal
evaporation [99, 100] or a fewmore options [101, 102], have been successfully devel-
oped to prepare silicon nanostructures. However, these processes generally require
complex and expensive equipment, with which processing is done at relatively high
temperatures under vacuum using templates and hazardous silicon precursors. These
features make the processes time-consuming and expensive, and therefore limit their
suitability for several applications. Besides, nanostructures fabrication over a large
area is difficult to achieve. Owing to these limitations, the bottom-up approaches,
which are not feasible for solar cell applications, and not discussed here. In the
top-down approach, over recent years, a range of black Si fabrication processes has
been developed, namely ‘MACE’; Reactive ion etching (RIE); conventional electro-
chemical etching and stain/acidic etching and femtosecond laser-based etching [89,
103–118]. Methods like RIE [112] and/or lithography [113], etc., are little complex,
expensive (owing to the use of vacuum components) and time-consuming. In addi-
tion, fabrication of homogeneous nanostructures on a large area with high throughput
is relatively difficult [89, 112–119]. Moreover, RIE also causes significant surface
damage to the silicon wafers, and hence enhanced surface recombination of charge
carriers [120, 121]. Similarly, the laser-based etching process is also relatively slow
in comparison to other etching techniques, especially on an industrial scale. In addi-
tion, laser-induced material damage can be quite substantial; and is of great concern,
especially, for solar cell applications.

The MACE method is rather free from all these limitations. It is a simple, room-
temperature and solution-based process that enables the formation of nanostructured
black surface on a wafer scale and in a batch line [90, 122]. Hence, the focus of
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the chapter is on metal-assisted chemical etching for the fabrication of black silicon
surface and its application in PV devices. Black silicon surface, consisting of both
aperiodic (randomized) and periodic arrays of silicon nanostructures can be fabri-
cated by this process. However, for periodic arrays of nanostructures, an additional
lithographic process employing colloidal or nanospheres lithography, etc. is essential
prior to the MACE process [122, 123]. On the other hand, the conventional MACE
process results in an aperiodic array of nanostructures. Herein, the scope of this
chapter is limited to random nanostructures based black silicon surfaces only.

4.2 Metal-Assisted Chemical Etching

This process is based on the etching of silicon in aqueous hydrofluoric acid (HF) in
the presence of an oxidative agent, and catalyzed by noble metals, to form micro-
/nanostructured surfaces with various morphologies [122, 124–129]. In the MACE
process, there are two known approaches; (a) single-step MACE, and (b) two-step
MACE. The former is a self-controlled process and simply involves placing of a clean
silicon wafer in an aqueous solution of HF containing metal ions such as Ag, Au,
Fe, Cu, etc. [122, 130–133] whereas in the latter case, metal (Ag, Au) particles are
first deposited either by a wet chemical process (electroless deposition) in solution
or by a physical vapour deposition (such as sputtering, thermal and electron beam
evaporation) under vacuum followed by placing ofmetal nanoparticles coated silicon
wafer in the etching solution (an aqueous solution of HF and H2O2) to fabricate
nanostructured black Si surface [134–137]. The schematic of the experimental setup
commonly used for single- or two-step MACE process is presented in Fig. 8. The
fabrication of black silicon byMACE has been extensively reported wherein most of
the studies are based either on Ag-assisted MACE process [122, 125, 130, 131, 134–
138] or the Au-assisted MACE process [75–79, 82, 83, 122, 132–135]. In addition
to Ag and Au, metals such as Fe, Cu, Pt, etc., have also been used (as catalytic agent)
for the fabrication of black Si surfaces by MACE method [81, 132–135, 139–142];
however, the investigations are limited. Among the noble metals, Au and Ag are the
two most popular choice for the MACE as they can easily be deposited onto the
surface in solution (i.e. via electroless deposition and electrodeposition) [82, 83, 87,

Fig. 8 Schematic of metal-assisted wet chemical etching setup for fabrication of nanostructured
black Si surfaces
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122, 124, 125, 131] as well as under vacuum (i.e. via sputtering, thermal and e-beam
evaporation) [122, 136]. Among all, the majority of MACE investigations are based
on the Ag-assisted process. One possible reason for the preference of Ag as a catalyst
over others could be due to its advantages such as redox potential of Ag+/Ag system
is overlapping with Si valence band (VB), and therefore ease the silicon etching by
the self-sustained MACE process [122, 124, 134, 135, 138]. Other possibilities may
be related to avoiding the side effects of Au, Fe, Cu, etc. on the electronic properties
of the resulting nanostructured Si; since these metals are known to have deep-level
impurities and have adverse effect on the electronic properties (particularly lifetime
of minority charge carriers) of silicon-based devices. The minority charge carrier
lifetime is a very critical parameter for solar cells applications [143–145]. The etch
bath in the Ag-assistedMACE process consists of an aqueous HF solution containing
Ag+ ions (typically, aq. AgNO3 solution). This bath is also known as oxidizing HF
solution. In general, fabrication of black silicon is carried out on both p- and n-
type silicon wafers with a doping density of 1–10 � cm in a beaker using aqueous
HF (~5.0 mol/L) solution containing ~0.02 mol/L AgNO3 at room temperature.
Most of the reports are focused on silicon wafers with (100) crystal orientation
[122, 125, 130, 131, 134–138], as silicon wafers with these electronic properties and
crystal orientations are preferred for PV applications. However, the effect of doping
properties of siliconwafers and crystal orientation on the formation of nanostructured
black silicon containing different morphologies such as silicon nanowires (Si NWs),
porous silicon nanowires (p-Si NWs), conical wires, zig-zag nanowires, nanoscaled
textures or nanopillars, porous silicon, etc. have also been investigated using (100),
(110), (111) oriented silicon wafers under different etch parametric conditions [146–
153].

In general, the MACEmethod consists of the following sequential steps for black
silicon fabrication. (i) Prior to the etching, the wafers are sequentially cleaned with
acetone, IPA, de-ionized (DI) water and boiling in piranha solution (H2SO4:H2O2

= 3:1 by volume, for 30–60 min); (ii) the wafers are then rinsed thoroughly with
de-ionized water followed by dipping in 5–10%HF solution to remove silicon oxides
(either native or grown during the process on the surface); (iii) cleaned silicon wafers
are then immersed in the etching solution for the desired time duration for etching;
and (iv) Finally, removal/etching of the residual/deposited Ag particles from the Si
samples. This can be achieved by treating the samples in NH4OH:H2O2 or HNO3

solution [122, 125, 130, 131, 134–138], followed by rinsing inDIwater copiously and
drying. Recently, Srivastava et al. have reported that single step Ag-assisted MACE
provides a wide range of flexibility in the processing parameters for fabrication of
silicon nanostructures especially aligned vertical Si NW array based black silicon
[125]. In this article, they carried out extensive investigations on the influence of all
the etch parameters such as etch time, etch bath temperature, etch bath components,
like HF and AgNO3 concentrations and also the surface area of the silicon samples
under a given etch conditions on the formation of the Si NWs array. Another very
important feature of this method is that it is a room temperature beaker process
and there is no limitation on the size of the wafers. Further, Kumar et al. have
reported wafer-scale fabrication of black silicon [131]. With the suitable design
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of the setup, it can easily be scaled-up for large-scale fabrication of black silicon
in the batch process [154, 155]. Srivastava and co-workers have also reported the
fabrication of black silicon surfaces by silver assisted two-step MACE process on
both monocrystalline and multicrystalline silicon wafers on small-sized samples as
well as on industrial scaled 125 × 125 mm2 (mono-Si) and 156 × 156 mm2 on
multi-Si wafers [19, 87, 88] for solar cell applications. So far, the technique has
been thoroughly investigated and also reviewed in the literature [122, 124–129].
Here, a brief summary of the process, its mechanism and importance from the solar
cell perspective is presented. The MACE process mechanism is explained with the
example of Ag-assisted etching. However, in general, the MACE process assisted by
other noble metals, like Au/Pt/Cu, also works on a similar principle.

4.2.1 Single-Step Etch Process

Catalytic activity of Ag nanoparticles is well known in the electrochemical etching
of silicon in HF solution where deep cylindrical nanoholes were produced in (100)
silicon using Ag nanoparticles as a catalyst by Li and Bohn in 2000 and named
the process as ‘metal-assisted chemical etching’ of silicon [124]. The mechanism of
formation of nanostructured black Si surface can be understood considering it as a
self-assembled Ag-induced selective etching process based on localizedmicroscopic
electrochemical cell model. It works on the continuous galvanic displacement of Si
by Ag+ ions via Ag+ →Ag reduction on the Si surface and hence forming numerous
local nano-electrochemical cells on the Si surface. The deposited Ag nuclei and then
nanoparticles act as ‘cathode’ and the Si surface in contact with the Ag nanoparticles
as ‘anode’. In brief, Ag+ ions get reduced to Ag onto the Si surface by injecting holes
(h+) into the Si valence band and oxidizing the Si surface locally in contact with
Ag nanoparticles. The oxidized Si surface is subsequently etched away by HF. The
complete self-controlled redox reaction occurring in aq. HF + AgNO3 etch bath on
the Si surface can be divided into two parts: cathode and anode reactions which are
stated below [122, 125, 131, 135].

At cathode site:

Ag+ + e−(VB) → Ag(s)

At anode site:

Si(s) + 2H2O → SiO2 + 4H+ + 4e−(VB)

SiO2(s) + 6HF → H2SiF6 + 2H2O

The initial reduction of Ag+ ions results in Ag nuclei which act as a catalytic
site for subsequent cathodic reactions. Subsequently, Ag+ ions get reduced to Ag
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preferably on the Ag nuclei, and therefore forming nanoclusters/nanoparticles (but
not on the uncovered Si surface) by electron transfer from the underlying wafer
(since Ag is relatively highly electronegative than the silicon and hence provide easy
injection path for holes). In the next step, agglomeration of Ag nanoclusters occurs
to form dendritic structures, a non-compact Ag layer, as shown in Fig. 9 (refer to
SEM images (e) and (f) indicating Ag nanoparticles in the bottom of the pores and
Ag-dendrites on the top surface of Si NW arrays)), which lead to selective oxidation
and dissolution of Si in the aqueousHF+AgNO3 solution. Once theAg nanoclusters
get trapped into the silicon pores they move deeper and deeper by the continuous
formation of SiOx underneath the metal particles and the corresponding removal
action by the HF resulting in the one-dimensional nanostructures and the process is
continued until terminated. The complete etching process by the Ag-assisted MACE
method using HF and AgNO3 solution can be represented in five basic steps and are

Fig. 9 Schematic presentation of silver assisted selective etching mechanism of silicon wafers
leading to different silicon nanostructured surface in a typical single-step Ag–assisted MACE
process in aq. HF/AgNO3 etch bath. Representation of cross-sectional SEM image (shown left)
of as-prepared black Si indicates the Ag nanoparticles at the bottom of the pores and image (shown
right) shows the presence of dendritic Ag morphology on nanostructured Si surface along with the
Ag nanoparticles in the bottom of the pores and along the nanostructures surfaces. a Reduction
of Ag+ ions to elemental Ag via hole (h+) injection into the VB of Si, leading to the formation
of Ag nuclei at the Si surface, and simultaneously hole injection into the Si substrate, oxidizing
the Si to SiOx. b Growth of Ag nuclei into large particles with increasing etching time, oxidative
dissolution of Si atoms (in presence of HF) under the Ag particles and sinking of the particles into
the Si substrate. c The charge transfer preferentially occurring at the etching front (Ag/Si interface)
and vertical propagation for the Ag/Si interface. d Schematic representation of the complete etching
mechanism of Si in aqueous HF/AgNO3 solution: (1) reduction of (Ag+) to elemental Ag at the
silicon surface; (2) injection of holes (h+) into the Si valence band at the Ag/Si interface, oxidation
of Si at the Ag/Si interface and dissolution of oxides by HF; (3) diffusion/migration of the etchants
(HF) and by-products (H2SiF6) along the Ag/Si interface; (4) preferential charge transfer at the
Ag/Si interface leading to faster etching of the Ag/Si interface as compared to non Ag regions
and vertical propagation of the Ag/Si interface (i.e. the pore bottom); and (5) diffusion/migration
of excess holes at the Ag/Si interface to off-Ag regions (sidewalls) leading to porous sidewalls of
MACE Si nanostructures. Srivastava et al. [125] © IOP Publishing. Reproduced by permission of
IOP Publishing. All rights reserved
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presented schematically in Fig. 9d. A similar analogy can be applied to other metals
such as Au, Pt, etc. based MACE processes.

The nanostructure array or black silicon surface layer of desired depth can be
produced by controlling the etch time and temperature for a given etch-solution
composition and sample size. It has been shown that the surface area of the Si samples
exposed in the etch-solution has a strong influence on the etch kinetics of the process.
Generally, the higher AgNO3 andHF concentrations lead to side etching and tapering
of nanostructures. Shallow (short length) andwell-aligned nanostructures in the black
silicon surface could be made at lower AgNO3 and HF concentrations, which may be
important for PV device applications [42]. It has been observed that the morphology
of the nanostructures (lateral dimension or diameter) and their distribution depends
on the dimension and distribution of the Ag nanoparticles formed on the Si surface.
However, it is difficult to control the cluster size in such a self-assembled MACE
process. In practice, controlling the diameters of nanostructures in a single-step
MACE process (without using any lithography process/templates) is rather difficult.
Even though based on experimental observations, efforts have been made to develop
a model that can estimate the distribution and diameter of the nanostructures by
this method [156]. It is also important to note that the MACE method, despite the
process being strictly anisotropic in nature, owing to grain orientation dependent
nanostructures orientation andmorphology, can be applied to produce nanostructures
on mc-silicon substrates also [125].

4.2.2 Two-Step MACE Process

In a two-step MACE process, also, the electroless etching process takes place due to
the catalytic action of the metal nanoparticles (Ag or Au nanoparticles) deposited on
the cleaned silicon surface, either by the electroless wet method [87, 88, 122] or a
PVD method [78, 136], in the presence of an oxidizing agent like H2O2. In a typical
two-step MACE process, a silicon wafer, partly covered by noble metal nanoparti-
cles, is immersed in a solution of HF and an oxidative agent [122, 157–159]. Vacuum
deposition, of course, offers better control over the metal film morphology, while
electroless deposition is a simpler process and can be adopted when the require-
ment on silicon surface morphologies is less stringent [122]. From the viewpoint of
large-scale production for industry application where batch processes are preferred,
the electroless deposition may be the choice. For electroless deposition of metal
nanoparticles, a compound containing Au- or Ag-ions such as AgNO3 or HAuCl4,
is added to an aqueous HF solution. In contact with the silicon surface, the noble
metal ions (Ag+ or Au+) acquire electrons from the silicon valence band (VB) and are
reduced to form the seed nuclei which grow into nanoparticles. Concurrently, these
ions inject holes underneath the silicon causing its oxidation locally into SiOx, which
are subsequently removed by HF [122]. The metal-coated wafers once immersed in
HF solution in presence of an oxidizing agent, the etching process continues similar
to single-step process, wherein continuous galvanic displacement of Si (assisted by
metal nanoparticles) occurs via formation of local nano-electrochemical cells on the
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silicon surface. The metal (like Ag) nanoparticles act as cathode and silicon surface
in contact with the metal nanoparticles as an anode. The H2O2 acts as an oxidizing
agent and injects hole in the Si valence band facilitated by Ag nanoparticles [124].
The local cathode and anode reactions can be presented as following after Li and
Bohn [124] work on metal-catalyzed porous silicon formation:

Cathode reaction (at Ag sites):

2H2O2 + 2H+ → 2H2O + 2h+,

2H+ + 2e− → H2 ↑,

Anode reaction (at Si sites):

Si + 4h+ + 4HF → SiF4 + 4H+,

SiF4 + 2HF → H2SiF6,

The generation of h+ from H2O2 and the reduction of H+ to form H2, both are
facilitated by the Ag particles. Silicon surface in contact with Ag is locally oxidized
which is subsequently etched away by HF. The whole process is self-controlled.
By the continuous formation of SiOx underneath the metal particles and the corre-
sponding removal action by the HF, the metal nanoparticles sink into the silicon and
create porous structures [122]. The depth of these pores is proportional to the etching
time [88]. Once the desired surface structures are created, the metal nanoparticles
are removed by another etchant, such as in ammonia and H2O2 solution or HNO3,
followed by a thorough cleaning process. The sequential process steps of the Ag-
assisted two-step MACE is schematically presented in Fig. 10a with corresponding
representative SEM images supporting the morphology/surface structures of each
process step. Based on the above discussion, the noblemetal-assistedMACEprocess,
in general, can be represented in Fig. 10b.

The advantage with the two-stepMACE is that simultaneous deposition of a thick
metal layer (like Ag-dendrites in the case of Ag-assisted process or Au film in case
of Au-assisted process) can be avoided. Only a thin layer of metal nanoparticles
initially deposited on silicon surface does the job which is rather easy to etch out in
a suitable metal etchant solution and the probability of traces of metal in the black
silicon surface is less which is very important for its PV applications. Also, the
two-step process in the presence of an oxidizing agent is relatively faster than the
corresponding single step Ag/Au-assisted process [19, 30, 87, 88, 125, 131].

As discussed above, the metal catalysis plays a key role during the chemical
etching process. Koynov et al. showed that without metal catalysis, the etching speed
was very low (1 nm/min) [78]. In contrast, this speed was greatly increased by the
addition of Au; 250 nm high-hillock structures were fabricated within 50–90 s [76].
Similarly, Srivastava and co-workers [19, 87, 88] showed that the nano-texturing
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Fig. 10 a Sequential steps of a typical two-step MACE process assisted by silver nanoparticles;
The surface morphology of resulting Si surface corresponding to each step is also shown below the
schematic of each step for better understanding. The Ag nanoparticles in the bottom of the resulted
nanostructured Si are also shown as an indicator of Ag-assisted/induced localized etching of the
Si surface resulting in the nanostructured surface. b An illustrative of the MACE process; (1) the
reduction of an oxidative agent (such as Ag+ ions or H2O2) catalyzed by a noble metal particle; (2)
the injection of the holes generated during the reduction reaction into the silicon substrate, with the
highest hole concentration underneath the metal particle; (3) the migration of the holes to silicon
sidewalls and surfaces; (4) the removal of oxidized silicon by HF
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process was strongly dependent on etching time and initial thickness of the Ag film
deposited by electroless metal deposition. The etching of the polished siliconwithout
metal ions (Ag) in the same solution (H2O:HF:H2O2) was very slow. Consequently,
the size and shape of deposited metal particles largely determine the morphologies
of the etched surface, since the silicon underneath this metal catalyst is etched much
faster. By varying the surface coverage and distance between metal particles, one
can create a wide range of surface nanostructures, from black Si layers to nanowires
[78, 87, 88, 136, 160]. A typical surface morphology of the nano-structured c-Si
and mc-Si surfaces by a two-step Ag-assisted MACE is shown in Fig. 11. From
Fig. 11a it can be seen that a surface with nanopores of diameter 50–200 nm and
a vertical depth of ~300–500 nm is obtained in the nanostructured c-Si surfaces
in 30 s. The cross-sectional view also indicates that the nano-textured surface has
graded density structure similar to that obtained by Koynov and co-workers [78]
and Branz and co-workers [79] using the Au as etching catalyst. The Ag catalyzed
nanostructuring process is equally effective in mc-Si also (see Fig. 11b), which is
difficult in the conventional anisotropic alkaline texturing process. The process can
easily be scaled-up to produce a low reflective black surface over the entire area of
industrial wafers dimensions like 125× 125mm2 (c-Si) and 156× 156mm2 (mc-Si)
wafers. A representative digital image of such a black surface is shown in Fig. 12.
This clearly demonstrates the versatility of the MACE nano-texturing process for
both c-Si and mc-Si.

In summary, the MACE is a simple, fast, low cost and versatile technique for
fabricating a wide range of nanostructures with minimal capital equipment require-
ments. The morphologies of the resulting Si surfaces can be controlled by varying
the process parameters such as the size, shape and surface coverage of the noble
metal nanoparticles, etchant concentration, etching time and temperature [125, 160,
161]. This etching technique canbe applied tomonocrystalline (c-Si)/multicrystalline
(mc-Si)/polycrystalline (thin layer), and even for amorphous Si (a-Si) [19, 78, 87,
88, 162, 163]. The technique has drawn tremendous interest during the past decade,

500 nm

1μm 

(a) Grain boundaries 

1μm 

(b) 

Fig. 11 SEM images of nanotextured silicon surfaces. a nanotextured black mono-Si (magnified
cross-sectional view is shown in the inset), b nanotextured black mc-Si showing uniform texturing
in a given grain however, the texturing rate and morphology are grain orientation dependent. The
grain boundaries are also indicated by arrows
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Fig. 12 Representative digital image of a MACE nanostructured Si wafers of a 125 × 125 mm2

pseudo square c-Si and b 156× 156mm2 mc-Si wafer showing that the Ag catalyzed nanotexturing
process is suitable for industrial silicon wafers

especially in a research context, and remains a mainstream etching method. From
a solar cell perspective, a great success is made in effective implementation of this
process in fabrication of high-efficiency silicon solar cells (both in c-Si and mc-Si)
from lab level to large-scale industrial sized wafers, which will be briefly reviewed
in the following section; addressing all the issues in effective implementation of the
MACE black Si solar cell technology, its present status and future perspectives. Prior
to that, the excellent light-harvesting properties of the MACE nanostructured black
silicon surface and its basic principles are outlined briefly in the following section.

5 Anti-reflection Properties of Black Silicon Surface: Light
Trapping and Enhanced Optical Absorption in Black Si

5.1 Black Silicon on Bulk Silicon Wafer

The optical absorption properties of solar cells in the solar spectrum are important in
determining cell efficiency. For example, polished silicon surface has a high natural
reflectivity (>35%) with a strong spectral dependence, and therefore minimization
of reflection losses is a prerequisite for efficient Si solar cells [23]. To achieve this,
as discussed before, the top surface of the Si solar cell is typically textured or coated
with an AR layer. Anisotropic etching in aqueous alkaline solution (such as using
KOH or NaOH) is a standard process for c-Si and is widely applied in Si-wafer
based PV industry. Such an approach of surface-texturing of Si forms densely packed
random micro-pyramids which results in the reduction of reflection losses in a broad
spectral range [164, 165].With this process, reflection losses can be reduced to ~11%.
For further reduction of reflection (~2–3%), anti-reflection coating (ARC) based on
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quarter-wavelength transparent layers of dielectrics such as SiOx, TiOx or SixNy is
used [164, 165]. Such ARCs have resonant structures and work effectively only in a
limited spectral range and specific angles of light incidence. As introduced in Sect. 3,
the optical losses in thick wafer-based solar cells is primarily addressed by reducing
front surface reflection, via combined use of ARCs and surface texturing. The surface
textures additionally act as a light-trapping medium and improve light absorption
in the long-wavelength range. The industry has traditionally used wet etching to
develop textures on Si solar cells because of its low cost, high etching rate and good
uniformity across large areas [166]. In c-Si (100) wafers, alkaline wet etching is
often adopted to form randommicro-pyramidal structures that are 5–15 μm deep for
light scattering and AR applications, resulting in a weighted reflectance of 12–14%
on wafer-scale without AR coating (see Fig. 6 of Sect. 3) [76, 167]. Reducing the
sizes of these pyramidal structures, i.e. to 4–6μm in depth, could lower the weighted
solar reflectance to 11.4–12.2% [168]. By adding a quarter-wavelength AR coating,
typically made from SiO2 or SiNx, the fraction of reflected photons can be further
reduced to 3% or less for this type of textures. Alkaline etching is anisotropic and
creates undesirable steps along the grain boundaries in mc-Si wafers (see Fig. 7 of
Sect. 3). Consequently, for mc-Si wafer solar cells, themost common one available in
the market, isotropic acidic texturing is often employed, which results in a weighted
reflectance of 20–25% (in 300–900 nm) on wafers without AR coating [166, 169–
171]. On mc-Si wafers, dielectric layers are also used to improve the passivation
and AR properties; this results in a weighted reflectance down to 6–7%. However,
it is a common trend in solar cell technology to produce ever thinner solar wafers,
for reducing material cost and relaxing the requirements on wafer impurity levels
and associated carrier diffusion lengths [172, 173]. As wafer thickness decreases, it
becomes increasingly difficult to undertake the conventional wet etching, owing to
its deep etching profile and relatively large wastage of Si material. The conventional
etching techniques, in general, are not appropriate on very thin wafers (<10 μm)
[121], yet, ARC and particularly light trapping is critical for the photon management
of these thinwafers [174, 175].An alternativeway is to use theMACEnanostructured
black Si concept. The MACE nanostructured black silicon possesses several unique
optical properties owing to their high surface areas and structural features smaller
than the wavelength of light and therefore have potential applications in solar cells
to replace the conventional microtexturing schemes.

In the recent past, excellent anti-reflection or light-trapping properties of the
MACE nanostructured black silicon has been reported by many groups [19, 26,
30, 39, 86–90, 125, 155, 176–187]. For example, Peng et al. reported that black
silicon consisting of Si NW arrays fabricated on c-Si wafers drastically suppress
light reflection (<1.4%) over 300–600 nm spectral range [39]. Srivastava and co-
workers performed systematic investigations on the AR property of the Si NWs
fabricated by the MACE method for different arrays length (or black silicon layer
depth) [19, 30, 88]. The hemispherical reflectance of the nanostructured Si (both
c-Si and mc-Si) by Ag-based MACE is shown in Fig. 13a along with the reflectance
of the polished planar Si wafers. The reflectance plot of a typical microtextured c-
Si is also shown in the figure for the sake of comparison. The reflection spectrum
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Fig. 13 a Reflectance (Rλ)
versus wavelength (λ) curves
of polished (c- and mc-) Si,
KOH textured-Si, MACE
nanostructured c-Si and
mc-Si surfaces. CMP:
chemically mechanically
polished; CP: chemically
polished; aT:alkaline
textured; nT: nanostructured.
b Digital images of a
polished c-Si and MACE
nanostructured black c-Si
surfaces, c Digital images of
a polished mc-Si and MACE
nanostructured black mc-Si
surfaces (MACE
nanostructured c-Si and
mc-Si wafer on 50 mm
diameter)

of the polished (both c-Si and mc-Si) surface shows the typical high Rλ (~34%)
whereas average reflectance achieved in alkaline textured c-Si (aT:c-Si) is ~12% in
the 400–1000 nm wavelength range. In the case of nano-textured silicon samples,
the average Rλ is reduced to less than 4% for c-Si surfaces and ~3% for the mc-Si in
the 400–1000 nm range. This clearly demonstrates that nanostructured black silicon
drastically suppresses light reflection over a broad spectral range. Srivastava and co-
workers have also observed that reflectance decreases with increase in nanostructure
arrays length and reaches a minimum of ~1.5% in the 300–600 nm range and ~4%
in the spectral range 600–1000 nm in the samples etched for 15 min or more (corre-
sponding to the nanostructure arrays length of ~4 μm or more) [30]. Digital images
of the nanostructured Si wafers (on 50mm diameter) are also shown in Fig. 13b and c
along with that of a polished silicon surface for comparison. The black appearance of
the surfaces clearly confirms the very low surface reflectance of the nanostructured
Si (both in c-Si and mc-Si wafers). The excellent AR property of the nanostructure
arrays confers them as a potential candidate for an effective AR layer in silicon solar
cells. Till date, a number of articles have been reported on theMACE nanostructured
black Si solar cells exploiting their efficient light-trapping/anti-reflection character-
istics and will be discussed later. It is also obvious that the black silicon nanoscale
texturing byMACE is equally effective inmc-Si wafers for light trapping irrespective
of grain-dependent orientation (or anisotropic etching characteristics of the MACE).



578 S. K. Srivastava et al.

In case of mc-Si, the texture depth ≤500 nm is sufficient for effective light trapping
[19, 88].

The excellent AR or light-trapping property of the black Si surface has been
attributed to the followings: (i) highly rough surfaces and network assembly of the
nanostructures may lead to strong light scattering interactions among the nanostruc-
tures making light to travel path many folds than the black surface layer thickness
which eventually lead to almost complete light trapping and its absorption in contrast
to the light striking the planar silicon surface only once [30, 39, 177, 178], (ii) the
nanostructured black silicon surfaces have morphological features similar to sub-
wavelength structures (SWSs) surface which can suppress the reflection loss over a
wide spectral range [188–197], also (iii) the black Si surface has varying porosity
from top (air–black Si interface) to the bottom end of the black Si (black Si–Si
substrate interface), where the porosity gradient causes a graded refractive index
layer from top to bottom (refractive index ‘n’ increases with decrease in porosity in
the black Si layer) [30, 78, 155, 184, 185, 187, 198–201] which closely resembles a
multilayer ARC [30, 199]. The concept of graded refractive index incorporating Si
nanostructures indicating the two interfaces is illustrated schematically in Fig. 14a.
All the above features hold true irrespective of c-Si and mc-Si based nanostructured
black Si layer and the same is presented schematically in Fig. 14b. In the effective
refractive index medium region, the substrate material (Si) is mixed with air on a
sub-wavelength scale. A constant porosity in the black Si layer leads to a step change
in refractive index from air to black Si, and then to bulk silicon. This layer is equiva-
lent to a lower refractive index material effectively. The effective refractive index of
the layer at any depth (z) can be estimated by knowing the porosity gradient at level
z (i.e. filling fraction of Si ff (z) and air) as below:

neff = nsi × f f (z) + nAir[1 − f f (z)]

where 0 ≤ ff (z) ≤ 1 and hence neff can be between 1 and nSi leading to gradient
refractive index as indicated schematically in Fig. 14a and b. By creating a porosity
gradient, a smoother transition in the refractive index from air to bulk silicon (see
Fig. 14a and b) can be achieved. No abrupt interface between air and Si leads to
almost no reflection. Since it does not rely on interference as in the case of resonant
AR coatings, anti-reflection properties of black silicon surface are good at all angles,
i.e. it is omnidirectional (will be discussed with examples in Sect. 5.4). These black
Si layers lead to a maximum reduction in reflectance [199, 202–204] and the overall
reflectance improves as the thickness of the black Si layer increases and as the feature
size of the nanostructured silicon becomes smaller [40, 205] The effective medium
theory predicts that a 200–300 nm thick textured graded-index layer is sufficient to
almost completely suppress the reflectance across the whole solar spectrum (above
the silicon band gap) [19, 30, 39, 202]. Consequently, by increasing its thickness and
reducing its feature size, the black Si demonstrates comparable, and even superior,
low reflection as compared to the conventional single layer (such as SiNx) and double
layer (such as TiO2/MgF2)ARcoatings [206]with a reflectance of less than 1%over a
broadband [205, 207]. Therefore, the black Si helps to reduce reflectance in different
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(c) (d)(b)

(a)

Nanostructured black Si layer as graded density layer 

Air

Si NWs

Si

nAir

nSi

nAir<neff<nSi

1 μm

Fig. 14 a Schematic representation of graded density layer (and hence graded refractive index)
behaviour of Si NSs arrays layer. The symbols nair, nSi and n are the refractive indices for air, silicon
and the Si NSs layer, respectively. b Schematic presentation of air/mc-Si interface (Region 1) and
corresponding abrupt change of the refractive index (n) at the interface c, schematic presentation
of air/mc-Si interface after introducing nT-mc-Si layer (Region 2) causing a gradual change in
effective refractive index and therefore enhanced trapping of light or absorption d Reprinted from
Ref. [19]. Copyright (2015), with permission from Elsevier

ways, dependingon the size and shapeof its surface nanoscale textures. First, there is a
reflection reduction because ofmultiple interactions of lightwith the textured surface;
Second, when the size of the texture features is large compared to the wavelength of
the solar spectrum, surface scattering is responsible for an elongated light path and
enhanced absorption [26, 174]; Third, the surface feature sizes are so small that the
surface essentially acts as an effective index medium [202]. In this case, a smooth
refractive index transition from air to bulk silicon, via the nanostructured surface,
results in an effectively graded-index AR coating (Fig. 14a and b, respectively, for
c-Si and mc-Si).
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Fig. 15 Optical
transmission (T), reflectance
(R) and absorption (A =
1−T−R) of Si NWs
prepared by etching of
~2.7 μm thick mc-p+nn+-Si
layers on glass. Reprinted
with permission from Ref.
[55], Copyright (2009)
American Chemical Society

5.2 Black Si Thin Film Supported on Glass Substrates

The MACE method has also been used to fabricate the black surface on thin silicon
films supported on glass substrates to examine the excellent light-harvesting quality
of such surfaces for thin solar cell concepts. The optical absorption properties of such
black surface films fabricated on glass substrates by MACE have been measured by
Tsakalakos and co-workers [176] and Sivakov and co-workers [55]. The nanostruc-
tured (Si NW) Si films on glass exhibited very low reflectance (<10% in the spectral
range 300–800 nm, strong broadband optical absorption (>90% at 500 nm) and
an optical absorption much higher than non-structured Si thin films of the equiv-
alent thickness (as shown in Fig. 15). The enhanced broadband absorption has
been attributed to the strong resonance among the vertical Si NW arrays, while
the observed enhanced absorption is partly due to the high-density surface states in
the nanostructured film [55, 176].

Similarly, MACE based nanostructured black Si has been very successfully
produced in ultra-thin silicon wafers with excellent light-trapping properties for
ultra-thin silicon-based PV devices [78, 162, 163, 173, 208–214], which will be
discussed in detail in Sect. 9.

5.3 Theoretical Modelling/Simulation of AR/Light Trapping
for MACE Black Si Surfaces

As discussed above with the help of experimental observations, it is no doubt that the
optical properties of the nanostructured Si layer are strikingly different from those of
Si bulk wafer and thin films. Detailed simulation of the optical properties of Si NWs
has been performed by several research groups looking at their potential application
in efficient and cost-effective solar PV devices or Si NW-based solar cells [215–218].
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However, most of these simulations/analyses have been done for ordered Si NWs.
For example, Hu and co-workers simulated the effects of NWs diameter, length and
filling ratio on the absorptance of the NW arrays [215]. They found that NW arrays
withmoderate filling ratios havemuch lower reflectance compared to the thin films of
equivalent thicknesses. Lin and co-workers used the transfer matrix method (TMM)
to calculate the optical absorptance of Si NW arrays [217]. It was found that for
a fixed filling ratio, significant optical absorption enhancement occurred when the
lattice constant was increased from 100 to 600 nm. The enhancement was attributed
to an increase in field concentration within the NW as well as the excitation of guided
resonance modes. It was also shown that an optimized Si NW array with a lattice
constant of 600 nm and a wire diameter of 540 nm had a 72.4% higher ultimate
efficiency than any Si thin film of equal thickness.

Similarly, there have been some efforts made to simulate the optical properties
for aperiodic Si NW arrays. For example, Bao and co-workers numerically investi-
gated the optical properties for vertical Si NW arrays with three types of structural
randomness, random position, diameter and length [219]. It was shown that the
NW arrays with random position exhibited slight absorption enhancement, while
those with random diameter or length exhibited significant absorption enhancement,
which was attributed to the stronger optical scattering in a random structure. Further,
it was also shown that Si NW arrays structural randomness could further enhance
optical absorption compared to ordered NW arrays [219]. Rigorous coupled-wave
analysis (RCWA) has also been widely used to simulate the experimental observa-
tions of excellent light trapping of the vertical Si NW arrays [155, 186, 220]. For
example, Xie and co-workers have experimentally found that the reflectance can be
significantly suppressed (<1%) over a wide solar spectrum (300–1000 nm) in the
as-prepared Si NW arrays [220]. Using the bundled model, they used RCWA to
simulate the reflectance in Si NW arrays, and found that the calculated results were
in good agreement with the experimental data.

5.4 Omnidirectional Light-Trapping Properties

In addition to excellent AR property, the nanostructured black Si also exhibit
other favourable AR properties, including omni-directionality and polarization-
insensitivity [155, 220]. Critical features of the AR coatings such as broadband,
angular insensitive, and polarization-insensitive characteristics have been demon-
strated in the Si NW arrays based black Si under both unpolarized and polarized
light by Chang and co-workers [155]. The effective elimination of spectral and
angular reflection was accounted to the fact that controlled geometrical configu-
rations such as density of Si NW arrays and interfaces of air/NW arrays layers
and NW arrays layers/substrate, which resulted in an intermediate transition region,
exhibited a favourable gradient of effective refractive index. The smooth refractive
index gradient of Si NW arrays due to increased interface roughness and decreased
filling fractionwas shown to be critical to considerable reflection elimination, leading
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Fig. 16 a Measured and b RCWA-calculated reflectance of the 800 nm long Si NWs versus the
incident angle for s-(TE) and p-polarized (T) light of 514.5 nmwavelength. Results for the polished
Si are also presented for comparison. The incident angle (θ) is defined as in the inset in (a). Ref.
[220] © IOP Publishing. Reproduced by permission of IOP Publishing. All rights reserved

to the excellent broadband and omnidirectional AR characteristics of the aperiodic
Si NW arrays. They could achieve the averaged specular and diffuse reflectance of
the NWs arrays as low as 0.03% and 1.46%, respectively, within the wavelength
ranges of 200–850 nm. Also, TE and TM reflectance as low as 0.1% was measured
at a wavelength of 528 nm for the angle of incidence up to 55° [155]. Other studies
also sound similar conclusions about the AR properties of the black Si [75, 76].
Furthermore, the polarization and angular dependence of the MACE black Si have
also been confirmed by Xie et al. [220] demonstrating a low reflectance up to a large
incident angle of ~80° (see Fig. 16).

6 Solar Cell Application of Black Silicon

To exploit the excellent light trapping properties of the MACE nanostructured black
silicon for solar cells, Peng and co-workers, in 2005, first reported Si NW arrays
based p–n junction solar cells employing the conventional fabrication protocol [39].
They fabricated the solar cells using the following processing sequence: (i) fabrica-
tion of black Si on p-type Si wafers; (ii) RCA (the Radio Corporation of American)
cleaning to remove the residual metal and organic contaminants followed by removal
of SiOx in a buffered HF solution; (iii) formation of thin emitter (n++ layer) in black
Si via phosphorous (P) diffusion at >900 °C; (iv) evaporation of an Al layer onto
the rear Si surface and removal of the rear parasitic p-n junction; and (v) deposition
of Ti/Pd/Ag grid contacts onto the frontside of black Si. Such a solar cell on a c-Si
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substrate exhibited a V oc of 548.5 mV and an F.F. of 65%, giving η = 9.31% under
AM 1.5 G illumination, which was lower than that of a planar solar cell fabricated
in the same batch but without black Si surface. The low power conversion efficiency
(PCE) was mainly attributed to the surface or interfacial recombinations, high series
resistance and low-current-collection efficiency of the front-grid electrodes. Later,
Fang and co-workers, in 2008, fabricated solar cells on slantingly aligned Si NWs
based black Si on a Si (111) substrates, which yielded an improved PCE of 11.37%
[221]. Though, this efficiency was still lower than that of the planar solar cell fabri-
cated under identical processing conditions. The improved device performance was
attributed to the combined effects of excellent AR properties of the black Si and
better electrical contacts as compared to the vertical Si NW arrays used in earlier
approach [39] by Peng and co-workers. However, the high surface recombination
of minority carriers in black silicon remained the main challenging issues to the
solar cell performance. Also, the Si NWs in the black Si layer have a tendency to
be bunched/bundled, particularly for longer lengths, which affect the optical as well
as solar cell characteristics. To address this, Jung and co-workers, in 2010, demon-
strated that vertical and tapered Si NWs prepared using MACE process followed
by post-KOH treatment were very promising for solar cells because of their strong
light trapping ability [187]. It was shown that compared to the bunched NW arrays,
tapered Si NWs could further suppress the optical reflectance over a broad spec-
tral range due to a gradual transition of the effective refractive indices. The PCE of
the tapered Si NW solar cell was reported higher than that of bunched NWs arrays
processed in the same batch. However, the cell efficiency was quite low (~6.56%) as
compared to that achieved earlier by Peng et al. [39] and Fang et al. [221].

It is to be noted that in most of the efforts made in MACE prepared Si NW
arrays based solar cells discussed earlier used vertical Si NWs directly on Si wafers
[39, 187, 221]. In such cases, the metal contact quality was rather poor due to non-
compact contacts between electrodes and Si NW arrays and thus might lead to a
significant electrical loss. Fang and co-workers tried to overcome the problem by
fabricating solar cells on slantingly aligned Si NWarrays on p-type Si (111) substrate
[221]. However, highly compact contacts could not even be made on slantingly
aligned SiNW arrays also compared to that on a planar silicon surface made in the
conventional silicon solar cells. Kumar and co-workers, in 2011, tried to address the
problem of metal contacts on Si NW arrays surface by fabricating Si NW arrays
selectively in the active area (i.e. emitter exposed to light) of the solar cell and
keeping metal grid pattern on the planar surface [41]. The n+−p−p+ structure based
solar cells were fabricated by conventional cell fabrication protocol (similar to that
used by Peng and co-workers [39] except selective Si NWs fabrication) [26, 41].
In this approach, they improved the quality of front metal electrodes of the black Si
nanostructures based solar cells while retaining the excellent AR property of the cell.
The Jsc increased significantly to 37mA/cm2 but V oc decreasedmarginally (544mV)
as compared with the cell made on planar Si substrates (without Si NWs). The
efficiency (13.7%) realized was improved by absolute 1% compared with a cell made
on planar Si substrates (without Si NWs) which was basically attributed to enhanced
light absorption due to Si NW arrays. They also concluded that low efficiency of Si
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NWarrays cell was due to enhanced recombination losses caused by the large surface
area of the Si NWs. Though the steps introduced for protecting metal grid patterns
(via simple photolithographic steps) resulted in improved solar cell performances, it
required a high degree of accuracy of alignment of metal grid patterns deposition on
the pre-patterned black Si substrates. Also, the large scale implementation of such a
process involves additional cost and may not be the preferred choice.

In another approach to improve the performance of black Si solar cell, control-
ling the surface recombination losses associated with black silicon emitter surface
(highly doped n+-region) is critical.Umand co-workers, in 2014, demonstrated a self-
aligned selective emitter successfully integrated into an antireflective Si NW solar
cell [222]. The formation of a selective emitter in c-Si solar cells improves PCE by
decoupling emitter regions for light absorption (moderately doped) andmetallization
(degenerately doped). Using the single-step MACE, they prepared NW arrays based
black Si selectively in the light-absorbing areas between top-metal grids while selec-
tively retaining Ohmic contact regions underneath the metal grids. They observed
a remarkable ~40% enhancement in blue responses of internal quantum efficiency
(IQE), corresponding to a PCE of 12.8% in comparison to the 8.05% of a conven-
tional NWs based black Si solar cell. A similar concept was also demonstrated by
Chen and co-workers, in 2011, wherein a simple and convenient double-step diffu-
sion process for forming a highly doped n+ region at the tips of the Si NW arrays was
reported [223]. With this approach, the electrode-contact enhancement was achieved
reducing effectively the series resistance which eventually leads to an increase in
the Jsc in the cell. They could achieve a 40.2% increase in Jsc in two-step diffused
processed solar cells as compared to that synthesized by one-step diffusion process.
Similarly, a large number of solar cells with MACE based black Si as ARC layers
have been fabricated [19, 26, 41, 73–76, 79–82, 86–88, 90, 162, 222, 224–241] in
the past decade with efficiencies starting from as low as <9% to more than 20% in
conventional thick silicon (≥180 μm) wafers-based technology mostly by using the
standard solar cell fabrication protocol, not only using the c-Si [26, 41, 73, 75–88,
90, 221–234, 236] but also on mc-Si wafers [19, 74, 78, 163, 235, 237–241]. Several
aspects of black Si have been investigated such as influence of black Si layer thick-
ness, aspect ratio of nanostructures, their distribution density, etc. including a few on
large area (e.g. 125 mm × 125 mm or 156 mm × 156 mm) black silicon based solar
cells with prime objective to produce efficient black Si solar cells [73, 224–233]. The
majority of these black silicon solar cells have, in general, similar design as used in
a conventional silicon solar cell (see Fig. 4 of Sect. 2), in which a p–n junction is
formed near the front surface of a c-Si or mc-Si wafer and metal contacts are screen-
printed or deposited by a PVD technique on both the front- and rear-surfaces followed
by sintering for Omic contacts. However, the random alkaline/acid textured micro-
surface in conjunction with a single-layer AR coating (like SiNx) in conventional
solar cells were replaced by a MACE black Si layer (in addition to a thin passivation
layer of SiNx, SiOx, Al2O3 or their stacks) in black Si solar cells. Although black
silicon offers excellent optical performance, no doubt, its electrical performance in
solar cells is, on the whole, as expected is not straightforward but quite poor. The
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black Si solar cells, in general, show lower PCE when compared with the conven-
tional standard microtextured Si surfaces+single layer ARC processed under similar
conditions [73, 242–244]. For example, Oh and co-workers reported PCE of 18.2%
on <1 cm2 cell area. But it was slightly lower than the standard control cells (18.6%);
with random pyramidal textured surfaces, single-layer ARC fabricated under similar
conditions [73]. Of course when compared with the cell made on the polished silicon
surface (13.1%), the black cell performance was significantly much higher. Simi-
larly, Kumar and co-workers [41] as well as Srivastava and co-workers [19, 86–88]
reported improved PCE (by >1% absolute) in black Si solar cells as compared to that
of the planar control cells (without any standard texturing and ARC) processed under
the same batch. These results re-iterated that black cell can work as an effective light
trapping medium or ARC.

So, in majority of the cases, it has been observed that black silicon reduces the
reflectance of solar cells significantly but this optical gain does not improve the
overall performance of the solar cells such as PCE, quantum efficiency, etc. The
solar cells’ performance parameters are strongly influenced by the thickness of the
nanostructured layer, their aspect ratio of the nanostructures and density. Researchers
have unanimously pointed out the concern of increased recombination losses (both
bulk as well as surface recombination) of charge carriers, and the parasitic resistance
(series and shunt resistance) due to enhanced surface area. Indeed, an increase in these
parameters has a negative effect on the performance of the solar cells in contrast to
the expected improvement due to the enhanced optical absorption. Therefore, the
design principle of the black Si-based solar cell is that the ultra-low reflectance is
not the only pursuit but optimizing the surface passivation, improving the electrode-
contact property must also be considered for high-efficiency black Si surface based
solar cells. There are investigations which shows that the performance of the black Si
solar cells near the top emitter surface is very poor as compared to rest (planar) part of
the device [234], and has been suggested that top thin section of the nanostructured
layer (diffused emitter, n+ or p+ depending on the solar cell design) is effectively
equivalent to an electronically ‘dead’ layer [75, 76]. In a summary, undoubtedly,
the main culprits for the poor solar cell performance of the nanostructured black
surface have been attributed to the following causes: (1) the enhanced surface area
resulting in increased surface recombination of photo charge carriers; (2) relatively
high and non-uniform emitter doping, leading to substantial Auger recombination
and/or shunting, and increased leakage currents; (3) high parasitic losses (due to rela-
tively poor metal contacts on the nanostructured surface). Also, the surface recom-
bination may be critical, considering the non-conformal dielectric coatings on rough
surfaces by conventional passivation techniques (PECVD-based SiNx in standard
cell fabrication process) [73, 90]. Oh and co-workers showed that in high doping
regions, Auger recombination is a dominating factor for carrier losses in black Si
solar cells, while the surface recombination dominates only in low doping regions;
and both surface and Auger recombination mechanisms are important in the medium
doping region (sheet resistance of 90–210 �/m) [73]. The problem of low shunt
resistance and high leakage current due to non-uniform doping in the black Si was
demonstrated by Hsu and co-workers based on electroluminescence (EL) imaging
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Fig. 17 6”mc-Si PV solar cellswith surface texture using 1μm, 600 nm, and 100 nm thick nanorods
(black-nanostructured layer thickness) shown from a to c are tested by electroluminescence (EL)
to investigate the doping uniformity in cells. The lateral nonuniform doping introduces defects
(the dark regions) in solar cells, largely suppressing the minority carrier lifetime and the IR light
irradiation. The solar cell decorated with 100-nm-thick nanorods has relatively few dark areas,
showing the better doping uniformity. Adopted from Ref. [235]; Open Access

of the cells with different Si nanorods length [235] (see Fig. 17). They fabricated
MACE-based black mc-Si consisting of different nanorod length on 600 wafers (size
156 mm× 156 mm), and produced solar cells using standard fabrication procedures.
They found that black Si with longer nanorods led to more widespread non-uniform
doping, largely suppressing the luminescence in silicon solar cells and exhibiting
more dark areas (Fig. 17a and b) as compared to that having the shorter (100 nm)
nanorods indicating a more uniform doping profile (Fig. 17c).

Moreover, making good metal contacts on nanostructured surfaces in black Si
is always challenging. This is true with conventional microtextured Si (tip of the
random pyramids in case of c-Si or tips of the hemispherical micro-pits in mc-
Si). In case of black Si, the metal (coated either by any PVD or screen printed
technique) cannot completely fill pores between nanostructures resulting in poor
contact [245]. Examples of conventional screen printed Ag contacts on black Si are
shown in Fig. 18 (SEM images) and Ti/Ag layer by thermal evaporation method
are shown in Fig. 19. In addition, the black Si surfaces also have “self-cleaning”
or super-hydrophobic properties, posing significant difficulties for screen printed
metal contacts [67–72, 245] (see SEM images in Fig. 18). As mentioned earlier, the
conformal deposition of a passivation layer, such as SiNx, on black Si is challenging;
and the non-uniform thickness of the SiNx layer on the nanostructured Si surface
makes the contact formation (metal fire through) evenmore challenging. For example,
the silver paste cannot etch through the relatively thicker SiNx layer deposited in the
pores of the nanostructures at optimized process temperature for conventional silicon
surfaces, thus raising contact resistance and hence affecting thefill factor [244]. These
factors are largely responsible for the overall lower PCE of the black Si solar cells as
compared to that of standard solar cells with conventional surface texturing scheme
when processed under identical conditions. Quite often, the electrical losses of the
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Fig. 18 a SEM images of screen printed and fired metal contacts on the MACE nanostructured
black surface silicon solar cells, a top view showing Ag bus bar and the nano-microtextured surface
of mc-Si, b magnified view of the Ag bus bar, c and d tilted view (45°) of the Ag contacts (bus
bar/fingers/grids) at the edge (shown by arrows) indicating gaps (non-compactness or porosity of the
Ag layer and nanostructured Si surface interfaces) resulting into high contact and series resistances
and hence the lower fill factor

Pores/voids in nanostructured-Si 

Ti/Ag (b) 
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(a) 

Fig. 19 a Digital images of planar control (shining grey surface) and nanostructured black surface
Si based solar cells, b cross-sectional SEM view of Ti/Ag contact (deposited by metal evaporation
method) on nanostructured Si solar cells showing non-contacts of metal grids and nanostructured
Si interfaces

black-nanostructured Si surfaces cannot be compensated by their optical gain unless
until these issues are addressed effectively.

Another way of assessing the performance of the solar cells with respect to the
different spectral range of incident radiation (which also in a way shows the relative
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Fig. 20 IQE and reflectance
curves for planar control and
30 s nanostructured-Si solar
cells. A marginal decrease in
the IQE of the
nanostructured Si solar cell
compared with the control
planar cell can be seen in the
short-wavelength region
Reprinted from Ref. [88].
Copyright (2012), with
permission from Elsevier

contributions of the different parts of the solar cells across the thickness of the solar
cell from frontside to rear) is to study the quantum efficiency (QE) of the solar cells.
As different energy photons are absorbed at different depths of the solar cell. Short-
wavelength photons are strongly absorbed in the top layer of a silicon wafer, i.e. in
the nanostructured black Si layer, while longer wavelength photons are absorbed in
the middle or near the rear side depending on their energy. The QE of the black Si
solar cells is especially poor in the short-wavelength region which is often termed
as blue response of the solar cell [19, 41, 73, 88, 208, 245]. For example, a typical
IQE (internal quantum efficiency) plot of the black Si solar cell is compared with
that of a control planar cell (without any surface passivation layer in both cases) in
Fig. 20 [19, 41, 88]. This is a typical characteristic of the black Si solar cells. Such
spectral response (or quantum efficiency) of the black Si is again confirmation of
electrical losses associated with the nanostructured black Si owing to the enhanced
surface area and surface defects, heavy doping and the associated surface and Auger
recombination in the black Si emitters as discussed above.

In the following section, the above issues of the black Si have been discussed
in little more details along with the efforts made by different groups to circumvent
these issues effectively. Besides, other possible ways of overcoming the problems
for the development of high-efficiency black Si solar cells and its integration in the
industrial line for the full exploitation of such a novel concept are also discussed.
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7 Challenges and Way Forward to Improve Black Si Solar
Cell Performances

7.1 Surface Passivation and Passivation Methods: Role
of Dielectric Thin Films

Crystalline silicon is an indirect semiconductor and hence recombination losses in
this material occur largely via defect levels within the band gap. These defects are
locatedwithin the volume and at the surfaces of the sample (called as bulk and surface
defects, respectively). Owing to the involvement of non-silicon atoms, the situation is
more complicated at the Si surface [246]. The surface represents the largest possible
disturbance of the symmetry of the crystal lattice and hence, due to non-saturated
(‘dangling bonds’), a large density of defects (‘surface states’) within the band gap
exists at the surface of the crystal. These dangling bond defects can be divided
into intrinsic and extrinsic defects. There are typically additional processing related
extrinsic surface defects, for instance, due to dislocations or chemical residues and
metallic depositions on the surface. In order to keep surface recombination losses
at c-Si surfaces at tolerable levels, they must be electronically well passivated. In
the case of solar cells, the chosen surface passivation scheme must be long-term
stable (>20 years), and if applied to the illuminated cell surface, stable against the
ultraviolet (UV) photons of sunlight [247]. There are two fundamentally different
types of surfaces in a c-Si solar cell: metallized and non-metalized surfaces (refer
to Fig. 4 of Sect. 2 for basic solar cell structure). Metal–silicon interfaces feature
very high surface recombination and hence need to be carefully designed to avoid
excessively large recombination losses. Similarly, in order to ensure a good short-
wavelength (or blue) response of the solar cell, the illuminated non-metalized surface
regions (the front surface) need to be well passivated and not too heavily doped in
order to avoid the formation of a ‘dead layer’ (electronically). The importance of
the passivation of both cell surfaces (front and rear, both light active and metallized
silicon surfaces) is well recognized and advances in the passivation of both cell
surfaces led to the first c-Si solar cells with 1-sun PCE above 20% in the 1980s [247–
249]. Therefore, effective surface passivation is critical to realizing high-efficiency Si
solar cells and is becoming ever more important as wafer thicknesses are reduced and
bulk Si quality improves [247, 250–253]. The well-established Si-based passivation
layers are SiO2 [254], SiNx [255], a-Si:H [256], and more recently Al2O3 [257–261]
has drawn significant interest in the field. The mechanism of surface passivation is
generally understood to involve a reduction in the number of interface states (called as
‘chemical’ passivation) and/or suppression of the concentration of either electrons or
holes at the semiconductor surface (generally called as ‘field-effect’ passivation). In
general, effective passivation of Si solar cells almost always involves a combination of
these twomechanisms. Several reviews on passivation of silicon solar cells have been
reported [247, 250–253] and a fundamental of surface passivation is well discussed
by Armin and co-workers [247].
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As discussed earlier, for black Si, owing to the feature sizes of the nanostruc-
tures, the surface area (surface to volume ratio) is significantly larger than that of a
planar or conventional microtextured counterpart (i.e. bulk silicon surface). Hence,
an effective passivation becomes extremely critical for the black Si solar cells. In
the following section, some of the popular silicon-based passivation layers (dielec-
tric layers), namely SiO2, SiNx, and amorphous Si (a-Si) or hydrogenated a-Si (i.e.
a-Si:H) and the recent very promising materials, Al2O3, are briefly introduced in
view of their characteristics for silicon surface passivation and their suitability for
the black silicon surfaces. In this line, a comprehensive and critical review of the
surface passivation of black Si solar cells is reported by Liu and co-workers [90].

7.1.1 Silicon Nitride

Silicon nitride (SiNx) thin films deposited by PECVD is currently the industrial stan-
dard used to passivate the n-type emitter of p-type silicon solar cells (n+−p−p+ struc-
ture). It is deposited onto silicon using ammonia (NH3) and silane (SiH4) mixtures by
PECVD at ~400 °C [262]. The relative weight of silicon and nitrogen can be adjusted
by changing the flow rates of NH3 and SiH4. The nitrogen (N2) may also be added
into the gas mixture in order to lower the silicon content, which improves the etching
rate of SiNx (for forming the metal contact), minimize its UV light absorption, and
maintain a high minority lifetime [37]. In Si-rich SiNx, the passivation is mainly
governed by chemical passivation, i.e. by reducing the number of surface dangling
bonds. As the nitrogen content increases, a high density of fixed positive charge
(Qf ~ 1012 cm−2) develops [260, 263]. This positive interfacial charge is beneficial
for passivating n-Si through field-effect passivation. Essentially, an accumulation
layer is created near the silicon surface due to the positive charge; thereby reducing
the minority carrier concentration at the surface [260]. Owing to its good chemical
passivation and positive interfacial charge, SiNx passivation works for n-Si of arbi-
trary doping concentrations, and lightly doped p-Si; but it is less ideal for heavily
doped p-Si [257] Based on SiNx passivation, very low surface recombination rate
of 6 and 15 cm/s have been reported for ~1 �-cm n-Si and p-Si, respectively [264–
266]. Since solar cell emitters are always heavily doped and SiNx does not work for
p+-Si, its passivation is limited to p-type solar cells (with n+ emitters). In addition
to its role of passivation, a quarter-wavelength thick SiNx film also acts as an AR
layer and is commonly used in commercial solar cells. The SiNx has been employed
for passivating n+ black Si emitters in MACE nanostructured black Si solar cells
[74, 90, 242]. In some of the early demonstrations on black Si, Liu and co-workers
[242] observed significant improvement in black Si solar cell efficiency from 11.5
to 14.9%. Also, it has been observed that relatively thicker SiNx provides better
passivation for black Si surfaces [267]. But a thick SiNx film also increases serial
resistance for screen printed metal contacts as discussed earlier. Therefore, a trade-
off (in SiNx thickness, low resistance metal contacts and better surface passivation)
is required to maintain the overall optimal performance [267]. Also, since SiNx is,
generally, deposited by PECVD, its surface conformality is relatively poor for high
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aspect ratio black Si. Nevertheless, given the trend towards the lower cost (but also
lower quality) Si materials such as mc-Si, thin-film polycrystalline Si, the SiNx is
one of the most promising surface passivation methods for surface passivation of the
Si surfaces in conventional Si solar cells as this material, besides reducing surface
recombination and reflection losses, additionally provide a very efficient passivation
of bulk defects [247]. Despite few issues of non-conformality and related aspects,
there have been several successful examples of a quite effective passivation of black
silicon solar cells with SiNx alone or in stack with other dielectrics such as SiO2 or
Al2O3 which will also be discussed in Sect. 7.1.5.

7.1.2 Hydrogenated Amorphous Silicon (a-Si:H)

Hydrogenated amorphous Si (a-Si:H) thin film is another important passivationmate-
rial that can be deposited via PECVD at a relatively low temperature between 200
and 250 °C [268]. The a-Si:H can provide excellent passivation of Si surfaces and
also enables the electrical contacting of Si wafers at the same time. Furthermore, the
use of amorphous-crystalline silicon heterojunctions (a-Si:H/c-Si-SHJ) is a proven
concept for high-efficiency silicon solar cells [269]. It forms a good interface to c-
Si, thus provide strong chemical passivation, and can be used to passivate both p-
and n-Si in conjunction with hydrogen annealing [257, 268–272]. Silicon surface
recombination velocities (SRVs) as low as 2 cm/s have been demonstrated with a-Si
passivation [260]. While employed in solar cells, minority carrier lifetimes greater
than5ms andV oc up to 738mVhavebeendemonstratedwith post-deposition plasma-
hydrogenation and annealing [273]. Later, V oc up to 750 mV was also reported by
Taguchi and co-workers [269]. The combination of the excellent optical properties
of black Si with the high-quality surface passivation of a-Si becomes even more
interesting as the a-Si:H/c-Si-technology moves towards thinner wafers in order to
realize even higher V oc [274]. However, a-Si strongly absorbs in the visible region
of the solar spectrum, and is not thermally stable [257, 270–272]. Owing to the use
of PECVD, the conformality of a-Si on black Si is challenging. Therefore, though
a-Si:H has been quite useful in high-efficiency structure such as ‘HIT’/SHJ solar
cells [269, 273, 274], there have been very limited studies reporting a-Si:H passi-
vation of black silicon solar cells. For example, Mews and co-workers reported
excellent passivation of MACE black Si surfaces by thin a-Si layers deposited with
PECVD achieving the minority charge carrier lifetimes of 1.3 ms, and an implied
V oc of 714 mV [275]. Furthermore, they also showed a gain in the QE for wave-
lengths >600 nm, as compared to random textured solar cells, eventually leading to
17.2% efficient a-Si:H/c-Si-SHJ solar cells with black silicon textures [275]. Very
recently, Iandolo and co-workers also reported a-Si:H passivation of black Si surface
however, the black Si texturing was performed by RIE [276]. They demonstrated
minority lifetime over 1.5 ms for the best black Si surfaces, corresponding to over
700 mV of implied V oc, values higher than on reference surfaces prepared by KOH
texturing. Fabrication of solar cells resulted PCE of 16.1% for black Si, much lower
as compared to 18.5% for KOH reference cell. The QE measurements revealed that
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the black Si cells lose ~0.5 mA cm−2 of Jsc in the visible and of 0.8–1 mA cm−2 in
the IR region [276].

7.1.3 Thermal Silicon Oxide (SiO2)

Thermal oxide (SiO2) provides very good chemical passivation, reducing silicon
interfacial defects to ~109 eV−1 cm−2 [260, 263, 277]. It also contains a small amount
of positive fixed charges with a density of 1010 to 1011 cm−2, and therefore have
capability to provide a weak field-effect passivation [260, 263]. It can be used to
passivate either n- or p-Si of arbitrary doping concentrations with excellent surface
conformality. The primary drawback of thermal oxide passivation concerns its high
processing temperature (850–1100 °C). Consequently, only c-Si with low impurities
is suitable for this process [278]. In mc-Si, such a high processing temperature leads
to the diffusion of impurities from grain boundaries to the bulk. The SiO2 is thus
not preferred for mc-Si, owing to both performance and cost/throughput consider-
ations [262]. Moreover, the dopants in the emitter are drawn into the oxide layer,
changing the doping profile and potentially degrading solar cell efficiencies during
high-temperature thermal oxidation in some cases [243]. Various strategies have been
developed to circumvent this high-temperature problem. For example, SiOx can be
deposited via low-temperature PECVD. This layer, however, has poorer passivation
performance in comparison to thermal SiO2, but its properties can be improved by
capping another dielectric layer such as amorphous SiNx (a-SiNx) or Al2O3 layers
[260]. Alternatively, low-temperature wet oxidation (at 800 °C) is also an alternative
to high-temperature dry oxidation [279] which can provide good passivation. Owing
to its good surface conformality, the SiO2 has been employed to passivate n+ emitters
in black Si [73, 75, 280]. Oh and co-workers have also used SiO2 to passivate the
MACE nanostructured black silicon surface in their record (at that point of time) lab
PCE of 18.2% black Si solar cell [73].

7.1.4 Aluminium Oxide

Aluminium oxide (Al2O3) is an excellent surface passivation dielectric material, and
can be deposited on silicon via several methods, such as atomic-layer deposition
(ALD), PECVD and pulsed laser deposition [260, 281]. The ALD has properties
of excellent surface conformality for complex surface morphologies like the black
silicon ones (see Fig. 22 of Si NWs and ALD-Al2O3 coated Si NWs, reproduced
from [80]). In anALDprocess ofAl2O3 deposition, an aluminiumprecursor, typically
Al(CH3)3, and an oxidative agent, typically H2O, are introduced into the reaction
chamber sequentially [278]. The deposition of Al(CH3)3 or H2O is a self-limiting
process; in which a monolayer of these molecules covers the entire substrate surface,
upon which further deposition of the same type of molecules is prevented. Hence,
sequential deposition of an Al(CH3)3 or H2O monolayer, and their reactions lead
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Fig. 22 a SEM image of passivated long nanowires (NWs) fabricated in a 10 min long Ag-MACE
etching step. The NWs are conformally coated with 35 nm Al2O3 and have lengths of ~6 μm and
diameters of about 50–150 nm. Due to the scale, the passivation layer is not well visible. b Cross
section of the Au-MACE-structured black Si nanocones (NCs). The black surface is passivated
with a 35 nm thick layer of Al2O3 (grey), followed by the ZnO:Al coating (white contrasts) for
better visibility. A Pt protection layer was placed on top (light grey)-indicating perfect example of
conformal coating of complex structures like black Si by ALD. Reproduced after permission from
Ref. [80], © 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

to the formation of an atomic layer of Al2O3 in each cycle. Consequently, excel-
lent thickness and uniformity control and great conformality over large area can be
achieved [260]. In addition to H2O, O3 or O2 plasma is often added to the reaction
chamber as an alternate oxidant source. As a result, ALDprocess is classified into two
categories; Thermal ALD wherein either H2O or O3 is used as an oxidation source
and plasma-assisted ALD (PE-ALD) in which O2 plasma is used as oxidation source
[260, 278]. However, the deposition rate of PE-ALD is 30% faster in comparison to
that of thermal ALD, owing to more active oxygen radicals and a shorter purging
time [257, 260, 278]. Further, the PE-ALD offers lower impurity levels, and better
quality, especially at low temperatures [260] and provides good passivation, which
is almost independent of temperature (200–300 °C range) [278].

Since 2006, passivation by ALD deposited Al2O3 has been studied extensively
for its outstanding performance on highly doped p-type Si [257, 258, 282]. It has
been shown that very thin layers of Al2O3 are sufficient to obtain very low SRVs
[283–286]. The Al2O3 offers a unique combination of two complementary passiva-
tion effects: first, the coated layer contains a quite high number of negative fixed
charges [263] (up to Qfix = –1 × 1013 cm−2) that lead to a very strong field-effect
passivation, and second, the interface exhibits a very good chemical quality with
interface defect densities as low as Dit = 4 × 1010 eV−1cm−2 [79, 287]. As a result,
the surface passivation of silicon solar cells by Al2O3 is considered a key technology
in future industrial high-efficiency solar cell production [288]. The interfacial defect
density between Al2O3 and Si is estimated to be ~1011 eV−1 cm−2, [263], which is
higher than that offered by thermal SiO2 (109 to 1010 eV−1 cm−2). However, Al2O3

exhibits a stronger field-effect passivation due to a larger Qfix, up to ~1013 cm−2 [257,
263, 278]. This value is much higher than that in SiO2, (Qfix ~ 1010 to 1011 cm−2).
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Consequently, very low SRVs of 2 cm/s and 13 cm/s have been reported for low resis-
tivity n-Si and p-Si wafers, respectively [257]. These values are comparable to those
offered by state-of-the-art thermal oxide passivation. Because of its relatively low
Dit (chemical passivation), Al2O3 has also been employed to passivate n+-emitters
and offers good performance, although SiO2/Al2O3 stacks without negative charges
are likely preferable [233, 260, 289]. Similar to SiNx, Al2O3 (with a refractive index
of 1.60–1.65 for 2 eV light can also serve as an AR layer [257, 290].

The ALD-Al2O3 has excellent thickness control, good step coverage and confor-
mality, low defect density, high uniformity over a large area, good reproducibility and
low deposition temperature [233]. The primary drawback of ALD-Al2O3 is related
to its slow growth rate (~0.5–1.5Å per cycle, each cycle takes several seconds).
However, several industrial processes have been developed to address this concern
[260]. The ALD-Al2O3 is an attractive black Si passivation option, owing to its
excellent conformality on nanostructures (see Fig. 22) and has been investigated by
several research groups [233]. Thermal ALD Al2O3 passivation has been applied to
black Si solar cell with an n+-emitter by Wang and co-workers [233]. The excellent
passivation improved the carrier lifetime from 1.05 to 18.1μs, leading to a high PCE
of 18.2%. In addition, the nanostructured black silicon wafer covered with the Al2O3

layer exhibited a total reflectance of ∼1.5% in a broad spectral range (400–800 nm).
Consequently, an 8% increment of Jsc and 10.3% enhancement of efficiency were
achieved due to the ALD-Al2O3 surface passivation [233].

7.1.5 Stacked Dielectric Layers for Effective Surface Passivation
of Black Silicon Solar Cells

As seen above, a number of attempts have been made to develop effective surface
passivation schemes employing single layer or double layer stacking of dielectrics
such as SiOx, SiNx, SiOx + SiNx, ALD-Al2O3for black Si [71, 75, 231, 233, 235,
241, 291, 292]. However, every dielectric passivation material has limitations. For
example, the positive fixed charge in SiNx degrades its passivation effect on a p+-
emitter; and the performance of Al2O3 is less ideal on an n+-emitter. A stacked
dielectric layer, however, can be employed to avoid these drawbacks. For instance, a
SiO2/Al2O3 stacked layer removes the negative fixed charge associated with Al2O3,
and offers an improved passivation performance on n-Si [260]. In addition to tuning
the fixed interfacial charge density, a stacked layer may also boost chemical passiva-
tion, such as in the case of SiO2/SiNx. In this stacked passivation layer, a SiO2 layer
>10 nm is required to provide a good interface to silicon; during the deposition of
SiNx, further hydrogenation helps to passivate the dangling bonds at the Si/SiO2 inter-
face, leading to an impressive passivation effect. The SiO2/SiNx stack also greatly
improves the thermal stability of the dielectric layer; this feature is critical for solar
cell fabrication, since solar cells have to go through a fewhigh-temperature processes.
Nevertheless, thermal oxide in this stacked layer is fabricated at high temperature and
is not desirable. StackedAl2O3/SiNx layers have also been employed for both passiva-
tion andAR effects on p-Si. In particular, Al2O3 may be deposited by PECVD instead
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of ALD on planar wafers to minimize cost and increase throughput. Duttagupta and
co-workers showed that in the PECVDAlOx/SiNy stacked layer on a p+ emitter, 5 nm
AlOx was enough for the passivation effect; the additional 65 nm SiNx enhanced the
AR effects and resulted in reduced weighted reflectance of 2.3% in the 300–1000 nm
range [292]. When used in black Si solar cells, one additional concern on the dielec-
tric passivation layer regards its surface conformality. The SiO2/SiNx has thus been
adopted by several research groups [232, 235, 264]. One of the obvious reasons for
preference of SiO2 is its great surface conformality with Si irrespective of surface
morphology. For example, Lin and co-workers have demonstrated an effective and
industrially compatible technique of dielectric passivation to improve the electrical
properties of Si NWbased black Si solar cells without compromising with the optical
properties of the black Si [231]. It was shown that the SiNx-based passivation could
reduce defect state density quite effectively and also suppressed the Auger recom-
bination due to the well-known surface passivation and hydrogen-diffusion-induced
bulk passivation. They further combined the SiNx with the SiO2 (SiO2/SiNx stack) to
obtain the best Shockley–Read–Hall (SRH) and Auger recombination suppression
in the black Si solar cells to realize the high-performance solar cells with a PCE of
17.11% on a large size of 125 mm × 125 mm. Interestingly they tried single-layer
SiNx, SiO2 and then a stack of SiO2/SiNx and found that the stack of SiO2/SiNx

exhibited the best passivation of the black Si surface and hence resulted in the best
electrical outputs in terms of the solar cell efficiency. The schematic of the proposed
passivation schemes and cell fabrication protocol used by Lin and co-workers are
presented in Fig. 23 [231].

In the same line, Liu and co-workers showed that SiNx could not completely
cover the black Si surface, resulting in a PCE of only 14.9% [242]. By inserting an
additional thermal SiO2 layer (of 20 nm) between bulk silicon and SiNx (of 60 nm),
the surface coverage and associated passivation effect were improved significantly;
consequently, the solar cell PCE increased to 15.8%. Similarly, Zhao and co-workers
investigated the performance of black Si solar cells with a single and double stack
layer of dielectrics passivation on a large area (156 mm × 156 mm) [232]. It was
observed that the PCE of black Si solar cells without passivation could be only 13.8%
which was enhanced to 16.1% and 16.5%, respectively, with SiO2 and SiNx:H passi-
vation of Si NWs surfaces. Further, the passivation by SiO2/SiNx:H stacks exhibited
better efficiency (17.1%) as compared to single dielectric layer based surface passi-
vation of black silicon solar cells. It was suggested that the SiO2/SiNx:H stacks layer
decreased the Auger recombination through reducing the surface doping concentra-
tion and surface state density of the Si/SiO2 interface, and SiNx:H layer suppresses
the SRH recombination in the Si NWs based silicon solar cell yielding the best elec-
trical performance. Similarly, Zhao and co-workers also found that their solar cells
passivated by the stacked layer of SiO2/SiNx offered higher PCE (17.1%), in compar-
ison to those passivated either by SiO2 (16.1%) or SiNx (16.5%) alone [232]. Inter-
estingly, Zhao and co-workers also noticed that thermal oxidation reduced emitter
doping concentration, which is beneficial for minimizing Auger recombination in an
over-heavily doped emitter [232]. However, high-temperature thermal oxidation is
undesirable, especially for mc-Si solar cells. Therefore, Hsu and co-workers adopted
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Fig. 23 Schematic
fabrication process diagrams
of the SiNW based solar cells
with different passivations
for series a (in black, bare
SiNWs without dielectric
shell); b (in red, thermal
oxidation of ~10 nm SiO2
layer); c (in green, thermal
oxidation ~10 nm SiO2 layer
combined with 60 nm SiNx
deposition); and d (in blue,
70 nm SiNx deposition only).
Ref. [231] © IOP Publishing
Reproduced by permission
of IOP Publishing. All rights
reserved

a trade-off strategy by performing a quick thermal anneal followed by PECVD SiNx

growth on an n+-emitter. With a hydrogenated SiO2 (5 nm)/SiNx (50 nm) stack, the
minority carrier lifetime increased substantially from 1.8 to 7.2μs for a 100 nm-long
nanorod-coated solar cell and a high PCE of 16.38% was achieved [235]. Instead of
thermal oxide,Wong and co-workers passivated their nanostructured n+-emitter with
20 nmALD-Al2O3 to achieve good surface conformality, followed by 70 nmPECVD
SiNx resulting in a PCE of 16.5% [71]. In summary, the stack layer of Al2O3/SiNx

or SiO2/SiNx performs better for nanostructured black Si solar cell passivation as
compared to a single layer of Al2O3, SiNx or SiO2.
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7.2 Control of Optimal Thickness of Black Si Layer

A thicker nanostructured layer is required to minimize the surface reflectance,
however, such a surface structure results in a significantly enhanced surface area
for recombination and poses considerable challenges for dopant doping and metal
contact formation [19, 41, 88]. In order to attain an improved solar cell performance,
the thickness of the nanostructured layer must be tightly controlled. To overcome
the issue, several optimal thickness values have been suggested. For example, Yuan
et al. found that a thickness ~500 nm yielded the highest solar cell efficiency [75].
Similarly, Srivastava and co-workers [19, 88] also found <500 nm thickness of the
black silicon layer was sufficient for improved solar cell performance both in c-Si
and mc-Si wafers. Oh and co-workers reported a high efficiency of 18.2%, for black
silicon layer thicknesses of <400 nm [73]. Very recently, Zhang and co-workers
studied the influence of Ag-ion concentration on the performance of mc-Si silicon
solar cells textured by MACE to optimize the Ag-ion concentration required for
the optimum trade-off between optical gain and solar cell performance (electrical
parameters) in diamond wire sawn (DWS) mc-Si wafers [241]. With the increasing
of Ag-ion concentration, the light-trapping capabilities keep improving, however, the
solar cell’s electric performances deteriorated dramatically when Ag-ion concen-
tration reached a certain value. For an optimum Ag-ion concentration value, the
black mc-Si solar cell’s performance was enhanced and an efficiency of 18.94%
was obtained for a large size of 156.75 mm × 156.75 mm wafer. An absolute effi-
ciency of 0.5% was improved in MACE black mc-Si solar cells as compared to the
conventional acidic textured DWSmc-Si solar cell. It shows the necessity of control-
ling the Ag-ion concentration in the MACE of black silicon. They concluded that
low concentration of Ag-ion followed by shallow nanopores which have bad optical
harvesting, while high Ag-ion concentration leads to overcrowded deep nanopores
and deteriorates mc-Si solar cell’s performances. Overall, the optimal thickness for
nanostructured black silicon layer may be considered taking into account the fact
that electrical issues are properly addressed, i.e. by applying surface passivation and
doping strategies suitable to the nanostructured surface. Therefore, the conflicting
optical and electrical needs of MACE black Si requires a trade-off in the optimized
morphologies for solar cell applications [241].

7.3 Achieving Metal and Other Surface Defects Free Clean
Surface

Surface cleaning of the MACE black silicon is another challenge for efficient black
silicon solar cells. As, black Si formation, in addition to enlarging the surface area,
also creates a considerable number of defects within a nanostructured surface; a
thorough cleaning or post-etching process is essential to remove these defects. In
MACE black silicon, shallow nanostructuring is always preferred and advantageous
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in several ways (as discussed above an optimal depth of nanostructuring should be
used in order to minimize the surface area and other surface issues in solar cell
fabrication processing). Deep or longer etching creates a sub-oxidized surface with a
significant number of surface defects, the surface of the chemically etched nanostruc-
tures is very rough (surface states/porous layer with a size of 2–5 nm). This surface
porosity has little impact on the optical reflectance of the black Si, however, causes
a substantial increase in its surface area. Furthermore, it is likely that a small trace
of metal ions/particles diffuse into silicon during the black Si fabrication. This issue
becomes even more vital if a high-temperature process (e.g. doping, contact firing)
follows the black Si formation. Algasinger and co-workers performed a modified
RCA cleaning, successfully removing the surface defects and gold nanoparticles
used for the MACE [208]. This cleaning procedure also etched away the small nano-
protrusions. The reduced surface area makes the surface passivation much easier to
implement. Consequently, they could achieve a higher carrier lifetime after passi-
vating the cleaned black Si surface by ALD-Al2O3 [208]. Similarly, surface cleaning
using a diluted alkaline solution (KOH, NaOH or TMAH) or chemical polishing of
the surface by any other suitable etching bath post MACE process has also been used
by several groups and is very effective in removing the surface defects/protrusions
along with other surface impurities. Yue and co-workers used additional 30 s treat-
ment of MACE black mc-Si to achieve 18.03% efficient black mc-Si solar cells on
156 mm × 156 mm wafers which was 0.64% absolute higher than the conventional
mc-Si solar cell (17.39%) and much higher (by 1.79% absolute) than black mc-Si
solar cell without NaOH treatment [237]. Though, there was a marginal increment in
the surface reflectance of the black mc-Si after NaOH treatment (5.45% as compared
to 2.03% in as-prepared black mc-Si surface) (see Fig. 24). The gain in electrical
performance was significant. This was primarily due to the removal of the surface
defects/residues after the MACE process [237].

Fig. 24 Reflectance curves: aAg-assisted etched mc-Si with NaOH treatment of different time and
traditional textured mc-Si wafer; b solar cells using the samples in a as substrate wafers. Inset in
b is photos of the four black mc-Si solar cells Reprinted by permission from Springer Ref. [237],
Copyright (2014)
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This has been the highest absolute gain in efficiency by applying black Si concept
in any solar cells as compared to their counterpart processed in the same conditions
(both on c-Si or mc-Si). Interestingly they used only SiNx layer as passivation for the
black Si surfaces. It is possible to improve the performance even better by applying
a suitable stacks (SiO2/SiNx or Al2O3/SiNx) passivation layer. In the same line, Lin
and co-workers [238] demonstrated a certified conversion efficiency of 17.75% on
large size (156 mm × 156 mm) silicon cells, which was ∼0.3% higher than the acid
textured counterparts. This was higher-than-traditional output performance of nanos-
tructured black mc-Si solar cells through a trade-off between optical and electrical
performances (as discussed above) by controlling surface reflectance, surface area
enhancement via the treatment of mc-Si black surface with post-MACENaOH treat-
ment to control the nanostructure geometrical parameters. These examples, certainly,
are very promising and open potential prospects for themass production of theMACE
nanostructured black Si solar cells with improved performances. Of course, it was
also due to the fact that they used effective surface passivation schemes.

7.4 Optimal Emitter Design and Doping Profile Control

The high-temperature dopant (such as phosphorus/boron) diffusion parameters for
making emitters that are optimized for the conventional textured (microtextured or
planar) surfaces may not be directly applicable in the case of MACE nanostructured
black Si. The increased surface area of the nanostructured surface may cause a high
dopant diffusion rate at the same temperature as compared to the planar or the conven-
tional textured silicon surfaces. In general, the higher doping concentration (lower
sheet resistance of the emitter) in black silicon is observed as compared to planar
silicon processed under identical conditions. For example, Zhong and co-workers
compared the resistance of a black Si wafer and a planar wafer with the same doping
conditions and found that the black Si had a lower resistance, indicating a higher
level of doping [171]. Therefore, a lower doping temperature and time should be
employed in case of black silicon in order to control the black Si doping concentra-
tion and minimize Auger recombination [171]. Alternatively, etch-back process of
the diffused emitter can also be employed in a controlled manner by suitable etchants
like KOH, NaOH/LiOH or TMAH) to remove few tens of nanometers from the top
surface which can etch out the heavily diffused surfaces (‘dead’ layer) and in a way
the emitter properties can be tailored as per the demands of the black silicon solar
cells. This approachwas adopted byOh and co-workers [73]. They performed doping
at 850 °C with a subsequent anisotropic TMAH etch procedure. They could over-
come two issues with this short TMAH treatment of black Si surface post-emitter
formation: (i) removal of highly doped (dead layer) on the emitter surface (front
surface) of the black Si; (ii) relative reduction of the total surface area which was
primarily caused by reduction in the nanostructured layer thickness and an increase
of its surface feature size. However, this step (TMAH etching) resulted in a marginal
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increase of reflectance (as also discussed earlier). Consequently, they could mini-
mize the surface recombination and Auger recombination with the realization of the
18.2% black Si solar cell performance which was the highest ever in black Si at
that point of time [73], though it was only on <1 cm2 area of the sample. Similarly,
Zhao and co-workers achieved 17.3% efficient black silicon solar cells without AR
coating via short TMAH etching after the formation of the diffused emitter in the
MACEblackSi [236]. They also claimed that blackSi nanostructuresmodification by
TMAH suppressed the surface recombination and Auger recombination at and near
the emitter surface, leading to increase in the effective minority carrier lifetime of the
black Si solar cells from 10.7 to 20.8 μs and hence the improved QE in blue region,
the main limiting factor for the efficiency of black Si solar cells. In this line, Li and
co-workers employed both surface engineering of the MACE Si both pre-and post-
emitter diffusion (or after MACE and after emitter diffusion) by dilute bath of KOH
for short duration [293]. They showed that black-Si wafers with a 15 s KOH etching
after MACE and an additional 30 s KOH modification after the diffusion exhibited
better performance as a compromise between low surface recombination and low
reflectance. They showed significant improvement in the performance of the solar
cells (PCE:17.7%) after two stepsKOH treatment as compared to only 15.3%without
any KOH treatment with a 10 nm SiO2 passivation and screen-printed contacts. Inter-
estingly, they could achieve PCE of 18.5% after applying SiO2(10 nm)/SiNx(45 nm)
stack layer passivation scheme in p-type 156 mm × 156 mm black Si solar cells.
Therefore, via incorporating the optimized stack passivation scheme of SiO2/SiNx,
the surface morphology modification and emitter optimization technique, their black
silicon solar cells obtained a large improvement of 3.7% in average PCE compared
to standard black silicon solar cells without any optimization [293].

Another approach to avoid the heavy doping issue associated with black Si is to
perform emitter formation (doping the wafer with P/B) prior to the MACE nanos-
tructuring. This approach has been successfully adopted by few groups [74, 232,
294]. Nevertheless, a high doping concentration at the emitter is likely to change the
surface morphology of the resulting black Si. For example, observation of highly
porous silicon nanostructures formation in heavily doped silicon is very common
[149–153] and also the doping profile (dopant concentration) varies with the junc-
tion depth (emitter thickness) which may cause different morphology and surface
features in the black silicon across the black silicon layer. Moreover, in MACE, the
surface feature size tends to increase in line with the doping level of the silicon
substrate, and the impact of doping on the etching rate is not yet fully understood
[122]. The possibility of control of etching is difficult to protect the junction on large
area as there is always variation in doping level across the wafer, though small (in
case of the highly uniform and controlled doping). As the MACE process is self-
controlled, therefore puncturing/shunting of the p–n junction could be a serious issue
(for a shallow emitter of ≤400 nm with variation in doping profile across the wafer
and hence different etching rate at a given condition). Further work is thus required
before a wider deployment of this doping approach can be adopted.
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7.5 Optimal Metal Contacts

Currently, metal electrodes designs on solar cells are optimized as per the standard
microtextured andARCsurfaces.However, the black silicon, surface due to enhanced
surface area, has higher surface resistance compared to that of a planar surface of
conventional solar cell [295]. Consequently, it would be essential to optimize the
metal grids (fingers and busbars) design and also fine-tuning of the metal contact
formation process parameters, particularly the fire through contacts of screen-printed
contacts, in view of the optimal dielectric layer on the surface (both in front and rear
side) in the black Si solar cells to enhance the charge collection efficiency.

In summary, it is obvious that in spite of excellent optical performance, the effi-
ciency of a solar cell with nanostructure texturing is limited by enhanced surface
recombinations due to increased surface area. Nevertheless, in some of the latest
developments, as discussed in few examples above, the black Si solar cells have now
started outperforming the conventional/standard microtextured solar cells processed
under similar protocols [237, 238]. This is becoming possible owing to contin-
uous efforts made to address the above-mentioned challenges via optimal surface
morphology, emitter properties, effective surface passivation (stack layer) and metal
contacts suiting the nanostructured black Si.

8 Multi-scaled Textured Black Si Solar Cells: Recent
Developments Employing MACE Process

In the past couple of years, the multi-scale texturing (also quite often referred as
dual texturing, binary texturing, hierarchical texturing, etc. in the literature) which
consists of the application of black silicon nanostructures on microtextured (alkaline
textured randommicro-pyramids in c-Si or acid textured micro-pits in case of mc-Si)
have been introduced with quite promising PV performances in large-sized (156 mm
× 156 mm) wafers [83, 240, 296–299]. A typical example of multi-scaled textures
based black Si surfaces (both in mc-Si and c-Si) are shown in Fig. 25. The significant
developments have been made to this end achieving ~18.5% in mc-Si [296] and
>20.0% in c-Si [298] black Si solar cells with a potential to go past 20.0% in both
mc-Si and c-Si. In some recent cases, the black Si cells are outperforming the standard
c-Si and mc-Si solar cells and hence seem very promising in large-scale deployment
of the black silicon concept in the PV industry in near future.

Moreover, the MACE black Si concept is also drawing a lot of interests not
only in R&D but also in the PV industry for its potential superiority to replace the
conventional acid texturing process for the new technology of mc-Si solar cells based
on diamond wire sawn (DWS) mc-Si wafers [239–242, 300–305]. It is noteworthy
that acid texturing process is an industry standard for sawwire cut/slurry basedmc-Si
wafers. The DWSmc-Si is expected to be the mainstreamwafering technology in the
Si-basedPV industry in the comingyears. TheDWS technique has several advantages
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Fig. 25 Representative SEM images of Ag-assisted MACE-based binary (nano/microstructured)
texture silicon surfaces; a and b binary textured Si surface on c-Si; and c and d binary textured Si
surface on mc-Si. Images in a and c are 45° tilted and in b and d are in a cross-sectional view

such as larger output of wafers per ingot, higher precision enabling production of
thinner wafers, lower environmental impact, easier recovery of silicon kerf loss and
less surfacemechanical damages [240, 300–302]. In recent years, DWSmc-Siwafers
have been used in the PV industry because of its relatively lower cost (owing to
the DWS technology), as compared to that of slurry-wire-sawn (SWS) mc-Si wafers
[303]. However, there is no effectivemethod for texturing theDWSmc-Si to decrease
light reflection and to improve the PCE. Thus, the large scale use ofDWSmc-Siwafer
is limited in the PV industry [305]. However, theMACE black silicon technology is a
promising approach to fabricate the nanosized textures on the DWS mc-Si’s surface
[90, 282, 305].

Black silicon with nanosized textures is very important to the DWS mc-Si solar
cell due to its low reflectivity. For example, Su and co-workers found that in order
to improve the PCE of DWS mc-Si solar cell with nanosized textures, the textures’
morphologies must be modified by acid etching [240, 300]. The acid etching is
the defect removal etching process. A DWS mc-Si solar cell with modified nano-
sized textures was successfully obtained byMACE and suitable acid etching process,
whose reflectivity was lower than that of a DWSmc-Si solar cell prepared by conven-
tional acidic texturizing. The highest PCEof 19.07%was achievedwith a 0.6% (abso-
lute) gain in the PCE of MACE black DWS mc-Si solar cell, as compared to that
of the DWS mc-Si solar cell using the conventional acidic texturizing. These results
are quite important as traditional acidic etching could not create a low reflectivity
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structure on the DWS mc-Si, but MACE technique could decrease the reflectivity
through nanostructures. Meanwhile, the efficiency of solar cells fabricated by tradi-
tional acidic etching techniques has reached the ceiling, and the MACE technique
has the potential to further improve the performances of solar cells. Further, improve-
ment of the cell performance can be realized by optimizing diffusion and passivation
and other critical aspects suiting to the black Si nanostructured surface on DWS
mc-wafers.

9 Crystalline Silicon Thin Films Solar Cells Based on Black
Silicon

As discussed earlier, while black Si poses several challenges such as in performing
doping, forming good Si/metal contact and increased surface recombination, novel
cell designs can be adopted to mitigate these problems. Of course, the terrestrial
PV market is currently dominated by crystalline silicon wafers (c-Si and mc-Si).
Also, as described earlier, for a conventional Si solar cells, the active Si layer has to
be sufficiently thick (≥180 μm) in order to harvest incident photons significantly.
However, due to its material intensiveness (thick and quality material), it is always
difficult to reach the cost levels required for a widespread application of PV with the
current wafer-based technology. An alternative is to use thinner silicon wafers/films
and develop a strategy for thin silicon solar cells. Therefore, one possible route to
reduce the cost of silicon PV is to develop thin-film solar cells (thickness <30 μm)
or even ultra-thin solar cells (thickness <10 μm), by significantly decreasing the
consumption of Si during solar cell fabrication. Thin solar cells also offer many other
advantages, such as lightweight, mechanical flexibility and easy integration with a
diverse range of substrate materials [172, 306–308]. Surface texture of ultra-thin
silicon via alkaline or acid wet etching requires the usage of a photolithography-
defined mask [309] and is not considered to be industrially compatible [310].Hence,
the limitation of wet etching in thin silicon solar cells presents a good opportunity
for developing black silicon texture. Experiment and theory have shown that black
Si enables efficient broadband absorption of light, less than 1% of the Si material
(having black silicon surface) would have the same absorption efficiency as in the
conventional Si-wafer based devices. The reduced Si materials requirement in black
Si solar cells would decrease the production cost, since the Si material is a major
cost for Si-based PV cells.
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9.1 Nanostructured Black Si Thin-Film Solar Cells on Cheap
Glass Substrates

The polycrystalline silicon thin-film solar cells on supporting materials like glass
is quite promising as glass is a cheap, transparent, electrically insulating, long-
term stable, readily available and already a standard component in the PV modules.
However, the drawback of glass sheets is their limited thermal stability, excluding the
use of lengthy high-temperature (>650 °C) processing steps during solar cell fabri-
cation. A group at Helmholtz-Zentrum Berlin für Materialien und Energie-Institut
für Silizium-Photovoltaik, Berlin, Germany has done outstanding work towards the
development of polycrystalline silicononglass substrates for thin siliconphotovoltaic
devices [78, 311–316]. The material processing has been thoroughly reviewed by the
group for thin-film solar cells.

The MACE process for black silicon is applicable even on thin film as well (both
in amorphous Si and microcrystalline) [78, 163]. However, the work employing thin
Si solar cell concept using MACE-based nanostructured black Si on glass substrates
are though limited but have shown promising results. In this concept of solar cells,
the nanostructured layer is made by MACE on thin layers of doped mc-Si (prepared
by laser crystallization or e-beam crystallization). These structures enable the use of
low-cost substrates like glass [55, 317, 318]. For example, Sivakov and co-workers
demonstrated such a solar cell employing nanostructured mc-Si in p+−n−n+ junc-
tions on glass substrates, as shown inFig. 26 [55]. Theyfirst fabricated a large-grained
2.5–3 μm thick multicrystalline p+−n−n+ Si layer stack on a glass substrate by e-
beam evaporation deposition followed by laser crystallization. The mc-Si layer (on
glass) with p+−n−n+ junctions was then nanostructured by MACE process in HF +
AgNO3 solution. The solar cells exhibited a maximum V oc of 450 mV and a Jsc of
40 mA cm−2 resulting in overall PCE of 4.4% under AM 1.5G illumination. It was
suggested that severe shunting and large series resistance were responsible for the
relatively low device performance. In this series, a group at IPHT Jena, Germany has
made significant development [317, 318]. Jia and co-workers, fabricated a multiple
core–shell NWbasedHIT solar cell with a thickness of less than 10μm. In this device
structure, the NWs were etched into n-doped, laser crystallized mc-Si thin films
prepared on glass and covered by the intrinsic and p-doped shells of a-Si resulting in
a radial p–n junction geometry [317, 318]. They reported an efficiency of 8.8% with
a V oc of 530 mV in such cells on glass substrates. The nanostructures (Si NWs) were
fabricated by MACE of an n-type, 8 μm thick laser crystallized mc-Si Si thin film
on glass [317]. PECVDwas used to deposit an a-Si hetero-emitter around the nanos-
tructures. In this device structure, the ALD-based Al2O3 passivation layer was also
utilized. Finally, aluminium doped zinc oxide (ZnO:Al) was conformally deposited
as a transparent conducting oxide (TCO) on the black silicon surface to have a planar
transparent conducting layer. Later, the same group realized 10% efficient prototype
solar cell employing similar black Si nanostructured surface on a polycrystalline
(pc)-Si thin film with a thickness of only 8 μm formed on glass [317]. By improved
nanostructruing process (via cleaning of the metal contamination from the MACE),
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Fig. 26 a Schematic cross-sectional view of the mc-Si p-n junction layer stack on a glass substrate
(left) and the SiNWs after wet chemical etching (right). b Schematic representation of the I–V
curve measurements of SiNW based p-n junctions. (c) Non-illuminated and illuminated (AM1.5)
I–V curves of SiNWs etched into a mc-p+−n−n+-Si layer on glass. SiNW are irradiated through
the glass substrate (superstate configuration) and contacted by metal tips at four different sample
positions. The right-hand scale gives real measured current values and the left-hand scale current
density values. Reprinted with permission from Ref. [55], Copyright (2009) American Chemical
Society

effective passivation by a-Si:H emitter as well as by an ultra-thin Al2O3 tunnel layer
on the emitter surface, and by appropriate design of the cell structure (superstrate
configuration), the detrimental effects related to the nanostructures could be avoided
while retaining the light trapping properties of the black Si layer. Though the PCEs
of such solar cells are not so impressive at present compared to the conventional
planar silicon solar cells, nevertheless, such solar cells with nanostructured thin Si as
effective light absorber on cheap glass substrates could impact next generation PV
technologies, particularly, the device cost.
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9.2 Silicon Wafer Based Thin Solar Cells Employing Black
Silicon

Reducing Si wafer thickness in the PV industry has always been the main focus
of lowering the overall cost. Further benefits such as short collection lengths and
improved Voc can also be achieved by Si thickness reduction. However, the problem
with thin films is poor light absorption. One way to decrease optical losses in
solar cells is to minimize the frontside reflection. This approach can be applied
to front-contacted ultra-thin crystalline Si solar cells to increase the light absorption.
Utilization of black silicon (especially Si NWs) to minimize frontside reflection in
wafer-based ultra-thin Si solar cells has been reported. For example, ultra-thin, Si
solar cells with black Si in interdigitated back-contacted (IBC) structures have been
successfully demonstrated [319, 320]. Moreover, ultra-thin Si wafers fabricated via
KOH etching, exhibited excellent mechanical flexibility and bendability. Double-
sided nanotextured pyramidal design was used for light trapping in these ultra-thin
Si films and extensive improvement in light absorption was demonstrated [321].
Very recently, Aurang and co-workers used NW structures based black Si in conven-
tional front-contacted ultra-thin Si solar cell structures [322]. Aurang and co-workers
demonstrated, homojunction solar cells using ultra-thin and flexible single-crystal Si
wafers (see Fig. 27). In this work, KOH etched ultra-thin Si wafers with thicknesses
of 20 ± 0.2 μmwere used to fabricate homojunction solar cells. In order to improve
the weak light absorption of ultra-thin Si wafers, the MACE Si NWs were made
in solar cell surface. In order to optimize the top contact design, photolithography
was employed to pattern Si NWs so that the top contact areas are protected from
the NWs etching during the MACE process, similar to the approach developed by
Kumar and co-workers [41] to improve the top contact in NW solar cells wherein
the contact area was protected fromMACE etching. A relative improvement of 56%

Fig. 27 a Photograph of fabricated ultra-thin Si solar cell with NWs or black Si (left) and without
NWs or black Si (right). b Photograph of the flexible nature of the black Si textured Si solar cell
on polyethylene terephthalate (PET) c Cross-sectional SEM image of fabricated black Si ultra-thin
Si solar cell d J–V curves of the ultra-thin Si solar cells decorated with different lengths of NWs
(thickness of black Si layer). Ref. [322] © IOP Publishing. Reproduced by permission of IOP
Publishing
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in the reflectivity was observed for ultra-thin Si wafers with a thickness of 20 ±
0.2 μm upon NW texturization. With an optimal NW length and top contact design,
they could achieve a relative enhancement of 23 ± 5% in the PCE with a maximum
device efficiency of 9.6 ± 1% in black Si based ultra-thin silicon wafer solar cells as
compared to 7.8 ± 0.6% in flat ultra-thin solar cells without black Si [322].

In the same line, Hadibrata and co-workers reported even thinner silicon wafer
basedultra-thin (only 8μmthick) silicon solar cellswith an efficiencyof 9.60%[212].
MACE nanostructured black silicon surface produced a broadband reflection <10%.
Despite the excellent optical performance, a moderate short-circuit current (Jsc) of
25.44 mA/cm2 was achieved. As usual, relatively poor QE in the blue spectral region
was associated with carrier recombination at the enhanced surface and by the Auger
process. Moreover, relatively low QE was also observed in the long-wavelength
region of the spectrum which was accounted for parasitic absorption at the back
contact. Based on optical simulations, they showed that planarization of the rear Si
surface (or introducing a BSR surface) and a low refractive index dielectric spacer
between Si and the rear metal could significantly reduce the parasitic absorption in
themetal, resulting in JSC values over 35mA/cm2 [212]. In another similar approach,
Tang and co-workers proposed Cu-assisted chemical etching of bulk c-Si (similar to
KOH-based wafer thinning process); a relatively rapid method to obtain 45μmultra-
thin flexible c-Si solar cells with asymmetric front and back light-trapping structures
and achieved 17.3% efficient flexible solar cells in 45 μm ultra-thin flexible c-Si
solar cells by MACE [214]. In this work, they reported a simple method to realize
rapid thinning and texturing of bulk c-Si at room temperature by varying the ρ (=
[HF]/([HF] + [H2O2])) values during the Cu-MACE process and achieved etch rate
of ~30 μm/min under optimized conditions of ρ values. For solar cell, they used
two sequential etch process (i.e. to achieve asymmetric front and back light trapping
structures) consisting of (i) thinning in the (ρ = 95%) followed by texturing in (ρ =
60%) solution successively (see Fig. 28 for representative SEM images of the 45μm
c-Si samples with asymmetric front and back light trapping structures). A high Jsc
(36.12 mA/cm2) and PCE (17.3%) were achieved. The results were respectively
1.09 mA/cm2 and 0.4% higher than the corresponding values in a 45 μm c-Si with a
flat back surface (see Fig. 29 showing a digital image of a 45 μm c-Si flexible solar
cell (a) and the corresponding PV performances in (b), (c) and (d)) [214].

In a slightly different solar cell design structure, Song and co-workers [323]
created a planar black silicon structure that uses SiNx-ARC on the frontside to opti-
mize the visible absorption without deteriorating the electronic properties by having
a nanostructured surface (see Fig. 30). It also has an integrated grating structure at
the backside (BS) of the solar cell for the optical path enhancement which needs to
compensate insufficient NIR absorption due to the 50 μm thickness of the solar cell.
Here also, thin silicon wafers were produced by KOH etching of conventional CZ-Si
wafers. An ALD-based ultra-thin (~4 nm) ZnO film was used as the tunnel oxide for
the nanostructured backside solar cells in such thinner c-Si solar cell structure. The
proposed tunnel-oxide passivated contacts (TOPC) approach increased the PCE by
~24%, in which the ZnO film successfully passivated the defect states and improved
hole flows via surface band bending. The TOPC introduced effectively passivated
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Fig. 28 a Cross-sectional SEM image of 45 μm c-Si solar cell with asymmetric structures, Green
and yellow boxed regions are shown in b and c, respectively, d Cross-sectional SEM images of flat
(F-flat +B-flat), e Cross-sectional SEM images of Etc-95 (F-95 +B-95) samples. Reprinted from
Ref. [214] Copyright (2018), with permission from Elsevier

the large amount of unpassivated Si dangling bonds, which seriously hinders the
flow of charge carriers when direct metal contact is made onto the nanostructured
Si. The highest PCE of 13.1% was achieved for an optimized ZnO layer passiva-
tion, a significant step towards a thin black Si technology [324]. They also applied a
nanostructured black layer on the front-side, however, IQE of the backside (B) NS
Si surface was found much better as compared to that in front nanostructured surface
structure of the cell in the entire spectral range of interest. It is to be noted that a back
surface field (BSF) of p+ was also used in this cell design to reduce back surface
recombination [323].

In another slightly different novel approach, the black silicon has been used in
a back-contact back-junction (BCBJ) solar cell design, wherein the active junction
is also formed at the backside and the interdigitated metal contact is built on a flat
substrate surface in the backside itself and the black silicon layer is used in the
frontside as an effective light trapping media (see Fig. 31). The BCBJ design has
been used successfully in conventional thicker silicon solar cells [324, 325]. For
example, Jeong and co-workers have shown that the benefits of this design (all back
contact) are even more significant in thin solar cells, avoiding the doping and contact
formation problems associated along with the Auger and surface recombinations
with the black Si [211]. Consequently, a PCE of 13.7% was realized in an ultra-thin
solar cell (thickness <10 μm) as compared to 10.9% in a planar solar cell with AR
coatings in this design [211].
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Fig. 29 a Photograph of 45 μm c-Si solar cell with asymmetric structures (F-60 + B-95) in a
flexible state. b J–V curve of 45 μm c-Si solar cell with different surface conditions. c Surface
reflectance and EQE of 45 μm c-Si solar cell with different surface conditions. d IQE of 45 μm
c-Si solar cell with different surface conditions. Reprinted from Ref. [214] Copyright (2018), with
permission from Elsevier

In contrast to the above, the p–n junction is also formed at the flat rear side,
while the front metal contact is still built on black Si. However, a front surface field
(FSF) has been created (similar to BSF in the rear side of the conventional solar cell)
via heavy boron doping, in order to reduce surface recombination. Such design was
adopted byChan and co-workers in fabricating ~5.7μm thick black Si solar cells (see
Fig. 32) [173]. It should be pointed out here that an FSF may also be incorporated
into a BCBJ cell. In addition to its role in reducing surface recombination, an FSF
also improves lateral base conductivity and enhances cell stability against the UV
radiation in BCBJ solar cells [326–328]. By incorporating a diffuse back surface
reflector (BSR) into a black Si surface, Chan and co-workers showed that the solar
cell efficiency got improved from 6.9% to 11.4% [173]. It is also to be emphasized
that for thin solar cells, light trapping becomes critical for photon management,
in addition to AR properties [329–331]. Hence, additional light trapping structures
become essential to enhance the efficiencies of this type of thin solar cell. A backside
metal-based reflector was also used by IPHT Jena group [318].

In summary, there have been several examples of ultra-thin silicon solar cells
employing MACE nanostructured black Si as an effective light trapping media (in
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Fig. 30 a Cross-section SEM image of 50 μm-thin black-nanostructured Si Solar cell, a digital
image of 50 μm-thin black-nanostructured Si Solar cell showing an active area of 0.9 cm2; bA cell
structure showing the ZnO-passivated contacts integratedwith backsideNS (B-NS). Cross-sectional
TEM images showing c the Al/ZnO/NS/Si contact, and d–f various thicknesses (1.4, 4.3, 7.2 nm)
of ALD ZnO deposited on NS surfaces Reprinted/Adapted with permission from Ref. [323] © The
Optical Society

Fig. 31 Ultra-thin Si nanocone solar cell, aOptical image of the back (top, left) and front (top, right)
side of the 10 μm thick Si solar cell. Inset shows the optical microscope image of the interdigitated
metal electrodes. SEM images of a cross-sectional view of the device (bottom, left) and the cross-
sectional view of the nanocones (bottom, right). b Schematic illustration of the device in BCBJ
structure Reprinted by permission from Nature [Nature Communication] Ref. [211] Copyright
(2013)

different solar cell design structures) supported on glass or flexible geometry with
quite reasonable power conversion efficiencies. The progress is quite significant
and a lot of efforts are made to improve the performance even better. There are
still several challenges to be addressed including the effective passivation, stability
and scalability of the concept for large-scale application. Nevertheless, the concept
is promising and these ultra-thin c-Si solar cells (≤50 μm) are believed to find
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Fig. 32 a Schematic illustration of fabrication procedures for ultra-thin (~6 μm), black–Si solar
microcells, where density graded surface nanostructures were incorporated on their front surface
through Ag-MACE. A phosphorus-doped emitter (n+) was placed at the near-surface of microcells
while a boron-doped surface field region (p+) formed at the front surface. b Tilt-view SEM image
of ultra-thin black Si microcells embedded in a thin layer of photocurable polymers coated on a
glass substrate. Inset: magnified view of the nanostructured surface of microcells. c Photographic
image of a printed array of ultra-thin Si microcells on a glass substrate, where half of the cell area
appears dark due to the suppression of front surface reflection through black Si implementation.
Reprinted from Ref. [173] with the permission of AIP Publishing

applications in several special circumstances such as military, aerospace, etc. in the
future due to their flexibility and high specific power density, in addition to the
conventional applications for low-cost PV devices and thus is attracting a great deal
of research interests.

10 Concluding Remarks and Future Prospects

In this chapter nanostructured silicon prepared by metal-assisted chemical etching
and their application in solar cells have been reviewed including the flexible thin Si
solar cells concept. It is no doubt that the MACE nanostructured black Si has lots of
potential for high-efficiency solar cells both on conventional Si wafers as well as in
thin Si solar cell concepts. TheMACE is a simple, low cost yet effective and versatile
technique to produce black Si surface on industrial sizewafers. The process is equally
effective both on monocrystalline and multicrystalline Si wafers. By judiciously
controlling theMACE process parameters, a wide range of surfacemorphologies can
be created with a high degree of control. Moreover, the MACE holds a great promise
for large-scale industrial deployment, owing to its simple experimental setup and fast
etching rate. The method can produce nanostructured black Si surface having very
low reflectance down to <2% in broad spectral range with excellent omnidirectional
light trapping ability owing to enhanced optical path length of the incident radiation in
the nanostructured Si layer and smooth refractive index transitions from air to bulk
silicon. Moreover, the surface also offers polarization-independent light trapping.
The MACE black Si has been employed in the development of high-efficiency solar
cells in a variety of cell designs and process sequences depicting great potential
of the concept. However, while the black Si offers superior optical performance,
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there are several issues related to effective implementation of the nanostructures,
primarily caused by the enhanced surface area, it has poor electrical characteristics
which have determining influence on the overall power conversion efficiencies of the
black Si solar cells. Also, the porous surface in black Si leads to increased surface
recombination, causes high and sometimes non-uniform doping concentrations, and
poses significant challenges for forming a good silicon/metal contact. Consequently,
improved fabrication processes are essential to balance the optical gains and electrical
losses of the black Si in order to achieve high solar cell efficiencies. Nevertheless, as
a result of continuous efforts around the world over the years, the black Si solar cell
concept has become a reality. Starting frombelow10%PCEadecade ago, the concept
has come up a long way. While the efficiencies of black Si solar cells, in general,
remain below those of conventional silicon solar cells, there has been significant
progress in implementing the strategies suitable for the black silicon surfaces and
hence improving the cell efficiencies continuously. Efficiencies >20% in c-Si and
>19% in c-Si have been demonstrated in industrial-size wafers and the concept is
maturing to be deployed in the production line. Overcoming the basic challenges,
there have been few examples in which black Si has outperformed the conventional
silicon solar cells processed under identical conditions.

Furthermore, the incorporation of black Si in the thin Si solar cell concept has
also been gaining significant interest. PCE close to 10% has been achieved even in
ultra-thin Si solar cells (20μ thin) employing the black Si concept for light trapping.
The performance of MACE-based Si cells on glass has also reached a promising
level of >10% PCE (though on a small area) which is quite encouraging for the
next-generation PV technologies. These techniques may potentially improve solar
cell efficiencies or reduce material costs. It is worth adding that black Si texturing
methods are likely to play an important role in mc-Si and ultra-thin solar cells,
especially where conventional wet etching methods fail as cell thicknesses decrease.
For such cell concepts, surface passivation is extremely important and therefore,
dielectric layers of SiNx, SiO2, a-Si, Al2O3 alone or their stacks are very important for
the success of this technology. The Al2O3 is finding a lot of interests in black silicon
solar cells. Most of the record efficiency solar cells have been achieved employing
either Al2O3/SiNx or SiO2/SiNx stacks as a surface passivation layer. Particularly,
Al2O3 owing to its superior passivation properties is expected to play a vital role in
the development of high-efficiency black Si solar cells.

However, despite the phenomenal progress during the past decade, the full poten-
tial of theMACEnanostructured black Si solar cells is yet to be realized. One obvious
cause could be due to the fact that most of the current fabrication methods of the
black Si solar cells are largely based on conventional solar cell processing technolo-
gies which may not suit the nanostructured Si surfaces directly. Fine-tuning of the
process parameters is therefore required to improve their cell efficiencies further and
realize the full potential of the concept. Some important aspects which should be
considered while designing an efficient nanostructured black silicon solar cell are
summarized below:
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• A trade-off between nanostructures’ morphology, using low aspect ratio nanos-
tructures in the black silicon layer and low reflection is essential for obtaining
high efficiency and requires optimization of the process. Therefore, the nanos-
tructures of the lower aspect ratio should be employed to balance the optical gain
and electrical losses.

• Getting rid of the porous Si on the surface of the nanostructures in black Si by
MACE is amust as this porous layer leads to a dead region (after emitter diffusion)
degrading the blue response of the cell and the PCE. Therefore, thorough removal
of surface defects is critical to maximizing carrier lifetime. A modified dopant
diffusion strategy should be developed to minimize the surface losses (avoiding
dead layer, reducing Auger recombination in the surface layer and other surface
recombinations) for the improvement of the blue response. Due to enhanced area,
very effective passivation is extremely essential in black Si, improvised dielectric
layer scheme must be applied in combination with other cell process parameters
for optimum cell efficiency.

• Metal contact architecturesmust be optimized as per the requirement of the nanos-
tructured black Si possibly by a finer and denser metal grid for higher charge
collection efficiency.

• The nanostructures morphology should also be designed for optimal performance
in themodule/finished cell. For example, an oxide is always formed during dopant
diffusion which changes the nanostructures’ morphology. Also, depending on the
type of SiNx or other passivation schemes, the optimal geometry of the nanotexture
varies. In general, the optimized nanostructuring processwill depend on the details
of the rest of the cell and possible module assembly processes.

• The nanostructure should be optimized for reliability and not just the efficiency.
For example, different nanostructures result in different adhesion of metal fingers
and bus bars to the cell. Therefore, long-term reliability of such black cell
technology should also be taken into account in addition to high efficiency.

• Black silicon could enable cells designs without SiNx and with just using SiO2 or
Al2O3 to passivate the surface, since an AR layer is not required with black Si.
This cell design is especially relevant for higher efficiency designs that currently
use both a passivating layer and an AR coating.

• The MACE can also be designed for a singled sided texturing process leaving the
rear surface planar for high-efficiency cell designs.

By undertaking the above improvements, it is likely that the efficiency of the black Si
solar cells will advance even further in the near future, with a > 20% efficient solar
cell concept recently achieved and visioned for even higher values. In particular,
with a better understanding of the carrier loss mechanisms and improvements in cell
design and fabrication strategies, the efficiency of black Si solar cells will continue
to increase in the future. Looking at the enormous efforts being put around the world,
the MACE-based black cell photovoltaic technology is certainly going to be a reality
in the PV industry in the near future.
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Abstract Hydrogen sulphide (H2S) is a colourless, corrosive, flammable and toxic
gas with a typical rotten egg smell. Although it has demonstrated wide commer-
cial utility, especially in food processing industry, coal gasification plants and oil
refineries, its adverse effect on both environment and human health demands its
monitoring and careful usage. It has the ability to block cellular respiration owing
to its interaction with iron that is present in the cytochrome enzymes of the mito-
chondria. Exposure to higher concentrations can adversely affect the nervous and
other systems in the body. Consequently, its short-term (15 min) and long-term (8 h)
exposure limits have been set to 15 and 10 ppm, respectively. Chemiresistive sensor
is one of the simplest sensors that has demonstrated a tremendous potential for H2S
detection in various concentration ranges. It works on the simple principle of resis-
tance change of the sensor due to chemical reaction of H2S with the sensor surface.
The present chapter focuses on the recent advances in the field of chemiresistive
sensors for H2S detection. Care has been taken to give a complete insight about H2S:
its source, applications, dangerous effects and different means of detection. With the
upsurge in nanoscience, novel sensormorphologies have been realizedwith enhanced
sensor responses. This chapter will try to cover most of the important works carried
out for H2S detection highlighting the sensorwith a potential for commercial applica-
tion. The chapter will conclude highlighting the challenges that need to be addressed
to realize practical application and discussing the future of chemiresistive sensors
for H2S detection.
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1 Introduction

Earth’s atmosphere comprises of mixture of gases that provides not only the air we
breathe, but also makes life possible in several ways. Besides natural gases that are
necessary to sustain life, the atmosphere includes natural and man-made particles
and gases that when achieve excessive concentrations can cause serious toxicological
effects detrimental for human health and planet as a whole. Both natural and man-
made sources contribute to rising pollution levels. These sources are commonly clas-
sified into three broad groups: primary, secondary and re-emission sources.Aprimary
source is the one that causes direct emissions into the atmosphere; for example, ash
from volcanic eruptions and pollutants released from vehicle exhausts and industries.
Secondary sources are the ones that result from the reaction of primary pollutants in
air, e.g. ground level ozone. Finally, re-emission sources that result from primary or
secondary pollutants deposit on the Earth’s terrestrial or aquatic surfaces, followed
by re-emission to the atmosphere [1]. Some of the common sources of pollutants are
listed below [2]:

• Combustion of fossil fuels, in electricity generation, industry, transport and
households.

• Oil and gas industries release several gases such as CO2, NO2, H2S, volatile
organic compound (VOC) and silica particles [3].

• Paper and pulp mills produce chlorine and chlorine-based materials, sulphur, H2S
and SO2 [4].

• Mining industries produce metals like Cu, Pb, Zn, Cd, As, etc. as well as
gases (CO2, NO2, SO2), particulate matter emissions, sewage waters and solid
wastes [5].

• Agriculture pollutants include biotic and abiotic by-products of farming.
• Waste treatment plants lead to release of VOCs and noxious gases like CH4, CO2

and NH3 [6].
• Natural sources include volcanic eruptions, wind-blown dust, sea salt spray and

emissions of VOCs from plants.
• Indoor pollutants—cooking and heating appliances, tobacco smoke and vapours

from building materials, paints, furniture, etc.
• Radon, natural radioactive gas released from radioactive decay in the Earth’s crust

is an indoor pollutant and can be found concentrated in basements [7].

Pollution has serious toxicological impact on human health and environment [8].
Extend of effect is dependent on the nature of gas and its concentration. Generally,
exposure leads to coughing, wheezing, nausea, irritation to eyes, nose and throat.
Prolonged exposure may lead to impaired lung function, birth defects, reduced
fertility, damage to nervous system, cardiovascular system and sometimes even
cancer. Hardening of the arteries has also been observed in certain cases, and it
may increase the risk of heart attack and strokes [9]. Exposure to higher concen-
tration has adverse effect on nervous system leading to psychiatric disorders [10],
neurological complications like neuroinflammation [11], degenerative brain diseases
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Table 1 Exposure limits of
various toxic gases

Gas LTEL (ppm) STEL (ppm)

H2S 10 15

CO 50 300

NOX 3 5

NH3 25 35

SO2 2 5

Cl2 0.5 1

CH3OH 200 250

HCl – 5

such as Parkinson’s [12], Alzheimer’s and schizophrenia [13]. Exposure to air pollu-
tion early in life may lead to autism and its related disorders in foetus and children
[14–16]. In some cases, severe effects like emphysema [17], chronic bronchitis [18]
and lung cancer [19–21] have also been observed.

The impact of gas on human health is strongly dependent on the gas and its
exposed concentration. To ensure safe and healthful working conditions, permis-
sible exposure limits (PEL) have been established by controlling authorities like
occupational safety and health administration (OSHA). For chemicals, the chemical
regulation is usually expressed in parts per million (ppm) and/or milligrammes per
cubic metre (mg/m3). For the work place, exposure limits are set in terms of short-
term (STEL-15 min) and long-term exposure limits (LTEL-8 h). The LTEL is the
maximum exposure allowed over an eight-hour period and referred to as eight-hour
time-weighted average (TWA). Some of the common toxic gases and their exposure
limits are shown in Table 1. According to a report of United States Environmental
Protection Agency [22] compiled by Sydney Miner, totally 30 such pollutants have
been identified and investigated thoroughly for their abatement. Hydrogen sulphide
is one such pollutant present in nature having severe deleterious effect on humans as
well as on ecosystem. The present chapter is mainly focussed onH2S gas: its sources,
distribution, harmful effects and control technology for its abatement.

2 Need for H2S Sensor

In eighteenth century, a Swedish chemist, Carl Wilhelm Scheele while treating
Ferrous sulphide with a mineral acid observed rank odour which he called Schwefel-
luft (sulphur air) and referred as stinkende (stinking or foetid) [23]. He extensively
studied H2S and accordingly is credited with the discovery of chemical composi-
tion of Hydrogen Sulphide [24]. H2S is a colourless, highly toxic chalcogen hydride
gas having characteristic rotten eggs foul odour. It is referred as a broad-spectrum
toxicant as it can affect different tissues and organs. It is very reactive, poisonous,
corrosive and flammable gas. It is slightly denser than air and soluble in water and
organic solvents. It easily reacts with metal ions forming metal sulphides that are
dark coloured and insoluble solids.
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2.1 H2S Sources

• It occurs naturally in ground water [25] and is formed from decomposition of
underground organic matter deposits such as decaying plant material. It is often
present in wells drilled in shale or sandstone, or near coal or peat deposits or oil
fields. H2S gas is one of the major gases present in geothermal fluids and is an
inevitable part of high-temperature geothermal power production [26–28].

• H2S is often produced in the microbial breakdown of organic matter under anaer-
obic conditions such as in swamps and sewers [29]. Sulphate-reducing bacteria
(such as salmonella) and some archea obtain energy by oxidizing organic matter
or hydrogen with sulphates, producing H2S. They perform anaerobic respiration
utilizing sulphate (SO4

2−) as terminal electron acceptor, reducing it to H2S [30,
31]. These microorganisms are prevalent in low-oxygen environments, such as
in swamps and standing waters. Other anaerobic bacteria liberate H2S when they
digest sulphur-containing amino acids, for instance during the decay of organic
matter. Wherever sulphur comes into contact with organic material, especially
at high temperatures, H2S gas is released. As H2S is formed during the decay
of organic matter, waste water treatment plants, landfills and tanneries are also
important H2S-emitting sources [32].

• While sulphur is a constituent of most kerogens, elemental sulphur is a common
component of sediments that have been dysaerobic or anoxic. During the hydro-
carbon generation process, both the organic and elemental sulphur can form H2S
and free organic sulphur compounds.

• It is emitted as low-temperature volcanic gas dissolved in the silicate liquid,
present in a coexisting gas phase at depth, or from the breakdown of sulphur-
bearing minerals [33].

• It is a by-product ofmany useful industrial processes such as rayonmanufacturing,
wood pulp processing and production of elemental sulphur, sulphuric acid and
heavy water. In particular, Kraft process employed in many paper mills, which
involves use of sodium hydroxide and sodium sulphide results in H2S emission
[34]. Heavy water plants use H2S gas to produce heavy water (D2O) in H2O–H2S
isotopic exchange process known as Girdler Sulphide (G-S) process. Any leakage
will be harmful for working personnel and increase toxicity in the surrounding
area and accordingly demand its continuous monitoring.

2.2 Girdler Sulphide (G-S) Process for Heavy Water
Production

G-S process is an industrial productionmethod for filtering heavywater out of natural
water. In nuclear fission reactor, neutrons emitted in fission reaction need to be
slowed down to thermal energies for effective or controlled chain reaction. Accord-
ingly, different moderators, namely, light water, heavy water (D2O), solid graphite,
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Fig. 1 a Schematic showing G-S process and b photograph of HWP Manuguru

beryllium and beryllium oxide are used in the reactors. Ideal moderators should
have high neutron scattering cross section and very low absorption cross section.
D2O is used as moderator in CANDU (Canada deuterium uranium) designs based
pressurized heavy water reactors. Molecules of D2O are separated from H2O in G-S
process also known as Geib–Spevack (G-S) process. This method is based on the
isotopic exchange process between H2S and H2O (‘light’ water) that produces D2O.
The first such facility of India’s Heavy Water Board to use the G-S process is at
Rawatbhata near Kota, Rajasthan; this was followed by a larger heavy water plant
(HWP) at Manuguru, Andhra Pradesh. Figure 1 shows the schematic of the G-S
process and the photograph of the HWP at Manuguru. It consists of two separate
sieve tray columns, onemaintained at 30 °C known as the ‘cold tower’ and the other at
130 °C known as the ‘hot tower’. The equilibrium reaction governing the production
of D2O is given as

H2O + HDS � HDO + H2S (1)

Difference in equilibrium constant at two temperatures leads to the enrichment
of deuterium in heavy water. In G-S process, H2S gas is used in large quantities as
carrier gas to extract deuterium content from water. The normal inventory of H2S in
Kota Plant is of the order of 200 tonnes in process and 50 tonnes in storage, whereas
Manuguru Plant with double stream will have about 400 tonnes in process and 50
tonnes in storage. The safe handling of such large quantities of H2S gas poses a major
problem. Due to acute toxic effects, the exposed person may lose consciousness very
fast and cannot come out of high concentration zone. Use of self-contained breathing
apparatus is a must for persons working in H2S-prone zone. Also as H2S is highly
corrosive as well and causes embrittlement, the selection of materials is to be done
keeping this aspect in mind (Table 2).
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Table 2 Concentrations of
H2S at different sources

Concentration Sources

80–160 ppb Normal halitosis [35, 36]

160–250 ppb Weak halitosis

>250 ppb Strong halitosis

0.0002 ppm Average in ambient air [37]

>0.05 ppm Near geothermal activity

0.13 ppm Paper and pulp mill

25.5 ppmv Human flatus

0.05–20 ppm Kraft mills [38]

0.3–7.8 ppm Viscose rayon plants [39]

2.3 Hazardous Effects of H2S Gas

• Corrosion of metals—H2S can lead to rapid and extensive damage to metals,
including uniform corrosion, pitting and stepwise cracking.

• Exposure to H2S affects respiratory as well as nervous system.
• Exposure to low concentrations may cause irritation to the eyes, nose, sore throat,

cough, nausea, shortness of breath and fluid in the lungs (pulmonary oedema)
[40].

• Long-term low-level exposure causes fatigue, headaches, poor memory and
tiredness.

• Short-term high-level exposure may lead to loss of breathing, cortical pseu-
dolaminar necrosis [41], cerebral oedema and degeneration of basal ganglia
[42].

• The health effects of H2S depend on several factors, namely concentration and
duration of exposure. Table 3 summarizes the effect of H2S at different exposure
concentrations [43].

Table 3 Effect of H2S at different concentrations

H2S concentration (ppm) Effect

0.0047 Gas recognition threshold (Rotten gas smell)

10–20 Threshold concentration for eye irritation

50–100 Serious eye damage

150–250 Olfactory nerve paralyzed and sense of smell disappears

320–530 Pulmonary oedema with risk of death

530–1000 Strong CNS stimulation, hyperpnoea followed by respiratory arrest

>800 Lethal concentration for 50% of humans for 5 min exposure (LC50)

1000–2000 Immediate collapse with paralysis of respiration even after inhalation
of single breath
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2.4 Major Incidents in the History Showing Deleterious
Effects of H2S

• During World War I in 1916, British Army used H2S as chemical weapon [44].
• In 1975, during an oil drilling operation in Denver City, Texas, accidental H2S

release caused nine casualties [45].
• On September 2005, three crewmen died due to sewage line leak in the propeller

room of a Royal Caribbean Cruise Liner docked in Los Angeles [46, 47].
• In 2006, a dump of toxic waste containing H2S caused 17 deaths and thousands

of illnesses in Abidjan, on the West African coast.
• In 2014, H2S levels as high as 83 ppm have been observed at a newly built mall

in Thailand at the Siam Square area. Exposure had caused health complications
such as sinus inflammation, difficulties in breathing and eye irritation to shop
tenants. Defective treatment and disposal of waste water in the building [48] was
attributed to the observed high concentration.

• In January 2017, three utility workers in Key Largo, Florida, died within seconds
of descending into a narrow space beneath a manhole cover to check a section
of paved streets; the hole had H2S and CH4 gas created from years of rotted
vegetation [49, 50].

Thus, it is evident that there is an urgent need to opt suitable methods and techniques
to detect H2S both quantitatively and qualitatively. In this direction, sincere efforts
are made by the researchers around the globe to develop gas sensing devices using
different materials and novel detection techniques.

3 Different Techniques for H2S Detection

Human olfactory system is an excellent sensor that can detect very low concentra-
tions of odorant molecules almost instantaneously. This has been assigned to the
presence of several million olfactory receptor cells in the nasal cavity. For example,
towards H2S that have a characteristic rotten egg smell, the gas recognition threshold
is just 4.7 ppb. Even with such high sensitivity for odorant molecules, most of the
toxic gases are either detectable at higher concentrations or undetectable at all. Thus,
the development of highly sensitive yet economical sensors is in great demand for
real-time and online monitoring of hazardous gases. For H2S detection, some of
the analytical and standardized methods are based on colorimetric and chromato-
graphic techniques. To determine this noxious gas in environmental samples, these
methods have been frequently employed. For example, to perform complete compo-
sitional measurements and detect the concentration of H2S in oil and gas reservoir,
conventional techniques such as Gas chromatography and Lead acetate tape method
(colorimetry) are used to analyse the fluid sample from the reservoir [51, 52].
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Fig. 2 Schematic illustrations of a high-temperature stirring (HTS), b electrospinning for synthesis
of Pb(Ac)2@NFs and c colour change of Pb(Ac)2@NFs on exposure to H2S. Reprinted with
permission from J. H. Cha et al. Anal. Chem., 90 (2018), 8769–8775 copyright @ ACS

3.1 Colorimetry

Colorimetric technique is one of the conventional techniques used for the measure-
ment of H2S concentration in air [53]. It is inexpensive, simple to operate and used
frequently in industries. Specific volume of target gases can be checked simply by
observing the colour change in various chemicals. The depth and length of the colour
change determines the corresponding concentration of gas in the sample [54, 55].
Thismethod is generally considered to be subjective and semi-quantitative as is based
on the human eye perception. Also it can be easily interfered by other chemicals, e.g.
NO2, SO2 and various mercaptans [56]. Besides, it is highly sensitive to temperature
and humidity, thus having limited shelf life. Lead acetate tape method is based on
the reaction of H2S with lead acetate impregnated paper tape to form lead sulphide
[57, 58] that appears as a brown stain on the paper tape. The greater the amount of
H2S, the darker the stain is. J. H. Cha et al. have shown the sub-ppm detection of
H2S using lead acetate anchored nanofibres and employed the same for the diagnosis
of Halitosis [59]. Figure 2 shows the schematic illustration of the synthesis of lead
acetate anchored nanofibres and the colour change upon exposure to H2S. The main
advantage of the sensor is that it does not require any power for its operation. But
due to its complexity and long detection time, it is hardly used for in situ measure-
ments. In particular, as online analyser, additional components include a light source
to illuminate the tape where the reaction occurs and a light detector to monitor the
reflection of the source from the tape [60]. The rate of staining on the tape determines
the H2S concentration.

3.2 Gas Chromatography

Another commonly used conventional technique is Gas chromatography (GC) that
involves the flow of carrier gas containing sample through a column (e.g. Poropack
for sulphur compounds) which is maintained at constant temperature and pressure
[61–63]. Identity of a given component is determined on the basis of the time it takes
to pass through the column. Area under the peak of the detected signal will give the
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Fig. 3 Schematic representation of the basic gas chromatograph system

concentration of the gas by comparing it with premeasured area of known concentra-
tion of the gas. Figure 3 shows schematics of the simple gas chromatography system.
Similar techniques such as high-performance liquid chromatography [64] (HPLC)
and ion chromatography [65] with high sensitivity towards low concentrations of
toxic gases and vapours are also available. However, disadvantages such as complex
sample preparation, long detection time and high cost limit their usage.

Both the conventional methods, i.e. colorimetry and chromatography, suffer from
numerous disadvantages that include complex laboratoryprocedures, very small shelf
life, need of frequent replacement and difficulty in real-timemeasurements [66]. Also
thesemethods involve amultistage protocol starting from sampling and going to final
determination. As such, the approaches are not convenient to track down short-term
variations in behaviour due to the uncertain dynamics of the varying environmental
conditions [67].

3.3 Electrochemical Sensor

Electrochemical sensors are powerful tools to achieve real-time information in in situ
measurements of chemical composition without sampling unlike conventional tech-
niques [68, 69]. High sensitivity, low power consumption, miniaturization and direct
linear current output to gas concentration are some of its advantages. Depending on
electrolyte, these sensors can operate inwide temperature range from−30 to 1600 °C
with liquid electrolyte up to 140 °C and solid electrolyte >500 °C [70]. Sensors with
liquid electrolyte are rather bulky and easy to be dried. Also, there is high chance
of leakage of electrolyte which may corrode the device and impair its function.
These sensors work in different modes depending on the type of signal transduc-
tion, i.e. amperometric (change of current), potentiometric (change of membrane
potential) [71], impedimetric (change of impedance) or conductometric (change of
conductance) [72]. Figure 4 shows the schematics of the amperometric and the poten-
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Fig. 4 Schematic representation of the a Amperometric and b Potentiostatic cell sensor

tiostatic cell sensors. Schiavon et al. have demonstrated an ion exchange membrane
based H2S sensor with high sensitivity and fast response [73]. Porous silver elec-
trode supported on ion exchange membrane that serves as solid polymer electrolyte
significantly enhances the sensor response. In another study, Yu et al. show that the
Nafion membrane pretreated with conc. H2SO4 exhibits superior and more stable
H2S response than untreated membrane [74]. Treatment with H2SO4 increases the
water-preserving ability of membrane, thus giving sensitivity of 2.9 μA/ppm with
response time of 9 s and detection limit of 0.1 ppm.

Reaction kinetics slows down with temperature and thus limits the operable
temperature rangeof the sensor.Operation in low-oxygen environments also alters the
performance in sensors where oxidation of the target gas takes place at the sensing
electrode. The significant reduction or even elimination of the narrow operating
temperature range of electrochemical sensors has taken away the principal argument
for the use of solid-state sensors in their place.

3.4 Mass-Sensitive Sensor

Surface acoustic wave (SAW) sensors are a type of mass-sensitive sensor [75, 76].
Their sensing principle depends on the detection of frequency variation of surface
acoustic wave excited on quartz or piezoelectric substrate in the presence of analyte
gas. Wang et al. had developed SAW sensor using SnO2/CuO composite film on
YXLiTaO3 substrate [77]. In the presence ofH2S gas phase, velocity of acousticwave
changes due tomass loading and acousto-electric effect,which creates frequency shift
in the SAWdevice. As shown in Fig. 5, the sensor showed switch-like response (55 s)
and recovery (45 s) with a large frequency response of 230 kHz for 20 ppm H2S at
working temperature of 160 °C.
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Fig. 5 a Scheme of the SnO2–CuO films coated SAW H2S sensor. b The sensing properties vs.
operating temperatures of the present SAW sensor towards 20 ppm concentration of H2S. Reprinted
with permission from X. Wang et al. Sens. Actuators B 169, (2012) 10–16. Copyright @ Elsevier

3.5 Optical Sensors

Surface plasmon resonance (SPR) belongs to the category of optical sensor [78, 79].
Their sensing mechanism depends on the detection of change in SPR signal which is
proportional to the refractive index close to the sensor surface that is directly related
to the amount of gas molecules present on the surface. An SPR-based fibre optic H2S
sensor using thin ZnO layer over copper film as the sensing material was reported by
Taabassum et al. [80]. The sensor works on the principle of change in the refractive
index of the ZnO due to H2S interaction. The unpolarized light from a polychromatic
source is launched from one end of the fibre and the corresponding SPR spectrum
is recorded at the other end (Fig. 6). The recorded SPR spectrum exhibits a shift in
the resonance wavelength with respect to H2S concentration (0–100 ppm) (Fig. 6).
Increase in H2S concentration causes the curve to shift towards red wavelength. This
is due to change in dielectric constant of ZnO with respect to H2S. High sensitivity
of this sensor over other metal oxide coated sensor justified the selection of ZnO as

Fig. 6 Schematic diagram of the experimental gas sensing set-up. SPR spectra of the fibre optic
SPR probe for different H2S concentrations. The probe has layers of copper (40 nm) and zinc oxide
(10 nm). Reprinted with permission from R. Tabassum et al. Phys. Chem. Chem. Phys. 15 (2013),
11868–11874. Copyright @ RSC
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the sensing material. Sensor possesses maximum sensitivity with a film of 10 nm
thickness with response and recovery time of around 1 min.

3.6 Chemiresistive Sensors

Chemiresistive sensors are among the simplest and most popular sensor types based
on the simple principle of change in electrical resistanceof the sensors due to chemical
reaction happening on the sensor surface. Direction of change in resistance depends
on the nature of material (p or n-type) and the oxidizing or reducing nature of the
gas. To characterize the sensor performance, a set of parameters is defined and is
listed below [81, 82]:

• Sensor response—it is the sensing characteristic that perceives the variation in
the physical and/or chemical properties of the sensing material when exposed to
gas. For chemiresistive sensor, it is defined as

(a) the ratio of resistance in air to gas, i.e. S = Ra
Rg

or S = Rg

Ra
depending on the

nature of gas
(b) In terms of percentage, it is given by ratio of change in resistance to that of

air

S(%) =
(
Ra − Rg

)

Ra
× 100

• Sensitivity—it is defined as the change of measured signal per analyte concen-
tration.

• Selectivity—it is the capacity of a sensor to discriminate between gases in a
mixture. Good sensor should have high sensitivity towards a particular gas while
remaining almost insensitive to other test gases. Selectivity factor (k) is defined
as

K = Sensitivity of sensor to target gas

Sensitivity of sensor to interfering gases

• Stability—it is the ability of the sensor to maintain its properties, i.e. sensitivity,
selectivity, response and recovery and provide reproducible results when operated
for long durations.

• Response Time—it is the time required for resistance to attain a fixed percentage
(usually 90%) of the saturation value after exposure to test gas (Fig. 7).

• Recovery time—it is the time required for sensor to recover to 10%of the original
resistance when exposed to clean air for recovery after exposure to target gas.

• Detection Limit—it refers to the lowest analyte concentration that can be detected
under given conditions, particularly temperature.
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Fig. 7 Typical response
curve of n-type
semiconductor for oxidizing
gas

4 Ideal Characteristics of Gas Sensor

One of the main selection criteria for the sensor to be an ideal one for commercial
deployment is the satisfaction of ‘4-S selection criteria’. Herein, each S stands for
Sensitivity, Selectivity, Stability and Suitability. An ideal chemical sensor would
possess high sensitivity, selectivity for particular gas, long-term stability, low detec-
tion limit, short response and recovery time and long shelf life. In applications, the
importance of sensor lies in its precision and ability to sense gas for large number
of cycles without hysteresis. A good sensor should show invulnerability towards
various interferences like humidity, dust and vibrations. Low operating tempera-
ture materials are preferred for integration with electronic circuits. Sensors working
at elevated temperatures increase power consumption, and requirement of heating
element makes device bulkier and affects sensor life. The criteria for suitability
come from the economic point of view. The sensor should be cost-effective from
both industry and user’s point of view. The above-mentioned sensor performance
parameters are necessary to carry research from laboratory scale to complete device
at commercial scale.

5 Chemiresistive Sensors: Techniques for Gas Sensing
Measurements

For chemiresistive sensors, the response curves are measured by recoding the resis-
tance values continuously as a function of time before and after exposure to known
concentration of target gas. The response curves are recorded using either static or
dynamic environment method as schematically represented in Fig. 8.
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Fig. 8 Schematics of the sensor testing method a Static and b Dynamic environment method

5.1 Static Environment Method

In this method, the sensing element is placed inside the test chamber of known
volume having a provision for gas inlet. When the resistances of the sensors become
almost stable in air, the target gas with known concentration is introduced into the
test chamber through the gas inlet using a syringe. The final gas concentration is
determined by the volume ratio of the injected gas to air in the test chamber under
standard atmospheric pressure. The resistance values of sensor are recorded as a
function of time till it reaches saturation, and then the recovery is studied by removing
the gas chamber and exposing the sensor to ambient air. Measured resistance values
are used to calculate the sensor response, response and recovery times and sensitivity
of the test sample.

5.2 Dynamic Environment Method

It measures the resistance values under continuous flow of target gas containing
desired concentration of test gas. It uses mass flow controllers (MFC) for both target
and reference gases. Thus, the desired concentration of analyte gas is achieved by
mixing it with reference gas (preferably N2 or Ar) using MFCs. The main advantage
of this dynamicmethod over static method is that the sensor response can be recorded
repeatedly at different concentrations.

The sensing performance of an element is a strong function of operating temper-
ature; hence, in both the systems, sensor is attached to a heater whose temperature
is controlled by attached temperature controller circuit.
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6 Gas Sensing Mechanism in Chemiresistive Sensors

6.1 Pristine Metal Oxides

Metal oxides (MOs) are intrinsically insulating in nature; but due to the presence of
inherent vacancies, they behave as semiconductors and referred to as metal oxide
semiconductors (MOS). They can be either n- or p-type depending on the type of
vacancies present. MOS with metallic vacancies behaves as p-type semiconductor,
e.g. CuO, NiO, etc. and the one with oxygen vacancies behaves as n-type semicon-
ductor, e.g. SnO2, ZnO, Fe2O3, etc. The inherent non-stoichiometry and the ability
to precisely tailor the electronic properties makeMOS the most popular materials for
detection of hazardous gases. Accordingly, they have been exhaustively investigated
for detection of various toxic gases.MOS sensors were first used commercially in the
1960s as household gas alarms in Japan under the names of Taguchi (the inventor)
or Figaro (company’s name) [83]. Their sensing mechanism also depends on the
changes of resistances induced by the adsorption of gases.

In chemiresistive sensors, change in resistance due to interaction of target analyte
at the surface leads to a detectable signal. This resistance variation is the result of
change in free charge carrier concentration in the sensing material caused by adsorp-
tion of gasmolecules on the surface. Under ambient conditions, oxygen present in the
atmosphere due to their high electronegativity traps electrons from the conduction
band of sensing material and gets physisorbed on the surface in the form of O−

2 , O
−

or O2− species. Depending on the substrate or operating temperature, the adsorbed
oxygen on the sensor surface undergoes following reactions:

O2 + e− → O−
2 (RT − 100 ◦C) (2)

O−
2 + e− → 2O− (100 − 300 ◦C) (3)

O− + e− → O2− (T > 300 ◦C) (4)

This leads to the formation of space charge region at the grain boundaries, which
changes the resistance of the material due to change in free charge carrier concen-
tration. Abstraction of electron will form electron-depleted layer in n-type MOS and
accumulation layer in p-type MOS. As the concentration of electrons in depletion
region is lower than in the bulk region in n-type semiconductor, the resistance in
depletion region is higher than the bulk. While holes being the majority carrier in p-
typeMOS, resistance of accumulation region is lower than the core region. Now, H2S
gas is reducing in nature and has the tendency to donate electrons. Hence, upon H2S
exposure, oxygen physisorbed on the sensor surface reacts with H2S causing rein-
jection of the trapped electrons back to MOS, thereby increasing the charge carrier
concentration. This causes the modulation of the resistance of the sensor material.
Released electrons reduce the width of both depletion and accumulation region, thus
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decreasing and increasing the resistance of n- and p-typeMOS, respectively. Reaction
between H2S and adsorbed oxygen is expressed by the following reactions:

H2S + 3O− → SO2 + H2O + 3e− (5)

2H2S + 3O−
2 → 2H2O + 2SO2 + 6e− (6)

H2S + 3O2− → H2O + SO2 + 6e− (7)

6.1.1 Potential Barrier Model

Conduction mechanism occurring on the sensor surface can be physically explained
by Band theory which is one of the most established and widely accepted models.
Sensor surface is composed of metal oxide grains which adsorb ambient oxygen
leading to creation of depletion layer in their boundaries which are devoid of free
charge carriers. However, ample electrons are present in the bulk of the sample. For
electrons to flow from one grain to another, they need to cross this insulating barrier
present at the grain boundaries. This insulating layer leads to the band bending and
forms surface potential barrier which needs to be overcome by the electrons for
conduction to take place. This potential barrier is associated with the electric field
developed due to positively charged immobile ions in the insulating layer and nega-
tively charged oxygen ions at the surface. This space charge layer is characterized by
twoparameters, thickness (Ls) and height of surface potential (Vs). This thickness and
height of band bending depends on the surface charge. By solving one-dimensional
Poisson’s equations, Vs is expressed by

V s = 2πq2N2
s

εN d
(8)

where ε is dielectric constant, Nd is the concentration of donor impurity, q is the
surface state charge and Ns is the concentration of surface charge states.

The space charge layer thickness is given by

Ls = L D

√
eV 2

s

K T
(9)

where K is Boltzmann constant, T is the temperature and LD is the Debye length
expressed as

L D =
√

εK T
2πe2N d

(10)
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Fig. 9 Schematic representation of the band bending due to oxygen a and b, and H2S adsorption
in n-type MOS c and d

The concentration and type of adsorbed oxygen determines the height of potential
barrier. Concentration of oxygen adsorbed strongly depends on the sensing temper-
ature and specific surface area of the sensor. On exposure to H2S, height of band
bending, i.e. potential barrier, decreases [84]. Now, the surface layers are again
enriched with charged carriers and form a complex interlacing of conduction channel
which reduces the resistance of the sensor. Thus, the decrease in barrier height decides
the sensor response. Figure 9 shows the band bending due to oxygen adsorption on
the sensor surface (a) and (b), and decrease in potential barrier on exposure to H2S
(c) and (d). Here, φ and χ stand for work function and electron affinity, respectively,
while Ev, EF , Ec and Evac represent valence band edge, Fermi level, conduction band
edge and vacuum level, respectively.

6.1.2 For p-type Semiconductor Films

In addition to oxygen adsorption and desorption, many other processes that signif-
icantly contribute to the sensor response are also possible. These processes are
strongly dependent on the type of sensing material and the target gas. For example,
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CuO, which is a p-type semiconductor, is found to be highly sensitive towards H2S
due to dissociative adsorption. The bond energy of H–SH is merely 381 kJ/mol and
is smaller than the other inorganic and most of the organic gases. Hence, H–SH
bond can easily be broken [85]. Cu2+ cations present in CuO have more favourable
kinetics for H2S dissociation. First, H2S is decomposed to H–SH and subsequently
H–S further breaks into S andH atoms. This sulphur replaces oxygen in CuO forming
CuS, as depicted in Eq. 11.

CuO + H2S → CuS + H2O− (11)

Due to the formation ofCuS,which ismetallic in nature, there is a sharp decrease in
resistance [86]. Figure 10 shows the band diagram when CuO is exposed to different
concentration of H2S. In air (before exposing to H2S), the grains of CuO films absorb
oxygen from air and form surface states. These surface states created by adsorbed
oxygen species (O2

−) allow electrons to be excited from valence band (VB) and
induce holes in p-type CuO grains. When low-concentrated H2S gas reaches CuO
grains, it reacts with O2

−, and the released electrons recombine with the holes in the
VB, and thereby, causing an increase in the film resistance. At high concentration,
H2S reacts with the CuO and forms CuS layers at the surface of CuO grains, which
enhances the electrical connectivity between the adjacent CuO grains, and hence,
decreases the film resistance.

In spite of innumerable advantages, poor selectivity, sluggish response kinetics
and poor stability limit the applications of pristine MOS sensors. To overcome these
limitations, different approaches such as surface modification by addition of noble
catalytic metal (Pt, Pd, Au, Ni) [87–91] and metal oxides of Cu, Fe and Co [92–94],
doping and use of multi-compositional structures have been employed to improve
the gas sensing properties.

Fig. 10 Schematics and band diagrams showing different stages before a and after the CuO films
were exposed to H2S gas of b low and c high concentrations
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Fig. 11 H2S sensing mechanism in CuO-modified WO3 thin films

6.1.3 p–n Heterojunction MOS

Modification of n-type material with other p-type material leads to the formation of
random p–n heterojunctions in the sensing material [84, 95–97]. This leads to the
enhancement of the sensitivity of the resultant material as compared to their pristine
counterparts. For example, Ramgir et al. observed improved sensing results when n-
typeWO3 thinfilmsweremodified byp-typeCuO, thus creating randomly distributed
nano p–n junction over the entire surface of the sensor film [98]. Formation of these
nano p–n junctions increases the net resistance of the sensor. Due to difference in
the fermi level of the two materials, depletion region formed at the interface causes
band bending, thus increasing the potential barrier for electron conduction. Also,
modification with CuO increases adsorbed oxygen species on the surface. Exposure
to H2S removes surface oxygen species, thus releasing large number of electrons
which reduces the resistance of pristine WO3 and increases the resistance for p-type
CuO [99]. But at elevated temperature dominant interaction of H2S with CuO leads
to the formation of CuS, which will transform barrier-like p–n junction between CuO
andWO3 intometal–semiconductor junction betweenCuS andWO3. This eventually
reduces the potential barrier and facilitates the flow of electron between CuO and
WO3 grains. Figure 11 represents the sensing mechanism of CuO-modified WO3

films. Sensing mechanism was further corroborated with the observation of changes
in work function (ϕ) of the sensing material measured using Kelvin probe technique.
Figure 12 shows the increase in work function of CuO-modified WO3 film which
supports the formation of potential barrier between them. Decrease in work function
after H2S exposure by 0.2 eV supports the formation of metallic CuS.

6.1.4 Noble Metal Decorated MOS

Decoration of MOS by noble metals which are highly effective oxidation catalyst
enhances the sensitivity of the material by combining the gas sensitivity of the MOS
and the catalytic properties of noble metals (Pt, Au, Pd and Ag) [100–104]. They
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Fig. 12 Work function area map for 2 × 2 mm recorded for a pure and CuO-modified WO3 thin
films and b change in work function of CuO-modified WO3 films upon exposure to 50 ppm H2S

are often anchored as isolated islands on the surfaces of MOS and increase the
effective surface area, thereby the sensor response. They also contribute towards the
lowering of the operating temperatures for sensing and improvement of the selectivity
towards a particular gas and response kinetics of the sensor. These sensitizers enriched
the surface with additional absorption sites and catalytic sites for enhanced surface
reactions [105]. Effect of incorporation of noblemetal onMOScan be conceptualized
in two ways. One is based on the electronic variations and other on chemical process.

Electronic Effects

These include formation of nanoSchottky type barrier junction between metal and
semiconductor. When φ of metal is more than χ of semiconductor, electrons flow
from semiconductor tometal creating positively charged depletion region near n-type
semiconductor surface and excess of negative charge on metal. The resultant charge
separation creates potential barrier at the interface where barrier height depends on
the interaction between metal and semiconductor. The created barrier properties can
easily be altered by various interactions such as oxygen adsorption and desorption
and exposure to target gas at the interface. Modulation of this potential barrier due to
various interactions at the interface is responsible for enhanced sensingperformances.

Chemical Process

In chemical process, the addition of noble metal increases the concentration of reac-
tants at the surface and lowers the activation energy for the reaction. They catalytically
promote the dissociation ofmolecular oxygen and target molecules and subsequently
spill over the reaction products onto metal oxide. This spill over effect accelerates
the reaction resulting in higher sensitivities and faster response [106]. For example,
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Fig. 13 H2S sensing mechanism in Au-modified ZnO NWs. Reprinted with permission from N.
S. Ramgir et al. Sens. Actuators B 186 (2013) 718–726. Copyright @ Elsevier

modification of ZnOnanowires (NWs) by thinAu layer [90] showed enhanced sensor
response towards H2S due to formation of Schottky barrier type junction between
Au and ZnO NWs over the surface. Alteration of barrier properties due to adsorption
and desorption of oxygen and target analytes leads to enhanced sensor response.
Also catalytic dissociation of oxygen molecules by Au and their migration onto the
sensor surface significantly increases the quantity of oxygen ions on the surface, thus
creating additional active sites (Fig. 13). Thus, the results inferred the contribution
of both electronic and chemical process towards enhanced response and response
kinetics of the semiconductor.

In another study by Kolmakov et al., effect of Pd catalyst on SnO2 NWs and
nanobelts (NBs) was investigated [107]. Improved response by adding Pd was
attributed to the modulation of the nanoSchottky barriers formed. This variation
in barrier height is attributed to the changes in the oxidation state of the Pd and
corresponding oxygen adsorption and desorption.

7 Recent Advances in H2S Gas Sensors: State of the Art

For practical applications, highly sensitive, selective, fast, inexpensive and minia-
turized gas sensors with long-term stability is highly desired. This has led to the
widespread research for suitable materials and techniques to achieve improved
sensing properties. Different techniques employed for H2S detection as discussed
earlier have their own advantages and limitations and are also application specific.
Among them, chemiresistive sensors are widely investigated worldwide due to
their simple design, compact size, high sensitivity, cost-effectiveness and long-term
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stable performance. Many inorganic and organic materials are widely exploited by
researchers to achieve the best sensing parameters, among which MOS comes out to
be the most popular choice as sensing element. Sensing elements of chemiresistive
gas sensor have been investigated in different forms, namely (i) sintered pellets, (ii)
thick films, (iii) thin films and more recently into (iv) nanostructured form, as shown
in Fig. 14.

Recently, materials in nanomorphologies are widely investigated for gas sensing
applications due to their high specific surface area compared to conventional
microsensors. Low weight, miniaturized integration, tunable surface reactivity, good
chemical and thermal stability are some of the advantages of these materials which
make them favourable for gas sensing applications. Table 4 shows some examples
of H2S gas sensor based on different materials, morphologies and their synthesis
routes along with their sensing parameters. Some of the routes adopted to improve
H2S sensing based on different materials and techniques will be discussed below.

7.1 SnO2–CuO Based H2S Sensors

SnO2, a wide band gap (3.6 eV) n-type semiconductor, is the most popular mate-
rial investigated for gas sensing. Sensors based on SnO2 show good sensitivity for
many reducing gases and often suffer from the drawback of poor selectivity. Long-
term stability is another serious issue as sensitivity degrades over long period of
operation. As discussed earlier, selectivity and stability are pivotal criteria that need
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to be satisfied so as to make sensor ready for commercialization. In order to get
the desired properties in a sensor or improve the above-mentioned characteristics,
different approaches were investigated. For example, Tamaki et al. have investigated
the influence of various metal oxide sensitizers on H2S sensing properties of SnO2

and found that incorporation of CuO into SnO2 matrix drastically improves the H2S
sensing properties [92]. Importantly, the sensor was found to be highly selective
and almost insensitive to many other gases [152]. The thick film based H2S sensors
were realized using impregnation method, and it showed sensitivity of 3.5 × 104

towards 50 ppm H2S at 200 °C with response time between 5 and 15 min. Proposed
sensing mechanism considers CuO to be dispersed as fine particle on the surface of
SnO2, thus forming p–n junction at each interface. The response time of the sensors
comes out to be large enough from application of view. In thick sensing layer, H2S
gas molecules mostly interact with the oxygen in the outer region of the element,
and core region remains unexploited. As sensing is a surface phenomenon and the
response time is found strongly dependent on the diffusion of gas into the sensor
material, hence, most of the research nowadays is based on the use of either thin
films or nanostructure-based sensors to achieve better response kinetics. Same group
demonstrated a thin film based H2S sensors for detection of dilute concentrations
[94]. With thin film as sensing element, gas diffusion occurs but depends very much
on the microstructure of the film. To achieve optimum microstructure, low-pressure
evaporation methods were used for preparation of SnO2 and SnO2–CuO thin films
by simultaneous evaporation of metallic Sn and Cu followed by calcination. After
addition of CuO, film exhibits very high sensitivity with the detection limit close to
0.02 ppm at 300 °C.

As discussed above, SnO2–CuO is noted to be an established material for H2S
sensing, but long-term stability studies revealed drift in sensor characteristics (low
sensitivity and slower response) on prolonged exposure to industrial environment.
Accordingly, the mechanism of drift in this system was investigated in detail by
Katti et al. [153]. In particular, XPS measurements were performed on prolonged
H2S-exposed samples. The XPS study confirms the formation of CuS on H2S-
exposed samples; the moisture-exposed films shows shift in Cu 2P3/2 peak indi-
cating formation of Cu(OH)2. It was concluded further that the larger response time
after prolonged exposure could be attributed to slow reaction rate between H2S and
Cu(OH)2 as shown in reactions below:

CuO + H2O → Cu(OH)2 (12)

Cu(OH)2 + H2S → CuS + 2H2O (13)

It further showed that the degraded sensors’ performance can easily be rejuvenated
by either exposing the sensor to a high H2S dose or heating at elevated temperatures.
Growth kinetics of the sensing film and the nature of dispersal and quantity of the
catalyst influence the response characteristics for H2S gas sensor to a great extent
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[154, 155]. An improvement in operating temperature and higher sensor response
has been reported when CuO is dispersed as a catalyst either in the form of islands
or as continuous layer on the surface of SnO2 film prepared by sputtering [156,
157]. In another study, porous SnO2–CuO multilayered structure synthesized using
pulsed laser deposition (PLD) technique showed a maximum response of 2.7 × 104

at 140 °C towards 20 ppm H2S with response time of just 2 s [158].

7.2 Other Metal Oxides for H2S Sensing

After getting remarkable improvement in sensor response and other parameters using
SnO2–CuO composite, scientists investigated other materials also to look for better
response towards H2S. Cupric oxide (CuO) is a p-type narrow band gap (1.2 eV)
semiconductor and exhibits low electrical resistance [159]. It has been intensively
studied owing its superior response to H2S, [160] and formation of heterojunction
with other n-type semiconductor materials like ZnO, TiO2 and Fe2O3. Of these,
ZnO is another wide band gap (3.37 eV) n-type semiconductor which is extensively
investigated for gas sensing applications. It exhibits excellent optical, electrical and
piezoelectric properties and are highly stable and biocompatible in nature. ZnOoffers
the advantages of exhibiting most diverse nanomorphologies such as nanowires,
nanaorods, nanofibres and nanobelts. For H2S sensing, Kaur et al. investigated CuO-
functionalized ZnO nanotetrapods (NTPs) synthesized using carbothermal reduc-
tion method [141, 161]. Thick films of CuO-modified ZnO NTPs exhibited a sensor
response of 17 as compared to 1.5 for pure ZnO towards 50 ppm H2S at an oper-
ating temperature of 50 °C. In a recent research, Fe2O3 nanoparticles decorated CuO
nanorods (NRs) have shown the potential to detect low concentration of H2S, espe-
cially for the diagnosis of Halitosis [162]. The breath of sufferers of halitosis contains
0.1 to 0.5 ppm of H2S [163]. In this research, Fe2O3 NPs prepared by hydrothermal
route were spin coated on CuO NRs synthesized using thermal.

7.3 Metal–Semiconductor H2S Sensor: Fe as Sensitizer

As explained earlier, addition of metal as sensitizers significantly improves the
sensing characteristics. In particular, Cu and Fe have been demonstrated as highly
sensitive material for H2S gas sensing. But CuO has a tendency to form Cu(OH)2
in presence of moisture leading to sluggish response kinetics for H2S, often causing
sensor to enter into sleep mode. Iron oxide on the other hand is a very stable solid
solution with SnO2 and does not have the tendency of going into sleep mode. Ramgir
et al. reported the effect of Fe modification on H2S sensing properties of rheotaxi-
ally grown and thermally oxidized (RGTO) SnO2 thin films [164]. The sensor film
with 0.64% of Fe exhibited maximum sensor response of 14.5 towards 10 ppm of
H2S at 225 °C with response and recovery time of 90 and 98 s, respectively. XPS
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studies revealed that Fe exists in the form Fe3O4 over SnO2 surface and forms low
band gap FeS upon H2S exposure leading to significant improvement in sensing
characteristics.

7.4 Room-Temperature Operating H2S Sensors

In spite of numerous benefits of MO-based gas sensors such as high sensitivity, easy
production and low cost, their high operating temperature (>100 °C) sets a huge
limitation for achieving wide industrial applications. High temperature implies high
power consumption and requirement of heating element that leads to difficulty in inte-
gration and miniaturization. Besides, prolonged high-temperature operation results
in thermally induced grain growth which degrades the sensor performances. These
limitations have kicked the research in the direction of low temperature preferably
room-temperature operating gas sensors. Many researchers are investigating novel
materials and techniques for room-temperature operation.

7.4.1 Inorganic–Organic Hybrid Sensors

Nanocomposites or nanohybrids are an excellent class of novel functional materials
for sensing applications.Herein, the advantages offered by the individual components
are retained, and novel functionalities are introduced which have been exploited for
several applications including gas sensing. Recently, graphene and its derivatives
such as reduced graphene oxide (rGO) have been widely explored for gas sensing
due to their interesting properties like high specific surface area, excellent thermal
conductivity, excellent electron transport capabilities and high Young’s modulus.
Accordingly, nanocomposites of rGO with other materials have been studied for
possible gas sensing application. For example, Song et al. demonstrated a high-
performance room-temperature gas sensors based on SnO2 quantum wire—rGO
nanocomposites [165]. Here, one-step colloidal synthesis technique was used to
control the quantum confinement of SnO2 by tuning the reaction time due to steric
hindrance effect of rGO. Sensor developed with 8 h reaction time exhibited highly
sensitive and selective response of around 33 in just 2 s towards 50 ppm H2S at room
temperature with full recovery. Here, SnO2 quantumwire provides enhanced surface
area for gas adsorption, while rGO served as electron acceptors from SnO2 quantum
wires.

In another study, flexible gold (Au)–cobalt phthalocyanine (CoPc) heterojunction
thin films exhibited excellent room-temperatureH2Sdetection capability [166].CoPc
films were deposited on flexible BOPET substrate using molecular beam epitaxy
(MBE) at substrate temperature of 100 °C. A portion of CoPc film is modified by
a thin Au layer (1 nm) at room temperature. Enhanced response of Au–CoPc is
attributed primarily to the formation of hole accumulation layer in CoPc due to Au
and secondly to the role of Au as catalyst for the dissociation of oxygenmolecules by
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Fig. 15 Schematic diagram showing H2S sensing mechanism for a pure CoPc film b energy band
diagram for CoPc and Au as individual and in close proximity and c Au–CoPc. Reprinted with
permission from A. Kumar et al., Sens. Actuators B 206, 653 (2015). Copyright @ Elsevier

spill over effect onto the sensor surface as shown schematically in Fig. 15. Both the
effects increase the hole density in Au–CoPc which enhances response in presence
of H2S whose reducing nature decreases the width of accumulation region. Being
flexible in nature, authors also studied the sensing characteristics at different bending
radii and found it to be stable for bending radius >20 mm.

7.4.2 Organic–Organic Hybrid Gas Sensor

Recently, demands for flexible sensors are growing rapidly both for personal and
industrial applications. In one report, flexible H2S gas sensor based on polyaniline–
polyethylene oxide (PAni–PEO) nanofibres doped by camphorsulfonic acid (HCSA)
was presented [167]. Here, PEO acts as binder in solution to increase the solution
viscosity and helps in the formation of continuous nanofibres web. Nanofibres were
directly written on the paper and polyimide substrates by electrospinning method.
Sensor showed around 5, 13.5 and 25% response towards 1, 5 and 10 ppm H2S,
respectively, with average response and recovery time of 120 and 250 s, respectively,
at room temperature. Formation of high quality nanofibres web on the electrode
provides high surface area to volume ratio facilitating fast adsorption and desorption
of H2S. Sensor was found to be highly selective and showed good stability over time.
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Also, almost identical response after 1000 bending cycles were obtained, thereby
emphasizing the high flexibility and robustness of sensor for wearable applications.

8 Effect of Morphology on H2S Sensing

In recent years, gas sensors based on nanostructures have attracted much atten-
tion due to their various advantageous features such as large surface area to volume
ratio, high crystallinity, high integration density, low power consumption and tunable
surface reactivity. Also, for nanostructures, Debye length is comparable to size
and hence superior sensitivity to chemical surface process is obtained. With the
upsurge in nanoscience and nanotechnology, materials have been synthesized into
numerous novel nanomorphologies such as nanoparticles, nanorods, nanobelts and
nanoflowers. Control over morphology implies control over surface interactions,
thereby tunable sensor characteristics. Few such results of different nanoforms are
discussed below.

8.1 Nanoparticles

This is the simplest form of nanomaterials. The reduction in the size of the mate-
rial has been demonstrated to result in improved response characteristics attributed
to the increased surface area to volume ratio. The sensor response was found to
increase exponentially when the size of the material falls below 25 nm. At this
low-dimensional scale, the number of atoms residing on the sensor surface is larger
than that in the bulk and hence implies more interaction with the target gases and
more sensitivity. For example, Ag-doped αFe2O3 nanoparticles exhibited high sensi-
tivity and selectivity towards H2S at 160 °C [127]. More number of active reac-
tion sites made available due to nanodimensions has resulted in enhanced response
characteristics.

Recently, perovskite oxides emerged as an important group of gas sensing
materials owing to their great sensitivity and stability in harsh environments and
outstanding affordability of high doping concentration, high temperature and corro-
sivity. For instance, BaTiO3 thick film sensors were found to be highly sensitive and
selective for H2S gas but only towards higher concentration (100 ppm) [168]. As
base resistance of developed sensor is very high which is not ideal for gas sensing,
nanostructures of perovskite were explored for improved results. Huang et al. investi-
gated effect of αFe2O3 on sensing properties of Ce-doped BaTiO3 (Ba0.99Ce0.01TiO3)
nanoparticles (30-60 nm) prepared by co-precipitationmethod [169]. A highly sensi-
tive sensor towards low concentration of H2S (400 ppb) giving response of 2.91 at
150 °C with very fast response and recovery (T res = 45 s and T rec = 124 s) was
obtained. The enhanced sensing performance was mainly attributed to the catalytic
effect of αFe2O3 distributed on the surface of Ba0.99Ce0.01TiO3.
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8.2 Nanoflowers

Vertically aligned ZnO rods with flower-like morphology exhibited a very high
response and selectivity towardsH2S [146].Authors used simple carbothermal reduc-
tion and vapour phase transport (CTR-VPT) method to produce high quality nanos-
tructures. The prepared samples exhibited good crystallinity with preferential c-axis
orientation and considerable quantity of oxygen vacancies. Large number of vacan-
cies leads to enhanced oxygen adsorption which increases the probability of interac-
tionwith the target gasmolecules at the surface. Sensor exhibits very high response of
296 at 1 ppmwith excellent selectivity at room temperature. Presence of considerable
concentration of oxygen vacancies, large effective surface area of the nanostructures
and presence of interface layer are responsible for such high performance of the
sensor.

8.3 Nanowire

Toprobe one-dimensional nanostructures ofCuO for gas sensing applications at room
temperature, CuO nanowires were synthesized by thermal oxidation of copper foil at
675 °C.Kaur et al. investigatedNWs in three different configurations, namely isolated
NW aligned between two electrodes, grown CuO flakes consisting of vertical NW
and CuO NW thin films [170]. Among them, isolated NW showed high sensitivity
(200%)with fast response (30 s) and recovery (60 s) at room temperature. CuO flakes
showed very slow recovery at lower concentration and incomplete recovery at higher
concentrations. Although p-type in nature, isolated NWs after a slight increase show
decrease in resistance on exposure to H2S. Authors suggested that formation of CuS
which is metallic in nature might be the reason for decrease in resistance. For CuO
NW thin film also, recovery was found to be very slow.

8.4 Nanosized Core Shell Structures

As already discussed, p–n junction between n-type SnO2 and p-type CuO has been
reported to be highly sensitive towards H2S. Xue et al. reported one-dimensional
nanosized core/shell p–n junctions formed between n-type SnO2 nanorods coated
with p-type CuO nanoparticles [171]. TEM studies shows that p–n junctions are
uniformly distributed along the length of nanorods with average diameter of CuO
nanoparticles around 4 nm. Sensor showed highest sensitivity (9.4 × 106) towards
10 ppm of H2S at 60 °C. Enhanced response was attributed to the small size effect
of nanostructures, and the conversion of CuO–SnO2 p–n junction to CuS–SnO2

ohmic contact. More precisely, exposure to H2S leads to the formation of metal–
semiconductor junction, thus reducing the overall sensor resistance.
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9 Summary and Future Scope

H2S, although less ubiquitous, has been identified as one of the major contaminants
having severe pernicious effect on our ecosystemandmankind.Due to its toxic effects
and wide occurrence in various natural and man-made settings, it has often been
targeted as one of the key pollutant gases for regulation. The present chapter discussed
the various repercussions of H2S that has led researchers globally to investigate accu-
rate tools for its quantification under real situations. Different possible techniques
like chromatography, colorimetry, electrochemical, chemiresistive, optical andmass-
sensitive sensors were explored for real-time monitoring and leakage detection. For
commercial applications, sensors should satisfy the ‘4-S criteria’ possessing high
sensitivity, selectivity, stability and suitability. Every sensing technique has its own
advantage and limitation. This chapter is focussed on chemiresistive sensors which
are most popular and widely investigated due to their high sensitivity, low cost,
low power consumption, wide detection ranges, possibility of miniaturization and
long-term stability. Metal oxides such as SnO2, ZnO and WO3 are the most popular
choice for detection of hazardous gases. In pristine form, selectivity and long-term
stability limit their practical applications. Hence, they are often modified with other
metal oxides, noble metals, organic materials and multi-compositional structures to
achieve improved sensor response. Formation of heterojunction between different
MOS has demonstrated a great potential for achieving superior H2S sensing prop-
erties. CuO and Fe2O3 are highly noted semiconductors for H2S detection due to
their catalytic effect as well as formation of sulphides on exposure to H2S. Organic
materials have also been reported for H2S detection. They offer advantage of low-
temperature sensing but contain drawbacks of poor long-term stability and sensitivity.
Nanomorphologies such as NP, NW, NF, NRs, etc. are emerging as promising candi-
dates for high-performance H2S gas sensors. They offer very high surface area for
oxygen and H2S adsorption, thus increasing the number of active sites on surface
leading to improved response characteristics. Materials with porous structures are
another popular choice for sensing as they offer high surface area for adsorption, and
enhanced diffusion due to porosities allows utilization of bulk sites as well. Many
studies have reported the H2S sensitivity of ternary and quaternary oxides, such
as ferrite and perovskite materials. Unfortunately, these compounds in comparison
to classical MOS offers much lower response. These materials need to be thor-
oughly investigated to enhance their sensing performance. In spite of their wide
popularity, classical sensors still deals with some drawbacks, among which high
operating temperature is one which limits their applications in potentially hazardous
situations. Also high temperature leads to difficulty in integration and miniatur-
ization for industrial applications. Nanoscience and technology provides numerous
opportunities to develop next generation gas sensors with enhanced performances.
Recently, different materials in nanodimensions are widely exploited, where size
and morphology of the material greatly influence its thermodynamic and kinetic
behaviour. Room-temperature operated sensors simplify the sensor design, gaining
practical flexibility to realize cost-effective and miniaturized devices. Importantly,
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these sensors have numerous applications for societal benefits, especially for medical
applications where flexible wearable devices are needed for real-time medical diag-
nosis. Wearable sensors are future for personal as well as industrial monitoring of
H2S and other toxic gases hazardous to human health. Future research in this field
demands more sensitive, robust and stable sensors that can operate consistently in
harsh environmental conditions. With further advances in the field of nanoscience
and nanotechnology, more sensitive, selective, stable and suitable MOS-based H2S
gas sensors with potential for commercial deployment are expected in the near future.
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Substituted Phthalocyanine-Based
Nanostructured Materials
for Room-Temperature Gas Sensing
Applications

Aman Mahajan, Rajan Saini, and R. K. Bedi

Abstract In recent years, environment monitoring is one of the prerequisites for
the welfare of human beings. Environment monitoring leads to the development
of sensors that can detect the presence of harmful/toxic gases and vapours. For
the detection of poisonous gases, various studies have been reported over the last
few years using nanostructured thin films based on various semiconducting oxides,
conducting polymers and organic molecules. Among different organic materials,
metallo-phthalocyanines (MPcs) based materials are regarded as excellent sensing
material, as their electrical conductivity significantly changes on interaction with
oxidizing/reducing gases. Sometimes small response characteristics of these sensors
at room temperature become a limitation and can be overcome by exploring long-
range molecular nanostructure with high surface/volume ratio. In this chapter, we
have systematically discussed the development of cost-effective, highly sensitive
and reproducible phthalocyanine-based room-temperature chemiresistive sensors
capable of detecting harmful/toxic gases up to ppb levels. The primary emphasis will
be laid on the formation of different phthalocyanine-based nanostructures, including
nanowires, nanoflowers and nanobelts for sensing applications.

1 Introduction

With the advent of industrialization, humankind has made enormous progress in day-
to-day life within a short period. Growth at this rapid pace, however, has resulted in
increasing environmental pollution and degradation of nature at an unprecedented
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scale. Rising awareness about clean air for the welfare of living beings has led to the
creation of strict legislations set-up by competent authorities to limit the exposure to
toxic gases at the workplace. Thus, highly efficient gas sensors are required, which
can detect hazardous gases emitted from vehicles and industries well below the occu-
pational exposure limit (OEL) (Table 1). Presently, the available gas sensors can be
classified into different types based on their operating principle. The main categories
of sensors are calorimetric sensors, quartz crystal microbalance sensors, acoustic
sensors, chemiresistive sensors, capacitance sensors, etc. (Table 2). Among these,
chemiresistive gas sensors are comparatively more economical, portable, highly
sensitive, selective and reproducible. In these sensors, the electrical resistance of
sensing material changes exceptionally on exposure to the target gas analytes that
provide information regarding the nature and concentration of gas. A good quality
chemiresistive gas sensor should be easily fabricated and have low operational cost
and compact size with higher gas sensing response characteristics.

Till now, various materials such as metal oxides, inorganic compounds and hybrid
materials have been used in chemiresistive sensors for the detection of NH3, NO2,

Table 1 Long-term exposure limits (LTEL) for 8 h and short-term exposure limits (STEL) for
10 min of some toxic gases [20]

Gas/vapour LTEL (ppm) STEL (ppm) Features

Ammonia (NH3) 25 35 Colourless gas having a
pungent odour

Carbon monoxide (CO) 50 300 Colourless, odourless and
tasteless gas

Hydrogen sulphide (H2S) 10 15 Poisonous, corrosive and
flammable gas having a foul
odour of rotten eggs

Ethyl alcohol (C2H5OH) 1000 – Volatile, flammable and
colourless liquid having a slight
characteristic odour

Liquefied petroleum gas (LPG) 1000 1000 Colourless gas having a
characteristic smell of added
odorizing agent

Nitric oxide (NO) 25 25 Colourless, non-flammable gas

Nitrogen dioxide (NO2) 0.5 1 Reddish brown gas having a
pungent odour

Nitrous oxide (N2O) 25 – Colourless, non-flammable gas
having a slightly metallic scent
and taste, commonly known as
laughing gas

Sulphur dioxide (SO2) 2 5 Toxic gas having a pungent and
irritating smell

Chlorine (Cl2) 0.5 1 Pale yellow-green gas, severely
irritating

Carbon dioxide (CO2) 5000 30000 Colourless, odourless gas
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Table 2 List of gas sensors with their corresponding detection principles [20]

Types of sensors Gas sensor Detection principle

Solid-state sensors Chemiresistive Change in resistance

Chemical field-effect transistors Change in current–voltage (I–V)
curves

Calorimetric Rise in temperature resulting from
the oxidation process on a catalytic
element

Potentiometric Change in the potential difference
(voltage) across the working
electrode and the reference
electrode

Amperometric Change in the current of an ionic
conductor due to gas diffusion

Mass sensitive sensors Acoustic Change in frequency of
surface-acoustic waves (SAW)
excited on quartz or piezoelectric
substrate

Microelectromechanical systems
(MEMS) based sensors

Change in mechanical bending of
micro or nanocantilevers

Surface plasmon resonance
(SPR)

Change in SPR signals is
proportional to the refractive index
close to the sensor surface and is,
therefore, related to the number of
bound gas molecules

Optical sensors Optodes Change in optical properties like
absorbance, reflectance,
luminescence, light polarization or
Raman lines

NO, H2S, Cl2, alcohols and volatile organic compounds (VOCs), etc. [1–3]. Among
them, metal oxides such as ZnO, TiO2, SnO2, Cr2O3, FeO3 and CoO have been
considered as promising candidates for sensor applications owing to their unique
physical and chemical properties, high tunability, abundant availability and inex-
pensiveness. Nevertheless, they operate at high temperatures (300–500 °C) which
increase power consumption, and equipping the sensor with an inbuilt heater makes
it a costly affair [4–7]. Additionally, analytes having low boiling point can inflame
easily at high temperatures leading to the need for room-temperature sensors [8].
Also, room-temperature gas sensors exhibit reproducible response kinetics for long
periods.

In past few decades, organic materials have achieved significant consideration
as suitable candidates for room-temperature gas sensors because of their sensing
response in parts per billion range [9] and the ability to easily tune the sensing
characteristics by making substitutions to organic molecules. Phthalocyanines (Pcs)
have emerged as potential candidates amongst organic materials due to their easily
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tunable physicochemical properties even at room temperature [10–13]. This property
makes them superior to metal oxides and other inorganic materials based sensors
where the high operational temperature is a prerequisite. Moreover, the sensitivity of
Pcs-based room-temperature sensors can be tailored by the substitution of different
peripheral/non-peripheral substituents which increases the solubility of Pcmolecules
in various organic solvents [14] and replacing central metal ions by other metal ions
[15–17] for detecting different harmful gases like NH3 and NO2 [14, 18, 19].

The present chapter presents an overview of the characterization and applica-
tion of substituted Pcs-based materials for the fabrication of cost-effective and
ppb-level room-temperature gas sensors. Different nanostructures of substituted Pcs
(nanobelts, nanowires and nanoflowers) were synthesized by self-assembly tech-
nique. It is demonstrated that these nanostructures were highly sensitive and selec-
tive at room temperature. The gas sensing kinetics of sensors is thoroughly discussed
herein based onRaman andXPS studies. The chapter has been systematically divided
into different sections covering Pcs and their applications, Pcs-based chemiresistive
gas sensors, nanostructures of Pcs and demonstration on synthesis, characterization
and gas sensing properties of substituted Pcs.

2 Phthalocyanines and Their Applications

Pcs are metal–organic semiconductors (Fig. 1) with two-dimensional 18 π-electron
aromatic macromolecules consisting of four isoindole units connected via nitrogen
atoms. They have received considerable attention owing to their peculiar spectro-
scopic, photoelectric and redox properties. Thus, Pcs-based materials have been
extensively used in various fields from dyes to molecular electronic technology such
as electrophotography, optical data storage systems, gas sensingdevices, photovoltaic
cells, fuel cells, and electrochromic displays [21, 22]. Due to high architectural flex-
ibility and chemical stability of Pcs, their physical, optoelectronic and chemical
properties can be altered over a broad range.

The easy substitution of different functional groups in the Pc ring as well as
replacement of the central metal ion by more than 70 elements imparts excep-
tional properties to Pc molecules. A commonly used derivative of Pc is 1:1 (metal
ion: macrocycle) type, e.g. copper phthalocyanine (CuPc) and zinc phthalocyanine
(ZnPc). Small monovalent ions such as Li+ form 2:1 complexes (Li2Pc), while larger
ions like rare-earth metals forming 1:2 complexes (EuPc2) have also been reported
in the literature [24].

Nowadays, most of the devices use ordered and a reproducible thin film of various
materials which can be prepared using different deposition techniques. Pcs thin films
research, with controlled growth and uniformity, has been focused on optimizing
their electronic as well as optical properties. Multiple methods have been adopted to
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Fig. 1 Chemical structure of phthalocyanine molecule representing peripheral (2, 3, 9, 10, 16, 17,
23, 24) and non-peripheral (1, 4, 8, 11, 15, 18, 22, 25) positions [23]

prepare thin films of Pcs such as physical techniques including physical vapour depo-
sition, glow discharge sputtering, thermal evaporation, molecular beam epitaxy, sput-
tering and solution-processable techniques like drop-casting, self-assembled mono-
layer, Langmuir–Blodgett, spin coating, dip coating, etc. [12, 25–27]. Thin films of
unsubstituted MPcs have been intensively prepared using vapour deposition tech-
niques as they are insoluble in organic solvents [28]. The addition of substituents
on available active sites of 16 benzenoid rings in unsubstituted Pcs increases the
number of known derivatives beyond any bounds. These active sites are available
either at peripheral (2, 3, 9, 10, 16, 17, 23, 24) or non-peripheral (1, 4, 8, 11, 15, 8,
22, 25) positions (Fig. 1). The substitutions increase the solubility of the ring system
in organic solvents and tune the wavelength of the visible region absorption band
known as the Q band [29]. Attachments of solubilizing groups like alkyl (CnH2n+1) or
alkoxy (OCnH2n+1) side chains at active sites for substitutions made Pcs molecules
soluble in organic solvents [24] leading to the processing of these Pcs molecules
in thin films using spin coating and self-assembly techniques [25, 30]. Thus, the
different central metal ions and substituents on Pcs rings remarkably affect their
molecular packings and effectively tune the electronic properties of the macrocycle
in the solid-state [31].
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3 Phthalocyanines-Based Chemiresistive Gas Sensors

Pcs, with their recognitions mentioned above, have been extensively studied as
chemiresistive gas sensors for detecting various harmful gases such as O3, NO2,
Cl2, NO, NH3, VOCs, alcohols, etc. [27]. Pcs behave as insulators in dark, high-
vacuum environments and change to semiconducting nature when exposed to air
due to the oxidation of Pc film via metal centres forming superoxides [32]. Pc film
conductivity decreases when it interacts with reducing gases like NH3, and conduc-
tivity increases on interaction with oxidizing gases like NO2, Cl2, etc. [33–35]. The
gas sensing kinetics is explained through charge-transfer reactions between analytes
and Pc films [15]. The nature of the Pc film, whether single crystalline, polycrys-
talline or amorphous affects the degree of interaction of the gas. For instance, the
gas sensing response of amorphous CuPc is higher in comparison to polycrystalline
film owing to weak molecular stacking [36]. Moreover, the gas sensing parameters
of MPc films depend upon film thickness, substrate temperature, nature of substrate,
sensing and annealing temperature.

Recently, sublimed thin films of metal-free (H2Pc) and unsubstituted MPcs
(M=Fe, Co, Cu and Zn) have been investigated for detecting O2, NO, NO2 and
NH3 analytes. Gas sensing parameters of several vacuum sublimated MPc (M=Pb,
Zn, Cu, Ni, Co and Fe) films at different temperatures have also been studied for
detecting the low concentration of NO2, NO, F2, BCl3, BF3, NH3, H2S, SO2 and HCl
[9]. Hydrogen sensor based on CuPc and palladium (Pd) admixture with the detec-
tion limit below 1 ppm H2 at an operating temperature of 95 °C has been reported
[37–39].

Most of the reports available in the literature correspond to the parts per million
(ppm) level of various toxic gases but only a few reported on parts per billion [40–42]
level detection of toxic gases.

4 Nanostructures of Phthalocyanines

Recently, nanostructures of metal oxides, inorganic and organic materials have been
extensively investigated for their potential in detecting harmful gases. Among them,
nanostructures of organicmaterials have been considered for gas sensing applications
due to the low cost for material synthesis, high flexibility and ease of large-area
production as well as compatibility with lightweight flexible plastic substrates [43–
45]. The use of nanostructures with a large surface to volume ratio is found to
overcome the poor gas sensing performance of room-temperature gas sensors [43,
44, 46, 47]. Organic physical vapour deposition technique has been used for the
synthesis of nanoribbons and nanowires of various MPcs (M=Cu, Ni, Fe, Co, Zn)
and F16CuPc.

Owing to poor solubility of Pc molecules in organic solvents, thin films
of nanostructured unsubstituted Pcs have been prepared using OPVD, organic
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molecular beam epitaxy and vacuum evaporation technique with a limitation of
high fabrication cost [48–51]. Substituted Pcs nanostructures have been synthe-
sized using solution processing based techniques as they are soluble in organic
solvents [17, 52, 53]. Out of different solution processing techniques, namely
solvothermal, template-assisted method and electrochemical method, self-assembly
is considered to be the simplest method for the controlled growth of long
ordered nanostructures with large surface area [54]. Nanobelts of metal-free
2,3,9,10,16,17,23,24-octakis (isopropylthio)phthalocyanine H2Pc(β-SC3H7)8 and
its derivatives like CuPc(β-SC3H7)8 and PbPc(β-SC3H7)8 [55], 1D microwires of
CuPcOC4 [56], nanofibres of metal-free alkoxy-substituted phthalocyanine deriva-
tive 2,3,9,10,16,17,23,24-octakis(octyloxy)-29H,31H-phthalocyanine [53], nano-
bars of copper(II) 1,4,8,11,15,18,22,25-octabutoxy-29H,31H-phthalocyanine, two-
dimensional films of copper(II) 2,3,9,10,16,17,23,24-octakis(octyloxy)-29H,31H
phthalocyanine [50] and nanostructures of tris(phthalocyaninato) terbium triple-
decker [(Pc)TbPc(OC8H17)8 Tb(Pc)] [57] have been prepared via self-assembly
technique.

Keeping these reports into consideration, a demonstration on the fabrication of
Pc nanostructures and their application as room-temperature ppb-level gas sensors
[40–42] has been planned which will provide an understanding of enhancement of
gas sensing parameters at room temperature.

5 Synthesis, Characterization and Gas Sensing Properties
of Substituted Phthalocyanines

In this section, growth and gas sensing applications of nanostructured substituted Pcs,
namely ZnPcOC4, CuPcOC4, ZnPcOC8 and CuPcOC8 (Fig. 2), have been demon-
strated to understand the possible reasons behind the formation of nanostructures and
how they help in improving the gas sensing performance. The thorough experiments
performed, and results obtained have been discussed below.

5.1 Growth of Substituted Phthalocyanine-Based
Nanostructures

The Pc-based nanostructures have been fabricated by self-assembly process under
closed environmental conditions. To achieve this, their solutions in organic solvents
have been prepared and subsequently, filtered through a polytetrafluoroethylene
(PTFE) membrane. The prepared solutions were drop-casted onto well-cleaned
substrates in a closed environment of solvent vapours (Fig. 3).

The XRD patterns of ZnPcOC8 nanostructures (Fig. 4) sample revealed two
diffraction peaks corresponding to the intercolumnar spacing of Pc molecules (4.2°)
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Fig. 2 Chemical structure of a ZnPcOC4, b ZnPcOC8, c CuPcOC4, d CuPcOC8 [23]

Fig. 3 Schematic representation of surface-supported self-assembly phenomenon [23]

and the intracolumnar π–π interactions between two neighbouring Pc molecules
(26°) [58]. Similar diffraction peakswere observed for ZnPcOC4 nanostructures [41].
However, in case of CuPcOC8 (Fig. 4) and CuPcOC4, the diffraction peak around
20–30° was found to be absent indicating the lack of π–π interactions periodicity
[41, 42, 58].

Further, the SEM image of ZnPcOC8 nanostructured film (Fig. 5a) showed the
formation of long-range nanowires (NWs) grown parallel to the substrate. The
uniformly developed network of nanofibers (NFs) onto the glass substrate was
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Fig. 4 XRD pattern and structure of ZnPcOC8 (NWs) and CuPcOC8 (NFs) [41]

observed in the case of CuPcOC8 nanostructured films (Fig. 5b), while the formation
of nanobelts (NBs) and NWswas seen in ZnPcOC4 and CuPcOC4 films, respectively
(Fig. 5c, d).

The UV-visible spectrum of Pcs consists of two bands: higher energy “B-band”
(250–500 nm) arising from the highest occupied molecular orbital (HOMO) a2u to
lowest unoccupied molecular orbital transition (LUMO) e.g., and the lower energy
“Q-band” (550–800 nm)which is attributed to transition fromHOMOa1u to LUMO,
e.g. [14]. ZnPcOC8 NWs film possessed higher energy B-band at 358 nm and broad
Q-band at 602 and 665 nm (Fig. 6). In comparison to ZnPcOC8/Toluene solution, the
aggregation of Pc molecules in film led to the broadening of absorption bands [14].
Also,Q band ofNBswas found to be blue shifted from602 to 665 nm representing the
formation of H-aggregates of molecules in NWs and co-facial stacking of ZnPcOC8

molecules (Fig. 6) [24]. Further, absorption spectra for CuPcOC8 NFs depicts the
position of B and Q band at 342, and 609 and 674 nm, respectively, as seen in Fig. 6.
In comparison to CuPcOC4 solution (Fig. 6), similar blue shifting of Q band was also
observed due to the co-facial stacking of molecules in CuPcOC8 NFs. Same results
have been obtained for ZnPcOC4 and CuPcOC4 nanostructured films [41, 42].

The growth behaviour of organic nanostructures can be described in terms
of molecule–substrate interactions and molecule–molecule interactions [49]. In
ZnPcOC8 NWs films, parallel growth of NWs had taken place concerning the
substrate due to the supremacy of molecule–substrate interactions. Long-range hori-
zontal columns were formed by piling up of molecules which migrates from the
nearby surface. Such columns are assembled to form an NW. While in the case



674 A. Mahajan et al.

of CuPcOC8, molecule–molecule interactions were dominant during the forma-
tion of nanoribbons resulting in their inclined growth concerning the substrate
surface [49]. Co-facial stacking of CuPcOC8 molecules indicated by a blue shift
of Q bands suggested that initially deposited molecules acted as nucleation seeds
for further growth of columns due to molecule–molecule interactions dominance.
Several such tilted columns assembled together forming a nanoribbon. Likewise,
molecule–substrate interactions were stronger than molecule–molecule interactions
in case of ZnPcOC4 NBs such that at the initial stage of growth NBs were grown
parallel to substrate surface. Further, during the evaporation of the solution, the layer-
by-layer growth process occurred via π–π interactions resulting in the formation of

Fig. 5 SEM image and formation schematic of a ZnPcOC8 NWs, b CuPcOC8 NFs, c ZnPcOC4
NBs, d CuPcOC4 NWs [40–42]. Reproduced by permission of The Royal Society of Chemistry
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Fig. 5 (continued)

NBs. Similarly, for CuPcOC4 sample, the dominance of molecule–substrate interac-
tions resulted in lateral growth of NWs and blue shift in Q band. However, the lack
of π–π interactions resulted in the absence of diffraction peak around 20–30°.
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Fig. 6 UV–visible absorption spectrum of ZnPcOC8 NWs, ZnPcOC8/Toluene solution, CuPcOC8
NFs and CuPcOC8/Toluene solution [40]. Reproduced by permission of The Royal Society of
Chemistry

5.2 Gas Sensing Studies of Phthalocyanine Nanostructures

It is well established that the p-type behaviour of Pc films results from the adsorption
of ambient oxygen-forming MPc+ and O− species on its surface [13, 15]. To study
the gas sensing properties of films at room temperature (25 °C and 50% relative
humidity), two gold pads (50 nm thick, dimensions 5 mm × 5 mm with separation
of 1 mm) were thermally evaporated onto the film sample by using a shadow mask
to fabricate sensors. The sensors were kept in the test chamber under a constant bias
of 5 V for a few hours to achieve a stable baseline value of sensor conductance. To
ascertain the selectivity of the fabricated sensors, they were exposed to 500 ppb of
Cl2, NO2, NO and NH3 gases, and their corresponding histograms are presented in
Fig. 7 a–d. Since all the nanostructured sensors were found to be highly selective for
Cl2 at room temperature, their response curves were recorded by exposing them to
Cl2 in the concentration range of 5–1500 ppb. It has been found that all the sensors
exhibited good reversibility for Cl2 concentration under investigation. For ZnPcOC8
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Fig. 7 Response histogram corresponding to a ZnPcOC4 NBs, b CuPcOC4 NWs, c ZnPcOC8
NWs, d CuPcOC8 NFs based sensors [40–42]. Reproduced by permission of The Royal Society of
Chemistry

NWs and CuPcOC8 NFs sensor, the response curve and dependence of response
on Cl2 concentration is presented in Fig. 8a, b. The Cl2 response characteristics of
ZnPcOC4 NBs and CuPcOC4 NWs are listed in Table 3 [40–42].

Further, the response time of sensors decreased, while recovery time was found
to increase with increasing Cl2 concentration. Comparison of obtained results of
nanostructured sensors with the literature [13, 59–64] suggests that Pc nanostructure
sensors seem to be superior for room-temperature Cl2 detection.

Since water vapours act as a donor type impurity to the Pc films, the role of
humidity in Cl2 sensing characteristics of sensors is inevitable at room temperature
[65]. The effect of relative humidity on room-temperature Cl2 sensing characteristics
of nanostructured sensors was studied in the relative humidity range 10–80%. The
variation in response was found to be very small, i.e. humidity had negligible effect
on the Cl2 response of nanostructures based sensors that make these nanostructures
a suitable material as room-temperature Cl2 sensors [40–42].
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Fig. 8 a Response curve of
ZnPcOC8 NWs (red curve)
and CuPcOC8 NFs (black
curve) sensors towards
different concentrations of
Cl2, b Linear variation of
ZnPcOC8 NWs (red curve)
and CuPcOC8 NFs (black
curve) sensors response with
Cl2 concentration [40].
Reproduced by permission
of The Royal Society of
Chemistry

Table 3 Cl2 response of phthalocyanine nanostructures based sensors [23]

Cl2 concentration
(in ppb)

ZnPcOC4 NBs
response (%)

ZnPcOC8 NWs
response (%)

CuPcOC4 NWs
response (%)

CuPcOC8 NFs
response (%)

5 90 93 91 85

10 100 105 102 92

50 122 130 126 110

100 155 160 157 140

200 211 230 222 190

500 300 340 328 270

1000 450 510 490 410

1500 655 715 670 550
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5.3 Adsorption Kinetics of Phthalocyanine-Based
Room-Temperature Sensors

Elovichmodel has beenused to study the adsorption kinetics ofCl2 onnanostructures.
According to thismodel, the adsorption rate of gas on the heterogeneous solid surface
decreases with time due to an increase in surface coverage following the Elovich
equation [66, 67]

dθ

dt
= αe−βθ (1)

where θ is the amount of adsorbed gas at time t, α represents initial adsorption rate
andβ measures the extent towhich the film surface has been screened by the potential
barrier for successive adsorption [13]. Assuming that the sensor conductance (�C)
changes proportionally with respect to the amount of adsorbed Cl2 molecules (θ ),
(1) can be rewritten as

d(�C)

dt
= ae−b�C (2)

where a and b are constants. In integral form, (2) can be converted to

�C =
(
2.3

b′

)
log

(
a′b′) +

(
2.3

b′

)
log(t) (3)

where a′ and b′ are constants. Variation of�C versus log (t) for different Cl2 concen-
trations has been considered to describe the Cl2 adsorption on the surface of nanos-
tructures (Fig. 9). Initially, �C increased linearly with time before slowing down on
reaching adsorption equilibrium,which indicates that the increase in surface coverage

Fig. 9 Plot of �C versus log
(t) of ZnPcOC8 NWs (red
curve) and CuPcOC8 NFs
(black curve) [40].
Reproduced by permission
of The Royal Society of
Chemistry
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decreased the adsorption rate. Further, values of constant b′ (slope = 2.3/b′) deter-
mined from Elovich plots increased with increase in Cl2 concentration suggesting
that at higher Cl2 concentration, the reaction between Cl2 and film became faster,
resulting in quicker film surface coverage.

5.4 The Gas Sensing Mechanism of Phthalocyanine-Based
Sensors

To explore the interaction mechanism between Cl2 and nanostructured film samples,
Raman and XPS measurements were carried out after exposing the samples to Cl2.
The XPS spectra of ZnPcOC8 NWs before and after exposure (Fig. 10) depict char-
acteristics Zn-2p (1022 eV−Zn-2p3/2 & 1045 eV−Zn-2p1/2), O-1 s (533 eV), N-1 s
(399 eV) andC-1 s (286 eV) peaks [13]. No change in the spectrum of core level C-1 s

Fig. 10 XPS spectra of Zn-2p, N-1 s, O-1 s and C-1 s peaks of ZnPcOC8 NWs recorded before and
after exposure to 25 ppm of Cl2 [40]. Reproduced by permission of The Royal Society of Chemistry
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Fig. 11 Raman spectra of
ZnPcOC8 NWs obtained
before and after exposing the
films to 25 ppm of Cl2 [40].
Reproduced by permission
of The Royal Society of
Chemistry

after gas exposure was seen. However, a peak shift of 0.3 and 1.1 eV towards higher
B.E. side was observed for O-1 s and Zn-2p peak, respectively. Thus, it is evident
from the extent of shift that central metal atom Zn act as the predominant adsorption
site for Cl2. A similar shift was also observed in N-1 s peak after Cl2 exposure since
metal ions are directly connected to the nitrogen atoms. Similar peak shift of central
metal atom was observed in CuPcOC8 NFs (0.6 e V), ZnPcOC4 NBs (0.6 eV) and
CuPcOC4 NWs (1.3 eV) suggesting that central metal ions of Pc molecules were the
main sites of interaction for Cl2 [40–42].

In the case of Raman spectra, also, there were shifts in positions and change
in intensities of some bands after Cl2 exposure. For ZnPcOC8 NWs (Fig. 11), the
typical metal–nitrogen bond positioned at 153 cm−1 was shifted to 145 cm−1 and
the macrocyclic bands observed at 593, 751, 832, 1120, 1281, 1384 and 1422 cm−1

were shifted by 4 cm−1. While the characteristic central metal ion band positioned
at 1507 cm−1 was shifted by 10 cm−1 indicating that Cl2 molecules preferred to
bind with a central metal ion, i.e. Zn+2. Since this band is characterized by the
large displacement of C–N–C bridge bonds of Pc ring and is identified as highly
sensitive to the changes in metal ion environment [68]. Similar major peak shifts
corresponding to metal–nitrogen bond were observed for CuPcOC8 NFs, ZnPcOC4

NBs and CuPcOC4 NWs samples [40–42]. Therefore, both Raman and XPS studies
confirmed that central metal ions were the main sites for Cl2 interaction.
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6 Conclusion

In conclusion, although MPcs have been around for the past few decades, they still
keep attracting a great deal of interest due to their exceptional properties. Gas sensors
based on these Pcs, both substituted and unsubstituted, have enormous potential in
everyday life. As of today, many toxic gases and vapours can be effectively detected
by gas sensors based on MPcs. Indeed, they are regarded as superior to the conven-
tional metal oxides based sensors as they can work at room temperature in contrast to
the latter category, which shows gas sensing ability at high temperatures. Further, as
demonstrated, Pc-based gas sensors showexcellent selectivitywith high response and
reversibility even at room temperature. Herein, we have discussed the gas sensing
characteristics of self-assembled nanostructured thin films based on MPcs. It has
been revealed that the fabricated sensors were highly selective and sensitive towards
Cl2 at room temperature with a detection limit as low as 5 ppb. Further, it has been
observed that the central metal ions of Pcs directly interact with the molecules of
the test gas, and thus influence the sensing characteristics of fabricated thin films.
However, there are still several issues, including

(a) synthesis of pure and substituted Pcs is still challenging and costly,
(b) their properties can easily vary depending on the preparation techniques,

substitutions and nature of metal ion used,

which need to be addressed before their large-scale application.
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(1996)
11. L. Valli, Adv. Colloid Interface Sci. 116, 13 (2005)
12. N. Padma, A. Joshi, A. Singh, S.K. Deshpande, D.K. Aswal, S.K. Gupta, J.V. Yakhmi, Sensors

Actuators B Chem. 143, 246 (2009)
13. A. Kumar, A. Singh, A.K. Debnath, S. Samanta, D.K. Aswal, S.K. Gupta, J.V. Yakhmi, Talanta

82, 1485 (2010)
14. B.Wang, X. Zhou, Y.Wu, Z. Chen, C. He, X. Zuo, Sensors Actuators B Chem. 161, 498 (2012)
15. F.I. Bohrer, C.N. Colesniuc, J. Park, M.E. Ruidiaz, I.K. Schuller, A.C. Kummel, W.C. Trogler,

J. Am. Chem. Soc. 131, 478 (2009)



Substituted Phthalocyanine-Based Nanostructured Materials … 683

16. J. Zhao, L.-H. Huo, S. Gao, H. Zhao, J.-G. Zhao, N. Li, Sensors Actuators B Chem. 126, 588
(2007)

17. J. Gao, G. Lu, J. kan, Y. Chen, M. Bouvet, Sensors Actuators B Chem. 166–167, 500 (2012)
18. A. Cole, R.J. McIlroy, S.C. Thorpe, M.J. Cook, J. McMurdo, A.K. Ray, Sensors Actuators B

Chem. 13, 416 (1993)
19. Y. Wang, N. Hu, Z. Zhou, D. Xu, Z. Wang, Z. Yang, H. Wei, E.S.-W. Kong, Y. Zhang, J. Mater.

Chem. 21, 3779 (2011)
20. A.K. Sharma, D.A. Mahajan, Preparation and Characterization of Carbon

Nanotubes/Phthalocyanines Based Hybrid Materials for Gas Sensing Applications (Guru
Nanak Dev University, 2018)

21. A.W. Snow, W.R. Barger, A.B.P.L.C.C. Leznoff, Phthalocyanine Films in Chemical Sensors
(VCH, Cambridge, 1989)

22. N.B. McKeown, Phthalocyanine Materials (Cambridge University Press, 1998)
23. R. Saini, D.R.K. Bedi, Study of Phthalocyanine BasedMaterials for Device Applications (Guru

Nanak Dev University, 2014)
24. B.M. Hassan, H. Li, N.B. McKeown, J. Mater. Chem. 10, 39 (2000)
25. T. Basova, E. Kol’tsov, A.K. Ray, A.K. Hassan, A.G. Gürek, V. Ahsen, Sensors Actuators B

Chem. 113, 127 (2006)
26. G. Maggioni, S. Carturan, M. Tonezzer, M. Bonafini, A. Vomiero, A. Quaranta, C. Maurizio,

F. Giannici, A. Scandurra, F. D’Acapito, G. Della Mea, and O. Puglisi, Chem. Mater. 18, 4195
(2006)

27. H. Gupta, R.K. Bedi, A. Mahajan, J. Appl. Phys. 102, 73502 (2007)
28. A.B.P.L.C.C. Leznoff,Phthalocyanines, Properties andApplications (VCH,Cambridge, 1989)
29. P.B.J. Simon, A.B.P.L.C.C. Leznoff, No Title (VCH, Cambridge, 1993)
30. R.H. Tredgold, J. Mater. Chem. 5, 1095 (1995)
31. C.G. Claessens, U. Hahn, T. Torres, Chem. Rec. 8, 75 (2008)
32. J.-J.A.J. Simon, Molecular Semiconductors (Springer, Berlin, Heidelberg, 1985)
33. R.L. van Ewyk, A.V Chadwick, J.D. Wright, J. Chem. Soc. Faraday Trans. 1 Phys. Chem.

Condens. Phases 76, 2194 (1980)
34. Y. Sadaoka, T.A. Jones, W. Göpel, Sensors Actuators B Chem. 1, 148 (1990)
35. T. Miyata, T. Minami, Appl. Surf. Sci. 244, 563 (2005)
36. M. Masui, M. Sasahara, T. Wada, M. Takeuchi, Appl. Surf. Sci. 92, 643 (1996)
37. M. Passard, A. Pauly, J.P. Blanc, S. Dogo, J.P. Germain, C. Maleysson, Thin Solid Films 237,

272 (1994)
38. C. Maleysson, D. Bouchepillon, O. Tomas, J.P. Blanc, S. Dogo, J.P. Germain, M. Passard, A.

Pauly, Thin Solid Films 239, 161 (1994)
39. V. Uwira, A. Schütze, D. Kohl, Sensors Actuators B-Chem. 26, 153 (1995)
40. R. Saini, A. Mahajan, R.K. Bedi, D.K. Aswal, A.K. Debnath, Sensors Actuators B Chem. 203,

17 (2014)
41. R. Saini, A. Mahajan, R.K. Bedi, D.K. Aswal, A.K. Debnath, Sensors Actuators B Chem. 198,

164 (2014)
42. R. Saini, A. Mahajan, R.K. Bedi, D.K. Aswal, A.K. Debnath, RSC Adv. 4, 15945 (2014)
43. L. Zang, Y. Che, J.S. Moore, Acc. Chem. Res. 41, 1596 (2008)
44. J. Kim, C.R. Park, S. Yim, RSC Adv. 2, 963 (2012)
45. C. Zhang, L. Jing, S. Lin, Z. Hao, J. Tian, X. Zhang, P. Zhu, ChemPhysChem 14, 3827 (2013)
46. S. Maldonado, E. García-Berríos, M.D. Woodka, B.S. Brunschwig, N.S. Lewis, Sensors

Actuators B Chem. 134, 521 (2008)
47. R. Saini, A. Mahajan, R.K. Bedi, S. Kumar, Sensors Actuators B Chem. 147, 122 (2010)
48. S. Karan, B. Mallik, J. Phys. Chem. C 111, 7352 (2007)
49. A.K. Debnath, S. Samanta, A. Singh, D.K. Aswal, S.K. Gupta, J.V. Yakhmi, S.K. Deshpande,

A.K. Poswal, C. Sürgers, Phys. E Low-Dimens. Syst. Nanostruct. 41, 154 (2008)
50. B. Wang, Z. Li, X. Zuo, Y. Wu, X. Wang, Z. Chen, C. He, W. Duan, J. Gao, Sensors Actuators

B Chem. 149, 362 (2010)
51. H.-Z. Chen, L. Cao, H.-B. Zhou, Y. Rong, M. Wang, J. Cryst. Growth 281, 530 (2005)



684 A. Mahajan et al.

52. Z. Guo, B. Chen, M. Zhang, J. Mu, C. Shao, Y. Liu, J. Colloid Interface Sci. 348, 37 (2010)
53. V. Duzhko, K.D. Singer, J. Phys. Chem. C 111, 27 (2007)
54. J.A.A.W. Elemans, R. van Hameren, R.J.M. Nolte, A.E. Rowan, Adv. Mater. 18, 1251 (2006)
55. Z. Hao, X. Wu, R. Sun, C. Ma, X. Zhang, ChemPhysChem 13, 267 (2012)
56. Y. Zhang, Z. Zhang, Y. Zhao, Y. Fan, T. Tong, H. Zhang, Y. Wang, Langmuir 25, 6045 (2009)
57. P. Zhu, Y. Wang, M. Ren, X. Zhao, X. Zhang, Inorganica Chim. Acta 392, 10 (2012)
58. S. Takami, S. Furumi, Y. Shirai, Y. Sakka, Y. Wakayama, J. Mater. Chem. 22, 8629 (2012)
59. A. Joshi, D.K. Aswal, S.K. Gupta, J.V. Yakhmi, S.A. Gangal, Appl. Phys. Lett. 94, 103115

(2009)
60. A. Chaparadza, S.B. Rananavare, Nanotechnology 19, 245501 (2008)
61. S. Jain, A.B. Samui, M. Patri, V.R. Hande, S.V. Bhoraskar, Sensors Actuators B Chem. 106,

609 (2005)
62. D.R. Patil, L.A. Patil, Sensors Actuators B Chem. 123, 546 (2007)
63. S.-T. Jean, Y.-C. Her, J. Appl. Phys. 105, 24310 (2009)
64. A. Altindal, Z.Z. Öztürk, S. Dabak, Ö. Bekaroǧlu, Sensors Actuators B Chem. 77, 389 (2001)
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Hybrid Flexible Sensor

V. B. Patil

Abstract A novel flexible, ultra-sensitive, selective and room temperature operable
polyaniline-based hybrid (PAni/α-Fe2O3 PAni/WO3) ammonia (NH3) gas sensors
were developed onto a flexible polyethylene terephthalate (PET) substrate by in-
situ polymerization process. The observations were recorded to 100 ppm fixed level
for various gases including NO2, CH3OH, C2H5OH, NH3 and H2S through moni-
toring the change in resistance of the developed sensor. The flexible (PAni/α-Fe2O3

PAni/WO3) hybrid sensor demonstrated better selectivity towards NH3. The syner-
gistic response of the flexible hybrid sensors was remarkable than that of the PAni
and α-Fe2O3 and WO3 alone; indicating the effective improvement in the perfor-
mance of PAni flexible sensor on nanocomposite process. Moreover, the flexible
sensor detected NH3 at low concentration (5 ppm) with a fast response (27 s) and
very short recovery time (46 s). Further, PAni/α-Fe2O3 and PAni/WO3 hybrid flexible
sensor films were characterized by X-ray diffraction, field-emission scanning elec-
tron microscopy, UV–visible and Raman spectroscopy, Fourier transform infrared
andX-ray photoelectron for structural analysis, morphological evolution, optical and
surface related studies.

1 Introduction

In recent days, the development of stretchable and flexible sensors for array of func-
tions has been accelerated by fast advances in materials and processing methods.
Flexible sensors are attracting more interest due to their fascinating properties like
flexibility, low cost, lightweight, shock resistance, smoothness, etc. Flexible sensors
hold great assure for variety of appliances in several fields including medicine,
communication, personal safety, environmental monitoring, energy storage and
poisonous pollutant detection for human health [1]. The fundamental advantage
of flexible sensor is that it can operate at room temperature and can be situated in
compact places which make it portable, trouble-free and economical [2].
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The flexibility of sensors affords its interaction with the target system in order
to advance the reliability and stability of the tests. The development of flexible
substrate-based sensor leads to the production of wearable, transportable and hand-
held consumer electronics [3, 4]. Mechanical flexibility and lightweight property of
flexible sensors offer an extensive range of narrative and low-cost appliances [5].
The advantage of plastic substrate-based flexible sensor is that they can be placed in
compact places and operate at room temperature, which not only avoids the heating
assembly but also makes it simple, cheap and portable.

In order to develop simple and cost-effective gas sensors, a chemical oxidative
in-situ polymerization method is implemented, which also improves the detection
limit of sensor at lower concentration of gas. The main benefit of flexible substrate
is that it can be placed in compact places without fracture of the sensor. The in-
situ chemical oxidative polymerization method is most beneficial, because huge
number of films can be deposited in a single batch without overwhelming time and
chemicals. The gas-sensing performance of polyaniline sensor can be enhanced in
terms of sensitivity, selectivity and response/recovery times by incorporating tung-
sten oxide nanoparticles. Polyaniline hybrid nanocomposite was prepared by adding
WO3 nanoparticles into the PAni template.

Nowadays, environmental pollution has been seriously increased due to toxic
gases, such as NH3, nitrogen dioxide (NO2), carbon monoxide (CO) and sulphur
dioxide (SO2), leading to environmental imbalance. In order to monitor these gases,
large efforts have been done to fabricate a variety of sensors useful in different fields
such as agriculture, food, medicine and industries. NH3 is one of the major toxic
pollutants in air which causes adverse effects on human being and environment as
well. Therefore, it is essential to detect highly toxic NH3 gas and for the same, a room
temperature operated low cost, reliable and highly sensitive gas sensor system should
be developed. Many organic and inorganic materials have been widely explored as
sensing materials due to their promising characteristics. In recent years, conducting
polymers has attracted significant attention in the field of chemical sensors [6–8].

Nowadays, plastic substrate-based NH3 sensors are attracting more attention, due
to their intriguing properties including flexibility, shock resistance, lightweight and
softness. They have a wide variety of applications in many fields including commu-
nication, environmental monitoring, industrial process, chemical processes, personal
safety, energy storage and toxic pollutant detection for human health [9]. Develop-
ment of gas sensor includes not only to improve its detection limit at lower concentra-
tion of gas but also to incorporate simple and inexpensive processes. Current demon-
strates highly selective and sensitive polyaniline-based sensor films deposited onflex-
ible polyethylene terephthalate (PET) substrate by in-situ polymerization process.
The advantage of flexible substrate is that it cannot break even if it bends and can be
placed in compact places. Polyaniline (PAni) is deposited on polyethylene tereph-
thalate (PET) substrate by very simple in-situ chemical oxidative polymerization
method. The in-situ deposition method is most advantageous, because large number
of films can be deposited in a single run without consuming time and chemical.
Further, the sensing performance of polyaniline sensor can be improved in terms
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of selectivity, sensitivity and response/recovery times by incorporating α-Fe2O3 and
WO3 nanoparticles.

2 Experimental Aspects

2.1 Polyaniline (PAni) Flexible Sensor

2.1.1 Preparation of PAni Flexible Sensor Films

Polyaniline flexible sensors were prepared by depositing polyaniline on flexible
polyethylene terephthalate (PET) substrate by in-situ chemical oxidative polymer-
ization method. Polyaniline synthesized at room temperature. The detailed synthesis
procedure is explained as follows:

Initially, aniline was added in a beaker containing 1 M HCl and stirred for 10 min
on magnetic stirrer for complete liquefy. Ammonium persulphate (APS) was used
as a solvent also dissolved in 1 M HCl solution and transferred drop wise in to the
monomer (aniline) solution. Thin films of PAni were in-situ deposited on polyethy-
lene terephthalate (PET) substrate, which was dipped vertically into the reaction
mixture. The polymerization reaction was carried out for 7 h stirring. After the termi-
nation of polymerization process, films were removed from the polyaniline solution
andwashedwith distilled water. Deposited green coloured polyaniline on the flexible
substrate was the emeraldine salt form (ES). The emeraldine salt form of polyaniline
was terminated to emeraldine base with treatment of 0.1 M ammonia solution. The
whole process was carried out at room temperature.

The schematic for the deposition of PAni on PET substrate with its chemical
reaction is shown in the following Fig. 1.

Fig. 1 Schematic synthesis
of PAni flexible sensor
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Fig. 2 XRD pattern of PAni
flexible film

2.1.2 X-Ray Diffraction (XRD)

Figure 2 shows the XRD pattern of PAni flexible film. A broad diffraction peak in the
range of 2θ= 15−35° was observed for PAni flexible and is presented in Fig. 2. This
peak shows the characteristics of amorphous nature of the emeraldine base form of
PAni [9].

2.1.3 Fourier Transform Infrared Spectroscopy (FTIR) of PAni
Flexible Film

FTIR spectroscopy provides valuable information about chemical structure and
formation of PAni. FTIR spectra of PAni flexible films prepared by in-situ polymer-
ization method at room temperatures was recorded in the range of 400−4000 cm−1

and presented in Fig. 3. The peaks observed at 802, 804 and 801 cm−1 for PAni
flexible sensor are due to out of plane deformation of C–H in para-disubstituted
benzene rings present in PAni. The peaks at 1450, 1496 and 1472 cm−1 are due
to C–C stretching of benzenoid ring. The peaks at 1559, 1591 and 1557 cm−1 are
the characteristics peak of C=C stretching of quinoid ring present in PANi. More-
over, Fig. 3 shows all the prominent FTIR peaks of PAni flexible sensor with their
assignment. Thus the FTIR spectra confirmed the formation of PAni.

2.1.4 Field Emission Scanning Electron Microscopy (FESEM)

Surface morphology of PAni flexible film prepared at room temperature was carried
using FESEMmicrographs. A close look of FESEMmicrograph of PAni synthesized
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Fig. 3 FTIR spectroscopy of PAni flexible film

Fig. 4 FESEM images of
PAni flexible film

room temperature in Fig. 4 demonstrates dispersion of broken PAni fibres in the sea
of granular PAni matrix. The advantage of such type of morphology is that it can
provide high surface to volume ratiowhich can easily diffuse adsorbed gasmolecules,
into and out of the film structure [10]. This is the essential condition for gas sensing
applications [11].

2.1.5 Gas Sensing Properties of Flexible PAni Sensor

In order to compute the response for different gases, the change in resistance of
PAni flexible films was measured in presence of air and test gas ambient. In order to
measure the response in terms of change in resistance two silver electrode contacts,
1 cm apart from each other weremade on flexible film.Keithley electrometer (Model:
6514) was used to gauge the change in resistance. All the gas sensing study was
carried out at room temperature in a home-built airtight stainless steel chamber
(Volume: 250 cc) containing sample holder geometry. Different test gases such as
NH3, H2S, CH3OH, NO2 and C2H5OH were procured from Space Cryo Gases Pvt.
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Ltd., India in the form of gas-filled canisters (Volume: 0.5 L) with 1000 ppm concen-
tration. A known concentration of gas in chamber was injected by using the syringe.
Recovery of the sensors was achieved by opening the lid of stainless still chamber.
The changes in the resistance of flexible films were recorded as function of time
via computer interfaced 6514 Keithley electrometer. The response of flexible PAni
sensor was calculated using as follows:

Response (%) = Ra − Rg

Ra
× 100

where Ra is the resistance of sensor in presence of air and Rg is the resistance of
sensor in presence of target gas.

2.1.6 Selectivity of PAni Flexible Sensor

Selectivity is the ability of a sensor that can distinguish one kind of gas among the
different kinds of gases. Figure 5 shows the histogram of selectivity study of prepared
flexible PAni sensor film against different toxic gases including NH3, C2H5OH,
H2S, CH3OH and NO2 with each having 100 ppm concentration operating at room
temperature. As seen in Fig. 3, flexible PAni film found to be highly selective and
sensitive to NH3 gas compared to other test gases. This confirmed the selectivity of
flexible PAni sensor film for NH3 gas. The porous structure provides higher surface
area to volume ratio, which leads to increase in the surface area for the adsorption
of gas molecules as well as offers more chemical reactions to arise at the interface
and eventually results in increase in gas response [12].

Fig. 5 Selectivity study of
flexible PAni film towards
different gases
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Fig. 6 Gas response study
of PAni Sensor

2.1.7 Gas Response of PAni Flexible Sensor

Figure 6 shows the plot of response as a function of time for PAni flexible sensor
towards 100 ppm of NH3 gas. It should be noted that the flexible sensor film is
capable to sense NH3 gas at room temperature. Sudden increase in resistance value
was observed upon interaction of NH3 gas with very fast response (20 s) and recovery
time (220 s).

2.1.8 Gas Sensing Mechanism

It is seen that resistance increases with respect to time when the PAni sensor is
exposed to NH3 gas. This increase in PAni sensor resistance after exposure to NH3

gas can be attributed to the interaction between the reactive sites of PAni sensitive
layer andNH3 gasmolecules.Herewehave usedPAni emeraldine basewhich is in the
state of half oxidized and half reduced. Therefore, PAni (EB) has neutral state, when
PAni (EB) sensor is exposed to NH3 gas, due to reducing nature of NH3 (electron-
donating property) it can accept H+ ions from PAni (EB) and forms ammonium
ion, this again decreases the doping level of PAni [13] and PAni is converted into
pernigraniline base (fully oxidized) form [14]. Due to the loss of H+ ions, density
of electrons gets increased and PAni becomes more negative, due to this resistance
of PAni sensor increases and the conductivity decreases [15, 16]. The pernigraniline
base is unstable state of PAni, because when PAni sensor is exposed to air, it can
capture hydrogen from ammonium ion and restore its initial doping level of PAni
(EB) [17, 18]. This added H+ ion forms N–H bond due to this resistance of sensor
decreases [19, 20] and attains initial baseline resistance value. The possible reaction
is schematically shown in Fig. 7.
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Fig. 7 Gas sensing mechanism of PAni flexible sensor to NH3 gas

As discussed above the interaction between PAni and NH3 was occurred at room
temperature and showed remarkable results. Therefore, it is concluded that PAni
operates better at room temperature and shows good NH3 sensitivity.

2.2 PAni/α-Fe2O3 Hybrid Nanocomposite Flexible Sensor

2.2.1 Deposition of PAni/α-Fe2O3 by in-Situ Polymerization

Flexible PAni/α-Fe2O3 hybrid nanocomposite flexible films were deposited on
polyethylene terephthalate (PET) substrate by in-situ polymerization process. In
order to achieve the better performance of PAni sensor films, polyaniline was chemi-
cally modified by adding α-Fe2O3 (50 wt%) filler particles in the PAni matrix during
de-doping of PAni. Schematic diagram in Fig. 8 demonstrates the detailed process
for the preparation of PAni/α-Fe2O3 hybrid nanocomposite flexible films.

2.2.2 X-Ray Diffraction (XRD)

Figure 9b shows the XRD patterns of as-synthesized PAni/α-Fe2O3 nanocomposite
flexible films. From the XRD pattern of pure PAni, single broad diffraction peak
(Fig. 2) with a small shoulder peak in the range of 2θ = 20−30° was evidenced.
Which is higher in enclosed area and intensity, but in the case of composite, i.e.
PAni/α-Fe2O3 (Fig. 9a) several new planes were evidenced. The broad nature of
XRD pattern clearly indicated amorphous behaviour of prepared PAni. XRD pattern
of α-Fe2O3 is in Fig. 9b was crystallized in hexagonal phase [21]. All the peaks
well matched with the JCPDs data card no. 85-0985. In the present case, the change
in peak position of PAni may be due to a change of its structure when composite
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Fig. 8 Schematic diagram for preparation of PAni/α-Fe2O3 flexible sensor film

Fig. 9 XRD pattern of a α-Fe2O3 and b PAni/α-Fe2O3 hybrid nanocomposite flexible film

is formed. The other peaks of PAni/α-Fe2O3 hybrid nanocomposite were similar to
the peaks observed in XRD pattern of α-Fe2O3 [21], confirming the type of α-Fe2O3

crystal structurewhichwaswell-maintained after preparing composite in basemedia.
The XRD result showed the presence of two different phases, i.e. PAni and α-Fe2O3,
supporting for the formation of PAni/α-Fe2O3 nanocomposite.
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Fig. 10 FTIR spectra of
PAni/α-Fe2O3 hybrid
nanocomposite flexible film

2.2.3 Fourier Transform Infrared Spectroscopy (FTIR)

To identify the presence of α-Fe2O3 in the composite and to observe the association
between the PAni and the α-Fe2O3, FTIR spectra of flexible PAni/α-Fe2O3 hybrid
nanocomposite flexible filmwas recorded. The FTIR spectra of PAni/α-Fe2O3 hybrid
nanocomposite flexible film is as shown in Fig. 10. The peak at 569 cm−1 is the
characteristic of the Fe-O stretching vibration, clearly supported for the presence of
α-Fe2O3 in PAni matrix and shift of peak suggested the interaction of α-Fe2O3 with
polyaniline [22–24]

2.2.4 Field Emission Scanning Electron Microscopy (FESEM)

Figure 11 shows the FESEMmicrographs of α-Fe2O3, and PAni/α-Fe2O3 nanocom-
posite flexible films prepared by in-situ polymerization process. Figure 11a shows
the FESEMmicrograph of α-Fe2O3 film prepared from a powder annealed at 700 °C.
The particles are elongated-type with few reminiscences of the hexagonal corundum
structure of α-Fe2O3. From Fig. 11b it is seen that α-Fe2O3 nanoparticles are
embedded within the net-like structure consisting of PAni fibres. The FESEMmicro-
graph of PAni/α-Fe2O3 hybrid nanocomposite suggesting a significant change in the
original individualmorphologies.As a consequence, PAni/α-Fe2O3 hybrid nanocom-
posite film (Fig. 11b) possessed both well-defined forms, i.e. PAni and α-Fe2O3,
implying a highly micro-porous structure. Such a porous structure can provide a
path for insertion and extraction of gas molecules and ensure high rate of reaction.
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Fig. 11 FESEM images of a α-Fe2O3 and b PAni/α-Fe2O3 (50%) hybrid nanocomposite flexible
film

2.2.5 Gas Sensing Study of PAni/α-Fe2O3 Hybrid Nanocomposite
Flexible Sensor

Gas sensing test of prepared PAni/α-Fe2O3 hybrid nanocomposite film was carried
out in terms of selectivity, sensitivity and response/recovery times at room temper-
ature. The sensing performance was measured under different concentrations of
analyte species.

2.2.6 Selectivity of PAni/α-Fe2O3 Hybrid Nanocomposite Flexible
Sensor

High selectivity is an important parameter for excellent working of sensor. To
confirm the selectivity of the sensor to a particular gas, chemo-resistive properties
were studied for PAni and PAni/α-Fe2O3 hybrid nanocomposite flexible sensors by
exposing sequentially for different gases. Selectivity study of PAni/α-Fe2O3 hybrid
nanocomposite flexible sensor was performed for NH3, H2S, C2H5OH, CH3OH and
NO2 at 100 ppm concentration of each gas and given in Fig. 12. Resistance of PAni
flexible sensor was not changed to C2H5OH and CH3OH gases, hence, the response
was considered to be zero, confirming that these gases are not interacting with the
PAni flexible sensor. But when PAni flexible sensor was exposed to NO2 and H2S
gases, it showed responses of 3% and 0.5%, respectively, considerably lower as
compared to NH3 (39%) gas.

Selectivity study clearly supported that PAni/α-Fe2O3 hybrid nanocomposite flex-
ible sensor is more selective to NH3 than other test gases and exhibited higher selec-
tivity to NH3 when compared to pure PAni. After addition of α-Fe2O3 nanoparticles
in PAni matrix, quinoid structure (higher conjugation) of PAni is transformed into
benzenoid structure (lower conjugation) and made it more selective to target NH3

gas [25].
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Fig. 12 Selectivity of
PAni/α-Fe2O3 flexible
sensor to 100 ppm of
oxidizing and reducing gases

2.2.7 NH3 Gas Response Study of PAni/α-Fe2O3 Hybrid
Nanocomposite Flexible Sensor

The performance of PAni/α-Fe2O3 hybrid nanocomposite flexible sensor is deter-
mined by measuring the sensor response for different ammonia gas concentrations
at room temperature (35 °C). Figure 13 reveals that PAni/α-Fe2O3 hybrid nanocom-
posite flexible sensor is sensitive to very low concentration (10 ppm) of NH3. From
Fig. 13 it is exposed that the response of PAni/α-Fe2O3 hybrid nanocomposite flex-
ible sensor is increased with rising NH3 gas concentration. At higher concentration
of ammonia (100 ppm), it showed not only the maximum response (39%) but also

Fig. 13 Plot of response
versus NH3 concentration
(10–100 ppm) PAni/α-Fe2O3
hybrid nanocomposite
flexible sensor
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very short response time (27 s), with increase in concentration the number of gas
molecules interacting with sensor surface increases as well.

2.3 PAni-WO3 Flexible Sensor

2.3.1 Fabrication of Flexible PAni-WO3 Sensor Films

PAni–WO3 nanocomposite sensors were prepared on flexible PET substrate by in-
situ chemical oxidative polymerization route using aniline (C6H7N) as monomer
and ammonium persulfate [(NH4)2S2O8] as an oxidant in hydrochloric acid (HCl)
solution, resulting procedure is as follows: 0.1 M APS was added into an aqueous
mixture containing 0.2 M C6H7N and 1 M HCl and then kept at room temperature
for 7 h followed by continuous stirring. After polymerization, a green precipitate
of the emeraldine salt form of PAni was formed. Subsequently, de-doping of the
emeraldine salt was done through 0.1 M ammonia solution and at the same instant
flexible PET substrates were immersed in the solution.

Tungsten oxide (WO3) nanoparticles (NPs) were synthesized by sol-gel method
from tungsten hexachloride (WCl6) and methanol (CH3OH). The reaction mixture
ofWCl6 and CH3OHwas stirred vigorously at 60 °C for 2 h, leading to the formation
of a gel. This gel was further heated for 15 min to obtain powder and then dried in air
under an IR lamp for 1 h. The resulting powder was annealed at 700 °C for 1 h in air
to obtain nanocrystalline WO3 powder. As-synthesized WO3 nanoparticles (10–50
wt%) are incorporated into the PAni matrix at the time of de-doping of PAni and
stirred for 3 h for the formation of resulting nanocomposite on PET substrate.

2.3.2 X-Ray Diffraction (XRD)

Figure 14 shows the XRD pattern of pure PAni, WO3 and flexible PAni–WO3 hybrid
nanocomposite films. Figure 14a represents the XRD pattern of WO3. Observed

Fig. 14 XRD pattern of
a WO3 and b PAni–WO3
hybrid nanocomposite
flexible film
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diffraction peaks indicate the formation of pure orthorhombic WO3 with lattice
constants a= 7.301 Å, b= 7.521Å and c= 7.687Å. All diffraction peaks alongwith
lattice constants are indexed well with the JCPDS file number 71-0131. The XRD
pattern of PAni–WO3 hybrid nanocomposite (Fig. 14b) suggests that the prominent
diffraction peaks of WO3 are also present in PAni–WO3 nanocomposites, indicating
that the crystallization performance of WO3 was not influenced because of PAni. It
confirms that no chemical transformation in the WO3 occurs upon mixing them with
PAni. The broad peak of PAni was found to overlap with the large diffraction inten-
sities of (002), (020) and (200) crystal faces of WO3. The increase in intensities of
PAni–WO3 hybrid nanocomposite suggests that the WO3 NPs are highly dispersed
in the PAni matrix.

2.3.3 Field Emission Scanning Electron Microscopy (FESEM)

The field emission scanning electron microscopy (FESEM) was carried out to study
the surface morphology of WO3 and PAni-WO3 (50 wt%) flexible films. Figure 15
shows the FESEM images of WO3 and in-situ chemical oxidative mediated flex-
ible PAni–WO3 (50%) hybrid nanocomposite films. Figure 15a shows the FESEM
micrograph ofWO3 prepared by sol-gelmethod, demonstrating approximately spher-
ical shaped WO3 nanoparticles of the size of 50–100 nm diameters are uniformly
distributed with porous morphology. FESEM micrograph of PAni–WO3 (50%)
hybrid nanocomposite flexible film (Fig. 15b) shows that the WO3 nanoparticles are
well embedded within the mesh-like nanofiber structure of PAni matrix, signifying
a considerable variation of the individual morphologies of PAni and WO3. FESEM
micrographs undoubtedly show that the morphology of hybrid nanocomposites is
considerably affected due to the different loadings concentration of WO3 nanoparti-
cles in PAni template. Incorporation ofWO3 nanoparticles in the PAnimatrix leads to
a highlymicro-porousmorphology, which is advantageous for enhancing gas sensing
properties by appropriating insertion and extraction of gas molecules.

Fig. 15 FESEM images of aWO3 and b PAni–WO3 (50 wt%) hybrid nanocomposite flexible films
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2.3.4 Gas Sensing Properties

The gas sensing activities of hybrid PAni-WO3 flexible sensors were precisely inves-
tigated using custom-developed room temperature gas sensing set up coupled with
programmable electrometer. (KEITHLEY 6514). The gas sensing parameters in
terms of selectivity, reproducibility, response, response/recovery times, stability for
different concentrations of selective gas for PAni–WO3 hybrid nanocomposites flex-
ible are tested for oxidizing and reducing gases. The known concentration of gas was
taken from gas canister containing 1000 ppm as total concentration of gas and it was
injected into the gas chamber with the help syringe. On exposure to gas the sensor
resistance increased, attained stable state value and started to decrease on exposure
to air.

2.3.5 Response to Various NH3 Concentrations of PAni–WO3 (50%)
Hybrid Nanocomposite Flexible Sensor

The dynamic (time-dependent) gas response profile of PAni–WO3 (50%) hybrid
nanocomposite flexible sensor towards 1–100ppmconcentration ofNH3 gas is shown
in Fig. 16. The dynamic response plot shows that the increase in concentration of
NH3 gas leads to increase in the response of hybrid sensor. Moreover, PAni-WO3

(50%) hybrid flexible sensor is sensitive to very low 1 ppm concentration of NH3 gas
with reasonable response of 9%. At higher concentration of NH3 (100 ppm), sensor
showed a maximum response of 121% along with a short response time of 32 s. At
higher concentration, NH3 gas molecules cover a maximum surface area of sensor
and consequently more and more NH3 molecules participated in surface reactions.
Thus, increasing surface reactions leads to higher response. On the other hand, NH3

gas molecules cover minimum surface area at lower concentration and therefore less
surface reactions occur at the sensor surface, resulting in low response.

Fig. 16 Response study of
flexible PAni–WO3 (50%)
hybrid nanocomposites to
5–100 ppm of NH3 gas
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Fig. 17 Schematic sensing model of flexible PAni–WO3 hybrid nanocomposite sensor when
exposed to air and NH3 gas at room temperature

2.3.6 Gas Sensing Mechanism

In case of pure PAni sensor, the response is mainly attributed to the protonation
and deprotonation resulting from adsorption and desorption of NH3 gas molecules,
respectively. Herein, emeraldine salt form of PAni is converted to emeraldine base
form on exposure to NH3 gas on sensor surface. Consequently, increase in resistance
occurred because of decrease in hole density in PAni [26, 27]. For hybrid films apart
from the above-mentioned mechanism, the gas sensing is predominantly based on
the trapping of NH3 gas molecules in nanocomposite and the change in the surface
resistance of the nanocomposites when the gas adsorb and react with it. Figure 17
represents the schematic sensing model of PAni-WO3 hybrid flexible sensor when
exposed to air, and NH3 gas at room temperature. The PAni–WO3 hybrid nanocom-
posite is more porous due to insertion of WO3 nanoparticles in the PAni matrix,
as observed from FESEM, producing oxygen chemisorptions centres with local-
ized donor and acceptor states on the surface of the film. These centres are filled
by adsorbing oxygen from atmospheric air. During polymerization of polyaniline,
the p-n heterojunction has formed between p-type PAni and n-type WO3. When the
nanocompositewas exposed to air, the surface of PAniwas coveredwith chemisorbed
oxygen at room temperature. Due to electron and hole transfer between PAni and
WO3, a depletion layer is formed at the interface of PAni and WO3, resulting into
formation of heterojunction barrier (shown in Fig. 17). PAni is a p-type material,
since majority charge carriers are holes. PAni is a host material in PAni–WO3 hybrid
nanocomposite sensor; therefore, it contributes to a major part in gas sensing mech-
anism. As NH3 is a reducing gas hence it has electron-donating property. When the
PAni-WO3 hybrid flexible sensor is exposed to NH3 gas at room temperature, the
free electrons, released due to interaction between NH3 molecules and chemisorbed
oxygen, neutralize the holes due to electron-hole combination resulting in decrease in
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the hole concentration in PAni. This reduces the carrier concentration of the hetero-
junction, and potential barrier height increases followed by increase in the resistance
of hybrid nanocomposite sensor [28].

3 Conclusion

PAni, PAni/α-Fe2O3 and PAni–WO3 hybrid nanocomposite flexible sensor films
were synthesized successfully by in-situ chemical oxidative polymerization method
and characterized by various techniques for structural, chemical and morpholog-
ical properties. XRD pattern revealed the presence of both the phases of amor-
phous PAni and crystalline α-Fe2O3. Structural analysis confirmed the presence of
both the amorphous (PAni) and crystalline phases (WO3) and in the PAni–WO3

hybrid nanocomposite. FTIR spectra showed characteristic peak of C–N stretching
of primary aromatic amine ring at 1283 cm−1. Peak of C=N stretching of aromatic
ring is aroused at 1490 cm−1. FESEM micrograph showed that α-Fe2O3 nanoparti-
cles are embeddedwithin the net-like structure consisting of PAni fibres in the case of
PAni/α-Fe2O3 hybrid nanocomposite, suggesting a significant change in the original
individual morphologies. Morphological investigation showed that the PAni-WO3

hybrid flexible film exhibits porous and fibrous structure which is more favourable
for enhancing gas sensing properties of hybrid nanocomposite. The sensing param-
eters like response, response/recovery times, dynamic response were determined
for the NH3 concentrations from 5 ppm to 100 ppm range. The PAni-WO3 hybrid
flexible sensor showed a maximum response of 121% with short response time of
32 s. The used synthesis strategy is scalable and commercial approach to fabricate
flexible PAni–Fe2O3 and PAni–WO3 hybrid nanocomposite sensors, which can open
inventive pathways for the development of other PAni-based hybrid nanocomposite
materials appropriate for toxic NH3 detection, which is a subject of ongoing research
study.
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Vanadium Oxide Thin Films for Optical
and Gas Sensing Applications

Ravish Kumar Jain and Atul Khanna

Abstract The transition metal-oxides are a versatile class of materials with
numerous applications. In this chapter, the optical and gas sensing properties of
the vanadium oxide thin films have been reviewed keeping in view their applications
in energy efficient optical windows and solid state gas sensors. Vanadium exists in
variable valence states and exhibit Magneli pahses such as VO2, V2O3, V6O13, V2O5

etc. VO2 and V2O5 are the two most widely studied oxides of vanadium among all of
its Magneli phases. VO2 thin films exhibit metal–insulator transition close to room
temperature (68 °C) and find application as thermo-chromic coatings. The changes in
the electrical conductivity of V2O5 are reported to take place at higher temperatures
and are attributed to the creation of oxygen defects and temporary distortion in the
structurewithout any structural phase transition. The changes in optical transmittance
of V2O5 with temperature are very small as compared to VO2. However, better ther-
modynamic stability of V2O5 over VO2 has inspired the research on enhancing the
temperature dependent optical properties of theV2O5 films, and a correlation between
their short-range structural properties and the temperature dependent optical trans-
mission has been found. The results of the previous research carried out on vanadium
oxide thin films are discussed in this chapter. V2O5 is a good gas sensing material
since it shows large changes in the electrical resistance in the presence of some
gases. The gas sensing mechanisms and various methods and parameters that have
been used to tailor the sensor signal and response time towards different gases are
discussed. The atomic structure, surface morphology and composition of the films
play important role in determining the gas sensing characteristics. The information
provided in this article shows that the physical properties of the V2O5 thin films can
be modified significantly for their applications as thermo-chromic coatings and gas
sensors.

R. K. Jain · A. Khanna (B)
Sensors and Glass Physics Laboratory, Department of Physics, Guru Nanak Dev University,
Amritsar 143005, Punjab, India
e-mail: atul.phy@gndu.ac.in

© Springer Nature Singapore Pte Ltd. 2020
S. Kumar and D. K. Aswal (eds.), Recent Advances in Thin Films, Materials Horizons:
From Nature to Nanomaterials, https://doi.org/10.1007/978-981-15-6116-0_22

703

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6116-0_22&domain=pdf
mailto:atul.phy@gndu.ac.in
https://doi.org/10.1007/978-981-15-6116-0_22


704 R. K. Jain and A. Khanna

1 Introduction

Transition metal-oxide thin films are one of the most interesting class of materials
with important physical properties such as optical transparency, wide band gap,
thermo-chromism, electro-chromism, photo-chromism, gaso-chromism,magnetism,
magnetoresistance, multiferroicity and optoelectronic properties that lead to a variety
of potential applications of these materials [1–21]. The scientifically and techno-
logically important materials from transition metal-oxide family are: TiO2, WO3,
MoO3, VO2, V2O5, ZnO, HfO2, ZrO2, Nb2O5, Cr2O3, MnO2,FeO, Fe2O3, CoO,
etc. The transition metal-oxide films find applications in thin-film solar cells, elec-
tronic and optoelectronic devices, infra-red detectors, night vision cameras, memory
devices, gas sensors, smart and self-cleaning windows, chromogenic window coat-
ings, hydrophobic protective coatings, high-k dielectrics, wear resistant coatings,
luminescent devices, magnetic field sensors, etc. [1–5, 7, 8, 18, 19, 21–37]. TiO2 is
widely investigated for its applications in thin-film solar cells as an electron transport
layer [22]. MoO3, WO3 and V2O5 films have been used as electro-chromic coatings
formaking energy efficientwindows [1, 5]. Transitionmetal-oxide films are excellent
materials for gas sensing application. A variety of gases such as carbon monoxide
(CO), carbon dioxide (CO2), nitrogen dioxide (NO2), hydrogen sulphide (H2S),
hydrogen (H2), ethanol (C2H5OH), acetone (C3H6O), ammonia (NH3), methane
(CH4), propane (C3H8), etc. can be sensed by these films [31–33]. Hafnia (HfO2)
films have been studied for their potential to act as hydrophobic, anti-reflective and
protective top coatings [26]. HfO2 and zirconia (ZrO2) coatings have also been
explored as highly insulating layers for gate-dielectrics [34, 35]. The transition
metal-oxides are bestowed with a variety of properties owing to their electronic
configuration with partially filled d-orbitals and highly correlated electron system.
In addition, the hybridization of p-energy states of oxygen with d-orbitals of metal
strongly influences the electronic structure [38–40]. The sub-oxides of the transition
metals are known, to possess metallic character which is supposed to be due to the
extension of non-bonding t2g to overlap and form a narrow-conduction band [41].
The transport properties of the transition metal-oxides are governed mainly by two
types of energy gaps: Mott-Hubbard gap that is related to the correlated electrons
of d-orbital (d-d gap) and charge transfer gap that arises due to the hybridization of
d-and p-energy states of transition metal and oxygen ions, respectively (d-p gap).

In general, the transition metals with less than half-filled d-orbital configura-
tion form Mott-insulator type of materials and transition metals with more than
half-filled d-orbital configurations form charge transfer type of materials [42]. The
detailed description of theoreticalmodels used to explain the peculiar electrical trans-
port properties and metal–insulator transformation in the transition metal-oxides is
given by Imada et al. in their comprehensive review article [42]. The d-d gap Mott-
insulator materials can be made to transform into d-p gap charge transfer mate-
rials by a change of chemical composition (doped/composite materials) according to
the desired application requirements [42]. The electrical properties of the materials
change abruptly when energy equivalent to any of these gaps is available to the mate-
rial in the form of heat, light or electrical potential and therefore such materials are
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thermo-chromic, photo-chromic and electro-chromic, respectively. Various methods
are being explored to tailor these energy states for the desired applications [43–46].

There are several methods available for the synthesis of transition metal-oxide
thin films which can be broadly classified into two categories: chemical and phys-
ical routes. The chemical methods include chemical vapour deposition, spin-coating,
dip-coating, spray pyrolysis, etc. whereas, the physical deposition methods include
thermal evaporation, electron beam evaporation, magnetron-sputtering, pulsed laser
deposition and molecular beam epitaxy, etc. [3–8, 11, 27–29, 31, 32]. The physical
deposition methods are preferred because these are cleaner and more compatible for
large scale production as well as for integrated device fabrication, as compared to
chemical methods. In the last few decades, the effects of various deposition parame-
ters such as base and working pressure, substrates, substrate-temperature, deposition
rate, film thickness, partial pressure of suitable gases, etc. have been studied by a large
number of researchers and the results of their studies have lead to the fine control
over various physical properties of the transition metal-oxide thin films. Nowadays,
to further extend the limits of physical properties of various thin films and discover
newer properties and phenomena, the combination of materials, multilayer stacking,
patterning by lithography and etching techniques, etc. are being explored. Doping of
different materials into the host matrix films and nano-structuring of the surface are
the two leading methods to tailor the chromogenic properties of the materials.

2 Physical Properties and Applications of Vanadium Oxide
Thin Films

This chapter focuses on the versatile vanadiumoxide thin films, their crystal structure,
optical and electrical properties along with their potential applications.

2.1 Chromogenic Properties of Vanadium Oxide Films

An interesting property of the transition metal-oxides such as vanadium oxide,
molybdenum oxide, titanium oxide is the existence of their sub-stochiometric oxides,
also known asMagneli phases. Vanadium exhibits highest number ofMagneli phases
that include VO2, V2O3, V5O9, V6O13, V2O5, etc. [33]. This interesting property
to exist in multiple valence states has always attracted the attention of materials
scientists towards vanadium oxide and other such transition metal-oxides. Out of
the various oxides of vanadium, VO2 and V2O5 possess very interesting and useful
chromogenic properties. VO2 films show large thermo-chromic behaviour and V2O5

films possess electro-chromic properties [1, 2]. Granqvist presented an overview of
the potential materials that can be used as energy efficient window coatings [1, 2].
The materials that exhibit abrupt changes in the electrical conductivity with some
stimulus can be used for various applications such as thermal and optical switching.
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VO2 is a very good example of materials which shows thermo-chromic effect
at 68 °C in bulk samples [1, 2]. VO2 changes from low-temperature monoclinic
structure which is semi-conducting or low conductivity phase to high-temperature
rutile structure which is metallic or high conductivity phase at 68 °C, and this process
is reversible [1, 2, 43]. The change in the electrical properties is accompanied by large
change in optical properties such that the films have high transmittance in the infra-
red range for the low-temperature monoclinic phase and high reflectance (i.e. low
transmittance) for infra-red rays in the high-temperature rutile phase. VO2 exhibits
the highest change in optical transmittance with temperature and it has transition
temperature near to room temperature (~68 °C). Although, VO2 has a good potential
to be used as thermo-chromic coating, there are some difficulties that need to be
resolved to make it suitable for applications. The basic requirements of a film to
be used as energy efficient thermo-chromic coating are high luminous transmittance
(Tlum), high solarmodulating ability (�Tsol) and low transition temperature (Tc) [43].
Qian et al. have fabricated the films with periodicity of 210 nm, 440 nm, 580 nm
and 1000 nm by dip-coating method on silica substrates patterned by reactive ion
etching for which 2D polystyrene colloidal crystals were used as mask (Fig. 1) [43].
A significant difference in optical transmittance of patterned and planer VO2 films
at 25 and 90 °C (indicative of metal–insulator transition) and enhancement in the
luminous and the infra-red transmission for VO2 filmwith a periodic structure (moth-
eye nanostructure) at both high and low temperatures has been reported (Fig. 2b) [43].
With a periodicity smaller than the wavelength of the light, anti-reflection action is
produced and the transmittance is enhanced by about 10%alongwith increase in solar
modulation of about 24.5% [43]. 3D AFM images and AFM cross-section profiles
of VO2 films with different periodicities and scanning electron microscopic cross-
section image of film with periodicity 210 nm (Fig. 3) show uniform array of the
tapered nanostructures grown perpendicular to the substrate without any fragments
or clusters between the arrays [43].

Thin-film thickness and substrate temperature during deposition are two very
important growth parameters that control the structural, optical, electrical and phase-
transition properties of the films. Yang et al. have systematically studied the effect of
thickness on the optical parameters of phase transition [47]. VO2 films were prepared
without substrate heating byDCmagnetron-sputtering using V2O3 target, 200WDC
power, Ar and oxygen flow rates of 35 sccm and 15 sccm, respectively and then heat
treated in vacuum at 450 °C for 5 min to obtain crystalline VO2 films. Deposition
time was changed to vary the thickness keeping all other parameters same. Large
increase in solarmodulation propertywas observedwith an increase in thickness up to
90 nm and it decreased with further increase in the film thickness. Also the luminous
transmittance value was 36.4% for 90 nm film (wavelength range: 380–780 nm)
which is highest among all samples. It was reported that the value of transition
temperature varied with thickness and it was different in the cooling and heating
cycles. The heating rate was regulated by the temperature controller, but the cooling
was natural and the rate of heat dissipation was different for different thicknesses and
the variations in transition temperature values was more during cooling cycle [47].
The variation in Tc values indicates that the transition is not sharp which may be due
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Fig. 1 Energy levels depicted schematically for a Mott-Hubbard insulator b Charge transfer insu-
lator [42]. Reprinted figure with permission from: [42]. Copyright (1998) by American Physical
Society

to the polycrystalline nature or phase impurity or stoichiometry variation, study of
which was lacking [47].

The substrate temperature is another important synthesis parameter that plays a
crucial role in determining the cost effectiveness and the compatibility of the process
for large scale production. The use of lower substrate temperatures, during deposition
decreases the cost of synthesis andprovides higher compatibility formass production.
Gu et al. have shown that addition of Gd in VO2 in certain limited amount reduces the
transition temperature andminimum value of Tc in their report was ~54 °C for Gd/(V
+ Gd) ratio of 0.03 [44]. With further increase in this ratio, i.e. Gd concentration,
the semiconductor to metal transition disappeared. They attributed this reduction
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Fig. 2 a Top view (scanning electron microscopic image) of the moth-eye structured VO2 film
surface with 440 nm period. b Transmission spectra of samples showing two difference transmit-
tance states at 25 and 90 °C. Reprinted (adapted) with permission from Ref. [43]. Copyright 2014
American Chemical Society

in transition temperature to the decrease in grain size of the film with addition of
Gd, suggesting that the grain size has strong influence on the transition temperature
[44]. The disappearance of the transition is ascribed to the fact that addition of Gd
weakens the dimerization, i.e.V-V bond formation and hinders the d-d band splitting
in vanadium, narrowing the band gap, which is the cause of transition. Also 4f energy
states of Gd appear above the vanadium d bands, so increasing the amount of Gd
will increase these states and eventually the band gap will vanish [44]. Hu et al. have
reported the fabrication of porous VO2 films by sol-gel spin-coating method with
metal–insulator transition temperature (Tc) of 55 °C. The value of Tc is significantly
lower than that of the bulk VO2 (68 °C) and is attributed to the inhomogeneous
strain in the film caused by the porous structure [45]. The transition temperature was
further reduced with the addition of W as a dopant and Tc value as low as 28 °C
for 2 at.% W-dopant have been reported. But along with Tc, the solar modulating
ability (�Tsol) also decreased with W-doping. The pure film had a solar modulating
ability value of 9.4% whereas for 2 at.% W-doped sample, the value was 6.9%. The
Tc was calculated using d(Tr)/dT versus T plots, where T is temperature and Tr is
transmittance at a fixed wavelength of 2000 nm [45].

The stoichiometry and presence of other oxide phases of vanadium in small quan-
tities influences the transition temperature, sharpness and extent of metal–insulator
transition significantly. Ruzmetov et al. fabricated vanadium oxide thin films of
100 nm thickness by reactive sputtering of vanadium target in the presence of Ar and
O2 gases at a working pressure of 10mTorr and substrate temperature of 550 °C [46].
They varied the oxygen concentration during deposition for different samples that
lead to the variation in film stoichiometry and found the formation of small amounts
of V2O3 and V2O5 phases along with the dominant VO2 phase. Temperature depen-
dent resistance measurements by two-probe method have revealed that both high
and low concentrations of oxygen during deposition lead to the disappearance of the
phase transition. Only under optimum oxygen content (8.8% of oxygen) the sharp
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Fig. 3 3D AFM images of patterned VO2 films with a period of a 210 nm, b 440 nm, c 580 nm and
d 1000 nm. e AFM cross-section profiles of the samples. f SEM cross-sectional image of film with
a period of 210 nm. Reprinted (adapted) with permission from Ref. [43]. Copyright 2014 American
Chemical Society

transition occurred at 75 °C [46]. The presences of other phases of vanadium oxide
do not contribute to the phase transition and hence the sharpness of the transition
decreased and eventually it vanished [46]. It can be concluded from this study that
the presence of VO2 phase is essential for the proper functioning of the film as a
thermo-chromic coating. VO2 phase is unstable and starts forming higher oxides
when it comes in contact with oxygen in the air due to which practical application
of such coatings is very difficult as the performance of the coating degrades rapidly.
Therefore, it is important to explore V2O5 films for thermo-chromism because it
possesses the highest thermodynamic stability among all the oxides of vanadium.
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2.2 Study of Effects of Temperature on Raman and UV-Vis
Spectra of V2O5 Film

VO2 is thermodynamically unstable and changes to higher and more stable oxides
of vanadium upon exposure to the air or oxygen, thus making it difficult to use for
practical applications. This factor has motivated the search of reversible change in
transmittance in most stable oxide of vanadium, i.e. vanadium pentoxide (V2O5).
Kang et al. have reported a large change in the electrical properties of V2O5 films
with temperature in the range 250–280 °C [48]. This metal–insulator transition is
not accompanied by any complete structural phase transition, hence, it is not a Mott
transition [49]. Some reversible change in short-range structure of the films may be
responsible for such a behaviour.

A study on the structural, optical and electrical properties of orthorhombic V2O5

films was conducted by Jain and Khanna to explore the presence of temperature
dependent changes in optical transmittance and its probable cause [50]. V2O5 films
of different thicknesses were prepared by thermal evaporation method with in situ
substrate heating at 350 °C. The films were characterized by in situ temperature
dependent UV-vis spectroscopy and in situ temperature dependent Raman spec-
troscopy at ambient pressure. It was found that on heating in air, the transmittance of
the film decreased with a time lag of ~10 min and on cooling, the film tends to attain
its original optical transmittance back again with a time lag of ~20 min (Fig. 4) [50].
The average transmittance was calculated by using Eq. 1 [50] and it was found that
the change in the mean transmittance in the wavelength range: 200–1100 nm was
1.1%, 0.7% and 0.4% for films of thicknesses 78 nm, 88 nm and 119 nm, respectively.
This change was 2–3% in the near IR region, i.e. for wavelength range: 700–1100 nm
[50].

< T >= ∫ T (λ)dλ

∫ dλ
(1)

The Raman spectra of the films show that the broadening of two peaks at 283 and
305 cm−1 corresponding to bending vibrations ofV=Obonds and triply coordinated
oxygen bonds occurs with increase in temperature and the peaks regain their shape
on cooling (Fig. 5) [50]. This Raman peak broadening effect can be attributed to the
formation of multiple phonons of equivalent total energy from single phonon. The
time lag in regaining the original shapes of the above mentioned respective peaks
is approximately same as that in case of the optical transmittance. This observation
leads to the conclusion that there is correlation between the changes in optical and
short-range structural properties which determines the thermo-optic behaviour of the
films. Thin films of different thickness (78 nm, 88 nm and 119 nm) were studied for
this effect and the film with 78 nm thickness was found to show maximum change in
transmittance with temperature. These findings suggested that the effect is enhanced
for low thickness films [50].
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Fig. 4 Transmittance
spectra of the samples
recorded at 20 °C (black
line), after 10 min heating at
70 °C (red line) and after
20 min of cooling to 20 °C
(blueline): a 78 nm film,
b 88 nm film, c 119 nm film.
From Ref. [50] (reproduced
with permission from
Elsevier)



712 R. K. Jain and A. Khanna

Fig. 5 Raman spectra of films showing changes in the Raman peaks at 285 and 305 cm−1 during
heating cycle: a 78 nm film, b 88 nm film, c 119 nm film, and during cooling cycle, d 78 nm film,
e 88 nm film, f 119 nm film. From Ref. [50] (reproduced with permission from Elsevier)
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2.3 Gas Sensing Properties of Vanadium Oxides

V2O5 films are good materials for gas sensing applications with its n-type semi-
conducting nature and d0 configuration in V5+ state which results in active sites
available for adsorption of gas molecules. The conductivity of V2O5 films (being
n-type semiconductor material), increases when it comes in contact with reducing
gas that supplies electrons to convert V5+ to V4+ [33]. V2O5 exhibits a variety of
morphologies such as nano-fibre, nanorod, nano-tube, hollow-sphere, sheet/flake-
like and spindle-shaped structures depending upon synthesis technique and parame-
ters [32, 49, 52–57]. Such nanostructures possess large surface to volume ratio, i.e.
high surface area, which enhances the number of available gas adsorption sites. The
diversity in morphology of V2O5 nanostructures gives it extra advantage to tailor
and enhance the gas sensing properties, i.e. it increases the gas-response signal and
decreases the response and recovery times.

In this section, we have compiled the results of some of the reported studies
made on gas sensing properties of V2O5 nanostructures and thin films and also
the associated mechanisms given by different authors have been elaborated. V2O5

thin films and nanostructures are useful in the detection of NO2, NH3, hydrogen,
methane, propane, ethanol, 2-propanol, 1-butylamine, etc. [33, 51–55]. Schneider
et al. have studied hydrogen, methane and propane sensing with V2O5 films
of 200 to 600 nm thicknesses, fabricated by reactive RF sputtering of metallic
vanadium target [33]. These authors reported better response at a working temper-
ature of 175 °C or more and attributed this observation to the temperature induced
deviation from stoichiometry in V2O5 films due to creation of oxygen vacancies
at higher temperatures. Some of the V5+ reduces to V4+ to maintain the electrical
neutrality of the films and the charge carriers are depleted resulting in the high resis-
tance. On inserting any reducing gas, the adsorbed gas molecules donate electrons
into the conduction band that causes the reduction in resistance on gas adsorption, and
hence the response [33]. Further they have reported that the vanadium oxide films are
more sensitive towards hydrogen as compared tomethane or propane [33].Modafferi
et al. have fabricated electro-spun V2O5 fibers for the detection of ammonia [51] and
claimed the detection limit for ammonia as low as 100 ppb and optimum temperature
to be 200–250 °C with a response time of 50 s and recovery time of 350 s. The calci-
nation temperature of 400 °C was assumed to be best suited because calcination at
this temperature causes the evaporation of polyvinyl acetate resulting in the hollow
and rough morphology of pure phase V2O5 fibers thereby increasing the sensing
response [51]. The gas sensing mechanism used by them to support their observation
involves intermediate layer of adsorbed oxygen on the surface of V2O5 fiber layer.
Ammonia supplies electrons and reacts with the adsorbed oxygen to form N2 and
H2O and the electrons donated by ammonia are further transferred to V2O5 and the
resistance drops [51]. Raible et al. have shown in their study that theV2O5 nano-fibers
deposited by self-assembly in aqueous solution on Si-substrate are highly sensitive
towards organic compound 1-butylamine [52]. They used sophisticated photo- and
e-beam lithography for making gold contacts in two different configurations: top
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Fig. 6 The bar graphs of
responses of thin-film
sample sputtered for 60 min
towards various gases. From
Ref. [53] (reproduced with
permission from Elsevier)

electrode and bottom electrode and the latter was found to possess a high response.
All the gas sensing studies were performed at room temperature in this work and it
was found that the response increases with increase in humidity from 5 to 40% [52].
They speculated that the enhanced response in the presence of increased humidity
is due to the formation of thin water layer at the V2O5-fiber layer which dissolves
the organic amine and speed-up the reaction kinetics by acting as a catalyst. They
also tested their samples for the detection of ammonia, 1-propanol and toluene and
reasonably good response was observed for ammonia as well [52]. This observation
revealed that the sensor is highly selective for ammonia and organic amines. The
effect of humidity on responsewas similar to that for 1-butylamine but no changewith
humidity was observed in case of 1-propanol and toluene [52]. Yan et al. fabricated
the V2O5 nanorods on porous silicon (PS) substrates (prepared by etching of Si wafer
by HF) by heat treatment of metallic vanadium film deposited by DC magnetron-
sputtering and investigated the gas sensing properties of the nano-structured films
for NO2 and NH3, etc. [53]. The films are reported to be highly selective for NO2 as
shown in Fig. 6. They have performed the sensing measurements for an operating
temperature in the range: 25–250 °C and interestingly it was observed that the gas
response decreases with an increase in operating temperature which is opposite to the
conventional trend [53]. The highest response achieved at 25 °C was attributed to the
formation of anti-heterojunction between p-type porous silicon substrate and n-type
V2O5 nanorod film resulting in a depletion layer. The large surface area possessed
by porous silicon and V2O5 nanorods results in large number of surface defects
(active sites for oxygen adsorption) that facilitates the adsorption of large amount of
oxygen at low temperatures. This oxygen adsorption leads to the loss of electrons
from V2O5 nanorods, increases the band bending (Fig. 7) and results in an inversion
layer in which the holes become majority charge carriers converting V2O5 nanorod
film into p-type layer and hence the resistance decreases on adsorption of NO2 gas
by further withdrawing electrons and increasing hole concentration [53].
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Fig. 7 a Depiction of PS/V2O5 nanorod structure. Schematic energy-level diagram of PS/V2O5
nanorod structure, b before and c after strong surface adsorption of oxygen. From Ref. [53]
(reproduced with permission from Elsevier)

In another research, Mane et al. studied the effects of deposition temperature and
working temperature on gas sensing properties of V2O5 films prepared by chemical
spray deposition [54]. The V2O5 film prepared at a deposition temperature of 400
°C was reported to show the highest response (20.3%) for 100 ppm NO2 (Fig. 8)
because of maximum void formation at this temperature which facilitates the gas
adsorption [54]. In case of a deposition temperature of 350 °C the nanorod type
surfacemorphologywas compact and above 400 °C the formation ofmicro-sheet type
structures in between the nanorods reduces the surface area and gas adsorption [54].
Further they reported the optimum operating temperature for 100 ppm concentration
of NO2 gas is 200 °C (Fig. 9) with a response time of 17 s, recovery time of 185 s. The
lower detection limit claimed for NO2 sensing is 20 ppm [54]. The films deposited at
400 °C were tested towards SO2, CO2, H2S, CO and NH3 gases at various operating
temperatures and found that the response for NO2 and NH3 is more as compared
to that for other gases when operating temperature was kept at 150 °C or above
[54]. At low operating temperature (100 °C), the film deposited at 400 °C substrate
temperature was found to be highly selective for NO2, although the response was
lower than that at the operating temperature of 200 °C. In contrast to the results
reported by Yan et al., the resistance of the V2O5 film increases on exposure of NO2

gas indicating typical n-type behaviour to oxidising gases [55, 56].
Karthikeyan et al. reported a very fast response and recovery time of 3 s and 10 s,

respectively for 5 ppm concentration of 2-propanol by V2O5 films [55]. V2O5 films
were also tested for methanol and ethanol but the response was low. Hence the study
concluded that the V2O5 film was highly selective for 2-propanol [55].
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Fig. 8 Response curves of V2O5 thin films deposited at substrate temperature of a 350 °C, b 400
°C, c 450 °C and d 500 °C for 100 ppm NO2 gas at a working temperature of 200 °C. From Ref.
[54] (reproduced with permission from Elsevier)

Fig. 9 Response curves of V2O5 thin film deposited at a substrate temperature of 400 °C for
100 ppm of NO2 gas at a working temperature of a 100 °C, b 150 °C, c 200 °C and d 250 °C. From
Ref. [54] (reproduced with permission from Elsevier)
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There are many other reports on gas sensing properties of V2O5 films available
in literature and still research is continuing to enhance the response and decrease
the operating temperature, response time and recovery time. Some of the reports
discussed here have presented the comparison of their results obtained with those
available in literature. The results of the reports discussed here are summarized in
Table 1.

3 Conclusion

The transition metal-oxide films owe their importance in fundamental science and
technology to their unique electronic configurations having partially filled d-orbitals,
and hybridization of p-orbitals of oxygen with these partially filled d-orbitals. The
strongly correlated electrons, theCoulomb interactions of electrons andhybridization
with p-orbitals of oxygen result in the redistribution of energy levels that gives rise to
d-d type Mott-Hubbard band gap and d-p-type charge transfer band gap. The lower
oxides of transition metals show metal–insulator or semiconductor–insulator transi-
tion, the characteristic parameters of which can be tailored using different synthesis
techniques and parameters. The metal–insulator transition in VO2 films produces
changes in optical transmittance of the film with temperature making it useful
as thermo-chromic energy efficient window coatings. Various studies on methods
including thickness control, substrate temperature control, doping and porous struc-
ture formation to tailor the transmittance, transition temperature, solar modulation
ability, etc. have been employed by the scientists and their outcomes were discussed
in this chapter. Formation of other highermore stable oxides on exposure to air results
in the degradation of the thermo-chromic performance of VO2 film. Although V2O5

films do not show metal–insulator transition, these materials need to be explored
for thermo-chromism because they are thermodynamically more stable which is a
required property for the consistent performance of the window coatings. A few
reports are available in the literature showing that transmittance and electrical prop-
erties of V2O5 exhibit a temperature dependence without involving any structural
phase transitions. Reversible changes in short-range structure of V2O5 films are
responsible for such behaviour and if this effect can be enhanced by doping or by
controlling the surface morphology, it can be utilized for thermo-chromic window
coating applications. The correlation between the short-range structural properties of
V2O5 films and optical transmittance has been reported but the percentage change in
transmittance with temperature was too small for practical purposes. Further efforts
are required to make V2O5 useful as a thermo-chromic coating. Although V2O5 has
not yet proven to be good thermo-chromic coating but it has a great potential for gas
sensing applications. The reports from the literature discussed in this chapter have
shown that the V2O5 nanostructures have very good response towards NO2, NH3 2-
propanol and 1-butylamine, etc. and their sensor response, selectivity, response time
and recovery time can be easily tailored by modifying the deposition techniques and
parameters. This chapter provides the information about the less studied aspects of
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V2O5 films such as thermo-chromic effect and gas sensing properties. It is important
to multiply efforts in realizing thermo-chromic devices based on V2O5 as well as in
making highly selective, sensitive and low cost solid state gas sensors.

References

1. C.G. Granqvist, Recent progress in thermochromics and electrochromics: A brief survey. Thin
Solid Films 614, 90–96 (2016)

2. C.G. Granqvist, Electrochromics and thermochromics: Towards a new paradigm forenergy
efficient buildings. Mater. Today: Proc. 3S, S2–S11 (2016)

3. H. Ji, D. Liu, H. Cheng, Y. Tao, Large area infrared thermochromic VO2 nanoparticle films
prepared by inkjet printing technology. Sol. Energy Mater. Sol. Cells 194, 235–243 (2019)

4. C. Hua, G. Yuan, Z. Cheng, H. Jiang, G. Xu, Y. Liu, G. Han, Building architecture
of TiO2nanocrystals embedded in amorphousWO3 films with improved electrochromic
properties. Electrochim. Acta 309, 354–361 (2019)

5. C.T. Lee, S. Han, Y.X. Zhao, Y.C. Hung, T.H. Hsu, H.Y. Hsieh, K.W. Weng, Synthesis and
electrochromic properties of molybdenum oxide films. Surf. Coat. Technol. 363, 426–429
(2019)
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