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Abstract The discrimination for overcurrent relays has been considered as an
optimization problem with complex constraints. Various meta-heuristic algorithms
are presented to response with this drawback for over past few decades. This
paper presented a study which compare two different meta-heuristic optimization
approaches inspired by bio-nature. The approaches are tested to resolve the draw-
backs of the overcurrent relays discrimination problem.With regards to this goal, two
new optimization approaches called Ant Lion Optimizer and Grey Wolf Optimizer
have been considered. The performances of these algorithms have been implemented
on two different sizes of IEEE networks. The same initial condition and constraints’
boundaries have been executing for each algorithm for fair comparison purposes.
The generated results with optimal value is then identified as the best method to
resolve the coordination of the overcurrent relays problem.

Keywords Pick-up current · Ant lion optimizer · Grey wolf optimizer ·
Overcurrent relays coordination · Time dial setting

1 Introduction

Inmodern distribution network, relays configuration supposedly to be arranged prop-
erly to ensure the reliability of the system’s designed.Good configurationwill remove
the affected portionwhereas keep the supply to the healthy portion during fault occur-
rences. Every equipment will be protected by two layer of relays which known as
main relay and secondary relay. Main relays will react to the abnormal current flow
within permitted time. If the main relay is fails to function well, secondary relays
should take over the operation. Nevertheless, once the backup relay has taken over
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on behalf of the primary relay, the unnecessary power outages to a bigger portion
of the system will occurs. This is why well-coordinated of the overcurrent relays is
essential.

The optimization of the overcurrent relays (OCR) discrimination is establishing
by two parameters that know as Plug Setting (PS) andTimeMultiplier Setting (TMS).
The OCR coordination is formulated as inequality constraints. In 1980s, The experi-
mental of Trial and Error algorithm [1] has been wisely implemented to perform the
OCR discrimination work. However, this approach only suitable for small distribu-
tion scale network. In early late 1980s researches has moved to topological analysis
methodwhich uses the graph theory approach to determine break points [2].Whereas,
in late 1990s, Linear Programming (LP) approach was presented in the frame of opti-
mization method [3–6]. However, the slow convergence rate is the main drawback
for the conventional methods especially for the system with large iteration no.

In early 2000, Genetic Algorithm (GA) [7–10] has pioneered the optimization
method to resolve the OCR issue. GA known as the most popular method during that
days. Then modification has been made to the original GA to improve the computa-
tional time of themethod that called Continuous Genetic Algorithm (CGA) [11]. The
evolutionary of the nature inspired approach is then continued with Particle Swarm
Optimization [12–14] method which demonstrated to offer promising result rather
than original GA and modified GA. The modernization of the technique is resumed
by Cuckoo Search Algorithm [15]. In addition, hybrid method has been introduced
in [16–19] to enhance the capabilities of the approaches. In overall, the approaches
are established to explore the optimal OCR setting.

The No Lunch Free (NFL) theorem [20] highlighted that none of the method
are able to solve all the problems. Since there are no limits in approaching for a
new algorithm, this paper is proposing two new algorithms that known as Ant Lion
Optimizer (ALO) and GreyWolf Optimizer (GWO). Both algorithms are new for the
OCRcoordinationfield. The algorithmwill be applied to search for the optimize value
of the parameters TDS and Ip. The optimized parameters’ value will have determined
the minimize value of the objective function. From this comparative study, the best
method shall be established with regards to solve the OCR coordination issue.

This research is constructed as follows; Firstly, problem formulation explained at
Sect. 2. Next section explained on the background of GWO and ALO. The paper is
resumed with Sect. 4 which analyzed the simulation results. The conclusion of the
work is in Sect. 5.

2 Problem Formulation

In order to ensure that the total operating time of the main relays are minimized
whereas sustaining the selectivity in between main and secondary relays value with
regards to the position of the DG insertion. Meanwhile, the aim is to optimize the
plug setting (PS) and time multiplier setting (TMS) parameters.
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2.1 Objective Function

It could be expressed as below:

minX =
j∑

k=1

T (1)

where j is the main relays that need to be coordinated in total. T is the functioning
time for the relays at the near end fault.

2.2 Characteristic Curve

Normal inverse characteristic (IDMT) will be applied where b = 0.02 and k = 0.14
as accordance to IEC standard. This is formulated as below.

Ti = k ∗ T MSa
(
I f /PSa

)b − 1
(2)

PSa is the PS, TMSa is the setting for time multiplier, The current which may be
detected by the respective relay as a fault is I f .

2.3 Constraints

TMS will determine the time delay that bound in between 0.1 and 1.1 s whereas PS
will determine the current delay which bound in between 1.5 and 5 s.

T MSmin ≤ T MS ≤ T MSmax (3)

PSmin ≤ PS ≤ PSmax (4)

The time interval (DTI) to discriminatemain and secondary relaysmust be fulfilled
to ensure that relays are operating in sequence.

T ise ≥ T ima + CT I (5)

Tise is the operating time for secondary relay, Tima is the operating time for main
relay and DTI is in between 0.2 and 0.5 s.
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3 Meta-heuristic Approaches

This section explains on background of the GWO in the first subsection and in the
next subsection, an overview to the ALO would be presented. Both algorithms have
been introduced by Mirjalili et al. Details on the GWO and ALO can be found in
[21] and [22] respectively

3.1 Grey Wolf Optimizer (GWO)

Grey Wolf Optimization method is inspired by the leadership pyramid of grey wolf
initiated by Mirjalili et al. [21]. The group has average members of not more than
12 wolves. The top ranking is a leader known as alpha (α) which liable for decisions
making and dominating the group. The leader is nominated due to their competency
to control the members of the group.

The second ranking role as an assistance to impose instruction by the leader that
called beta (β). The β is either male or female with good discipline. The last tier
called Delta (δ) is once used to be α and β. The function of δ as nanny to the little
members and eldest. The called not so important members are Omega (ω). The ω

existence is to equalize the bio-chain of the group. There are three phases during
hunting activity which are:

• Tracking: track the spot of the target.
• Encircling: surround the target in a loop.
• Attacking: repositioning to or from the target according to the terms.

The α will be placed as the best solution, secondly by β and lastly by δ. The ω

will update the positioning referred to three best solutions.
Base on bio-nature capabilities, the first three best wolves are expected to have

knowledge on the prey’s position formathematicalmodelling purposes. The formulas
as below are obtained [21].

During hunting activity, the first step is encircling the prey. This could bemodelled
by the following equations [21]:

−→
D =

∣∣∣
−→
C · −→

X p (t) − −→
X (t)| (6)

−→
X (t + 1) = −→

X p(t) − −→
A · −→

D (7)

C and A are vectors’ coefficient,
−→
X is the wolf positioning vector,

−→
X p is the

prey’s location and t is the iteration for present situation. The vector’s coefficient of
C and A are as following equation [21].

−→
A = 2−→a · −→r 1 − −→a (8)
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−→
C = 2 · −→r2 (9)

−→a is deducted linearly from 2 to 0 at each iterations, −→r1 ,−→r2 are random vectors
within (0,1). According towolf behaviors of hunting, the re-positioning of the present
location is accordance to prey’s location. The updated location will be depends on−→
A and

−→
C with respect to the present location of the wolf. The wolf could be placed

to new places by adjusting the
−→
A and

−→
C . Agents are allowed to shift to a random

location circling the prey accordance to −→r1 and −→r2 as Eqs. (8) and (9).
In a wide search area, the optimum location of the prey is a toughest exercise to

be performed. α, β and δ will assume the prey’s location by the nature capabilities
and could be modelled as the following [21].

−→
D α =

∣∣∣
−→
C 1 · −→

X α − −→
X

∣∣∣ (10)

−→
D β =

∣∣∣
−→
C 2 · −→

X β − −→
X

∣∣∣ (11)

−→
D δ =

∣∣∣
−→
C 3 · −→

X δ − −→
X

∣∣∣ (12)

−→
X 1 = −→

X α − −→
A 1 ·

(−→
X α

)
(13)

−→
X 2 = −→

X β − −→
A 2 ·

(−→
X β

)
(14)

−→
X 3 = −→

X δ − −→
A 3 ·

(−→
X δ

)
(15)

−→
X (t + 1) =

−→
X 1 + −→

X 2 + −→
X 3

3
(16)

Thefinal positionof the search agents is according toα,β and δ. Thepositionwould
be within the search area. The ω will re-new their location in random accordance to
the location of the target which have been estimated by α, β and δ.

Only when the prey stop moving, the wolves will attack and it stop the hunting
process. As the wolves are forthcoming the prey, the value of −→a is decreased. The
decreasing of value−→a will give impact to value of

−→
A between (−2a, 2a). Thewolves

are attacking the target if |A| < 1 and back-off when |A| > 1. For the next iteration,
the process will be repeated until it is terminated by the satisfied criterion.
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3.2 Ant Lion Optimization (ALO)

The method of ALO is based on the relation in between ants and antlions during
hunting [22]. In nature, ants move randomly over the search area when searching for
food. It could be mathematically described as below

X (t) = [0, cumsum(2r(t1) − 1), cumsum(2r(t2) − 1), .., cumsum(2r(tT ) − 1)]
(17)

t and T indicate the iteration (random pace) and maximum iteration numbers
respectively. cumsum computes the sum of cumulative, r(t) indicates the function
expressed like the following

r(t) =
{
1 r > 0.5
0 r ≤ 0.5

(18)

r indicates a random number within [0, 1]. The ants’ locations are saved in matrix
form as below [22]:

MAnt =

⎡

⎢⎢⎣

A1,1 A1,2 . . . A1,d

. . . . . . . . . . . .

. . . . . . . . . . . .

An,1 An,2 . . . An,d

⎤

⎥⎥⎦ (19)

where MAnt shows the position matrix for each ant. Respectively, parameters n is
ants’ quantity and d is dimension number. Ai,j means the j-th variable value of i-th
agent. During optimization, a target function is used to evaluate the qualification of
every ant and the values are arrange as below [22].

MQA =

⎡

⎢⎢⎣

f ([A1,1, A1,2, . . . , A1,d ])
..

..

f ([An,1, An,2, . . . , An,d ])

⎤

⎥⎥⎦ (20)

whereMQA represent the arrangement of fitness of every ant. f indicates the objective
function, n indicates the ants’ number whereas d indicates the variables and Ai,j
indicates j-th arrangements of i-th ant. In addition, antlions are also hiding in traps
within the area which the locations and qualifications values can be saved in the
matrices as following:

MAntlion =

⎡

⎢⎢⎣

A1,1, A1,2, . . . , A1,d

..

..

An,1, An,2, . . . , An,d

⎤

⎥⎥⎦ (21)
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whereMAntlion shows the position arrangement for each antlion. n shows the antlions
and d is the rrangement. Ai,j denotes the j-th variable of i-th antlion.

MQAL =

⎡

⎢⎢⎣

f ([AL1,1, AL1,2, . . . , AL1,d ])
..

..

f ([ALn,1, ALn,2, . . . , ALn,d ])

⎤

⎥⎥⎦ (22)

MQAL demonstrates the arrangement for saving the qualification of every antlion.
Variables n and d indicate the number of antlions and dimension, respectively. Ai,j
signifies the j-th of i-th antlion and f represents objective function. Furthermore, ants
will update their positions during each optimization. The random walk of agents
within the boundary is modelled as as follows [22].

Xt
i = (Xt

i − ai ) × (di − cti )

dt
i − ai

+ ci (23)

ai represents the least pace of variable i. Parameters ci is minimum variables and
di is maximum variables for i-th agents. On the other hand, variables cti is minimum
and dt

i is maximum variable at the iteration t.
The antlions’ effect on randomwalk of ants ismathematically formulated as below

[22].

cti = Antliont tj + ct (24)

dt
i = Antliont tj + dt (25)

Antliont tj represents the location of the certain j-th antlion. Parameters ct and
dt indicate the maximum and minimum of t-th iteration’s variables respectively.
Moreover, vectors d and c defined that ants are moving around designated antlion as
hyper sphere.

In ALO, ants are captured by selected single antlion. Thus, ALO approach imple-
mented roulette wheel operator to select the antlions upon their ability the process
of optimization. This process can be mathematically described as follows where the
radius of hyper sphere is decreased adaptively [22].

ct = ct

I
(26)

dt = dt

I
(27)

where I, the percentage. I = 10W t
T . T and t are the maximum and present iteration,

correspondingly. Constant w defined the exploitation level accuracy.
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Finally, the prey becomes fitter than its respective predator when the ant is being
caught by antlion in the trap. The antlion will consequently re-new its location to
where the hunted ant located to improve the possibility to get new prey. The formula
described as follows [22].

Antliontj = Antti i f f (Ant
t
i ) > (Antliontj ) (28)

Antti and Anttj represent the location at t-th iteration for designated i-th and j-th
ant, respectively. In addition, at t-th iteration Antliontj denotes the location of the
designated j-th antlion.

Elitism is a vital behaviour that helps ALO algorithm to maintain the best results
attained for each optimization process. The fittest antlion is known as the elite. The
movements of the ants are effected by the elite. Hence, all the ants walk randomly
within the designated antlion [22].

Anttj = Rt
A + Rt

E

2
(29)

At t-th iteration, Rt
A and Rt

E are the walk randomly within the selected antlion by
the roulette wheel and the elite, respectively. Besides, at t-th iteration, Anttj is the
location of the i-th ant.

The flow chart of OCR coordination using GWO and ALO as in Fig. 1

4 Simulation Results

The implementation of the GWO and ALO algorithms have been implemented on
i5-6200U core intel CPU, 8 GB 2.3 GHz RAM using MATLAB software. The algo-
rithms have been verified on different IEEE 3-bus and IEEE 8-bus systems to identify
the optimal objective function. Normal inverse characteristic curve is implemented
to both test cases where with k = 0.14 and α = 0.02. The values of constant are
accordance to standard of IEC [23].

4.1 Case I

The system is supplied by three generators and consists of three busbar (B1, B2 and
B3), six overcurrent relay (R1, R2, … R6) and three ring lines with 69 kV. The test
case details could be retrieved in [5]. The Ip parameter varies from 1.5 to 5 [24] and
TDS parameter varies from 0.1 to 1.1 s [18, 24] and. The 0.3 s of CTI value of is
implemented. The results are exhibited with discrete Ip and continuous TDSmodels.
The no. of iteration used is 1000 with 30 search agents.

The optimized results of GWO and ALO are presented as Table 1. It could be



Metaheuristic Optimization Approaches for Overcurrent … 153

Fig. 1 OCR coordination
flow chart using GWO and
ALO

Table 1 Optimum setting for case I

Relay no. CT GWO ALO

TMS PS TMS PS

1 300 0.1000 3.0 0.1000 1.5

2 200 0.1001 1.5 0.1000 3.0

3 200 0.1000 3.0 0.1000 3.0

4 300 0.1000 3.0 0.1000 2.0

5 200 0.1001 1.5 0.1000 3.0

6 400 0.1000 1.5 0.1000 1.5

Operating time (s) 1.4779 1.4815
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Fig. 2 ALO versus GWO results for 1000 iteration

highlighted that the GWO accomplishes better results with 0.0036 s better than ALO.
This shows that GWO presents better than ALO to accomplish optimal value of TDS
and Ip.

4.2 Case II

The system connect six busbars (B1, B2 … B6) and 14 overcurrent relays (R1, R2,…
R14), that consists of seven ring lines as in Fig. 2. The Ip parameter bound in between
1.5 and 5 whereas TDS parameter bounds in between 0.1 and 1.1 s. The system can
be retrieved from [14]. The results of GWO and ALO as in Table 2.

The simulation results obtained shows that GWO has decreases the relays’
operational time for about around 0.5104 s as compared to ALO algorithm (Fig. 3).

5 Conclusion

This paper simulates the performances of two metaheuristic approaches known as
GWO and ALO to solve the OCR coordination problem. Both approaches have been
executed with similar initial condition, characteristic curve and parameter model to
two systems with different sizes. It could be highlighted that GWO approach gener-
ates the minimized relays’s operating time. As the conclusion, GWO is considered
the best approach to solve the OCR coordination problem.
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Table 2 TMS and PS setting for case II

Relay no. ALO GWO

TMS PS TMS PS

1 0.1000 1.9773 0.1018 1.5000

2 0.3359 1.5012 0.1109 4.0000

3 0.4898 2.0931 0.1720 5.0000

4 0.7147 3.6785 0.4348 5.0000

5 0.1000 1.5003 0.1009 1.5000

6 0.1000 1.5000 0.1002 4.0000

7 0.1000 1.5000 0.1003 3.0000

8 0.1001 1.6083 0.1007 4.5000

9 0.1000 1.5152 0.1002 5.0000

10 0.1000 1.5647 0.1004 4.0000

11 0.1000 1.5023 0.1059 1.5006

12 0.1000 1.5420 0.1003 4.5000

13 0.1000 1.5004 0.1006 1.5000

14 0.1001 1.9899 0.1015 2.0030

Operating time (s) 8.4536 7.9432

Fig. 3 IEEE 8 bus system
[14]
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