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Preface

This AISC volume contains the papers presented at ICICT 2020: Fifth International
Congress on Information and Communication Technology in concurrent with ICT
Excellence Awards. The conference was held during February 20–21, 2020,
London, UK, and collaborated by the Global Knowledge Research Foundation,
City of Oxford College. The associated partners were Springer, InterYIT IFIP,
Activate Learning. The conference was held at Brunel University, London. This
conference was focused on e-business fields such as e-agriculture, e-education,
e-mining. The objective of this conference was to provide a common platform for
researchers, academicians, industry persons and students to create a conversational
environment wherein topics related to future innovation, obstacles are to be
resolved for new upcoming projects, exchange of views and ideas. The conference
attracted immense experts from more than 45 countries, the conference was
involved in deep discussion, and issues were intended to solve at the international
level. New technologies were proposed, experiences were shared, and future
solutions for design infrastructure for ICT were also discussed. Research
Submissions in various advanced technology areas were received and then were
reviewed by the committee members; 120 papers were accepted. The conference
was overwhelmed by the presence of various members. Amit joshi, Organizing
Secretary, ICICT 2020, gave the welcome speech on behalf of conference com-
mittee and editors. Our special invitee guest—Sean Holmes, Vice Dean,
International College of Business, Arts and Social Sciences, Brunel University,
London, UK, also addressed the conference by a speech. The conference was also
addressed by our Inaugural Guest and Speakers—Mike Hinchey, President,
International Federation for Information Processing (IFIP); Xin-She Yang,
Professor, Middlesex University, UK; Jyoti Choudrie, Professor, University of
Hertfordshire, UK; and Milan Tuba, Vice Rector for International Relations,
Singidunum University, Serbia. There were 14 technical sessions in total, and talks
on academic and industrial sector were focused on both the days. We are obliged to
the Global Knowledge Research Foundation for their immense support to make this
conference a successful one. A total of 105 papers were presented in technical
sessions, and 120 were accepted with strategizing on ICT and intelligent systems.
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At the closing ceremony, 10 Best Paper Awards by Springer were announced
among the best selected and presented paper. On behalf of editors, we thank all the
sponsors, press, print and electronic media for their excellent coverage of this
conference.

London, UK Xin-She Yang
Reading, UK R Simon Sherratt
Kolkata, India Nilanjan Dey
Ahmedabad, India Amit Joshi
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Adaptive Cognitive Modeling
of Electroconvulsive Treatment (ECT)

S. Sahand Mohammadi Ziabari(B) and Charlotte Gerritsen

Social AI Group, Vrije Universiteit Amsterdam, De Boelelaan 1105, Amsterdam, The
Netherlands

sahandmohammadiziabari@gmail.com, cs.gerritsen@vu.nl

Abstract. This paper presents a cognitive model on electroconvulsive treatment
to reduce the stress level in body. The stress reduction is triggered by a cognitive
electroconvulsive treatment that uses persistent manipulation of this treatment.
The goal of this treatment is to decrease the strength between certain parts of the
brain which are in charge of the stress. The proposed adaptive cognitive model
aims to illustrate the effect of the therapy on different components of the brain.
The model begins with a state of tough, powerful, and consistent stress within a
post-traumatic disorder patient, and after following electroconvulsive treatment,
the stress level starts to decrease from time to time according to each treatment
session. The results show that, in the end, the disorder person will have a declined
stress in contrast to not performing electroconvulsive treatment.

Keywords: Cognitive modeling · Extreme emotion · Electroconvulsive
treatment · PTSD

1 Introduction

The need to understand human mental processes is an increasing trend in the designing
of intelligent systems for facilitating behavioral and lifestyle changes. The reason for
requiring this understanding is that this enables to more adequately help people improve
their general well-being and support them in their daily life and activities.

Furthermore, developing intelligent systems capable of effecting supportive actions
according to anticipated environmental and situational factors, as well as a person’s
mental states, must be robust and justifiable from a scientific perspective. In the design of
dynamical models related to internal mental processes for intelligent human-supporting
systems, the computational approach provides a good basis as it provides insight into
behavioral changes and the related possibilities.

The crucial question in this instance is how such an intelligent support system can
be designed, taking mental and environmental states into account, in a way that enables
it to effectively support people in their daily lives.

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer
Nature Singapore Pte Ltd. 2021
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2 S. Sahand Mohammadi Ziabari and C. Gerritsen

Usually, the heuristic is followed that a model should not be made at a too low level
of abstraction for the accuracy required, as that would entail unnecessary complexity.
However, what deviation is introduced by doing so is a serious question that needs
analysis. Therefore, in this research area, models at different abstraction levels and their
(interlevel) relations are being investigated.

The first part of this work involves inquiry about theories and knowledge from
the fields of cognitive neuroscience. Based on this information, computational models
were designed. The evaluation of these models was conducted by simulation. These
computational models have been scientifically justified by various fundamental theories
from the fields of neuroscience and cognitive science. This approach helped to facilitate
a better understanding of the link between different human behaviors, mental states, and
conditions, thereby providing a framework of knowledge for the design of intelligent
support systems.

As it has been declared in [1], PTSD is a disorder that might play a role after exposure
to exceptionally threatening or horrifying events. PTSD may be the outcome of a wide
variety of causes ranging from a fight to car. Because of the fragile interaction between
personality and circumstances in which the trauma has been developed, it is impossible
to predict whether PTSD will develop. There are some treatments that have been used
for years and have proven to be successful, such as the use of antidepressant drugs like
fluoxetine, deep brain stimulation of different brain components like the amygdala and
the hippocampus or much older therapies such as yoga or music therapy [2–12]. The
mobile application of these works is presented in [13]. This work presents a cognitive
modeling for electroconvulsive therapy. By providing a conceptual model based on the
neuroscience literature, the effectiveness and results of aforementioned therapy for PTSD
patients are demonstrated.

In this paper, the electroconvulsive therapy (ECT) which is used for decreasing
extreme emotions in a patientwith PTSD is presented. This is based on the neuroscientific
and psychological literature review. This therapy can be applied when the limitation
of other therapies, such as antidepressant drugs, are not allowed for example during
pregnancy or when immediate treatment is needed, e.g., when patients experience high
depression or have suicidal thoughts.

In Sect. 2, the findings in neuroscience, psychology, and biological research con-
cerning the components of the brain are involved. In Sect. 3, network-oriented modeling
is explained. In Sect. 4, we present the graphical results, and in the final section, the
conclusion is presented.

2 Neurological Findings

Recent studies [14–16] show the effect of ECT in the hippocampus and amygdala and
show that it enforces massive structural plasticity in humans. The process of the effect of
the ECT on the brain components is mentioned in different research, and in the following
part, the main outcomes are presented.

Also, it has been mentioned that the neurogenesis of the amygdala may be enhanced
by performing ECT, and the feedforward cortical-subcortical connection from FFA to
amygdala will be improved. However, by using ECT, the general global connectivity in
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the left dorsolateral prefrontal cortex is decreased. In [17], the correlation between sad
faces and the amygdala has been investigated. There is a remarkable negative intercon-
nectivity between alters in the activity of amygdala to safe faces and symptoms of using
ECT. Moreover, analysis depicted that the reactivity degree of the amygdala to negative
emotional stimuli was accompanied by clinical results.

Also, in [18], the effect of ECT on dentate gyrus of the hippocampus has been shown.
It has been stated that the volume of the bilateral hippocampus and amygdala has been
increased by performing ECT, and this change is more visible in young adults.

The reason for increased volume in the hippocampus is based on the increase of neu-
rons in the dentate gyrus, and this increase is maintained for three months. Furthermore,
it has been shown that electroconvulsive shock is faster and stronger than antidepres-
sant drugs [15]. It increases cell proliferation 2.5-4-fold compared with 1.5-fold using
antidepressant drugs. ECT enforces an increase in proliferation of glial progenitor (NG2-
positive cells) and enhances the number of glial cells and also alters the activation of glial
cells and elevates the maturation of dendritic spines. These alterations also remodeled
the neural circuits which intervened with the therapeutic impact of ECT. Deep into the
molecular layer, it has been noted that ECT increased endothelial cell numbers by up
to 30% and the length of the vessel by 16% in the dentate gyrus. The metabolism and
perfusion are increased in the medial temporal lobe which contains para-hippocampal
gyrus and hippocampus after doing ECT [19].

In the major depressive disorder, the density of total glia and oligodendrocytes in
the amygdala and subgenual cingulate cortex is declined. However, using ECT increases
the glial cells in the amygdala [20].

Also, in [21], changes in BDNF and its receptor, trkB, are discussed. Acute ECT
increases BDNF mRNA almost twofold; however, the impacts of chronic ECT on the
hippocampus varies. Stress-induced atrophy and in the worst case, cell death, cause to
the loss of hippocampal control of the hypothalamic-adrenal axis (HPA) and exhibition
in hypercortisolism in a depressive period.

In [22], different indications of ECS therapy has been mentioned. The result of
a proton magnetic resonance spectroscopy shows that by having ECT treatment, the
occipital cortex GABA concentrations are increased in depressed patients. In addition
to the effect of ECT in increasing the level of glutamate plasma and normalizing the
reduced level of glutamate/glutamine in the left cingulum in PTSD, it also plays a role
in glutamate and an excitatory neurotransmitter.

However, this dysregulation normalizes based on the therapeutic effect of ECT.
As it has been discussed in [22], ECT is involved in increasing the neuron formation

in the hippocampus, and this depends on doses of using ECT on neurogenesis. It has
been also found that CBF in frontal areas of the brain after depression declines.

Also, in [22, p. 107], different brain parts involved during ECT have beenmentioned.
After using ECT, in many other areas in the brain such as frontal and parietal cortex,
and in anterior and posterior cingulate gyrus of PTSD, a decreased regional glucose
metabolism happened. This might also consider as a therapeutic impact of ECT.

The usage of ECT can be considered when the high risk of depression and severe
psychological issue and suicide noticed. Moreover, in the case of mania and depression
during pregnancy and other therapeutic options such as antidepressant drugs are useless,
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ECT can play an important role [23]. The success rate (remission) for ECT therapy is
close to 90%, and the resting time for relief is within 10–14 days.

In [24], the influence of electroconvulsive on hippocampus has been described more
precisely. Another result of using ECT on the hippocampus is discussed in [24] which
it states that cell proliferation of ECT on the hippocampus is increased twice in three
days.

In [25], the privilege of using of electroconvulsive therapy comparing to other ther-
apies and antidepressant drugs has been explained. Although there are many improve-
ments in variant pharmacological agents which are patient-friendly and used in many
aspects of disorders such as catatonia, treatment-resistant schizophrenia, and acutemanic
episode, ECT still is more useful in mood-stabilizing property than pharmacotherapy
[25]. Another reason for using ECT is quicker response comparing to other existing
psychotropic medications.

3 The Network-Oriented Modeling

In this part, we discuss the principle and description of network-oriented modeling
approach [24, Chap. 2, 25, 1]. This approach is basically adopted from the foundations
and principles of neuroscience, psychology and social sciences.

This kind of modeling can be described on two different levels called conceptual
representation and numerical representation. A conceptual representation consists of
all states (nodes) and connections between them as can be interpreted as the causal
impacts of the nodes on each other. We have considered 26 states to represent the brain
components in neuroscience, biological components such as hormones and cognitive
components such as the goal of using ECT and preparation of doing that, and stress
stimuli.

In the next phase, a mathematical representation of themodel needs to be considered.
This representation consists of three important parts such as strength of a connection,
aggregate multiple causal impacts, and speed of change. The former represents the
strength of the connection among states. The middle one noted the aggregation of mul-
tiple connection weights when there are more than one causal relation impacts other
states. Finally, speed of change shows the speed of the changes among nodes and how
fast they change.

• ωX, Y : illustrates the strength of the connection from a state X to state Y, and it is
between −1 (negative effect) and 1(positive effect).

• state cY (…): represents an aggregation function for combining the causal effects on
state Y.

• ηY : represents a speed of change, and it varies between 0 and 1.

There aremultiple combination functionswhich are used in different causal relations,
but themost used ones are identity function, one entering connection, scale sum function,
and the advanced logistic function for more than one. The advanced logistic function is
mostly used when there are some changes during the time.

Figure 1 shows the proposed cognitive model. psECS is the preparation state of doing
electroconvulsive therapy. esECS is the state of using electroconvulsive therapy. The other
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states link to the components in the brain (anterior insula, bilateral inferior frontal gyrus,
putamen, thalamus, bilateral parietal, occipital cortex, ACTH, cortisol, adrenal cortex,
HPA, amygdala, hippocampus, bilateral cingulate gyrus, the left dorsal cortex, LC, and
NA) which are involved in stress regulation.

Fig. 1. Proposed cognitive model of ECT

The connection weights ωi in Fig. 1 are based on the findings presented in Sect. 2.
First, the cognitive part of the model is described: the beginning part of the explanation
is based on Damasio theory about cognitive theory of mind [26]. Firstly, the cognitive
part of the model and secondly the biological processes of the brain are described in this
part (Table 1).
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Table 1. Cognitive model explanation

X1 wsee World state

X2 ssee Sensor state of extreme emotion ee

X3 wsc World state

X4 ssc Sensor state for context c

X5 srsee Sensory representation

X6 srsc Sensory representation

X7 fsee Feeling state

X8 psee Preparation state

X9 esee Execution state

X10 goal Goal of using therapy

X11 psECS Preparation state of using electroconvulsive
therapy

X12 esECS Execution of using electroconvulsive
therapy

X13 Anterior insula (part of cerebral cortex) Part of the brain

X14 Bilateral inferior frontal gyrus (part of
PFC)

Part of the brain

X15 Putamen Part of the brain

X16 Thalamus Part of the brain

X17 Bilateral parietal (part of cerebral cortex) Part of the brain

X18 Occipital cortex (part of cerebral cortex) Part of the brain

X19 ACTH Hormone

X20 Cortisol Hormone

X21 Adrenal cortex Brain part

X22 HPA Hypothalamic pituitary adrenal axis

X23 Amygdala Part of the brain

X24 Hippocampus Part of the brain

X25 Bilateral cingulate gyrus (part of cerebral
cortex)

Part of the brain

X26 Left frontal cortex (part of PFC) Part of the brain

The model contains a biological part as well. The state anterior insula has weight
ω18 from esECS, and weight ω22 toward the cccipital cortex as it has been mentioned
in Sect. 2 [27]. The bilateral inferior frontal gyrus part of the brain has three arriving
connectionweightsω17,ω39, andω24 fromesECS, left dorsal frontal cortex [22]. Putamen
part of the brain has an incoming connection, ω16, from esECS. It is worth mentioning
that the connection between the amygdala and srsee is changing, and by using Hebbian
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learning, this will change (ω40,ω41). Thalamus has an arriving weight from esECS (ω15).
Bilateral parietal state has an arriving weight from thalamus with ω16 and an outgoing
connection to occipital cortex,ω28. The state occipital cortex has four incoming weights
from bilateral parietal, bilateral cingulate gyrus, anterior insula, putamen with ω29, ω51,
ω22,ω21, respectively. The state ACTH has two leaving connection weights to HPA, psee
named ω30, ω23, respectively. Furthermore, cortisol has leaving weights to HPA, psee
namedω33,ω34, respectively. The state HPA has three connection weights from cortisol,
ACTH, and hippocampus (ω53). amygdala has five incoming connection weights from
srsee, psee, esECS, bilateral inferior frontal gyrus, left frontal cortex named ω41, ω38,
ω32, ω25, and ω48, respectively. Hippocampus has two incoming connection weights
from esECS , srsee named ω43, ω35, respectively. The brain part bilateral cingulate gyrus
has three incoming connections from thalamus, occipital cortex, and esECS named ω19,
ω51,ω47, respectively. The state, left dorsal frontal cortex, has three arriving connections
from bilateral inferior frontal gyrus, amygdala, esECS named ω50, ω49, ω46.

This representation of the proposed cognitive model can be represented as a
mathematical depiction [24, Chap. 2, 25, 1]:

• The aggregated impact:

aggimpactY (t) = cY
(
impactX1,Y (t), . . . , impactXk,Y (t)

)

= cY
(
ωX1,Y X1(t), . . . , ωXk,Y Xk(t)

)

• Difference/differential equations for the cognitive mmodel:

Y (t + �t) = Y (t) + ηY
[
aggimpactY (t) − Y (t)

]
�t

Y (t + �t) = Y (t) + ηY
[
cY

(
(ωX1,Y X1(t), . . . , ωXk,Y Xk(t)

) − Y (t)
]

For getting more insight of these combination functions, see [24].

ssumλ(V1, . . . , Vk) = (V1 + · · · + Vk)/λ

alogisticσ,τ (V1, . . . ,Vk) =
[
(1/(1+ e−σ(V1+ ...+Vk −t))−1/(1+ eσ t)

](
1+ e−σ t)

Hebbian learning is described as follows [21]:

dω(t)/dt = η[X1(t)X2(t)(1− ω(t) − (1− μ)ω(t)]

ω(t + �t) = ω(t)+η[X1(t)X2(t)(1 − ω(t)) − (1− μ)ω(t)]�t

4 Graphical Result

The graphical results of the model are depicted in Fig. 2. The figure bears qualitative
information. [27].
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Fig. 2. Results of a simulation for the proposed cognitive model of the electroconvulsive therapy

We used MATLAB program in [2]. This program allowed us to use all differential
equations that were needed for simulation, and also it contained adaptivity feature which
we had in our proposed algorithm. With using appropriate connections, we make the
model mathematical and well-fitted to the information gathered from the neuroscientific
research findings. The time step for the graphical representation was equal to 1. Table 2
shows the λi for the nodes with more than one entering weight. Firstly, the context stress
becomes active, and consequently, it makes the stress level of the body to be increased
gradually. Consequently, the stressed individual senses the stress, and therefore, as a
next phase, the goal comes to play a role to reduce this by using ECT at about 25.
The weights between most of the states are 1 except the following weights with their
following weight’s representation. ω18: −0.7, ω20: 0.7, ω23: 0.4, ω24: 0.4, ω35: −0.9,
ω47: −0.9.

Table 2. Scaling factors for the proposed cognitive model

State X5 X8 X14 X15 X17 X18 X19 X20 X21

λi 2 3 3.4 3 1.4 2 2 2 2

Based on the simulation results, it is possible to show that the best solution for
decreasing the stress is taken, performing of electroconvulsive treatment. The objective
and the performing electroconvulsive treatment influence other brain components to
decrease the activation at time 35. However, this influence is not permanent, and after
some time, the stress up rises, which guides to activation of the objective and performing
of another need of performing electroconvulsive therapy, and repeatedly until the patient
resolves to stop executing electroconvulsive therapy. Thus, the results illustrate that the
proposed cognitive model for the electroconvulsive treatment works well.

In Fig. 3, the stable condition is illustrated.
The suppression of connection and adaptivity among above-mentioned brain com-

ponents; srsee (cognitive) and amygdala is shown in Fig. 4. As it has been illustrated,
grasp to tolerate with high level of stress, and declining begins at time around 30 and
the following time until time 60 to remain stable.
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Fig. 3. Graphical representation for stable state for non-electroconvulsive treatment

Fig. 4. Graphical representation for checking the adaptivity between amygdala and srsee,
suppressed by electroconvulsive treatment esECS

5 Discussion

Thiswork introduced a cognitivemodel of electroconvulsive treatment for post-traumatic
disorder. This model can be used in order to evaluate various neurological patterns about
the impact on the brain, and the influences that several brain components have on the
stress reduction.

One important limitation of this work might concern the assumptions made while
designing the computational models. However, by involving the right literature, those
assumptions should be in line with underlying background in neuroscience according to
real-world phenomenon. For instance, in this research, some assumptions regarding the
extreme emotion responses and controlling of that weremade. Connecting research from
neuroscience to cognition can be tricky. We have considered mind processes which are
based on the findings from neuroscience. For instance, sensory representation state that
we have considered in our computational models is related to the perception happening
in the human’s mind, and we connect that to the real-world phenomenon which was
stress in our case.

Various graphical representations have been performed, and one of which was illus-
trated in detail in this work. The presented cognitive model might be considered as the
foundation of a greater model of the brain for having more insight in the processes inside
the brain and to propose a possible treatment of different persons with disorders to do the
treatments of extreme emotions. Future work of this model can be exploring the effect of
different emotions on the brain and finding the physical effect of that in different brain
components and biological processes.



10 S. Sahand Mohammadi Ziabari and C. Gerritsen

References

1. Treur, J.: The Ins and Outs of Network-Oriented Modeling: from biological networks and
mental networks to social networks and beyond. Transactions on Computational Collective
Intelligence. Paper for keynote lecture at ICCCI’18 (2018)

2. Mohammadi Ziabari, S.S., Treur, J.: A modeling environment for dynamic and adaptive
network models implemented in Matlab. In: Yang, X.S., Sherratt, S., Dey, N., Joshi, A. (eds.)
ICICT2019, AISC, vol.2, pp. 231–242. Springer Nature Singapore Pte Ltd (2019). https://
doi.org/10.1007/978-981-32-9343-4

3. Treur, J., Mohammadi Ziabari, S.S.: An adaptive temporal-causal network model for decision
making under acute stress. In: Nguyen, N.T., Pimenidis, E., Khan, Z., Trawiński, B. (eds.)
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Abstract. Through various approaches such as the eHealth Switzerland 2.0 strat-
egy, the Swiss healthcare system aims to digitally catch up with other industries
and drive the industry into the digital future. To enable hospitals to transform
their business model and prepare for the future, this paper presents an approach
for the implementation of the digital transformation in Swiss hospitals. Thus, a
metamodel consisting of nine elements was created as a base. The focus of the
metamodel and the later reference model lay on the central activity elements,
which are each embedded in a phase and are directly or indirectly connected to all
the other elements in the metamodel. For the reference modeling, the metamodel
serves as a structural template, while an existing roadmap from the literature on
the digital transformation was used as a content-based starting point. The final
reference model consists of 30 activities within six different phases.

Keywords: Healthcare · Transformation ·Model

1 Introduction

The digital transformation in the healthcare industry is gaining momentum, and new
digital transformation trends are continuously emerging and are slowly establishing
themselves. These trends include progresses in several areas of health services and
innovations such as an increase in patient engagement through technology, artificial
intelligence in health, health apps, big data and 3Dprinting [15]. To unleash the enormous
potential behind these technologies and allow them to prosper, a solid digitized base is
required [6, 26]. Compared to other business sectors, healthcare organizations remain at a
significantly lower degree of digitization and record far lower investments in their digital
future [2, 10, 24]. A positive indicator of the digitization in healthcare is a proportionate
increase in investments compared to previous years [24].

Despite that, Switzerland, among other north European countries, scored highest in
the digital evaluation index in 2017 [8]. Harvard Business Review created this index to
analyze the digital evolution of 60 countries. Among other things, the index analyses the
countries’ pattern of digital evolution, evaluates the digital competitiveness and assesses
the changes since the last publication. Even though Switzerland, Denmark, Sweden, and
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Norway lead the digital evolution index, they score below two of a maximum of four
points regarding their rate of change in digital evolution between 2008 and 2015 [8]. This
result reflects the challenges of sustaining growth and offers chances to facilitate existing
maturity, scale and network effects to advance the digitization. A study published by
PricewaterhouseCoopers, and Google Switzerland analyzed the degree of digitization
in various industries [12]. The degree of digitization is based on a self-assessment of
participating companies. The survey evaluates the digital maturity in four areas: process
and infrastructure, digital sales, customer involvement and people and culture. The ques-
tions were answered on a four-point scale. The industries energy and utilities (1.78) and
healthcare (1.84) lag the furthest behind. However, [12] mentions that the implementa-
tion of the eHealth Switzerland 2.0 strategy could advance the digital maturity in Swiss
healthcare. This strategy was introduced in 2018 by the Swiss Confederacy and can-
tons to increase the digitization within the healthcare sector [11]. One of the suggested
reasons for the lagging digitization in the healthcare industry is the focus for human
interaction that often stands in the way of digital advancements [12]. Additionally, [12]
states the strict regulations as another reason for the slow-progressing digitization in
healthcare.

Several technology and consulting companies published reports with various views
and explanations about the current state of digitization in the healthcare industry in
Switzerland [16]. Barriers obstruct the digital transformation from the inside (e.g. the
absence of relevant knowledge) and outside (e.g. strict regulations) of an organization.
These impediments have led to the current digital deficit compared to other indus-
tries. Therefore, special attention must be given to the barriers when approaching future
digitization projects.

As a result of the above-described slow digital transformation and the identified
factors supporting it, this paper presents a reference model for the digital transformation
of Swiss hospitals that address the mentioned issues and allow a simplified and guided
transformation process. In the next chapter, the metamodel will be elaborated, and the
deduction of the reference model described. Chapter 4 presents the outcome of the
reference modeling approach and provides examples showing how the model is applied
in practice. The fifth chapter reflects the results, discusses the findings, and describes
the limitations. The final chapter concludes the paper, provides an outlook, and proposes
approaches to reduce the impact of the previously discussed limitations.

2 Problem Statement

Medical institutions, specifically hospitals, face various challenges in connection with
the digital transformation. Continuous pressure to decrease costs and increase efficiency
is forcing hospitals to promptly address the digital transformation.However, the hospitals
are diverse, and tailor-made solutions do not yet exist or are too specific. Therefore, they
do not fit the specific organizational needs [16]. Hence, a reference model is defined to
exploit these industry-specific drivers and barriers. The goal of the model is to create
a generic approach where organizational characteristics are not considered, and the
drivers are used to support the specific strengths of a company while at the same time
removing and overcoming barriers. The result is a reference model, which is instanced
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based on an organizations unique characteristics and requirements. Therefore, the model
uses only generic elements which are adopted by the management or project lead to
specific entities within the target organization. This approach addresses the different
organizational settings of the various players within the hospital system. This paper will
answer the following primary research question:

• What does an ideal approach for implementing the digital transformation in the Swiss
healthcare system look like?

In order to answer this main research question, the following subordinate research
questions are approached first:

• Which framework serves as a suitable foundation for the reference model?
• Which elements, components, and the corresponding relationships between themhave
to be taken into account in a reference model for digital transformation in Swiss
hospitals?

The answers given in this paper only consider the hospital organizations within the
Swiss healthcare industry. In case, the same sector in a different geographic region
has similar drivers and barriers, and the reference model may be suitable as well. The
reference model is a generic guideline and needs to be instantiated upon utilization
according to an organization’s specific requirements.

3 Metamodeling

In order to answer the previously defined research questions, a reference modeling
approach was selected. This approach was applied on the base of a previously created
metamodel. Below, the details of this research design are explained andwhere necessary,
more profound statements are delivered in order to present a conclusive procedure.

3.1 Metamodel

The first step of creating a reference model for the implementation of the digital transfor-
mation in Swiss hospitals is establishing and defining the applicability of the reference
model in the targeted domain using ametamodel as a blueprint. In themetamodeling pro-
cess the overall depth, scale as well as the syntax and structure of the reference model are
determined by charting its elements, components, and the corresponding relationships
between them [13, 23, 27]. Hence, the metamodel facilitates the conceptual modeling
and allows a more intuitive and practical view on the model based on it [13]. This helps
users and implementors to better understand its complexity and extent when evaluating
or making use of it.

The previous description shows that various modeling levels and abstractions exist.
The guidelines followed in this research regarding multi-level modeling are presented
in the paper by [14] and further described in [23]. As shown in Fig. 1, the mentioned
guidelines are differentiated into four hierarchies. Apart from M0, each layer conforms
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to or is implemented according to the adjoining layer above it and additionally (except
M3) defines or abstracts the layer underneath it [14, 23]. Therefore, the metamodel
describes the notation of the metamodel, while the metamodel describes the structure of
the model. This research only includes the M1 and M2 layers. The first layer (M0) is not
formally carried out and thereby is only briefly described in the following paragraph.
In the final layer, the reference model is adapted to a Swiss hospital (layer M2) and
consequently takes place in practice.

Fig. 1. Four-layer metamodeling architecture as described by [1]

The metamodel in this project was created using a simplified adoption of the UML
class diagram notation. This notation, along with its elements, was chosen because it
represents and aligns well with the main purpose of the metamodel, which is the listing
of the allowed and necessary constructs within the reference model [13]. The mentioned
simplification contributes to a better understanding by non-experts and increases the
clarity of the model. Moreover, since the metamodel is not a model to a software arti-
fact, using the notation to the full extent is not feasible and would not be appropriate.
The following elements were used in the metamodeling process: the class element, the
navigability, the multiplicity, and the generalization. The class element is used to model
the single components that make up the reference model. Displayed with a rectangu-
lar outline, these components stand in an associative navigability to one another [19,
22]. The navigability gives additional information to the association and can either be
unspecified, navigable or not navigable in both directions of the associated components
[19, 22]. Additionally, the multiplicity or cardinality of the associations specifies the
allowable number of instances of the described component in nonnegative integers [19,
22]. Lastly, associations can also occur in the form of a generalization. This form of
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association structures classes into hierarchies of inheritance, where the subclasses spec-
ify the parent in a more detailed manner but are essentially already covered in the parent
class. To allow the creation of a complete metamodel, the metamodeling process was
not undertaken completely uncoupled from the reference modeling process. Rather, the
first version of the original metamodel was used as a base for designing the reference
model. Elements of one or the other model where then added or removed if necessary, in
order to perfectly match the models to the targeted domain. This iteration between the
meta- and reference modeling process resulted in complete and well-aligned models.

3.2 Reference Model

After completing the metamodel, the reference model was created according to the
prior defined elements and relations discussed above. A definition that is universally
accepted for “referencemodel” cannot be found. Consequently, to use a broadly accepted
definition of the term in the context of this paper, common denominators in different
definitions by [5, 7, 18, 21, 25] were combined. For example, [25] describes reference
models as a universal tool using “recommendation character” to construct and derivate
other (enterprise-specific) models while [5, 7] call it a “normalized description of key
concepts of a given domain” and [21] describes a reference model as a construction
with recommended universal elements and relationships that create a point of reference.
Resulting from the combination of the mentioned definitions, a reference model in this
paper is defined as a universally applicable and reusable best practice framework for a
certain domain, which in this case are Swiss hospitals.

As displayed in the metamodel (Fig. 2), the reference model (and its phases) was
derived from an existing roadmap. This serves as a solid base to ensure the completeness
of the approach presented in this paper. Thereby, it offers a fully accompanying guideline
using established and proven methods to better address the hospitals lagging regarding
digitization, when compared to organizations of other industries [4, 9]. However, the
single activities and phases as well as other elements of the underlying roadmap were
modified, adjusted, removed, replaced or extended to fit the specific application domain
of this research when necessary.

For this purpose, the model by [20] was selected. Schallmo and colleagues present in
their book a high-level, comprehensive roadmapwith five phases starting with the digital
reality phase and endingwith the implementation phase. The roadmapby [14]met several
key factors to serve as a template, which is why it was selected. Firstly, their model not
only shows a certain procedure, but is also a well-documented roadmap for the digital
transformation and business model innovation. The second key factor is the combination
of the objectives “digital transformation” and “business model innovation.” This allows
to keep a customer-oriented view during the major digital changes. In addition, the
roadmap by [20] is based on existing “digital transformation” and “business model
innovation” approaches as well as on best practices and therefore suggests an established
procedure. Lastly, the roadmap is divided into five phases, where the implementation
does not take place until the last step. Thus, this ensures a solid base with a thoroughly
developed framework, inclusion of all stakeholders, and organizational characteristics
plus a carefully designed organizational fit.
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Fig. 2. Metamodel

In addition to the above-mentioned adjustments of the single parts of the selected
approach by [20] to the specific domain, modifications of the superordinate phases were
also discussed. Every phase of the original roadmap was critically analyzed concerning
its value, contribution, and necessity to the digital transformation of a hospital. A phase
was only used if it was required or added value to the purpose of this project. As a result,
none of the original phases were removed; however, a final review phase as suggested
by [1, 17] was added to the reference model. This reflection of the implementation of
the digital transformation and the resulting business model innovation takes place iter-
atively with the previous implementation phase and assures an appropriate and proper
transformation process. The review phase insures that the digital transformation takes
place as it was planned and envisioned during the digital ambition phase by monitoring
the progress and if necessary, rectifying the individual steps to reach the intended out-
come. By reflecting the strategic and organizational implementation, potential conflicts
and sources of error can be encountered early. As a result, the potential impact of dis-
crepancies on the outcome and success of the digital transformation in an organization
can be reduced or avoided altogether.

4 Results

The results of themetamodeling and referencemodelingprocess are shownandexplained
in more detail in the following chapter. Two examples of activities from within the
reference model are also presented in depth to give a better understanding.
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4.1 Metamodel

The term metamodel is used when a model describes another model [3]. In this case,
the metamodel is used to describe and define the reference model. The metamodel was
developed in iterating workshops among the authors involving in-depth literature. As a
result, nine different and interdependent elements were defined for the metamodel (cf.
Fig. 2).

The activity is specified as the central element of the metamodel and can contain
several sub-activities. At least one outcome results from each activity, whereby a result
itself as awhole can also arise from the combination ofmultiple results. A role describes a
function of a person within an organization and specifies which activities are performed
by the employee. A stakeholder represents a party or person of interest, whereby it
is possible that a stakeholder is also a role. Further, a stakeholder’s need is recorded
as a stakeholder specific requirement. A method for working out the objectives of an
activity is also proposed, although these are not final. Since the reference model for
the digital transformation contains an extensive number of activities and stretches over a
considerable time period, the impact or contribution of every activity is alsomentioned in
order to keep an overview and creating additional transparency. Furthermore, an activity
is assigned to a certain phase, which has arisen from an established roadmap or process
model that can be found in the literature.

4.2 Reference Model

The reference model is created using the metamodel as a base, where the different
elements are drawn up. This means that the different constructs are described in relation
to the activity at the center.

As described in Chap. 3, the roadmap by [20] was selected as the initial basis for
deriving the specially adapted reference model. This process model combines the best
elements of the existing approaches by Bouée and Schaible, Esser and Pricewaterhouse-
Coopers, among others, as well as existing business cases and best practices, consolidat-
ing them into an advanced process model. This process model is comprised of the five
phases of [20], with an addition of a sixth phase, the review phase, which can be seen
more clearly in Fig. 3.

In the first phase, the digital reality phase, the existing business model of a company
is sketched out, the analysis of the value chain with associated actors is carried out, and
the customer requirements are ascertained. Hence, the activities of this phase examine
and document the actual state. This provides an understanding of the digital reality in
different areas. Noticeably, in this phase the element “stakeholder” is represented by the
management. This is because the current state of the processes and procedures is already
known to the employees; therefore, there are no immediate changes for the employee.
That is why the outline of the existing business model is mainly interesting for the
management.

Based on the previous phase, the digital ambition defines the objectives with regard
to the digital transformation. These relate to time, finance, space, and quality. The digital
ambition states which objectives apply to the business model, its elements and how they



Digital Transformation in Swiss Hospitals: A Reference … 19

Fig. 3. Phases of the model

are prioritized. From the ascertainment of corporate objectives for the digital transfor-
mation, a digital vision is created as a result. By defining the priorities for the business
model dimensions, a priority overview is created for the management.

In the third phase, best practices and enablers for the digital transformation, which
serves as a baseline for the prospective digital businessmodel, are identified. For this pur-
pose, different digital options are derived for each business model element and logically
combined with each other. To ensure that those responsible know why an activity needs
to be carried out, the output and contribution of each activity in regard to future activities
are listed. Thus, the main value of the activities to collect best practices and enablers for
digital transformation can be adapted from activity “3.3.1 Development of the digital
business model and associated options, taking into account enablers, disablers and best
practices.” Furthermore, this activity itself has the benefit of creating combinations of
options on how the digital transformation could be implemented.

In the digital fit phase, the options for designing the digital business model are
evaluated. Assuring the fit with the existing business model, the fulfillment of customer
requirements and the achievement of goals are crucial. The evaluated combinations can
be prioritized according to these factors. By suggesting methodical approaches for each
activity, an important indication on how the activities can be implemented to achieve
the desired result is given to the organizations. For example, information consolidation
can be used to create combinations of options. It is proposed to use a decision-making
method for the evaluation and selection of the combinations, because the responsibility
for the right selection lays in the hands of the respective project management team.

The fifth phase contains the finalization and implementation of the digital business
model, i.e., the combination of the compiled options from the previous phases that
are pursued further. This means that created artifacts, processes, and workflows are
transferred to the operative business. The digital implementation also includes designing
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the digital customer experience and the digital value network with partner integration.
Resources and capabilities required for digital implementation are also considered. A
large number of roles are involved in this phase, as it is a very comprehensive and cross-
departmental phase with influence on different areas of the company. For this reason,
many different stakeholders and roles are involved in the activities.

In the sixth phase, the implemented actions are examined, and the project plan
and action plan are further adapted to the situation. In order to successfully implement
the developed options, it is necessary to obtain comprehensive information. Project
management methods are suggested to be used to adjust the project and action plan. The
management as a stakeholder is primarily interested in a meticulous review phase, but
the employees are as well, because this could have considerable impact on the future
work activities and processes.

4.3 Activities

For all six phases mentioned, corresponding activities were elaborated, in order to com-
prehensively describe the digital transformation, make the process more tangible, and
deliver an accompaniment to the application of the reference model. For each activity,
the dependent elements according to the metamodel were defined. These include roles,
stakeholders, results, benefits, methods, and the linked phase.

Depending on the phase, a different number of activities were assigned in order to be
able to fulfill these activities as best as possible. Eleven activities were assigned to phase
1, the digital reality phase. Only two activities were assigned to the second phase and
seven to determine the digital potential phase. Two activities are needed for the digital
fit phase and five for the digital implementation phase. Finally, there are two activities
in the review phase. An overview over the number of activities in each phase is shown
in Table 1.

Table 1. Number of associated activities per phase

Phase Associated activities

Phase 1—Digital Reality 11

Phase 2—Digital Ambition 2

Phase 3—Digital Potential 7

Phase 4—Digital Fit 2

Phase 5—Implementation 6

Phase 6—Review 2

In order to better demonstrate the understanding of the individual activities, two
fully elaborated activities will be selected and explained in more detail in the following.
Firstly, activity “2.1.1 Survey of company objectives for digital transformation” from the
digital ambition phasewill be exemplified in depth. This activity comprises the collection
of business objectives on the basis of four categories: time, finance, space, and quality.
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The result of this survey is a digital vision for the organization. In order for employees
to know what the activity is being carried out for, the impact on future activities is
shown. Thus, the result of this activity will be useful for activities “3.3.1 Development
of the digital business model and related options taking into account enablers, disablers
and best practices” and “4.1.2 Evaluation and selection of combinations.” The project
manager, the CEO, a business model expert and a digitization expert are the required
roles to carry out the activity. These roles were defined using the Responsible, Expert,
Work, Approver (REWA) matrix and the assignments can be more closely examined in
Table 2. REWA is a variant of the RACI model and has a similar significance. Since
many people and groups are involved in the digital transformation, a final list of the
parties to be informed is difficult to compile and ultimately not very informative. Thus,
in this case the letter “I” (informed) from the RACI model is of little use. Therefore, the
REWA variant is more suitable due to the pragmatic and meaningful naming. After all,
with “E” for expert and “W” for work, it is evident who carries out the task and who
provides professional assistance.

Table 2. REWAmatrix for activity 2.1.1 Survey of business objectives for digital transformation

R E W A

Project manager × ×
CEO × x

Business model expert × ×
Digitization expert × ×
Steering committee x

Furthermore, stakeholders of activity “2.1.1 Survey of business objectives for digital
transformation” are the management, the board of directors or executive board, a repre-
sentativemember of the parent company, the trade union, political regulators and interest
groups as well as investors. The methodology of a strategic analysis and objectives is
recommended for the processing of the activity.

Activity “3.3.1 Development of the digital business model and associated options,
taking into account enablers, disablers and best practices” is to be carried out on the
results, among other things, of the activity described above. Based on the collected
best practices, enablers, and disablers, all options for the future design of the individual
business model elements are now derived. Apart from their listing, they are not yet
evaluated. The business model elements are evaluated to determine if digitization is
needed. If applicable, the form of digitization will then be defined. It is also examined
how the enablers can be used to improve the business model elements. The result is a list
of options for the intended digital business model. In regard to the entire transformation
process, this result lays the foundation for activity “4.1.1 Creation of combinations of
options.” As shown in the REWA matrix in Table 3, the roles project manager, business
model expert, and digitization expert are necessary to complete activity 3.3.1.
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Table 3. REWA matrix for activity 3.3.1 Development of the digital business model and related
options taking into account enablers, disablers, and best practices

R E W A

Project manager × x

Business model expert × ×
Digitization expert × ×

As stakeholders, the management, the client, the partners, the trade unions, political
regulators, interest groups and investors are listed. In addition, goal setting, strategic
analysis and information consolidation are the suggested methods to cope with the
activity.

5 Discussion

The following paragraphs will discuss and further explain the results described in the
previous chapter. Thedifferencebetween the roadmapby [20] and the approachdescribed
in this paper are presented and the additional value created explicated. Despite not having
applied and validated the reference model in practice, the representability and validity
of the model in the targeted domain are justified. Also, the possible impact of the created
reference model on other domains is mentioned and the importance of this contribution
is highlighted. Lastly, the research questions listed at the beginning of this paper are
addressed.

As described in the prior chapter, the reference model uses six different phases
to guide the digital transformation process, starting at the current state and finishing
with an iterative implementation and reflection of the developed digital business model.
Noticeably, many of the 30 total activities take place in the first phase, while other phases
such as digital fit phase consist of a smaller number of activities. Importantly, a large
number of activities do not necessarily reflect the time needed to finish a phase or its
complexity. For instance, the examination and documentation of the digital reality phase
which consist of eleven activities can be considered a relatively short phase compared
to other phases, such as the implementation phase, where individual activities can take
up to several months or even years. Furthermore, to offer a complete process model that
offers the highest possible degree of support, important factors and influences on the
digital transformation process, such as stakeholders and their requirements as well as
suitable methods for individual steps, were listed. However, this additional information
is neither conclusive, nor does it represent the only correct way. It is intended primarily as
a guidance and food for thought. The effective application of the model and design of the
digital transformation process depends on the respective project manager. The reference
model supports the business model innovation and should be seen as a guideline, yet
the design of the practically implemented procedure depends on the preferences of an
organization and how they adopt it.

The referencemodelwas derived from the roadmapof [20], and therefore, similarities
between the two are implied. The common themes do not result from a simple replication
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of the underlying roadmap, but symbolize the uniformity of the superordinate purpose,
which is the digital transformation. Therefore, certain activities, elements, instances, or
parts of the digital transformation can be found in any approach. However, due to the
very specific application domain of this reference model, none of the activities in [20]
were identically replicated. The more general phases on the other hand were transferred
after being carefully checked regarding their suitability. With the addition of the last
iterative review phase, the base structure of the reference model now deviates from
the one in [20] too. In addition, the degree of detail of the reference model created
here is more profound and could only be realized by choosing a specific application
domain. Despite not going into detail of each step of every activity, by defining the
methodology, possible stakeholders, roles with the help of the REWA matrix, results,
and the contribution of a single activity within the transformation process, considerably
more content, transparency, and higher comprehensibility is established. As a result, the
digital transformation in a Swiss hospital becomesmore tangible and realistic, especially
where such objectives pose blackboxes. Representing a seemingly small difference, the
additional content creating an instructional guiding concept that not only talks about, but
also shows and allows a successful implementation of the digital transformation, rather
than a shallow roadmap.

In order to create a relevant and rigorous digital transformation approach, the refer-
ence modeling process was guided by well-established best practices and existing mod-
els. However, to increase representativeness and confirm the universal applicability of
the reference model in practice of the Swiss hospital environment, additional input and
adjustments in exchange with health and digital professionals in the targeted domain
would be appropriate. Despite the positive effects in the context of this work, it was
refrained from having the result validated by individual experts. Validation within the
limited timeframe of this project risks that the general model is negatively manipulated
based on personal subjective assessments and thus no longer corresponds to the original
purpose. Due to the development based on practice-proven approaches, the presented
reference model can be classified as representative and valid despite the lack of exem-
plary validation. Nevertheless, to create a full and well-aligned digital transformation
approach to be used in a large number of digital transformation projects in Swiss hos-
pitals, an extensive practical validation is crucial. Hence, as suggested in the following
conclusion and outlook, objectively validating the reference model should be considered
as one of the most important steps.

While this reference model was specifically created for the digital transformation
in Swiss hospitals and took certain characteristics of the targeted domain into account,
it does not rule out the (partial) applicability on organizations from other areas of the
healthcare system or even outside the industry. This means that the presented approach’s
benefits are not limited to the very narrow domain but could also expand and trigger or
encourage the digital transformation in other business sectors. Undeniably, pushing dig-
ital advancements in one sort of organizations within one industry (healthcare) promotes
new digital solutions, a digital thinking, interorganizational digital processes and hence
a much more extensive advancement of digital mature enterprises. Being the first specif-
ically targeted contribution in a digitally restrained industry can therefore also serve as
a basis for further research in this or related fields. Moreover, by taking this reference
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model and further evolve and improve it, one or more approaches for multiple domains
can result. Therefore, this paper does not only contribute to the digital transformation
of Swiss hospitals but also to the possible digital advancements of an entire industry
and lays a foundation for more advanced and sophisticated specific and cross-industrial
approaches.

The defined main research question at the beginning of this paper focuses on an
ideal approach for the implementation of the digital transformation in Swiss hospitals.
By developing a reference model based on best practices and established approaches,
the research question was attempted to be answered. Considering the previously men-
tioned omitted validation and possible further developments in an iterative setting with
healthcare professionals, the presented approach would require additional input as well
as practical experience to be described as ideal. Nevertheless, the created output can
be considered a valid reference model and starting point for the implementation of the
digital transformation in Swiss hospital. Hence, it is a step in the right direction and as
described previously, having a foundation can also trigger a digital evolution on a larger
scale. In the context of the first subordinate research question, an analysis was conducted
to determine which existing model can be used as a template for a reference model in the
chosen application domain. As explained in the previous chapters, [20] model is highly
suitable for adaptation in this specific context. In combination with [1], who suggests a
reflection phase, a solid and proper foundation was established. As mentioned before, to
create a reference model a previously designed metamodel was required in order to set
and define the key elements and components as well as their relationship. Consequently,
the answer to the second subordinate research questions was given by modeling the
metamodel.

6 Conclusion and Outlook

Although the digitization of the healthcare sector has gained momentum, investment
remains significantly lower compared to other sectors. One approach to make up for
this deficit is the eHealth Switzerland 2.0 strategy, which was introduced by the federal
government and the cantons in the fall of 2018. Medical institutions, in particular hospi-
tals, are currently facing various challenges in the digital transformation. Therefore, the
aim of this paper is the development of an ideal approach for implementing the digital
transformation in the Swiss healthcare system. In this generic approach, drivers and best
practices were used to push the digital transformation and overcome the barriers.

The first step was to create a metamodel which served as the basis for the reference
model. As part of this project, the metamodel was created with a simplified UML class
diagram notation to provide a simple understanding of the necessary constructs. Finally,
this metamodel consists of nine different elements, which have several dependencies on
each other. The activity serves as the central element. In addition to the activity, the further
elements are “result,” “value,” “method,” “roadmap,” “phase,” “role,” “stakeholder,” and
“requirement.”

Following the completion of the underlyingmetamodel, the referencemodelwas cre-
ated according to the previously defined elements and relationships. Within the selected
application domain, the reference model can be regarded as a universally applicable and
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reusable best practice framework for Swiss hospitals. A high-quality and comprehensive
template from [20] serves as the basic roadmap. This roadmapwas reviewed in the course
of a critical analysis and extended with an additional review phase. Thus, the roadmap
consists of six phases: Digital Reality, Digital Ambition, Digital Potential, Digital Fit,
Implementation, and Review. The implementation and review are carried out as iterative
phases to ensure an appropriate and correct transformation process.

The individual phases consist of a varying number of activities with an overall of
30 activities listed. The various elements according to the metamodel were defined and
assigned to the individual activities. In addition to the roles, a REWAmodel was created
to show the responsibilities for each activity.

This paper and the presented approach for the digital transformation were created
using extensive insights from different literature sources. So far, no practical feedback
has been integrated into the work, which could be done in a future step. For example,
experts from hospitals could examine the approach and suggest improvements through
constructive feedback. However, additional inputs by selected experts are not solely
contributing to more representative results but could also have a subjective impact on
the otherwise generalized and objective reference model.

As mentioned above, the fact that no validation of the metamodel or reference model
has takenplace byprofessionals from theSwiss hospital systemcanbe seen as aweakness
as well as a strength of the work. It is possible that required elements have been forgotten
due to the lack of involvement of experts from this industrial sector or that too little
attention has been paid to some of the key factors. On the other hand, objectivity is
guaranteed. This means that when validated by a hospital, subjective influences from
this particular hospital automatically result from the feedback. Since not all hospitals
are organized and set up the same way, this could lead to distortions of the work and
individual opinions can be misinterpreted as generally applicable. Therefore, such a
validation has to be carried out extensively and the gained feedback has to be critically
analyzed, in order to take into account only suitable and value-adding objections.

Further, this model could now be used in cooperation with a hospital to create an
individually broken-down approach specific to the selected hospital. Thus, this approach
would be broken down from the theoretical level to the practical level, and a concrete
use case would be developed. Additionally, the reference model offers not only the
possibility for further specification but also generalization. As a result, it can serve as
a guideline not only for hospitals, but also for other areas of the healthcare industry or
even companies outside this sector.
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Abstract. In the last years, increasing attention has been paid to air
pollution, due to its impact on human health and on the environment.
Current EU legislation establishes fixed limits for some air components
that have been shown to have adverse effects on human health. It is
therefore important to identify regions where the probability of exceeding
those limits is high. In this paper, we propose a bootstrap scheme to
obtain the distribution of the considered air pollutant at a given time
point. In particular, the proposed resampling scheme is based on the
residuals of a semiparametric model which is able to incorporate some
stylized facts usually observed in such kind of data, such as missing
data, trends and conditional heteroscedasticity. The estimated bootstrap
distribution is then used to estimate the probability that the air pollutant
exceeds the fixed legal limits. An application to (PM10) in Torino area
in the North-Italian region Piemonte is shown.

Keywords: ARMA–GARCH model · Bootstrap · Exceedance
probability

1 Introduction

Recent studies show the link between human health and exposition to pollu-
tants; thus, it becomes important to analyse air quality, so to adopt appropriate
political strategies to improve it if health conditions are not satisfied. In order to
improve air quality and to defend human health, the EU directive 1999/30/EC
has defined some regulations on limit values of air pollutants, including PM10

concentration levels (pollution particles measuring 10 micron or less in diam-
eter and measured in g/m3 units). The binding daily limit value for PM10 is
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50 µg/m3 which has not to be exceeded on more than 35 days within a calendar
year. From a statistical perspective, the estimation of the probability that the
PM10 level exceeds a specific threshold becomes a fundamental issue. To this
aim, it is important to accurately model typical behaviours generally observed
in air pollutant time series such as often huge presence of missing values, a
trend-cycle component, the presence of significant autocorrelations among near
observations, heteroscedastic effects (see, e.g., [3,10]).

In [2], it has been proposed a semiparametric model in which the trend-
cycle is estimated by using a local polynomial approach; such estimate is then
used to impute missing values if present in the data at hand. The detrended
component is assumed to follow an ARMA–GARCH-type model which is able
to take into account the different stylized patterns of the PM10 time series. The
choice of the “best” model, among some possible specifications of the GARCH
models, has been made by using the model confidence set. The analysis shows
that the simplest ARMA–GARCH(1,1) model with standard normal errors in
most cases outperforms more complex models. In this paper, the proposed model
is used to estimate the exceedance probability, i.e. the probability for a certain
air pollutant to exceed a certain legal limit c. In particular, we propose a model-
based residual bootstrap scheme to estimate the distribution of the considered
air pollutant from which an estimator of the exceedance probability is naturally
raised. Moreover, to evaluate the estimated exceedance probability as a classifier
for values under the limit, the area under the receiver operating characteristic
curves is also used.

The paper is organized as follows. Section 2 presents the proposed modelling
strategy. In Sect. 3, a bootstrap scheme is proposed and discussed in order to
estimate the distribution of the considered air pollutant and the estimation of
the exceedance probability is provided. In Sect. 4, the results of an application
to real data are discussed. A sensitivity analysis is also performed in order to
show the stability in the results, varying the tuning parameters. Some remarks
close the paper.

2 The Model

Let Yt be the one-dimensional random process representing the daily average of
an air pollutant at day t. The process can be modelled as (see [2]):

Yt = m(t) + ζt, t ∈ N, (1)

where m(t) is a deterministic trend-cycle component, which is able to model the
underlying level of the series, and ζt is a stochastic component. We assume that
ζt follows a stationary and invertible autoregressive moving average (ARMA)–
generalized autoregressive conditional heteroscedastic (GARCH) specification
originally proposed in [4], described by:
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ζt = Φ1ζt−1 + Φ2ζt−2 + · · · + Φpζt−p + εt + θ1εt−1 + · · · + θqεt−q (2)
εt = σt zt, (3)

σ2
t = ω +

p′∑

i=1

αiε
2
t−i +

q′∑

j=1

βjσ
2
t−j . (4)

where {zt} is a sequence of independent and identically distributed random vari-
ables such that E(zt) = 0 and E(z2

t ) = 1, σt is the conditional standard deviation
of εt. The ARMA component (2) describes the stochastic behaviour of the pro-
cess Yt, while the conditional standard deviation of εt is modelled by using a
the GARCH model (3) and (4) which allows to consider the heteroscedastic
effects. Although different GARCH-type specifications for σ2

t could be consid-
ered, existing studies, almost unanimously, agree on the good performance of
standard GARCH model [7] which seems to be able to accurately capture the
volatility clustering present in most data set in different fields. Recently, this
result has been confirmed in [2] for environmental time series in which some
alternative specifications of the GARCH-type models and different error distri-
butions have been considered. By means of the model confidence set [8], the
models have been compared in their ability to predict future values of the series.
It has been showed that the standard normal GARCH(1, 1) seems to be able
to provide performance comparable to more complicated models (see [2]). We
assume that the following assumptions hold:

A1. The function m(·) ∈ C1[0,+∞) = {f : [0,+∞) → R|f is differentiable and
its derivative is continuous};

A2. All zeros of AΦ(x) := 1 − ∑p
i=1 Φix

i lie outside the unit circle;
A3. All zeros of Bθ(x) := 1 − ∑q

j=1 θjx
j lie outside the unit circle;

A4. ω > 0, 0 < αi < 1 ∀i = 1, 2, . . . , p′ and 0 < βj < 1 ∀j = 1, 2, . . . , q′ with
P ≡ ∑p′

i=1 αi +
∑q′

j=1 < 1.

Assumption A1 impones that the trend-cycle component in (1) is a smooth func-
tion of time; hence, m(·) can be locally approximated by a polynomial function.
Assumptions A2 and A3 guarantee, respectively, the stationarity and the invert-
ibility of the ARMA process (2). Finally, assumption A4 insures the positivity
and the weak ergodic stationarity of the conditional variance σ2

t . Let

y = (y1, . . . , yn)′

be the daily time series of PM10 emissions observed at times t1 < t2 < · · · <
tn = T , where missing values are eventually present. Under the assumption A1,
the estimation of m(t) can be made by means of a two-step procedure in which
a local polynomial smoother is used to estimate the missing observations and
then the same estimator is applied to obtain an estimate of the function m(·)
(see [1]).

The asymptotic properties of the obtained estimator, along with expressions
for the bias and the variance, have been derived and discussed in [11]. Moreover,
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it seems to work better that other standard methods when there is a huge pres-
ence of missing values [1]. Finally, since the trend-cycle estimator is essentially
based on a local estimator approach and so it is nonparametric, it is flexible to
handle any structure of the data.

The detrended time series ζ̂i = yi − m̂(ti) is then used to identify and esti-
mate the ARMA–GARCH component (2)–(4). In particular, the identification
of the order p and q in the ARMA model (2) and p′ and q′ in the GARCH model
(4) can be made by using automatic information criteria such as AIC or BIC.
Moreover, the parameters in (2)–(4) can be estimated by QMLE method. Under
the assumptions [A2]–[A4], the QMLE estimator converges almost surely to the
true parameter (ω, α1, . . . , αp′ , β1, . . . , βq′) as n goes to ∞ (see [6]).

3 The Estimation of the Exceedance Probability
by a Bootstrap Resampling Scheme

In order to estimate the exceedance probability of a certain limit c, that is the
probability that the process Yt exceeds the legal limit:

EP (t) := P [Yt ≥ c]

it is crucial to obtain the distribution function of Yt in (1). To this aim, we
suggest the use of a residual bootstrap scheme in which the residuals of the
fitted model are resampled.

The procedure can be outlined as follows.

Step 1. Estimate the function m(t) in (1) as described in [2], obtaining m̂(t);
Step 2. Estimate the detrended series ζ̂i at time ti, i = 1, . . . , n, by

ζ̂i = yi − m̂(ti);

Step 3. Obtain the QMLE (Φ̂1, . . . , Φ̂p, θ̂1, . . . , θ̂q, ω̂, α̂1, . . . , α̂p′ , β̂1, . . . , β̂q′) for
the model (2);

Step 4. Calculate the residuals ε̂i :

ε̂i = ζ̂i −
p∑

l=1

Φ̂lζ̂i−l −
q∑

j=1

θ̂j ε̂i−j , i = max{p, q} + 1, . . . , n;

Step 5. Compute the estimated heteroscedasticity σ̂2
t from (4):

σ̂2
t = ω̂ +

p′∑

i=1

α̂iε̂
2
t−i +

q′∑

j=1

β̂j σ̂
2
t−j ., i = max{p, q, p′, q′} + 1, . . . , n.

Step 6. Compute, for i = max{p, q, p′, q′} + 1, . . . , n,

η̂i =
ε̂i

σ̂i
,
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and its standardized version

η̃i =
η̂i − μ̂

ĥ

where

μ̂ =
1

n − max{p, q, p′, q′}
n∑

i=1

η̂i

and

ĥ2 =
1

n − max{p, q, p′, q′} − 1

n∑

i=1

(η̂i − μ̂)2;

Step 7. Obtain the empirical distribution function FT (x) based on η̃t defined
by

FT (x) :=
1
T

n∑

i=1

1(η̃i ≤ x);

Step 8. Generate the bootstrap process ε∗
i by computing

ε∗
i = σ̂i η∗

i , η∗
i

iid∼ FT (x),

Step 9. Generate the bootstrap process ζ∗
i by computing

ζ∗
i =

p∑

l=1

Φ̂lζ̂i−l +
q∑

j=1

θ̂j ε̂i−j + ε∗
i ;

Step 10. Generate the bootstrap process Y ∗
i as

Y ∗
i = m̂(ti) + ζ∗

i . (5)

We point out that, under mild conditions on the existence of the moments of zt

in (3), the proposed approach leads to a consistent estimator Y ∗
t of the process

Yt (see [12]).
The generated bootstrap process can be used for statistical testing and for

constructing confidence intervals. Here we employ it for the estimation of the
exceedance probability. In particular, let

EP∗(ti) := P∗(Y ∗
i > c).

be the bootstrap analogous of EPti
, where P∗ is the probability distribution

induced by the resampling scheme.
To estimate EP (t) a Monte Carlo approach is implemented. B replicates

of Y ∗
i , namely Y ∗

1i, Y ∗
2i, . . . , Y ∗

Bi, i = 1, . . . , n can be generated and EP (ti) is
estimated by

ÊP (ti) =
1
B

B∑

j=1

I(Y ∗
ji > c).
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4 Application to PM10 time series from Torino area

In order to evaluate the performance of the proposed approach for estimating
the exceedance probability, a real data set has been considered. It consists of
PM10 concentrations (in µg/m3) measured from the five monitoring stations
from 1 January 2015 to 19 October 2016 in Torino. The data set is available at:
http://www.arpa.piemonte.gov.it. Figure 1 shows the distribution of the PM10

concentration for each of the considered stations: Consolata, Grassi, Lingotto,
Rebaudengo, Rubino. We can see that all the stations present median concentra-
tion levels below the threshold level of 50µg/m3. Moreover, all the distributions
are positively skewed, with many values exceeding the admitted concentration
(Table 1).

Consolata Grassi Lingotto Rebaudengo Rubino

0
50

10
0

15
0

Fig. 1. PM10 concentration distribution by station

Table 1. Descriptive statistics on PM10 time series data

Station Min Q1 Median Mean Q3 Max NA’s

Consolata 5.00 18.00 26.00 34.81 43.00 157.00 32

Grassi 6.00 24.00 33.00 41.28 52.00 136.00 224

Lingotto 5.00 17.00 25.00 33.47 41.50 146.00 59

Rebaudengo 6.00 20.00 29.00 36.84 45.00 144.00 53

Rubino 5.00 15.00 24.00 31.45 38.00 142.00 25

This data set has been used in [2], where, after a Box–Cox transformation
in order to stabilize the unconditional variance and to achieve approximate nor-
mality, the model (1)–(4) has been identified and estimated. The trend-cycle
component estimator has been obtained by using the two-step procedure out-
lined in the previous section. In both the steps, local polynomial estimators of

http://www.arpa.piemonte.gov.it
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degree one have been used, with Epanechnikov kernel and both the bandwidth
chosen by means of a least-squares cross-validation using the method suggested
in [9]. The results are reported in Fig. 2. On the detrended series, an ARMA–
GARCH model has been identified and estimated. The orders p and q have been
determined by looking at the minimum value of the Bayesian information crite-
rion (BIC), which among the numerous alternative selection criteria proposed in
the literature, more heavily penalizes larger model orders. The orders p′ and q′

of the GARCH component have been fixed equal to 1, since models with higher
orders generally do not seem to have better performance, particularly in a fore-
casting context (see [7]). The estimation results of the ARMA–GARCH model
on the detrended time series are reported in Table 2.

Rubino

Rebaudengo

Lingotto

Grassi

Consolata
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Fig. 2. Local polynomial estimates of the trend-cycle component m̂(t) for the trans-
formed PM10 concentration in the 5 considered stations
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Table 2. Estimated coefficients of the ARMA–GARCH model (2)–(4)

Coefficient Station

Consolata Grassi Lingotto Rebaudengo Rubino

Φ1 0.9941∗∗∗ 0.9670∗∗∗ 0.9798∗∗∗ 0.5404∗∗∗ 0.6420∗∗∗

Φ2 0.3531∗∗∗ 0.2742∗∗∗

θ1 −0.8175∗∗∗ −0.5787∗∗∗

ω 0.3978∗∗∗ 3.8186∗∗∗ 0.5457∗∗∗ 0.5562∗∗∗ 1.3995∗∗∗

α1 0.1268∗ 0.1114∗∗∗ 0.0732∗∗∗ 0.0840∗∗∗ 0.2401∗∗∗

β1 0.8723∗∗∗ 0.8393∗∗∗ 0.9236∗∗∗ 0.9150∗∗∗ 0.7589∗∗∗

Signif. codes: ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘·’ 0.1

As suggested in Sect. 3, the exceedance probability for the considered stations
can be estimated by:

ÊP
(s)

(ti) =
1
B

B∑

j=1

I(y∗(s)
ji > c(s)).

where c(s) = 50νs −1
νs

being νs the power of the Box–Cox transformation.
In the bootstrap procedure, we fix B = 999.
The observed threshold exceedances, set as 0 if y

(s)
i is under the 50 level, 1

otherwise, and their estimates are shown in Fig. 3. It is evident that for all the
stations the bootstrap procedure is able to appropriately estimate the exceeding
probability. For almost all the stations, the shape of the estimated exceedance
probability is quite similar; only for Consolata station, more peaks are present
in the central time interval due to the many sequences of 0 − 1 present in the
observed probability.

The estimates ÊP
(s)

(ti) can be used as a classifier of the values of PM10

exceeding the admitted limit of 50µg/m3. The idea is to obtain a binary
sequence, that is equal to 1 if the value of PM10 exceeds 50µg/m3 and 0 other-
wise.

In order to evaluate the goodness of ÊP
(s)

(ti) as a classifier of values of
PM10 under the limit, we use the approach based on the receiver operating
characteristic (ROC) curves, a common way to visualize the performance of a
binary classifier. In particular, to quantify the accuracy of the classifier we use the
area under the ROC curve (AUC), usually employed for rating diagnostic tests
[5] and defined as the area under the ROC curve. It represents the probability
that a classifier will rank a randomly chosen positive instance higher than a
randomly chosen negative instance. In Table 3, the AUC of ÊP (·) as a classifier
of the exceedance of the legal limit is shown for each station s along with the
AUC obtained using only the trend-cycle component to fit the data (AUC(m)).
The aim is to verify if the introduction of the ARMA–GARCH component which
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Fig. 3. Observed threshold exceedance (0 and 1) (on the top) and estimated exceedance
probability via bootstrap (on the bottom)
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Table 3. Values of AUC by using EP ∗ (second column) and by using only the trend-
cycle component m(t) (third column)

Station AUC AUC(m)

Consolata 0.96 0.80

Grassi 0.92 0.78

Lingotto 0.93 0.70

Rebaudengo 0.94 0.84

Rubino 0.93 0.66

takes into account the non-deterministic dependence and the clustering volatility
in the detrended series leads to a significant improvement in the AUC.

It is evident that, for all the stations, AUC is greater than 0.9, confirming
that ÊP is an excellent classifier for the exceedance of the legal limit. It is also
clear that the introduction of the ARMA–GARCH component in the models
leads to a significant improvement in the AUC.

Concluding remarks
The paper provides a bootstrap scheme to obtain the sample distribution of
the air pollutant PM10. It is based on the residuals of a semiparametric model
which incorporates all the stylized facts generally observed on the series, such as
missing data, trends and conditional heteroscedasticity. The bootstrap scheme
is then applied to estimate the exceedance probability of the legal limit, i.e. the
probability that the PM10 time series exceeds the legal limit 50 µg/m3.

To evaluate the estimated exceedance probability as a classifier for values
under the limit, we use the area under the receiver operating characteristic
curves, a common way to visualize the performance of a binary classifier.

The results, on a real data set consisting of PM10 concentrations (in µg/m3)
measured from the five monitoring stations in Torino area, show values of AUC
greater than 0.90 in all the stations, highlighting that our estimator of the
exceedance probability is an excellent classifier of PM10 concentrations.
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Abstract. Today, new and existing small-scaled gem merchants are finding it
difficult to lead the business in a successful way due to poor decision-making,
unpredictable market conditions, inexperience, and maintenance of client base.
Therefore, it has urged the need of a solution focusing on helping to maintain
and improve these areas leading to the profitability and success of small-scaled
merchandise. This research focuses on analyzing the difficulties faced by small-
scaled gemmerchants relating to purchasing gemstones, adding and manipulating
records, marketing and sales and to design and develop a software solution giving
importance in helping to make corrective decisions leading to the profitability of
the company such as purchasing a gemstone for the right price and adequate ways
of reaching out to potential clients leading to marketing and sale of colored stones.

Keywords: Gem merchandise software · Colored stone software · Gem dealer
software · Gem and jewelry · Gemstone dealer

1 Introduction

Many small-scaled gem merchants have the potentiality to succeed but mainly due to
the competitiveness [1], small-scaled gem merchants are suffering from “Less sales and
profit.” The root cause to all these issues is poor decision-making when it comes to
purchase and failure of putting innovation in place to reach out to customer’s needs
[2, 3]. These two issues mainly need to be addressed to compete in the competitive
environment [4, 5].

2 Below Are the Subproblems Identified

2.1 Difficulty in Estimating Client Demand and Inability to Understand Market
Conditions

Even though a gem merchant purchases a gemstone for the correct pricing, there can
be difficult situations to sell the gemstone on a faster pace, and this is mainly because
of factors such as not understanding the potential pricing that could be offered to a
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gemstone in the target market. For example, A dealer’s estimation on a 1-carat top
quality blue sapphire at Facets, Sri Lankan gem exhibition was 15,000 while another
dealer estimated the same quality stone for 30,000 ($1 was 110 rupees) [1]. The ultimate
reason for such pricing estimation difference is due to each dealer’s selling source, and
this means, it is vital to keep the selling source in mind when purchasing gemstones as
the acceptable pricing is not always the same in all the markets. Besides, if a gemstone
has been purchased for a higher price, the stone would remain in stock for some time
[6, 7].

Increase in the production of a similar colored stone could reduce the price of the
alternative gemstone stone of the same color, and this could be mainly due to more bril-
liance, high production, and constant supply [8–12]. Certain markets give importance to
birthstones and if a particular stone is moving faster on a seasonal basis, purchasing them
on other times won’t help to sell on a faster and profitable pace [3]. Public confidence
in the gemstone is also an acceptable factor [13].

As colored stones do not have a standard grading scheme unlike diamonds, their
value is based on the valuer and expressed in numbers based on the market condition
and price during valuation [1]. Therefore, keeping the selling source in mind during
purchasing is primary.

If a gemmerchant purchases gemstoneswithout analyzing the selling source, it could
lead to various problems. For example, if a gemstone has been purchased for a higher
price compared to the pricing at the selling source, the merchant will have to face a loss
instead of making profit, and vice versa [2, 14]. Selling source exchange rate fluctuations
[13] and tax percentage in the target market [7] are also factors influencing the price of
a gemstone. Sale of gemstones is highly connected to fashion trends; due to this, they
are more volatile [13, 15].

2.2 Difficulty in Predicting the Acceptability of a Gemstone

At some point, gem merchants may find a particular gemstone pleasing and would
increase the tendency to purchase [16] but minor defects could affect the sales part of
it so when purchasing gemstones, it is highly necessary to understand that beauty and
acceptance are the keys to the success of any gemstone. So, when purchasing gemstones,
no matter what, it should be of the expected quality [2, 17].

2.3 Difficult to Obtain the Highest Price for a Gemstone

Today, most of the gemmerchants are finding it difficult to sell gemstones for the highest
price that can be offered in the market regardless of its rarity. The reason behind this is
that the gemstones are not being reached to all potential buyers to be offered the highest
of price possible [1, 18].

2.4 Time Delay in Responding to Client Queries

Most of the time clients get in touch requesting for the availability of required gemstones
[18]. In such situations, gem merchants are finding it difficult to get back in a prompt
manner with the required details due to the following a decentralized process [2, 3, 19].
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2.5 Difficulty in Keeping Potential Clients Informed

Different customers have different requirements; due to this, it is difficult to keep all the
customers informed on their requirements on a live basis [2, 3, 5, 18].

2.6 Unable to Perform Follow Up’s on Time with Clients

With a decentralized approach, gem merchants are finding it difficult to understand
payment statuses, and to get in touch with customers on customer requirements on time
[2, 3, 5, 16, 19, 20].

2.7 Visiting Clients to Sell Gemstones

Visiting local and international clients [18] and spending time in showing the stocks
when it comes to selling gemstones is a tiring and costly process as not all the clients
would purchase gemstones upon visiting [7, 16, 21].

2.8 Difficulty in Assessing the Price of a Gemstone

Not all gem merchants are equally talented in assessing the price of a gemstone, assess-
ment skills differ from person to person. Price of gemstones is predominantly based on
its color, clarity, cut, weight and mined location. For an assessment to be very accurate,
the merchants must be updated on all these factors which may be possible but not in all
the situations [1, 2, 9, 11, 13, 17, 22–24]. When a gem merchant purchases a gemstone,
he/she relies on past transactions and not everyone in the industry is equally talented
as things vary from person to person depending on genetics characteristics and age. In
addition, the ability of any individual to grade a gemstone consistently is also influenced
by psychological factors, state of the color adaption of human eye, and health state. Due
to this, inconsistencies inevitably happen [25]. The lack of a standard grading scheme or
codified knowledge to assess gemstones prevents the achievement of high value in the
market [1]. Appraising and grading gemstones have been difficult compared to diamond
due to the lack of a standard grading scheme [13, 15–17].

2.9 Lack of Appropriate Software

Usage of unspecialized software’s, MS Excel and other traditional methods are ineffi-
cient as they aren’t addressing the entire problem such as data handling, reporting, and
several others as addressed above [14]. Due to this, it is hard to run a small-scaled gem
merchandise without a dedicated software in place [19, 21, 26].

2.10 Spending Too Much Time on Data Entry

GIA [27] and GRS [28] are two leading international gemological bodies where both
have outlined sample reports which display the information’s related to a gemstone.
When a gem merchant purchases a gemstone, all the details specific to it which are in
the associated certificate will be entered into the stock section of a merchant’s system.
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The stock section can be a book, column of an excel sheet or any other applications a
merchant uses to record and retrieve data [16, 21]. This proves that time is being spent
on data entry, and there can be possibilities of human errors. Therefore, it is vital to have
a method to capture and enter data in order to increase the effectiveness and reduce the
time spent here.

3 Solution

The ultimate intention is to introduce a solution that would be of assistance to gem
merchants in managing stocks and customers and to help make corrective decisions
leading to the profitability of the company in terms of purchasing, marketing, and sales.
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Abstract. Malnutrition is one of the major problems in developing countries
including Bangladesh. Stunting is a chronic malnutrition, which indicates low
height for age and interrupt the growth. The purpose of this research is to find out
the factors associated with themalnutrition status and test the accuracy of the algo-
rithms used to identify the factors. Data from Bangladesh Demographic Health
Survey (BDHS), 2014, is used. Factors like demographic, socioeconomic, and
environmental have differential influence on stunting. Based on analysis, about
36% of under-five children were suffering from stunting. Decision tree algorithm
was applied to find the associated factors with stunting. It is found that mothers’
education, birth order number, and economic status were associated with stunt-
ing. Support vector machine (SVM) and artificial neural network (ANN) are also
applied with the stunting dataset to test the accuracy. The accuracy of decision
tree is 74%, SVM is 76%, and ANN is 73%.

Keywords: Stunting · Z-score · Chi-Square · DT · ANN · SVM

1 Introduction

Nutrition is the consumption of food, perceived in relationship with the body’s dietary
demands. [1]. Stunting is a significant common health concern that grows the global fit-
ness and decrease unanticipated fatality and malady throughout childhood [2, 3]. More
than a couple of million children 0–59 months die every year because of malnutrition
surrounding the environment [4, 5]. Bangladesh has improved significantly in several
indicators of human development. Progress has also been made in health and nutrition.
However, the nutrition status of children and women is still not good. The percentage
of stunting in Bangladesh is alarming. A recent survey says that to overcome stunting
of children, Bangladesh has to travel a lot more [6]. The concern is that 15% of the
child’s birth weight is less than normal and about one-third (1/3) of child deaths due to
fatal nutrition. Malnutrition is one kind of nutritional deficiency or anemia. When there
is malnutrition or anemia in a mother, it has a terrible impact on her child. Alongside,
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the main cause of severe malnutrition in the country is poverty and food poisoning.
Bangladesh has over population compared to its area; a set of the population live below
the poverty line. Due to the increase in food prices, this huge number of people cannot
afford the necessary nutritious food. Malnutrition is the biggest problem in our coun-
try and other developing countries, and we need to solve this problem from the root.
This research aims to study the demographic health, environmental, and socioeconomic
factors of stunting among children’s (0–59 months) using machine learning techniques.
Some of the associated factors of stunting are newly determined which was not deter-
mined before. This research outcome would be valuable for the healthcare providers.
They can execute appropriate inventions to improve the increase of children in the inner
area of Bangladesh and other areas in the country. Governmental and non-governmental
companies need to come forward to establish policies and initial steps for the benefit of
the people.

Section 2 presents some related work. Section 3 explains proposed methodology.
Section 4 talks about data source and data preparation howwe have prepared the dataset.
Section 5 is about implementations, results, and accuracy of classification. Section 6
gives conclusion and future work.

2 Literature Review

As per the statement of World Health Organization, 48% of children in Bangladesh suf-
fer from malnutrition [7]. The number of stunting children under five years increased
over 10 years span in Africa [8, 9]. The pervasiveness of malnutrition has three reg-
ular pointers: stunting, underweight, and wasting followed by the WHO direction and
amputate periods [10]. In this paper, we have found the associated factors of stunting.
In Bangladesh, physical heights are less than normal in the age ratio. It is obvious to
say that these children will have negative effects of stunting until they are five years
old. The main cause of severe stunting in the country is poverty and food poisoning
[11, 12]. This research utilizes public data of the BDHS’2014 to find out the malnutri-
tion (stunting) factors [13]. As determined, the major contributing factors of stunting
are the family wealth index, birth order number, type of cooking fuel, type of cooking
fuel, relationship with the head of the house hold, main material of the roof, drinking
source of the water, the place of residence, and division. The breastfeed needs much
higher rate in Bengali children than it is now, GM et al. [14]. The nutritional status of
children (0–59 months) is very sensorial data of countries in several sectors like health
and economic. To measure the child nutritional status, there are various methods like
the Z-score method. Protein energy malnutrition (PEM) is more vital health dilemma
toward Bangladesh, and it concerns the natural portion and coherent improvement of
babies [15–17]. Stunting can be reduced of any nation by raising mother’s education,
mothers’ nutrition status, and health service, Alom and Islam [18].

3 Proposed Methodology

In this study, the relevant information is collected from the BDHS’2014. The data col-
lected from a survey carried out both in rural and urban areas of the nation as well
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as for the country as a whole. Among 17,989, separated families, interviews perfectly
done 98% of all the utilized households [19, 20]. Experiment on malnutrition depends
on three types underweight (weight-for-age), stunted (height-for-age), wasted (weight-
for-height); however, our focus is on stunting because 36.4% children are stunted. The
following Fig. 1 shows our research methodology.

In the first step, we collect data from the BDHS server, and then we, integrated
the data as the data sets were in different folders. Then, we clean the data sets through
SPSS (version 23.0) and separated the data sets into three categories stunting, wasting,
and underweight. After that, we find the Z-score for the individual data sets. Then, we
compare the Z-score (Z > −2SD?) to check children stunting status. Then again, we
make training data sets (70%) and test data sets (30%) to apply several algorithms like
decision tree, SVM, and ANN. A child is counted stunted if (s) he is higher than two
standard deviations or less than (−2 SD) concerning the WHO reference population. In
this research, the nutritional situation of children (0–59) months toward the confirmation
of Z-scores mathematically expressed as:

Z-score= (specific value height or weight–Median rate of indicating population)/the
standard deviation estimation of the indicating population. In the following, we briefly
introduce three well-designed and popular methods used for malnutrition (stunting)
prediction.

3.1 Artificial Neural Network

Neural network has three layers: input, outputn and hidden layer. In most casesn hidden
layer consisting of units converts the input into something that output layer can use. To
address complex problems, we mostly use artificial neural networks (ANNs) such as the
malnutrition (stunting) prediction problem. A linear function is used in ANN to activate
the rectifier activation function and sigmoid activation function and applied in hidden
layers to classify malnourished child from trained data. The range of linear function is
0 and 1. The result will give the probability of being malnourished as 1 and nourished
as 0.70% train data and 30% test data fit into a model which runs 1–100 epochs. Here,
one forward and one backward propagation is known as epochs.

3.2 Support Vector Machine

For classification and regression analysis, SVM recognizes patterns and analyzes the
data. To gain better performance in SVM, kernel functions have been applied [20].
Here, the train test ratio of data is 70% and 30%.

3.3 Decision Trees

The way of decision tree to solve a problem is tree representation. J48 version is applied
in this paper for building the decision tree. Entropy (E) and information gain (I) is used
to construct the tree. Percentage of train and test data is 70% and 30%. The accuracy of
algorithm is 74% at depth 10.
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Fig. 1. Flowchart of working process
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3.4 Accuracy Rule for DT, SVM, ANN

A confusion matrix is used to explain the performance of a classification model. In
a confusion matrix, two-class cases: one is “0” and other “1,” there are four possible
outcomes of prediction, which are TN = true negatives, FN = false negatives, FP =
false positives, and TR= true positives. Several performance tests such as accuracy and
sensitivity are generally estimated to evaluate the classifier, as defined by,

Accuracy = TP+ TN/(TP+ TN+ FP+ FN) (1)

Sensitivity = TP/(TP+ FN) (2)

The proportion of the cases is measured by accuracy. Sensitivity measured the
fraction of negative cases those are classified as negative.

4 Data Source and Data Preparation

Bangladesh Demographic and Health Surveys (BDHS) is a countrywide sample survey
of men and women of generative age produced to provide information on fertility and
childhood mortality levels. The main key variables in our datasets are height, weight,
and age. There is 7256 number of data in the dataset with the division of IR, KR, BR,
HR, and PR in SAV format. IR refers to individual women’s data, KR refers to children’s
data, BR refers to births’ data, HR refers to household, and PR refers to household listing
data.

To apply an algorithm, the data was not prepared. At first, the data was in different
division IR,KR,BR,HR, andPR.Then,wemerged the data files using statistical package
for the social sciences (SPSS), PC version 23.0, tool. But the huge number of data was
missing in the data set, that is why missing data was handled by the filtering procedure.
Later on, the data is analyzed to find out the statistics in percentage to get how many
children are suffering from stunting. Alongside, the weight of data set was on to get the
accurate value.

5 Implementations and Results

5.1 Experimental Results

Table 1 presents the prevalence rate of stunting among the under-five children of
Bangladesh based on BDHS 2014. It is found that 36.4% under-five children are stunted.

There is significant association with stunting status and wealth index, electricity
connection at home, having mobile, mothers’ education level, birth order, and age of the
child. The electricity connection at homeandhavingmobile are also included in this study
to indicate economic status. It is revealed from wealth index, electricity connection at
home, and having mobile that less children of upper income was suffering from stunting
compared to from a lower income. Children from higher educated mother are also less in
number whowere suffering from stunting compared to the mother who had no education
or lower level education. The number of stunned were more among the child who born
as fourth or more order (Table 2).
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Table 1. Distribution of malnutrition status (stunting) of children in percentage

Stunting status Frequency Percent

No 4704 63.6

Yes 2692 36.4

5.2 Accuracy of Classification

Binary classification, knowledge retrieval, and precision are the part of relevant instances
in pattern identification among the retrieved examples while recall (also known as sensi-
tivity) is the fractionof relevant examples that havebeen retrievedover the total number of
relevant instances. Both precision and recall are consequently based on an understanding
and standard of significance of three algorithms in Table 3

From 2177 trainee data, 76% precision and 84% recall is no, where 68% precision
56% recall is yes for DT. 78% precision and 86% recall is no, where 69% precision 57%
recall is for SVM. 73% precision and 90% recall is no, where 70% precision 43% recall
is yes for ANN.

6 Conclusion & Future Work

This study discussed the status of stunting in Bangladesh and found 36.4% under-five
children were stunted. This study gives us a picture which shows all the major factors
found for stunting like mother’s highest education level, child’s age, birth order number,
family wealth index, currently breastfeeding, and place of residence. Stunting is not only
a family problem, but it is also a major obstacle in the form of statewide skilled human
resources. Malnutrition has three categories: stunting, wasting, and underweight, and in
this research paper, we have only discussed stunting.

In recent years, the Government of Bangladesh is more concerned for reducing
the rate of stunting. In future, we would like to work on wasting and underweight the
other two indicators of malnutrition. We further would like to test our model with more
algorithms and to include the data from other countries.
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Table 2. Association between sociodemographic factors and stunting status among under-five
children

Factors Categories Stunting status Chi-square

No (%) Yes (%)

Wealth
index

Ultra-poor 49.10 50.90 325.02***

Poor 58.80 41.20

Middle 62.30 37.70

Higher middle 68.40 31.60

Rich 79.60 20.40

Electricity Yes 68.40 31.6 130.15***

No 55.10 44.90

Mobile Yes 65.20 34.80 108.21***

No 45.30 54.70

Mother s’
education

No 49.50 50.50 276.85***

Primary 55.00 45.00

Secondary 68.70 31.30

Higher 80.30 19.70

1 66.90 33.10

Birth order 2 65.00 35.00% 60.02***

3 61.50 38.50

4 or more 54.90 45.10

Age in
month

0–6 87.2 12.8 324.83***

6–12 77.4 22.6

12–18 63.4 36.6

18–24 55.7 44.3

24–30 58.3 41.7

30–36 56.4 43.6

36–42 55.3 44.7

42–48 55.8 44.2

48–54 62.9 37.1

54–60 58.9 41.1

Note ***, **, and * represent 1%, 5%, and 10% level of significance
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Table 3. Confusion matrix of DT, SVM, ANN

Algorithms Label Precision Recall f1-score Support

DT No 0.76 0.84 0.80 1358

Yes 0.68 0.56 0.62 819

SVM No 0.78 0.86 0.82 1402

Yes 0.69 0.57 0.63 775

ANN No 0.73 0.90 0.81 1380

Yes 0.70 0.43 0.53 797
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Abstract. The study aimed to identify the human resources information systems
and their impact on the strategy of evaluating the performance of the employ-
ees of Jordan Telecom Company. The objectives of the study achieved through a
questionnaire were developed for the purpose of data collection. The (SPSS.16.1)
statistical software was used to analyze data. The most prominent results were:
The level of importance of human resources information systems (the efficiency
of human resources information systems, integration with other MIS, responsive-
ness) in Jordan Telecom was moderate in terms of respondents’ perceptions, as
well as the impact of human resources information systems in the performance
assessment strategy. Human resource systems accounted for 54% of the variation
in the strategy of evaluating the performance of Jordan Telecom employees. In
light of the achieved results, the study recommends, the most important of which
is the development of human resources information system aimed at tracking the
performance of employees to improve their performance and improvement, and
recommended the development of human resources management policies, so as
to contribute to the detection of the potential and potential of workers.

Keywords: Human resources information systems · Employee performance
assessment strategy

1 Introduction

The evaluation process is one of the important strategies and methods of performance
control in accordance with predefined strategies and objectives. Its importance also
lies on the constant tracking of performance stages by detecting abuses or errors that
may occur. Therefore, human resource management needs to provide information of
the employees performance continuously, and the criteria for the performance appraisal
process. Therefore, the importance of the availability and use of specialized human
resource information systems, is directly provided by providing all information related
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to employees. At the beginning of the performance evaluation process, HRMS provides
data about the criteria used for evaluation, which will address them to ensure that they
meet the objectives set, and provides data on each factor level, to determine the required
performance [13].

From this presentation, we note the extent to which the employee has benefited
from the information provided by the human resources information system (HRIS), by
enabling him to monitor and to assess his performance, since there are specific goals set
for each employee based on his level and skills that have been identified and collected
in advance, so the individual will monitor his performance and evaluate it based on the
goals set for him and measure the percentage of his performance that has been achieved
in the evaluation system for performance. The human resources information system
examines the results presented by superiors on the employee to verify compliance with
established standards and then compare these results agreed targets to determine the
extent to achieve and then report them. [13], which is known as the post-performance
evaluation.

2 The Study Problem

This study was conducted to answer the question about the impact of human resources
information systems on the strategy of assessing the performance of human resources in
Jordan Telecom Company and its role in the success and development of the company.

2.1 Study Hypotheses

In order to answer the study questions, the following hypothesis was developed:
Main Hypothesis (H01): “There is no statistically important significant impact of

human resources information systems (efficiency of human resources information sys-
tems, integration with other MIS, response) in evaluating the performance of employees
at the level of significance (α ≤ 0.05).”

2.2 The Importance of the Study

The importance of this study traces the importance of human resources in the success
and development of companies and the importance of the reports provided by the HR
information system in measuring the performance of employees in Jordan Telecom
Company and identifying the weaknesses that companies may suffer to be processed
and disposed of, and this helps companies to make appropriate and valid decisions in
the evaluation process.

2.3 Objectives of the Study

This study aims to determine the impact of human resources information systems (HRIS)
strategy in evaluating the performance of human resources and determining their role in
the company’s success by contributing the improvement of the employee’s performance
and developing them, which will positively affect the achievement of the company’s
main objectives.
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3 Theoretical Framework

Measuring and evaluating performance is one of the important processes that human
resources management exercises. Through measurement and evaluation, the company
is able to judge the accuracy of the policies and programs it adopts, whether policies
of recruitment, selection, appointment or training policy programs, development, and
follow-up of its human resources. The process of measurement and evaluation is a
means by which the working individual recognizes the strengths and weaknesses of his
performance, especially when the results of the performance evaluation by the company,
through which the individual can develop the strengths and address the weaknesses [17].
Performance evaluation is the systematic description of the strengths and weaknesses
associated with the job, both individually and collectively, serving two main purposes in
the companies: the development of the performance of employees in the job, in addition
to providing managers and employees with the information necessary for decision-
making, and the process of performance evaluation refers to that continuous function.
The basic function of human resources management seeks to know the strengths and
weaknesses of the overall or individual performance during a given period and to judge
the performance to show progress in the work, in order to provide the substantive basis
for decision-making process. [4].

One of the most important definitions addressed in the evaluation of employee per-
formance is the evaluation of each employee of the company on the basis of the work
completed within a period of time and his conduct with those who work with him [18],
also known as objective measurement of employees competency and their contribution
to achievement and to judge their behavior and behavior at work in a given period of
time, according to specific performance criteria, and defined them [7] (Fig. 1).

The process of evaluation goes in several complex processes involving many of the
forces and factors so the performance evaluators of the heads and supervisors andofficials
in human resources departments should take into consideration the steps mentioned by
[12]:

According to Al-Mobaideen et al. [3], the study illustrates the main factors that
have a direct bearing on the adoption of human resource information systems in Aqaba
economic zone in Jordan. To achieve this study, four main factors were tested:

The first is TAM, the second is the information technology infrastructure, the third
is the senior management support, and the fourth is the experience of individuals with
computers. The study model was implemented through the use of a questionnaire that
was applied to by 45 users comprising the study sample. The results of the analysis based
on SPSS showed that the infrastructure has an impact. The results suggest that there are
no statistically significant differences depending on the demographic variables. Based
on the searcher’s findings, the researchers suggested a set of recommendations for the
best use of the ASESA system. A sub-model 1 has been developed based on the above
to serve the original study model as the following model (Fig. 2):

According to Obeidat [10], purpose of this study is to discuss the linkage of human
resources information systems and human resources management functions. The theo-
retical framework of the study was based on human resource management and previous
research. The role of human resources contribution was measured by compliance and
the level of application of human resources functions. A questionnaire was sent to five
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Fig. 1. Ways of evaluating performance. Al-Mobaideen study [3]

Fig. 2. Sub-model 1. Beadles & Others [6]

different Jordanian banks with a response rate of 61.5%. The target groups of the ques-
tionnairewere human resources departments,which included human resourcesmanagers
and professionals in the Jordanian banking sector.

The functions of the human resources information systems that are studied in this
paper regarding human resources management functions are especially strategic inte-
gration, forecasting, planning, human resource analysis, communication, and integration
which have nothing to dowith the functions, while performance development and knowl-
edge and records management have been linked to human resource functions, which are
the dimensions of human resources information systems.

Sub-model 2, illustrator of a sub-model 1, has been developed based on the above
to serve the original study model (Fig. 3).
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Fig. 3. Sub-model 2. Ball [5]

According to Stone [15], the study is to identify the factors affecting the acceptance
and the effectiveness of selection of human resources systems and their impact on human
resources functions. The study found that, although e-HR systems may be effective both
for the organization and individuals, they may be the cause of disruption of some of the
functions of organizations and individuals, such as human relations and privacy. The
study recommended reducing the means of electronic inspection and supervision that
limit the freedom of individuals, the use of a combination of traditional and electronic
systems, and the proper and appropriate design of the system to help increase efficiency
(Fig. 4).

Fig. 4. Sub-model 3. Al-Madhoun, Abu Rahma [2]

According to Sakka [11], the study is to describe the reality of the use of the electronic
human resources information system (E-HRIS) on the “Public Employees Bureau” in
Gaza Strip, and the influence of this use on the performance of the chamber in four sides:
(efficiency, effectiveness, quality of performance, and performance time) from the point



Human Resources Information Systems and Their Impact 59

of view of the bureau employees who use this system. The authors followed the ana-
lytical descriptive method to achieve the study objective in order to collect the research
used from its initial sources via two tools. Firstly, the questionnaire was distributed to
eighty-five (85) employees in the bureau, who uses the system, and secondly, individual
interviews with some directors and support units in the office. The study concluded that
the use of the E-HRIS led to the improvement of the performance by increasing the effec-
tiveness, efficiency, and quality, for the functions of (recruitment, mobility, and career
management processes), as well as reducing the performance of the bureau for all times
jobs. Themost performance aspect was improved performance time, followed by quality
performance, equal efficiency, and vastly improved effectiveness of the performance of
the bureau.

Finally, the study recommended the completion of computerization of the HRIS in
the bureau to cover the internal and external affairs of the bureau in a wider manner than
it is now, and conducting continuous assessment for the electronic system to develop the
system and solve its problems and consolidating the analysis, designb and programming
of information systems and government Web sites in one central location for the pro-
duction of information systems and Web sites compatible with the program that can be
integrated into the E-government portal later. It also recommended enacting laws to reg-
ulate electronic transactions to facilitate the transformation toward various computing
transactions.

A sub-model 4 has been developed based on the above study to develop and support
the main study model. As shown in the following chart (Fig. 5):

Fig. 5. Sub-model 4. Sourieh, Miloud [14]

According to Moayad [9], the study aims at clarifying the role of HRIS in evalu-
ating the performance of HR. The study concluded that HRIS in the institution always
needs to develop in order to fulfill the tasks that are supposed to be done and to make
evaluating HR performance more effective. The two researchers mentioned a number of
recommendations, including:
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(A) Subjecting employees in HR department to training courses to enable them to cope
with technological changes and to utilize them to perform their tasks.

(B) Establishment of a Web site for the organization to help it disseminate information
about human resources such as employment announcements, advertising the results
of the employment tests, and dissemination of information about the status and
importance of the institution in order to attract skills.

(C) Increasing the awareness of human resources management employees about using
the human resources information system and its impact on the speed and accuracy
of the work carried out by them and the importance of keeping them up to date
with the latest developments.

A sub-model 5 has been developed based on the above to serve the original study
model. It is the following (Fig. 6):

Fig. 6. Sub-model 5. Abu Abila [1]

According to Abu Abila [1], the objective of this study is to demonstrate the impact
of HRIS on the effective performance of HRM in the Jordanian public security agency.
To achieve the purpose of the study, a questionnaire was developed. A total of 450
questionnaires were distributed and analyzed. The most important results of which are:

1. The comprehension of respondents about HRIS was high, as well as their under-
standings of the effectiveness of HR performance.

2. There is a significant statistical impact on the application of HRIS in HRM with
their dimensions in the use of the system, training, providing technical support, and
supporting senior management.

The study recommended continuing work on improving and developing the man-
agement information system in the officers’ affairs, personnel affairs in the Jordanian
public security agency.

A sub-model 6 has been developed based on the above to serve the original study
model. It is the following (Fig. 7):
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Fig. 7. Sub-model 6. Tartara [16]

4 Study Model

Based on the previous sub-models and in line with the theoretical framework discussed,
in addition to the linking process that brings together human resources information
systems (HRIS) with the human resource performance evaluation strategy, the study
model was developed as follows (Fig. 8):

Fig. 8. Study model design by researcher

5 Data Analysis

The purpose of this study was to investigate the human resources information systems
and their impact on employee performance assessment strategy of Jordan TelecomCom-
pany. Therefore, the results of this study will be presented and analyzed in this section.
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The study also used descriptive analysis to describe the characteristics of the sample
(SPSS.16.1) in processing data to answer study questions and test its hypotheses.

5.1 Study Tool

The internal consistency was calculated using the Cronbach alpha equation for the
instrument in its final form as a whole and for each of its fields. Table 1 shows this.

Table 1. Cronbach’s alpha stability coefficients for human resources information systems and
human resource performance evaluation strategy

Coefficient Alpha

Efficiency of human resources information systems 0.88

Integration of information systems human resources 0.85

Response of human resources information systems 0.81

Human resources information systems (macro) 0.85

Performance evaluation strategy 0.82

The descriptive analysis of all the variables of the study was conducted according
to the responses of the sample of the study on the items in the questionnaire, where
the arithmetic averages and the standard deviations were calculated. Based on this, the
values of the arithmetic averages of the study were classified according to the following
criterion for interpreting the data (Table 2):

Table 2. Descriptive analysis of all the variables of the study. According to Hatice Vatansever
Bayraktar1, Kamile Özge Yilmaz1 [8]

Arithmetic average Level for the arithmetic mean

More than 3.5 High

3.49–2.5 Moderate

2.49–1 Low

Based on this criterion, if the value of the arithmetic average of the item is more
than (3.5), the perception of the individuals of the sample is high. If the mean of the
arithmetic mean is 2.5–3.49, (2.49) the perception of the individuals of the sample is
moderate, otherwise their perception is low.

6 Answer Hypotheses

To answer the study question, the computation averages and the standard deviations
(SD) were calculated for the perceptions of the study sample members about the level
of availability of human resources information systems dimensions.
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Table (3) shows that the general average of the importance of the dimensions of
human resources information systems in Jordan Telecom Company was 3.48 and a stan-
dard deviation (0.77), and this means that the perception of the sample of the study about
the level of importance of HR information systems in Jordan Telecom Company was
moderate. By analyzing the dimensions of human resources information systems at Jor-
dan Telecom Company, it is shown that the dimension of integrating human resources
information systems ranked first with an average of (3.52) and a standard deviation
(0.90), followed by efficiency of human resources information systems with an arith-
metic average of (3.50), and a standard deviation (0.80), while the dimension of human
resources information systems’ response ranked last with an average arithmetic reached
(3.41), and a standard deviation (0.75), and the following is a detailed view of the items
of each dimension.

Table 3. Arithmetic averages and standard deviations of the perceptions of the study sample
members of the level of availability of human resources information systems dimensions

Dimensions Arithmetic average Standard deviation Rank Level of availability

Efficiency of human
resources
information systems

3.50 0.80 2 High

Integration of
information systems
human resources

3.52 0.90 1 High

Response of human
resources
information systems

3.41 0.75 3 Medium

General average 3.48 0.77 – Medium

6.1 The Efficiency of Human Resources Information Systems

The data in Table (4) indicates that the arithmetic average of the respondents’ perceptions
of the dimension (efficiency of human resources information systems)was high at (3.50).
Item (5), which states: “The information obtained from an information system occupied
the first rank with an arithmetic average of 3.62 and a standard deviation of (1.05), while
item (9), which states that “there are no errors in processing and data preservation,”
ranked last with an average of 3.27 and a standard deviation of (1.10).

6.2 Integration of Human Resources Information Systems

Table (5) indicates that the arithmetic average of respondents’ perceptions of the HRIS
integration was high with an arithmetic average of (3.52). Item (1), which states: “The
human resources information system provides integration with other activities,” ranked
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first with an average of 3.68 and a standard deviation of 1.00, whereas item 4, which
states that “HRIS is shared one database with other systems,” ranked last with an average
of 3.34 and a standard deviation (1.12) (Table 6).

Table 4. Arithmetic averages and standard deviations of the perceptions of the study sample
members about the items of the dimension of efficiency of human resources information systems

No. Item Arithmetic average Standard deviation Rank Level of
availability

1 The human
resources
information system
(HRMS) includes
the content to
perform various
tasks and functions

3.57 0.99 2 High

2 The human
resources
information system
and its applications
are suitable for the
needs of the human
Resources
department

3.55 0.87 4 High

0.3 The human
resources
information system
(HRIS) is easy to
use

3.54 0.97 6 High

4 The human
resources
information system
(HRIS) is constantly
updating its data
and information.

3.55 1.01 5 High

5 The information
generated by the
human resources
information system
(HRIS) can be
thoroughly trusted
for decision makers

3.62 1.05 1 High

(continued)
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Table 4. (continued)

No. Item Arithmetic average Standard deviation Rank Level of
availability

6 The human
resources
information system
(HRIS) is
maintained
regularly and
continuously to
ensure its
continuous
efficiency.

3.43 0.99 8 Medium

7 Equipment for the
operation of the
human resources
information system
is available
accurately

3.45 1.03 7 Medium

8 The database used
meets the needs of
workers of
information.

3.43 1.02 9 Medium

9 There are no errors
in processing and
saving data.

3.27 1.10 10 Medium

10 The human
resources
information system
(HRIS) has helped
to reduce costs
resulting from
traditional systems
(using paper, pens,
etc.)

3.56 1.07 3 High

Total average 3.50 0.80 High

6.3 Response of Human Resources Information Systems

The data in Table (6) indicates that the mean of the respondents’ perceptions of the
dimension (response of HRIS)wasmoderate, with average (3.41). Item (1), which states:
(0.93),while item (7),which states that “the systemhelps to determine the responsibilities
of employees and their roles in the company so as not to overload the worker” got the
last rank with an average arithmetic (3.21).
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Table 5. Arithmetic averages and standard deviations of the perceptions of the study sample
members on the items of the human resources information systems

Item no. Item Arithmetic
average

Standard
deviation

Rank Level of
availability

1 HRMS provides
integration with other
activities of the
company

3.68 1.00 1 High

2 The human resources
information system
assists in the
preparation of reports
in all directions
through the exchange
of information and
data.

3.52 0.97 3 High

3 The outputs of the
human resources
information system
(HRIS) help to
provide the necessary
support to different
decision-making
departments.

3.56 1.00 2 High

4 HRMS is shared in
one database with
other systems

3.34 1.12 4 Medium

Total average 3.52 0.90 High

6.4 Performance Evaluation

Table (7) indicates that the mean of the respondents’ perceptions of the dimension
(performance evaluation) was moderate with (3.25). Item 1, which states that HRMS
contributes to the improvement and development of staff performance, ranked first with
an average of (3.37) and a standard deviation of 1.02. Item 4, which states that “HRMS
helps to propose appropriate financial rewards for employee performance” ranked last
with an arithmetic average of (3:13) and a standard deviation of (1.01).

7 Testing Hypotheses

The researcher conducted some tests in order to ensure the adequacy of the data for
regression analysis in order to ascertain that there is no high correlation between the
independent variables (multicollinearity) variance inflation factor (VIF) and tolerance
test for each variable of the study variables that were used. It was ascertained also that the
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data follows the normal distribution by calculating the skewness coefficient considering
that the data follows the natural distribution if the value of the skewness coefficient is
less than (1).

Table 6. Arithmetic averages and standard deviations of the perceptions of the individuals of the
study sample on paragraphs after the response of human resources information systems.According
to Hatice Vatansever Bayraktar1, Kamile Özge Yilmaz1 [8]

Item no. Item Arithmetic
average

Standard
deviation

Rank Level of
availability

1 The human resources
information system
(HRIS) is quick to
process incoming
data

3.61 0.93 1 High

2 The human resources
information system
(HRIS) helps to
easily and quickly
exchange
information between
individuals

3.47 0.92 4 Medium

3 HR information
system provides
timely information

3.46 1.01 6 Medium

4 The human resources
information system
(HRIS) provides all
the outputs needed
by departments and
beneficiaries

3.49 0.98 2 Medium

5 The human resources
information system
(HRIS) helps the
employee to view
personal and
functional files
without any
complications

3.27 1.16 8 Medium

6 The human resources
information system
responds to inquiries
from other
departments

3.47 0.87 3 Medium

(continued)
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Table 6. (continued)

Item no. Item Arithmetic
average

Standard
deviation

Rank Level of
availability

7 The system helps
identify the
employees’
responsibilities and
roles in the company
in order not to
overload the worker.

3.21 1.04 9 Medium

8 The use of human
resources
information systems
helps to implement
the requirements of
different employees
at the required speed

3.28 1.06 7 Medium

9 Different reports
resulting from human
resources
information systems
can be prepared
based on external
variables.

3.46 0.82 5 Medium

Total average 3.41 0.75 Medium

From Table (8), we notice that the VIF values for all variables are less than (10)
and range within the (3.019–3.426). Tolerance values ranged from (0.292 to 0.331,
0.05). This is an indication of the absence of a high correlation between the independent
variables (multicollinearity). It was confirmed that the data follows normal distribution
by calculating the skewness coefficient, where the values were less than (1) and ranged
between (0.297–0.596)

Table (9) shows the validity of the study hypotheses model, and because of the high
value of (F) it is higher than its value at the level of (α ≤ 0.05) and the degrees of
freedom (3, 96) 54%) of the total variance in the dimension (performance evaluation),
and therefore, the hypotheses tested as follows:

First Hypothesis (H01): “There is no statistically significant impact at the level of (α
≤ 0.05) of HRIS (efficiency of HRIS, integrationwith otherMIS, response) in evaluating
the performance of the company’s employees.”

Table 10 shows the hypothesis test and multiple regression results of the analysis:
It is clear from the statistical results in Table (10), and from t-test values that the

dimension of the response of human resources information systems had an impact on
the evaluation of the performance of the employees of the company. In terms of the beta
coefficients of these two dimensions as shown in the table and in terms of the increase
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in the values of (t) calculated from their tabular value at the level of significance (α ≤
0.05), the value of (t) calculated was (2.939), which is a significant value at the level of
significance (α ≤ 0.05). The effect of the two dimensions (human resources information
systems and human resources information systems) was not shown in terms of the

Table 7. Arithmetic averages and standard deviations of the perceptions of the members of the
study sample on the items of the dimension of evaluation of performance

Item no. Item Arithmetic
average

Standard
deviation

Rank Level of
availability

1 The human
resources
information
system (HRIS)
contributes to the
improvement and
development of
staff performance

3.37 1.02 1 Medium

2 HRMS contributes
to determining the
effectiveness of
supervisors and
managers in
developing team
members

3.34 0.92 2 Medium

3 HRIS reveals the
capabilities of
employees to be
promoted to higher
positions

3.19 1.04 5 Medium

4 HRMS helps to
propose
appropriate
financial rewards
for employee
performance

3.13 1.01 7 Medium

5 The human
resources
information system
(HRIS) contributes
to the evaluation of
human resources
management
programs and
policies

3.31 1.05 3 Medium

(continued)
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Table 7. (continued)

Item no. Item Arithmetic
average

Standard
deviation

Rank Level of
availability

6 The human
resources
information
system (HRIS)
provides assistance
in establishing
precise,
predefined,
normative
performance bases.

3.24 1.02 4 Medium

7 The human
resources
information
system (HRIS)
helps to make the
employee more
responsible as a
result of justice.

3.17 1.20 6 Medium

Total average 3.25 0.36 – Medium

Table 8. Testing the amplitude coefficient of variance, permissible variation, and skewness
coefficient

Sub-dimensions Tolerance VIF Skewness

Efficiency of human resources information systems 0.293 3.412 0.304

Integration of human resources information systems 0.292 3.426 0.596

Response of human resources information systems 0.331 3.019 0.297

Table 9. Results of analysis of variance to verify the validity of the model for testing the
hypotheses of the study

Dependent
variable

Coefficient of R2
determination

Degrees of
freedom

Calculated F
value

Level of
significance F

Performance
evaluation

0.540 (96.3) 37.622 0.000

* Of statistical significance at level (α ≤ 0.05)

(Beta) coefficients of this dimension as in the table and the significance of the decrease
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Table 10. Results of multiple regression analysis were used to test the impact of HRIS (efficiency
of HRIS, integration with other MIS, response) in evaluating the performance of employees in the
company

Independent
dimension

R2 selection
factor

B Standard error Beta Calculated t
value

Level of
significance t

Fixed
regression

0.540 0.313 0.288 – 1.086 0.280

Efficiency of
human
resources
information
systems

0.232 0.157 0.213 1.475 0.143

Integration of
human
resources
information
systems

0.199 0.134 0.208 1.492 0.139

Response of
human
resources
information
systems

0.417 0.142 0.364 2.939 0.004

*Of statistical Significance at the level of (α ≤ 0.05)

in the value of (t) calculated from its tabular value at the α ≤ 0.05 level.) calculated at
(1.475, 1.492), respectively. From the above, it is necessary to reject the null hypothesis
and to accept the alternative hypothesis that there is a statistically significant impact at
the level of (α ≤ 0.05) of human resources information systems (efficiency of human
resources information systems, integration with other MIS, response) in evaluating the
performance of employees in the company.

Table 11 shows the stepwise multiple regression analysis to determine the weight of
each independent variable in the contribution to the arithmetical model:

Table (11) shows the order of entry of the independent variables in the regression
equation, and the dimension of the response of the human resources information systems
has entered the regression equation and separately interpreted 48.9% of the total variance
in the evaluation of the performance of the employees of the company.

8 Results and Discussion

The recent study concluded a group of results that were based on the opinions of the
sample members of the Jordanian TelecomCompany about human resource information
systems and their impact on HR strategies. In view of the responses of the sample, the
following results were reached and discussed as follows:
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Table 11. Results of stepwise multiple regression analysis to predict the performance evaluation
of the company’s employees through the dimensions of HRIS

The order of entry of
independent elements
in the prediction
equation

R2 value of the
coefficient of
determination

B Calculated t value Level of significance t

Invariable 0.416 1.481 0.142

The response of
human resources
information systems

0.489 0.504 3.884 0.000

Firstly, the results of the study showed that the arithmetic averages of the perceptions
of the individuals of the study sample for the level of availability of the dimensions of
the human resources information systems at the macro level were “medium” with an
average of 3.48 and a standard deviation of 0.77. The system in any company cannot be
complete even in large companies, because of the many challenges that vary in intensity
and impact from one company to another. Jordan Telecom Company is one of the com-
panies facing many difficulties and different challenges. We mention the organizational
difficulties, change problems, the re-design of the organizational structure, the difficulty
of building, developing. and modifying the human resources information system, the
lack of specialized experts in human resource systems, the lack of acceptance of the
majority of workers for technological development due to their lack of experience in
these systems, and familiarity with traditional systems.Wewill not forget the importance
of these systems in the pursuit of the development and success of these companies, which
helps to collect data necessary to manage the system, maintenance, and the introduc-
tion of conversion and operation on them in order to provide the beneficiaries thereafter
and provide the officials with information related to personnel working in the company
in the areas of benefits, compensation, wages and insurance, training and competency
development„ evaluation of performance in addition to availability of information about
selection systems, assessment and analysis of activities, development of personnel capa-
bilities, and skills and planning career courses, and showing the importance of human
resources information systems in the integration with other MIS sub-systems such as
marketing information system, manufacturing information system, technical operations,
and conversion information systems…. And other information systems within the com-
pany to ensure the existence of an integrated macro-information system that serves
decision making at the company level and helps to respond to the demands of external
parties to provide the information that they need to take into account the element of
confidentiality and to provide information for publication.

As for the ranking of human resources information systems axes, HRMS integra-
tion was ranked first and obtained a high arithmetic mean “3.52.” This result can be
explained by the fact that HRIS may provide integration with other activities of the
company to assist in preparing comprehensive and integrated reports with the activities
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and operations of the company and to help to achieve the necessary support for different
departments to make various decisions correctly.

As for the efficiency of human resources information systems, it came in the second
place to obtain a “high” arithmetic average of (3.50). To explain this result, the researcher
states that HRIS helps to produce accurate information that decision makers can trust to
make decisions. The HR information used by JTC is comprehensive, convenient, easy to
update, and continuous, as well as continuous maintenance of these systems and more
importantly reducing the material costs that may result in the use of traditional systems
due to the use of papers and pens and other materials.

Secondly, the results showed that the arithmetic averages of the respondents’ percep-
tions in Jordan Telecom Company that the employee performance evaluation obtained
an average of (3.25). To explain this result, the researcher attributed that the HR infor-
mation system contributes to the improvement and development of the employees of
Jordan Telecom, but it may suggest appropriate financial rewards for employee’s perfor-
mance and may not contribute to increasing the employees’ sense of responsibility for
their business and functions. This can be explained by the fact that staff assessment may
be based on personal knowledge, friendship, and mutual interests between the subordi-
nates and the manager. Thirdly, the results confirmed that there is an impact for resource
information systems in the strategy of assessing the performance of the employees of
Jordan Telecom Company. This result can be explained by the fact that the use of the
HR information system in the performance evaluation of employees will contribute to
improve their performance, develop, and determine the effectiveness of supervisors and
managers in developing and improving their performance. This also helps to estab-
lish accurate rules and standards that are previously determined to contribute to better
performance assessment.

9 Recommendations

Based on the findings of this research, the researcher presents the recommendations
that she hopes will play a role in increasing the use of human resources information
systems in human resource strategies, thus increasing the efficiency and effectiveness of
the human resources department, as follows:

1. Develop the human resources information system to include strategies for assessing
the performance of Jordan Telecom employees in line with their systems, policies,
and objectives to track the performance of employees to develop and improve their
performance.

2. Develop human resources management policies to provide important information
on the level of employees’ performance and help determine the factual basis from
which development efforts should begin to reveal the potential and capabilities of
employees.

3. Design training programs for employees ofHRIS, to be trained in how to use and deal
with this system to be an essential input in the process of assessing the performance
of employees.
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4. The researcher recommends the necessity for further studies on human resources
information systems and their impact on improving business and activities of
companies.
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laura.kask@proudengineers.com

Abstract. Complexity management is a well-understood concept in sys-
tems engineering with strong theoretical and practical foundations. The
complexity of legal systems, however, is mainly considered in trade or tax
context and remains largely qualitative in nature. Since the ability to cre-
ate, develop and follow law is crucial to functioning of a society, a quan-
titative method for assessing the complexity of a set of laws from both
its creation and consumption perspective and development of that com-
plexity over time would be beneficial. For example, such a measure could
be used to assess the sustainability of a legal system, develop “complex-
ity budgets” for legislative texts and quantitatively measure the impact
of changes. In this paper, the authors utilise a complexity measure for
engineering systems in the legal context of the Republic of Estonia. A
specific measure of legal complexity is developed based on ideas from
systems engineering and morphological analysis. It is then applied to
time series of quarterly sets of Estonian legislation from 2002 to 2019.
The research shows that systems engineering approach does yield mean-
ingful results in the legal domain and that, assuming limited cognitive
capabilities, the existing trend of complexity growth is not sustainable.
Policy recommendations are presented to change the trend found.

Keywords: Law · Complexity · Systems engineering · Estonia

1 Introduction

1.1 Background and Motivation

In his famous work, [1] showed that a human can handle 7 ± 2 distinct mental
“chunks” at a time, that our cognitive capabilities are limited. From this funda-
mental limitation of ours stems, the need to assess the complexity of systems:
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too complex a system stretches our processing capabilities beyond their limits.
Therefore, complexity should be controlled and managed both of which assume
the ability to measure complexity.

While in systems like spacecraft, oil rigs or dams, complexity is associated
with a super-linearly increasing development cost [2], the impact of complexity in
non-engineering systems can be less obvious. One such example is a legal system
comprised of laws and regulations of a country. Here, two separate perspectives
of complexity present themselves. The complexity of reading, interpreting and
applying the law1 and the complexity of developing the legal system to reflect
changes in the society. Both incur non-trivial cost to either citizens or businesses
or the institutions working to develop the law. For the discussion of the nature
of these costs, themselves outside the scope of this article, to be effectual, an
objective metric for measuring that complexity is necessary. Also, any change
seeking to shift the complexity of a legal system should be based on a quantitative
metric stemming from a solid theoretical foundation.

As numerous initiatives in multiple legal contexts clearly show (e.g. The Euro-
pean Commission’s regulatory fitness and performance (REFIT) programme,2

US H.R.946—Plain Writing Act of 2010), the fundamental problem of legal
complexity described previously is clearly recognised and considered important.
However, these initiatives do not appear to rely on quantitative instruments
other than the number of acts.

For example, on the 19th of May 2015 the European Commission published
a communication “Better regulation for better results—An EU agenda” [4] to
extend the REFIT programme. The document states its goals as “simplifying
the legal framework, reducing regulatory burdens across the single market and
increasing regulatory predictability” (page 3) and stating one of the means of
achieving that as “reducing its complexity while maintaining its level of protec-
tion”. However, no specific metrics or their target values are described. A similar
policy is in place in Estonia (see [5]) with the explicit title of “Plan to reduce law
creation”. The plan contains steps like “Assessment of the need for each legal
act” and cites the need to establish a way for ministries to give a “red light”
to the creation of new regulations. Again, no specific measures are described
beyond the number of regulations.

That said, quantitative measures of complexity of legal systems do exist.
The work of Katz et al. [3] is probably the most prominent example. That work,
however, is dependent on the structure of one particular legal system, focuses
on the consumer perspective of complexity and, while methodologically sound,
does not utilise a previously validated metric.

It is clear, that the very definition of complexity “as that which consists
of interconnected or interwoven parts; is a composite of two or more parts, is
involved or intricate; or is hard to separate, analyse, or solve” [6] implies, that

1 “With every new distinction or caveat come the costs associated with looking up,
learning, and complying with relevant rules” [3].

2 https://ec.europa.eu/info/law/law-making-process/evaluating-and-improving-
existing-laws/refit-making-eu-law-simpler-and-less-costly en.

https://ec.europa.eu/info/law/law-making-process/evaluating-and-improving-existing-laws/refit-making-eu-law-simpler-and-less-costly_en
https://ec.europa.eu/info/law/law-making-process/evaluating-and-improving-existing-laws/refit-making-eu-law-simpler-and-less-costly_en
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simply counting the number of parts is not a sufficient measure of complexity.
Indeed, the majority of the complexity measures listed by [7, table 2] involve
either coupling or solvability in addition to the size of the system. Therefore,
a useful metric of calculating complexity of a set of laws would involve either
coupling or solvability. As solvability (i.e. the effort it takes to develop a system)
in legal complex involves tackling fundamental philosophical questions, coupling
seems a suitable candidate.

To develop such a metric, tools and approaches developed in the field of sys-
tem engineering appear useful. As the concept of such prescriptive quantitative
decision support methods, [8] is well-established in the field. One of the methods
utilised in system engineering is the adjacency matrix describing relationships
between system components. Describing a system of laws using its adjacency
matrix is not a novel idea (e.g. [9]) and neither is the use of Design Structure
Matrices in system architecture (e.g. [10]).

Analysis of such matrices can yield both quantitative information about the
underlying system and policy recommendations for maintenance and develop-
ment activities. As both would be interesting and useful in the field of law, the
following fields of interest present themselves.

Firstly, the complexity measures itself. If the complexity of a legal text or
system of legal texts could be objectively calculated, this would allow for bench-
marking between different laws and legal systems, estimate the impact of planned
changes, etc.

Secondly, changes in such a complexity measure over time allow to assess
both the legal system itself and its context. If both individuals and groups have
cognitive limits to the ability to handle complexity, changes in the position of a
given legal system in terms of these limits appear useful:

• A relatively flat trend indicates the system to be in an equilibrium and a status
quo in terms of the ability to handle the system can be assumed

• An upwards trend indicates a system that is increasingly difficult to manage
as it approaches or has exceeded the abilities of its masters

• A downward trend in conjunction with the second law of thermodynamics
allows to conclude that external force is applied to reduce the complexity and
that the system in general is getting more manageable over time.

Thirdly, policy recommendations stemming from calculating the metric and
applying the related prescriptive methods would yield policy recommendations
that provide quantitative input to policies governing the given legal system.

1.2 Objective Statement

In this context, the authors seek to find support for the following hypothesis:

• Complexity measures used in systems engineering can be applied in the legal
domain

• These measures, when applied to a temporal data series, allow to assess the
sustainability of a system of legal texts in terms of complexity trends
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• Applying prescriptive methods from the field of systems engineering can yield
actionable policy input to the governance of a given legal system.

2 Material and Method

2.1 Complexity of Systems

The term “complexity” lacks a generally accepted definition despite being a very
intuitive concept. A large number of measures have been proposed for capture
our ideas about complexity [11]. This leads to the complexity metrics proposed
seldom being directly computable leaving practitioners to derive specific imple-
mentations of the general ideas suitable for the particular fields. References
[12,13] are examples of such research, there are many others. Such domain-
focused solutions can be hard to generalise: lines-of-code or formulae involving
part mix ratios might be useful in their own context, but their applicability in a
general context is questionable. The challenges in expanding the metrics beyond
a given field of specialisation in turn hinder the emergence of a uniformly appli-
cable notion of complexity and therefore also a shared set of tools and methods
for its management.

In contrast to both abstract ideas and domain-specific solutions, Sinha pro-
vides an approach to complexity rooted in systems engineering, a field focused
on general socio-technical systems [14]. Borrowing from the field of chemistry,
a complexity index is derived that has been validated by further research (see
[15]). It is based on the properties of the adjacency matrix of the system in
question3 while allowing for recursive application by the inclusion of complex-
ity measures of subsystems. The notable feature of the measure is its focus on
design, implementation and operation of system rather than their usage. While
the complexity of the latter is significant in terms of user adoption and the
value a system can drive, the former has a strong influence on the ability of
organisations to actually deliver that value.

The index is captured in Eq. 1.

C(n,m,A) = C1 + C2 × C3

=
n∑

i=1

αi + (
n∑

i=1

n∑

j=1

βijAij)γE(A)
(1)

where A is the DSM, αi are the complexities of individual subsystems, βi are
the weights of inter-subsystem relationships, γ = 1

n is the normalisation factor
and E(A) is graph energy of A as defined by Eq. 2 for eigenvalues σi of A.

E(A) =
n∑

i=1

|σi| (2)

This approach splits the complexity index (denoted by C) of a system into
three aspects:
3 More precisely, the design structure matrix (DSM) as defined in [16] is used.
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• The total complexity of all subsystems (C1)
• The total complexity of relationships between the subsystems (C2)
• Structure of the relationships between subsystems (C3).

In the context of Eq. 1, we can interpret C1 and C2 as the main complexity
drivers with C3 acting as a weighing factor either increasing or decreasing the
effect of the relationships based on their structure.

Application of the formula assumes the ability to assess the complexity of
subsystems, the ability to clearly define relationships between the subsystems
and the ability to assess the complexity of these relationships.

2.2 Properties of Graph Energy

The implementations of αi and βi capture the domain-specific aspect of the
equation. C1 and C2 are therefore implementation-dependent while C3 is generic
in nature reflecting properties of the system structure. This makes C3 more
suitable for the derivation of specific policy recommendations: the complexity of
a legal text can be estimated in a number of ways, whereas graph energy as such
is relatively unambiguous.

Unfortunately, C3 (or its essence, graph energy) does not lend itself easily
to an analytical approach; therefore, simulations have been used extensively in
its analysis. Gutman et al. [17] utilise Monte Carlo experiments to derive a
relationship between the number of edges and vertices of a graph. For N = 50,
Fig. 1a depicts the relationship between graph energy as simulated by the authors
using 250 repetitions and the Erdős–Rényi G(n, M) algorithm [18] for generating
random graphs. The figure shows that, for N ≥ 10 graph energy is concave in
nature with a clear maximum at k < n(n−1)

2 and that this is not true for N < 10
(Fig. 1b). Therefore, for large graphs a number of edges ki exist where adding
edges increase C3 beyond that of a monolithic system.

ki can be seen as a sort of optimum in terms of complexity as it presents
the maximum number of relationships between components that still justify not
building a monolithic system. It therefore presents usable policy guidance as
the graph energy of a system can be calculated and compared to ki. Such a
policy input assumes we know the ki for a given number of vertices n. Analysing
π-electron energies of molecules [19] derives an estimate for graph energy as a
function of the number of edges and vertices (3).

E(A) = a
√

nm, a ≈ 0.92
√

2 (3)

Solving for maximum graph energy 2n − 2 we find that

2n − 2 = a
√

nm ⇒ 4(n − 1)2 = a22nm ⇒ m =
4(n − 1)2

2na2
(4)

Equation 4 indicates a linear boundary for m. However, as McClelland oper-
ated with relatively small graphs, a more robust estimation would be needed for
complex systems. Applying the same Monte Carlo approach as previously, gener-
ating random graphs with a given number of edges and computing their energies
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Fig. 1. Graph energy and number of edges for different numbers of vertices

yields the optimal number of edges for a given graph size. For N ∈ [10, 500]
and C = 100, this approach generates a dataset to which a linear model of
ki ≈ �2.867n − 7.724� fits with p < 0.001 confidence.

The coefficients do not lend themselves to an obvious interpretation but the
resulting estimates are slightly larger than Eq. 3 yields confirming the need for
simulations and providing a better basis for policy recommendations.

2.3 Method

In order to verify the hypothesis, a specific implementation of a generic complex-
ity measure described in Sect. 2.1 was developed for both individual laws and,
consisting of these, a complete set of laws for a country. That implementation
was then applied to the dataset containing all parliamentary laws of the Repub-
lic of Estonia in force as of 1st of every quarter from 1st of April 20024 to 1st
of January 2019. Quarterly resolution was chosen based on the general practice
in Estonia of laws to come in force at the beginning of a quarter. A higher res-
olution would be unlikely to yield a statistically more significant dataset as the
laws would be very unlikely to change between the points of measurement.

It is important to note Estonian legal system is much wider than this dataset
covers encompassing lower level legal acts like government decrees, EU law and
bilateral agreements. Also, the legal system and its complexity are influenced
by the interpretation of legal acts in court practice. Analysis of that wider legal
system is out of the scope of the research as a comparably long-term dataset
is not available, and the results would be more difficult to interpret. Also, as
Estonia is a parliamentary republic, it is natural to focus on the legal acts given
by the Parliament (Riigikogu).
4 The earliest date from which comprehensive data is available.
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The dataset was captured from the Estonian State Gazette website5 by per-
forming an automated search for all parliamentary acts in force as of a given
date, downloading the texts in XML, as supplied, and saving the result noting
both the act identifier and the date filter applied.

Data capture, processing and complexity calculation were implemented as
Python scripts6 while resulting data was analysed using R [20].

The approach chosen for complexity analysis requires the ability to assess
the complexity of Estonian text. This was accomplished by the use of the NLP
Toolkit for Estonian language [21] for natural language processing.

For finding references between laws and between parts of individual laws,
a set of regular expressions was utilised that accounts for grammar structures
particular to the Estonian language.7

2.4 Acquiring and Processing the Data

Combining data scraping techniques with conventional data access methods, a
set of 66 quarterly datasets was obtained. Firstly, a list of laws applicable at
the beginning of the quarter was obtained. Then, the XML file containing the
particular edition in force was downloaded for each law in the list. The dataset

Data: https://www.riigiteataja.ee/
Result: Quarterly complexity indexes of Estonian laws
for All quarters do

Get list of all laws in effect on 1st of the quarter
for All laws returned by query do

if End date outside of quarter then
if Law contains text then

remove image content;
save XML;

end

end

end
Remove erroneous duplicates;
for All laws do

calculate law complexity;
end
for All quarters do

calculate quarterly complexity from complexities of individual laws of
that quarter;

end

end
Algorithm 1: Data processing algorithm used

5 www.riigiteataja.ee.
6 Available under the MIT licence at https://github.com/andreskytt/complexity.
7 Also available as part of the Python scripts mentioned.

www.riigiteataja.ee
https://github.com/andreskytt/complexity
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posed two main difficulties. Firstly, the query returned multiple redactions of the
law that had to be filtered out by the processing algorithm. Secondly, certain laws
were found to contain large images—mostly utilised for pre-layout of complex
tables and figures (e.g. the annual state budget)—represented as text. As the
images were represented as text, they were removed to prevent interference with
natural language processing. Thirdly, 4 laws were found to contain no legal text
whatsoever and were not included in the dataset. Finally, 12 versions of various
acts were found to be duplicated, where an expert decision was needed on which
particular edition of the text actually applied on a given quarter, 17 individual
texts were removed by this method.

The complete algorithm of finding quarterly complexity figures for the
dataset is as presented in Algorithm 1.

3 Theory

3.1 Legal Complexity

For the Estonian legal dataset, three levels of subsystems were defined for which
all the assumptions of the system complexity estimation hold. Their respec-
tive complexity measures and internal relationship definitions are summarised
in Table 1.

Table 1. Subsystem levels in Estonian legislation

Level Complexity Relationships

1 All parliamentary laws in
effect at a given date

Using Formula 5 Textual mentions of other
laws

2 All paragraphs and sec-
tions of each given law

Using Formula 6 Textual mention of sec-
tions and paragraphs;
containment of sections
in paragraphs

3 Individual sections of
legal text

Using methods described
in Sect. 3.2

–

To obtain quarterly complexity estimates (level 1 in Table 1), we must apply
Formula 1 to a system of all laws and their references by defining suitable sub-
system and relationship complexities. While the definition of αi, the complexity
of subsystems, stems from the definition of complexity on level 2 presented later,
βi presents a challenge.

Firstly, what constitutes a relationship between two laws must be defined.
James [22] utilises expert assessment for relationship definition, but this app-
roach cannot be used for the tens of thousands of references in case of laws.
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Instead, textual references8 are utilised. While this method omits many types of
implicit relationships as well as indirect references, the approach is scalable as
well as explicit in nature.

Secondly, a method for assessing the complexity of such a relationship must
be found. A suitable estimate, βij , should reflect both the number of references
between the laws and the complexity of the laws themselves as a longer legal
text could, by definition, contain more references.

It must be noted that Good Legislative Practice Policy (“Hea õigusloome ja
normitehnika eeskiri9”) article 28 states that a legislative act shall not re-state
something that is already stated either in the same legal act or another one.
Thus, referencing other acts is compulsory and is considered a best practice in
Estonia.

Two approaches present themselves. Firstly, one could argue, that complex-
ity of a given relationship should be positively correlated with the complexities
of the laws involved as more complex laws can make the references harder to
find and their semantics more involved. Secondly, more complex laws might
be considered to have more references between each other, and thus, the rela-
tionship complexity should be negatively correlated with the complexities of
the laws involved. Neither hypothesis appears to be entirely true. The relation-
ship between the complexity of a law and a number of references related to it
indeed shows an overall positive covariance but the relationship is non-trivial in
nature (see Fig. 2). Therefore, a strong positive correlation between βij and the
complexity of the laws involved would likely overemphasise the latter. Explor-
ing alternative implementations led to signs of exponential growth indicative of
an exponential relationship and culminated with Eq. 5 that. It must be noted,
however, that although an implementation presented in Eq. 5 was used in the
analysis, the final complexity measure is sensitive to the particular choice of βij

CL
q =

n∑

k=1

C(tk) + (
n∑

i=1

n∑

j=1

βijAij)γE(Aq)

where

βij =
cij

max(C(ti), C(tj))

(5)

In this implementation, αi are the individual complexities of laws. βij is the
relationship complexity chosen as per previous discussion and cij denotes the
number of references between two laws. E(A) and γ are defined as in 1.

To obtain complexities of individual laws (level 2 in table 1), the approach
already used is applied to individual legal texts yielding Eq. 6. Here the system
consists of sections and paragraphs rather than individual laws. While the system
of laws is flat in nature, laws themselves consist of multiple layers of units, each
of which can refer to each other. To capture the additional level of complexity

8 a legal text referencing another legal text, e.g. Law A containing a text “the process
of implementing this section is defined in §x in law B” is seen as referencing law B.

9 https://www.riigiteataja.ee/akt/129122011228.

https://www.riigiteataja.ee/akt/129122011228
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Fig. 2. Correlation between the complexity of laws and the mean number of relation-
ships they have

this creates, the definition of a reference between sections can mean either a
textual reference, exactly like in case of laws, or a “is a section of” relationship.

Cl =
n∑

k=1

Cm(tk) + (
n∑

i=1

n∑

j=1

βijAij)γE(Aq)

where

βij =
cij

max(Cm(ti), Cm(tj))

(6)

In this instance, αi are the individual morphological complexities of individ-
ual sections in the law and βi is chosen similarly to Eq. 5. E(A) and γ are defined
as in Eq. 1.

3.2 Morphological Complexity

On subsystem level 3, a clear definition of subsystems and their relationships is
not present. Therefore, an adaptation of Eq. 1 cannot be used and a different
way of assessing the complexity of individual sections of legal text must be devel-
oped. Readability metrics like automated readability index [23] are useful, but
must be calibrated to the language used. In a multi-language context, the use
of Kolmogorov complexity has been proposed (see [24,25]). Kolmogorov com-
plexity is defined as the length of a minimal program, or encoding, to be able
to produce the subject message [24]. While the definition has many theoretical
connotations, it is not directly computable.

Katz and Bommarito [3] utilise Shannon entropy to estimate complexity of
text. Shannon entropy is roughly defined as the amount of “surprise” in com-
munication, more formally described in Eq. 7 [26].
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H(X) = −
n∑

i=1

P (xi) logb P (xi) (7)

In Eq. 7, P (xi) is defined as the probability of a particular event (in our
case, a sequence of words) appearing in communication. While a “bag of words”
approach can be used (in [3], for example), this does not take into account the
meaning encoded in word order. If that meaning is to be considered, an expo-
nential explosion in combinations of words (for each of which, their probability
needs to be estimated) occurs [27]. This makes Shannon entropy difficult to apply
directly in the context of human languages.

Although it is not directly computable, Kolmogorov complexity gives rise to
the idea of effective complexity [11]. To find the effective complexity of an entity,
we find the shortest description of irregularities of that entity. This, of course
leads to questions of defining irregularities and the algorithm of finding the
shortest description. In the current context, the interest does not lie in absolute
but relative complexity; i.e. our challenge is to compare the complexities of two
entities and not find their absolute values. This simplifies the task considerably.

Since message encoding seeks to distil messages to their shortest possible
forms, we can postulate that for the purposes of comparing effective complexities
of two texts in the context of a given encoding algorithm, text A is more complex
than text B if it yields a shorter encoded text. Complexity of a text t would then
formally be defined as follows:

C(t) =
|t| − |E(t)|

|t| (8)

where E(t) is the encoding algorithm. Montemurro et al reach a similar idea
via Shannon entropy [27]. In order for the concept to be applicable for natural
language, two issues must be solved. Firstly, choice of an encoding algorithm.
Since Eq. 8 only requires |E(t)| to define partial ordering on the set of t, any well-
known encoding algorithm would be suitable. For this particular case, Lempel–
Ziv–Markov chain algorithm [28] was chosen because of its ready availability via
a Python standard library.

Secondly, the question of variability in information presentation in language
must be tackled. The words “pneumonoultramicroscopicsilicovolcanoconiosis”
and “silicosis” carry a very similar amount of information but are presented
with two significantly different byte sequences. This is a difficult problem. On the
one hand, deeply philosophical questions on meaning and information content
in language appear and from the other, the semantic field of the legal language
defines its own layer of meanings and complexities. To overcome these challenges,
a way to represent all lemmas in a computationally identical fashion must be
found. This can be accomplished, among others, via an encoding Algorithm 2.

Combining the previous arguments yields Eq. 9 for calculating morphological
complexity of a given text where Φ(t) applies Algorithm 2 followed by LZMA
compression to the list of lemmas extracted from the original text t. Note, that
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Data: Array of lemmas
Result: Encoded byte array
c = 32
for Li in input do

if Li /∈ P then
P = P ∪ Li

Ci = c
c = c + 1
C[Li] = Ci

else
Ci = C[Li]

end
chr(Ci) ⇒ output

end
Algorithm 2: Encoding of lemmas

∃ t|LZMA(t)| >= |t| ⇒ ∃ tCm(t) >= 1 As no compression algorithm can guar-
antee reduction of the input,10 morphological complexity can be larger than 1.

Cm(t) =
|L(Φ(t))|

|Φ(t)| (9)

4 Results and Discussion

4.1 Overall Trends

After downloading and processing, the dataset contained 556 distinct laws. 39%
of these appear in all 66 quarters and less than 1% in one. The number of laws
per quarter was found to fluctuate with no dominant trend, and the changes are
presented in Fig. 3a.

The quarterly complexity indexes computed based on the previously
described dataset along with a smoothed conditional mean (local polynomial
regression fitting) are depicted in Fig. 3b. The figure shows a strong upward
trend of complexity with growth slightly slowing after 2006. The shape of the
curve was found to be dependent on the choice of βi in Eq. 5 but the upward
trend remained very clear regardless of the particular formula utilised.

The rapid growth in complexity before 2006 can be at least partly explained
by the relatively rapid growth of the legal acts in the period. This growth overlaps
with the period of EU accession by Estonia on 1st of May 2004, that required
the adoption of EU law into Estonian legislative framework. As a member state,
that adoption process still continues but was likely to have been most intensive
in the few years following the accession date.

10

|LZMA(x)| < |t|∀t ⇒ lim
i→∞

xi = 0 when xi = LZMA(xi−1)

which would violate the premise of lossless compression.
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Fig. 3. Changes in the number of laws and complexity in Estonia between 2002 and
2019

The overall complexity growth is not necessarily indicative of an excessive
legal process. Estonia is a relatively young republic having regained its indepen-
dence in 1991 during the collapse of the Soviet Union. The legal system of the
Soviet Union was markedly different from norms and practices in the European
countries, and thus, Estonia had to redefine their legal system effectively from
scratch. A process that is still going on. For example, Law of Obligations act
[29] which is the cornerstone of private law was first adopted in 2001 and was
enforced in 2002.

This trend is a clear indication of the number of acts being a poor proxy for
the complexity of the legal system as the two variables do not exhibit covariance,
especially after 2006.

To understand this growth, a deeper look into the behaviour of the key com-
ponents of the complexity metric is necessary. As per Eq. 1, the three components
of complexity are the total complexity of all the subsystems (C1), total complex-
ity of all the relationships between the subsystems (C2) and the structure of these
relationships (C3). Table 2 summarises the complexity components for the indi-
vidual laws. C1 makes commonly up the biggest portion of the total complexity
measure. C2 is generally smaller and is weighed by C3 that is always smaller than
one. Such a relationship supports the choice of the particular implementations
of βi and αi as the resulting complexity components are within the same order
of magnitude without any of them having an overly dominant influence.

Table 2. Summary statistics of law complexities

Statistic N Mean St. Dev. Min Max

C 25,371 474.456 653.842 0.502 6805.967

C1 25,371 341.927 452.672 0.502 4486.265

C2 25,371 184.055 266.334 0.000 2772.509

C3 25,371 0.682 0.135 0.000 0.908
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Table 3 summarises the descriptive statistics for individual complexity com-
ponents of the quarterly datasets. The picture is markedly different from laws:
C1 is clearly dominant with C2 contributing significantly less weighed by sig-
nificantly smaller structural complexity. This can be explained by Eq. 5, as the
complexities of individual laws (see table 2) are generally several orders of mag-
nitude larger than the number of relationships between laws. The relatively small
C3 can be explained by the small N and the fact that graph energy is a function
of the number of vertices in a graph (Eq. 3).

Table 3. Summary statistics of quarterly complexities

Statistic N Mean St. Dev. Min Max

C 67 179663.200 26234.740 124134.500 220633.800

C1 67 179663.100 26234.710 124134.500 220633.600

C2 67 8.256 1.326 5.205 10.059

C3 67 0.012 0.001 0.010 0.014

Relative dynamics of the individual quarterly complexity components indi-
cate the interplay of the various factors and thus contribute to the understand-
ing of the overall trend of complexity growth. These are depicted on Fig. 4a.
Although there are slight differences, all three complexity components seem to
follow the same general pattern with most quarter to quarter changes being on
the growth side but with the rate of change declining over time.

0.95

1.00

1.05

1.10

2005 2010 2015
Date

C
ha

ng
e

Type
C1

C2

C3

(a) Normalised quarterly complexity com-
ponents with values above the unity line
(highlighted) denoting an increase

1

0.62

0.36

0.62

1

0.74

0.36

0.74

1

C1

C2

C3

C1 C2 C3

0.4

0.6

0.8

1.0
Corr.

(b) Correlation between changes in com-
plexity components
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Changes in C2, the measure of the complexity of references, seem to exhibit
the largest movement with the largest quarterly change of almost 15% between
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months and several spikes beyond 5%. As these spikes generally seem to coincide
with changes in C3 rather than C1, they seem to be caused by rapid changes in
the number of references between laws caused by, for example, the appearance
of new laws referencing many others.

As per Fig. 4b, the changes in C2 are relatively strongly correlated with
changes in C3. As graph energy is dependent on the number of edges in the
graph, this was to be expected. The relationship is not, however, as strong as to
negate the need to observe C2 and C3 as separate measures. C1 and C2, however,
are relatively weakly correlated. This confirms, again, the suitability of the βi

implementation discussed earlier in Sect. 3.1 as the impact of complexities of
individual laws does not unduly interfere with the complexity measure of their
relationships.

4.2 Complexities of Individual Laws

In addition to understanding how different types of complexity contribute to
the overall system complexity, it is also important to understand the complexity
of individual laws so their contribution can be determined. For this, a ratio of
the complexity at the first appearance of a law to its complexity at its last
appearance in the dataset was calculated. Figure 5a depicts distribution of these
ratios. Almost half of the laws show no change at all while less than 10% exhibit
a decrease in complexity and a significant portion showing an increase of more
than 5 times. Thus, the complexity growth of the quarterly datasets seems to be,
to a large extent, driven by the complexity growth of a relatively small subset
of laws.

0

10

20

30

40

50

0 1 2 3 4 5

Pe
rc

en
ta

ge
 o

f l
aw

s

(a) Distribution of relative changes in com-
plexities of individual laws

0

20

40

60

0.1 1.0 10.0 100.0

max
1000

2000

3000

4000

5000

6000

2000

4000

6000

min

(b) Relationship between the duration a
law was observed and the change in its
complexities. The size and color of the
points denote first and last observed com-
plexities respectively

Ag
e 

(q
ua

rte
rs

)

Complexity multiplier
Total complexity multiplier

Fig. 5. Distribution of changes in complexities of laws
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This hypothesis is further strengthened by Fig. 5b that shows several laws
exhibiting more than ten times growth and relates the change in complexity to
the duration a particular law was observed. While the expected relationship of
older laws exhibiting more change is clearly evident, there are notable exceptions
and significant change seems to be possible already after 3–4 years. Also, com-
plexity growth seems to be more time-dependent than reduction. Apparently, the
longer a law exists, the more complexity gets added with complexity reduction
being less systemic in nature.

4.3 Finding the Optimum

Figure 6 depicts implementation of the previously derived theoretical optimum
to both quarterly and law-level systems.

As it is evident from Fig. 6b, the number of references between laws, the edges
of the graph, is significantly higher than the recommended number throughout
the entire observed period. This indicates that, although the complexity metric
is dominated by the complexities of individual laws (see Table 3), the structural
complexity of the system of laws presents a problem in itself.

Figure 6a presents a very different picture. Here we can see that for all laws
in force as of 1st of January 2019, the number of structural references in the
law is significantly smaller, than the calculated optimum would suggest as most
data points are located below the red unity line.
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Fig. 6. Comparison of optimal and observed legal structure

These two findings stand seem to contradict previous findings as the com-
plexity of individual laws does indeed contribute majority of the growth to the
complexity of quarterly datasets. The dichotomy can be explained by the number
of elements in both systems. This leads the quarterly dataset to have the optimal
edge count up to ten times less than is the case for certain laws. Essentially, the
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individual laws consist of a relatively large number of relatively simple elements
while the quarterly system consists of a relatively small number of relatively
complex elements.

This finding further emphasises the need to consider the individual elements
of complexity carefully and experiment with different implementations of βi

and αi.

5 Conclusions

5.1 General

A number of conclusions can be derived from the acquired dataset by application
of the complexity formula.

Firstly, it is clear that the complexity of the set of laws in Estonia is growing
rapidly. Even though various choices in model options (see Sect. 4) yield different
growth rates, the overall trend is very clear. Given inherent cognitive limitations
of people discussed in Sect. 1, this trend is not sustainable. While its effects
on society or the legal system in general are outside the scope of this paper,
there are two fundamental choices: either the ability to handle complexity of the
system is increased or the complexity growth is slowed. The data indicates (see
Sect. 5.2), that complexity is not uniformly distributed between the laws and
thus a focused action should be possible.

Secondly, basic quantitative metrics as commonly used are less suitable for
assessing the complexity of a system of laws than the metrics derived from
systems engineering. The number of legal texts, Fig. 3a, does not show significant
growth from 2009 onwards while Fig. 3b does. Also, it was possible to both
formulate Eqs. 5 and 6 and to compute on the available dataset with results that
are in line with the application of the method in other domains. Thus, not only
does not the data fail to disprove the first hypothesis of the system engineering
methods being applicable but clear benefits over conventional metrics exist.

Thirdly, the quarterly dataset has significantly different properties from the
dataset of individual laws. A significantly smaller graph energy indicates a much
different structure. This was to be expected, as the structure of individual laws
is by definition (see Sect. 3.1) tree-like while quarterly datasets are not. As per
Fig. 5a, a relatively small portion of the laws drives a relatively large portion of
complexity.

These findings allow to confirm, in Estonian context, the research hypothesis
of complexity measures being both applicable and useful in a legal context.
Methods derived from systems engineering can be applied in the legal domain
with insightful results. Also, a clear trend emerges from the measure that allows
us to draw clear conclusions about the sustainability of the system of Estonian
laws.

5.2 Policy Recommendation

As the temporal behaviour of complexity metrics is sensitive to the particular
choices made to estimate complexity of individual elements and their relations,
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they can only provide general policy recommendations. Although, as discussed
earlier, the complexity growth is not sustainable, the urgency of the problem is
difficult to estimate and solutions do not present themselves easily. Yes, quar-
terly complexity growth seems to stem from a relatively small set of laws but
complexity of individual acts is but part of the complexity metric.

As described in Sect. 4.3, the individual laws seem to be positioned below a
certain optimum whereas the quarterly datasets are located firmly above it. This
clearly indicates the opportunity to merge individual laws making the individual
acts more complex but reducing the structural complexity of the overall system.
Of course, this change should not push the individual laws beyond their optimal
structure.

Observe and limit complexity growth As continued complexity growth of
the set of laws is not sustainable, it should be limited. Any and all changes imple-
mented in individual laws should, on average, seek to reduce and not increase the
complexity of the entire system. This can be achieved, for example, by assessing
the complexity impact of changes as part of their development process using
automated tools. In Estonia, control of the legal policy resides with Ministry
of Justice who should adopt this “see asi, millele enne viitasime” as a practical
means of measuring progress
Stop focusing on the number of acts The number of acts does not correlate
with complexity growth observed. Therefore, it should not be used as an indi-
cator to assess the impact of individual changes. While merging laws to reduce
the overall complexity of the system would reduce the number of laws in effect,
it should be made a goal in itself. Adding new acts does not necessarily have a
detrimental effect on the complexity of the set of laws
Find opportunities for merge It would appear, the complexity of the legal
system could be reduced by merging individual acts. Of course, this should
not push the complexity of the new act beyond optimal doing this. Employing
a clustering algorithm like [30] would be advisable. Conway’s law [31] states
that the structure of a system is related to the structure of the organisation
producing it. It is therefore important to heed the structure of the governing
institutions when performing this optimisation: one should not end up with laws
simultaneously supervised by a number of ministries or agencies

6 Further Work

To advance the field further, more research is needed. In particular, the appli-
cation of DSM for structural analysis of quarterly sets of laws should allow to
further answer questions about the sources of complexity growth. In particular,
work on clustering algorithms optimising for complexity of the overall system
would be beneficial as current algorithms do not take the complexity aspect of
the system sufficiently into account

Also, to confirm the general nature of the derived approach for complexity
calculation, it should be applied to datasets in different legal and linguistic con-
texts and its sensitivity to different morphological complexity measures as well
as βi implementations should be more formally investigated.
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Finally, the relationship of the complexity measures developed here should
be more thoroughly tested in the legal context by correlating them with expert
opinions while establishing a clearer picture of the overall notion of complexity
in the legal community. In particular, the validity of the theoretically developed
optimal edge count measure would benefit from empirical validation in legal
context.
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Abstract. A multimodal biometric system utilizes more than one biometric
modality of a person to relieve some of the shortcomings of a unimodal biometric
system and improves its security. In this paper, we propose a novel deep learning
approach for fusing the features extracted from the individual’s face and iris (left
and right) to get a more secure biometric verification system. Firstly, we extract
the facial and iris features separately using various convolutional neural network
(CNN)models. Further, the feature vectors of the final CNN layers of both models
are fused to achieve classification of individuals with improved performance. The
proposed system is tested on the CASIA-Face V5 dataset for faces and IITD iris
dataset for left and right irises. The results achieved prove the superiority of the
proposed multimodal system. It is efficient, reliable, and robust as compared to
unimodal biometric systems.

Keywords: Multimodal · Information fusion · Biometric security · CNN ·
Pre-trained models

1 Introduction

As the technology is advancing in recent times, so are the threats to the privacy of the
users. Conventional systems like passwords, patterns, or personal identification numbers
(PINs) are failing due to a lack of uniqueness and universality among data. This, in turn,
has made possible the implementation of biometric systems to eliminate the threat to
user privacy and security. Biometrics is essentially the measure of human characteristics
that are unique to every individual. This includes soft biometrics like the age, gender,
and height of a person as well as the hard biometrics. Hard biometric traits are assumed
to be present universally and can be further divided into three sub-categories to uniquely
identify an individual. First, are the biological features like the DNA which is concrete
in nature throughout life. Behavioral features include how a person behaves, such as his
voice, signature, gait, and the keystroke. Finally, the physiological features comprise
the changing biology of a person in the form of face, iris, and fingerprints. These are
commonly used in biometric systems for authentication.
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While the lack of integrity among the identifiers limits the unimodal biometric sys-
tems, multimodal systems overcome this limitation by fusing the extracted information
from multiple unimodal systems together. This fusion can occur at different stages of
recognition resulting in different accuracies for the system. Feature-level fusion involves
fusing the extracted features from multiple biometrics. Decision-level fusion combines
the final results of multiple classifiers. In the case of score-level fusion, the final scores
of various biometric systems are fused to arrive at a decision.

In our proposed approach, we use two biometric traits, face and iris. Face is the most
natural trait available and the iris is the most accurate one. A deep convolutional neural
network (CNN) based on these traits is applied by using variousmodels and feature-level
fusion. We evaluate the proposed model on IITD iris dataset for the left and right irises
and the CASIA dataset for faces. The resulting multimodal biometric system yields
better results and outperforms the unimodal biometric system for each trait separately.

The rest of the paper is organized in the following sections. Section 2 comprises the
related works on the multimodal biometric systems based on the face and iris modalities.
Section 3 presents the methodology used with results achieved using the framework in
Sect. 4. Finally, Sect. 5 concludes the paper.

2 Background

Amultimodal biometric systemmerges twoormore biometric traits like face, fingerprint,
palm print, and iris together. For this, the input from a single sensor could be run on
different algorithms, or more than one sensor could be used to capture single or multiple
biometric traits. Multimodal systems, thus, help in improving the recognition rate of
images.

There are several multimodal biometric systems that have been proposed which
utilize two or more traits. Each proposed system used its own specific feature extraction
and fusion method. Some of them are discussed here.

Saha et al. [1] utilized feature-level fusion of iris and retina recognition and achieved
an accuracy of 98.37%. They applied principal component analysis (PCA), thereby
minimizing the ‘curse-of-dimensionality’ limitation prevalent in their field earlier. In [2],
the proposed system uses CNN along with multi-support vector machine (QG-MSVM)
along with feature and decision-level fusion to create an efficient, robust, and reliable
system for ECG and fingerprint recognition. The face and palm print features were
extracted using methods like Gabor, Radon, Ridgelet, and Radon–Gabor, followed by
feature-level fusion and SVM and SSIM classification [3]. Accuracies were increased
from 92.5% for face and 76% for palm print to 98% for the fused system. Another
work fuses the ear and finger knuckle print for biometric identification of a person as
ear biometric is stable form the birth, hence making it unique [4]. To minimize the
vulnerability of a unimodal biometric authentication, authors propose to combine the
physiological and behavioral features of the face together, namely the face and facial
expression [5]. The systemuses facial expressions to recognize an authentic user.Another
system combining physiological and behavioral traits is proposed by Bharadi et al. in [6]
where they extract texture information from the iris and the dynamic pressure variation
data from the online signatures. The proposed multimodal architecture based on feature



A Multimodal Biometric System for Secure User Identification 97

vector extraction and kNN classification reached an accuracy of 90.18%, which is more
than that of the individual systems, proving it to be a reliable architecture. Some of the
earlier works of the kind perform score-level fusion based on symmetric sums (S-sums),
whichwas tested on the two subsets of theNIST-BSSR1 dataset [7]. This outperforms the
previous individualmodels.Hezil et al. [9] combine ear andpalmprint using feature-level
fusion, and a recognition rate of 100%was obtained after experiments on IIT Delhi-2 ear
and IIT Delhi palm print databases. Another multimodal biometric system combining
finger vein and knuckle images using feature-level fusion is proposed, wherein they use
fractional firefly (FFF) optimization. A higher accuracy of 96% is obtained [10].

A novel framework for multimodal biometric system is proposed in [11] by fusing
features of face and irises of a person. A deep belief network (DBN) and a CNN-
based architecture along with Softmax classifier were used to experiment on large-
scale datasets like MMU1, FERET, CASIA V1.0, SDUMLA-HMT. Authors proposed
a database consisting of face, fingerprint, and iris modalities of over 100 children (from
18 months old to 4 years old), with the images captured in separate sessions [12].

2.1 Contribution

• An efficient multimodal biometric identification system is proposed based on feature
extraction for images of a person’s irises and face. The framework uses deep learning
and is highly flexible in terms of provision of all biometric traits or a subset of it. This
helps to add security to the system as per convenience.

• An efficient use of various pre-trained CNN architectures has been employed, and
the final layers involve merging of feature vectors obtained from the final CNN layer
used for the classification of face and iris, respectively. Both the VGGNet and LeNet
models are used for iris and face classification work for classification of users into
one in N classes.

• We further employ the use of an efficient deep learning architecture, which we refer
to as ConvNet. It combines various CNN layers with a Softmax classifier and thus a
modified and improved architecturewith lesser parameters as compared to the existing
pre-trained models.

3 Methodology

In this section, we discuss some of the pre-trained CNN architectures already being
employed along with their detailed usage in our proposed framework. We also discuss
the architecture of ConvNet, which we will employ in the framework of the multimodal
biometric system to evaluate its performance.

3.1 Convolutional Neural Networks

Convolutional operations are used for linear and nonlinear image processing operations.
Consider an image in the domain I(p) = I1(p)… Im(p) which is an attribute vector of m
band pixel Î = (DI , I)

p = (
xp, yp

) ∈ DI (1)
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Let A(p) be a squared centered at p of size LA × LA such that A ⊂ DI. Let ϕ = (A,
W ) be the filter weightsW (q) associated with pixels q ε A(p) such that A ⊂ DI. Let ϕ =
(A, W) be the filter weights W (q) associated with pixels q ε A(p).

Ji(p) =
∑

∀q εA(p)

I(q).W(q) (2)

The process of convolution is followed by a nonlinear activation function. It extracts
the maximum value out of each subregion, thus reducing the output image size. It is
defined as:

Ji(p) = max(Ji(p), 0) (3)

3.2 Pre-trained Models

CNN is a prime example of complex structures with hidden layers and is actively applied
in image processing tasks. Recently, there has been an increase in the number of pre-
trained CNN models available for large-scale image classification such as LeNet [13],
CaffeNet [14], AlexNet [15], VGGNet [16], and ResNet [17]. LeNet is one of the first
classical networks that are trained on grayscale images. With around 60,000 parameters,
it uses sigmoid activation function after the pooling of the layers [18, 19]. Figure 1 shows
the overall architecture of LeNet. Figure 2 depicts the architecture of pre-trained model
VGGNet.

Fig. 1. Architecture of LeNet

Fig. 2. Architecture of VGGNet

VGGNet was an improvement over models like LeNet and AlexNet with around 140
million parameters. It replaced large kernel-sized filters in AlexNet with multiple 3 × 3
kernel-sized filters one after another. In our proposed architecture ConvNet, the network
consists of the following layers as depicted in Fig. 3.
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Fig. 3. Architecture of ConvNet

3.3 Proposed Framework

In this work, a multimodal biometric system is proposed based on the combination
modalities of face and the two irises. The detailed framework of the proposedmultimodal
biometric system is illustrated in Fig. 4. Feature-level fusion is performed after feature
extraction where the features from various biometric traits are merged to get a combined
feature vector. In this step, the features extracted from one trait must be compatible from
the features extracted from another trait for the fusion to be possible. Given F1 and F2
as two feature vectors extracted from an images with vectors V1 and V2, respectively,
the fused vector will be V1 + V2 [20].

Fig. 4. Proposed framework

The facial and iris features are extracted using both pre-trainedmodels and ConvNet.
Feature-level fusion is done by employing different combinations of pre-trained models
and ConvNet.

4 Experimental Setup

4.1 Datasets

For the purpose of facial recognition, we employ the CASIA-Face V5 database, which
contains 2500 facial images. For the purpose of identification using iris, we employ the
IIT Delhi iris database, which consists of around 1200 images of left and right irises of
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students as well as staff members. We enroll the faces and irises of around 100 users,
in order to perform feature-level fusion on the vectors obtained for users during feature
extraction of each.

4.2 Performance Metrics

The performance metrics which have been used to analyze the system are:

• False acceptance rate: It measures the possibility of the system to incorrectly accept
access attempts by an unauthorized user. These users might not be enrolled in the
system. A system’s FAR is the ratio of the number of false acceptances to the number
of attempts made at identification. The value of FAR for a biometric system should
be low.

• False rejection rate: It measures the possibility of the system to reject an authorized
user’s attempts incorrectly.

• Accuracy: It is measured in percentage and depicts the efficiency of the biometric
system in identifying users.

4.3 Results

The results obtained with and without feature-level fusion are illustrated in Tables 1, 2,
3. From the results, it is emphasized that a multimodal biometric system is more secure
as compared to a unimodal biometric system, as it would consider the features of a user’s
face as well as iris. We calculate the value of FAR for the system by considering FRR
to be 0 percent. Figure 5 visualizes the accuracies achieved with and without fusion of
biometric modalities.

Table 1. Performance metrics of unimodal biometric system

IITD iris database Model Accuracy (in %) FAR (in %)
@0FRR

Without fusion VGGNet 97.98 1.2

Without fusion LeNet 89.38 1.5

Without fusion ConvNet 98.99 1.0

Table 2. Performance metrics of unimodal biometric system

CASIA-FaceV5 database Model Accuracy (in %) FAR (in %) @0FRR

Without fusion VGGNet 99.79 0.9

Without fusion LeNet 98.98 1.0

Without fusion ConvNet 98.98 1.0
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Table 3. Performance metrics of multimodal biometric system

Models for fusion Accuracy (in %) FAR @0FRR (in %)

VGGNet(iris)+
Lenet(Face)

99.42 0.6

ConvNet(Iris)+
LeNet(Face)

99.57 0.5

VGGNet(Iris)+
ConvNet(Face)

99.65 0.4

VGGNet(Face)+
ConvNet(Iris)

99.80 0.1

Fig. 5. Accuracy with and without fusion

5 Conclusion and Future Work

This paper presents a multimodal biometric system by fusing the features of an individ-
ual’s iris and facemodalities. The use ofmultimodal biometric system helps to overcome
the limitations of a unimodal biometric system, in terms of security. Various pre-trained
CNN models as well as the proposed ConvNet model are used to extract features from
the two modalities. Further, various combinations are tested at the time of feature-level
fusion to enhance the accuracy of authentication.

From experimental results, it is evident that the proposed multimodal systems per-
form better than unimodal systems. In the future, we would compare the results with
score-level fusion and test the proposed system on a real database.
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Abstract. Asymmetric cryptography algorithms, still considered the most robust
tool available in the cryptography domain. It incorporates intensive modular expo-
nentiation calculations, which entail considerable computing power, memory and
storage space. Common IoT device is equipped with limited computing resources
and so, for security purposes, it can execute symmetric and limited asymmetric
cryptography. In most cases, IoT devices do not have the capacity required for
executing massive modular multiplications of numbers of magnitude of 4 K bits
and more. This leads to the lack of asymmetric cryptography in the IoT domain
resulting with a reduction in security means to cope with the raising security chal-
lenges. The security problem increases as the number of IoT devices is expected to
significantly grow soon. We propose a new implementation of asymmetric cryp-
tography, which splits its heavy calculations into micro-processes, where each
micro-process is distributed to an appropriate IoT device, connected to the net-
work. The accepted result is transferred back to the distributing IoT. Once all
the results are accumulated, a consolidation process is activated to generate the
final calculation result, which then is fed into the cryptography process, to gen-
erate the Encrypted/Decrypted string, proving the ability to maintain asymmetric
cryptography also at the IoT level without compromising security.

Keywords: RSA · IoT · Parallel/distributed processing · Exponentiation ·
Modular

1 Introduction

The term Internet of things [IoT] refers to a set of basic sensors connected to the Inter-
net. Sensors have poor resources and security measurements and so expose the entire
network to severe security risks. Commonly used security technologies require consid-
erable computation resources, which are much beyond the capacity of existing sensors.
A combination of symmetric and asymmetric encryption systems is commonly used in
the industry. Symmetric cryptography requires moderate computation resources, so they
are implemented successfully in IoT for all data streaming cryptography. However, the
critical risk is the transmission of the symmetric key amongst the network devices. To do
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so, it is common to transmit the key using public key asymmetric cryptography, such as
RSA. However, RSA is based on the integer factorization problem, which entails inten-
sive calculations of modular power, affecting its performance and cannot be executed by
most IoT devices. To cope with this limitation, we propose a distributed implementation
of RSA.

Our contribution in this work is the downsizing of bulk calculations into a unified
implementation ofRSA to complywith the embedded limitations of the IoTenvironment.
To this end, we introduce a combination of three implementation improvements allowing
suitable implementation of RSA for the IoT environment. The first improvement is
allowing RSA cryptography of any length of input, the second is splitting the modular
exponent calculation into micro-calculations and the third is parallel and distributed
calculations. We have executed a comprehensive feasibility simulation, which proves
the proposed RSA implementation is ready for IoT security implementation.

In the next section, we outline relevant related work. In Sect. 3, we describe the
revised RSA implementation. In Sect. 4, we outline a feasibility experiment set-up and
results and we conclude with conclusions and future work.

2 Related Work

RSA is based on the mathematical scheme of modular exponentiation of very large
integers, which is a compute-intensive process and requires much processing power,
memory and storage space. Many improvements have already been proposed. Some
focus on hardware improvements and configuration changes, adding robust processes
and gateways. Others propose parallel processing and distributed computing or use of
alternate encryption algorithms and adding certificates. Following are selected improve-
ments proposed in current literature. Saxena and Kapoor [1] present various parallel
implementations of RSA. Kawamura et al. [2] present a parallel implementation for
generating RSA keys, based on a factorisation theorem, which combines with Derome’s
method without Euclidean algorithm. Xian-Fu et al. [3] exploit the parallel architecture
in GPU to perform RSA. It achieved 17713 and 89043 2048-bit modular exponentiation
per second. It is 62.5 and 38.1 times faster than 2048-bit RSA in GTX. The overall
throughput is 12% higher in random exponent bits and higher in all 1’s exponent bits.
Christos Stergioua et al. [4] propose an integration of IoT and cloud computing, where
RSA is running on cloud providing robust asymmetric cryptography for IoT. Goyal and
Vineet Sahula [5] and [6] compare the power utilization of several public key algorithms
and recommend the Elliptic Curve Diffie Hellman (ECDH)/ECC algorithms. DuyAnHa
et al. [7] useECQVImplicit Certificates andDTLSProtocol to introduce a securitymodel
for IoT. It supports mutual authentication and key transmission amongst IoT devices.
Fadhil and Younis [8] ran parallel RSA on a combined configuration of multi-core CPU
and several single-core GPUs and achieved very significant performance improvements.

After reviewing recent related papers, it seems that the common approach is looking
for an alternative to RSA with similar security level [ECC]. Our approach calls for
identifying the elements causing RSA’s high resource consumption, splits them into
pieces and runs each piece by a selected IoT device.
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3 The Proposed Solution

By using multi-threading, distributed processing and message passing protocols, mul-
tiple nodes can cooperate to jointly complete comprehensive and complicated tasks.
We introduce three improvements to be incorporated in the implementation of RSA:
(a) Splitting long input into smaller strings, which, after encryption, are concatenated
to serve as the encrypted key. (b) Splitting large modular exponential calculations into
smaller tasks, allowing their distribution and parallel processing by several IoT devices.
The split is done according to the theorem described in [2]. (c) Smart distribution of
these tasks amongst the available sensors designated to share the factorial calculation.
Following, we elaborate these three steps:

a. Splitting the input message: When a sensor is about to encrypt a message, it
splits the message into n pieces, Message = Msg1||Msg2||Msg3|| . . .||Msgn.
Each piece is then sent to an available sensor, to be encrypted. The
encrypted piece is then sent back to the sending sensor. Once all n pieces
are in the distributor sensor, it consolidates these pieces RSA(Message) =
RSA(Msg1)||RSA(Msg2)||RSA(Msg3)||. . .||RSA(Msgn). We may change the con-
catenation sequence and so add another security level. The new sequence may
be predefined or changed dynamically based on an external parameter. Once the
sub-message is encrypted, it is sent to the distributing sensor.

b. Splitting modular exponential calculations: There are several ways to split the mod-
ular exponential calculation. For simplicity, we selected the right-to-left binary cal-
culation. Each long number is presented by its binary presentation. Each meaningful
[greater than 0] exponential of 2 is calculated and modulated separately. Once all
exponents are calculated--modulated, the sum of them is modulated to get the final
result. Example: 56mod5 = (2ˆ5 + 2ˆ4 + 2ˆ3)mod5 = (32mod5 + 16mod5 +
8mod5)mod5 = (2 + 1+3)mod5 = 1 equal to 56mod5 = 1

c. Distribution: The proposed solution assumes the existence of a local network of
sensors having some processing redundancy, which its spare processing-power time,
can bemapped into a firm schedule.We assign a task to a sensor that complieswith the
sensor capacity. To do so, a capacity and availability map is generated by a periodic
process which assesses for each sensor in the network, its maximum capacity and
availability. Cryptography tasks are distributed to sensors based on this capacitymap.
Meaning, a “stronger” sensor will get a larger number to calculate.

4 The Proposed Model

The model is composed of two main components, the Distributor and the Observer.
The Distributor accepts the requested modular multiplication to be performed. It splits
the calculation arguments into smaller pieces such that each piece will be processed
by at least one available sensor. The Observer resides in each IoT device connected to
the network. It acts as a listener waiting for a task to be sent to it by the Distributor
and executes the calculation it is expected for performing. Figure 1 depicts the RSA-
Distributor processing steps. In the first step, the module launches a heartbeat loop to
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ensure IoT devices connectivity and readiness to accept input and process it. The process
accepts, via a GUI interface, the input for calculating its modulation.

Fig. 1. RSA distributor

The input is translated into a binary form, which then is divided to smaller strings and
are distributed in an xml–format file to the connected IoT devices. Each device calculates
the exponentiation and modulation and sends the results back to the RSA-Distributor
for integration and composing the result. To distribute the RSA computation, sensors
supposed to communicate in a secure fashion. Hence, we assume a set-up where the
sensors are securely and isolated wired-connected network, allowing safe inter-sensors
messaging. We also assume that all computation devices are equipped with a reasonable
proportion of computation power, memory and storage.

5 Experiment

Based on the described model, we have developed a distributed application incorporat-
ing most of the proposed improvements. For testing, we tested just the decryption part
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of RSA with the exact same data. The concept of splitting to micro-operations of the
modular multiplication has already been proved mathematically [2]. The performance
improvement was already proved as well by Selçuk Baktir and Erkay Savaş [9]. There-
fore, in our experiment, we concentrated just on the feasibility of our proposed solution.
We conducted a feasibility test using a network of four Arduino-OS devices with a basic
messaging program. The test went well and proved its feasibility for IoT. To compare the
performance of a non-split calculation Versus a split and distributed calculation, we used
regular capacity computers connected via a long-distance network. Table 1 presents the
summary results of our experiment. The left column depicts the version of RSA, standard
or distributed.

Table 1. Experiment summary

Elapse time Execution time Set-up Version

v v Four-connected IoT devices Distributed

v 40 1 PC no threading Standard

2300 6 1 PC with threading Distributed

1300 20 Four-connected PCs Distributed

The column to the right shows the four set-ups used and then the execution and
elapse times columns in milliseconds. V means that the time was not collected. In line
2 we executed the standard RSA on an 8 core PC taking 40 ms. We then executed our
distributed RSA using the same PC but in 16 multi-threading mode, where each thread
simulates the role of an IoT device. Due to parallelism, the total execution time was
dropped to 6ms.However, creating and launching the threads took 600ms for 994 thread,
causing thread accumulation and long queues, resulting with elapse time of 2300 ms. In
line 3, we executed the new decryption module using four-connected computers. While
the pure execution time took about 6 ms, the network delivery caused the elapse time
to be 1300 ms. As we can see, threading management and network delivery time take a
big chunk of the elapse time. Although the overall RSA-decryption elapse time is below
expectation, it proves the feasibility of breaking RSA into micro-tasks, distributing and
parallel processing them solely by IoT devices, without any assistance of an external
powerful server.

6 Conclusions

This work aims to enable public key cryptography [RSA] to be executed in a parallel and
distributed mode by a network of small devices [IoT]. We analysed RSA components
identifying the areas requiring vast processing time, memory and storage. Accordingly,
we proposed three implementation improvements to RSA and show the feasibility of
running RSA in the IoT framework solely by its own devices. This work can be expanded
to allow RSA scaling to unlimited key lengths in multiple dimensions.
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Abstract. Excessive usage of smartphones and tablets have led to dras-
tic increase of mobile ad fraud in recent years. The fraudulent users can
be either human or automated scripts with the intention of making illegal
revenue or exhausting the advertiser budget are being engaged with this
multimillion industry. The ad fraud referred to any kind of activities that
are generated by a fraudulent user is a huge threat to the existence of
the online advertising ecosystem. The researchers have proposed various
kinds of methodologies and tools in the context of ad fraud detection and
prevention. However, the fraudulent users are smart enough to bypass
the significant number of existing detection and prevention systems. The
combat between fraud users and researchers or solution designers in this
field never ends. Thus, the novel solution of ad fraud detection and pre-
vention techniques is needed. The proposed approach of this study to
address this problem is called hidden Markov scoring model—HMSM.
The model calculates scores for each observe/emission variable of exper-
imental data set towards the hidden states of target variable based on
hidden Markov model so that fraud impression can be classified. The
experimental results show that the significance of the proposed approach
to classify the fraud and non-fraud impression.

Keywords: Mobile advertising · Mobile click fraud · Hidden Markov
model · Supervised learning

1 Introduction

Mobile advertising dominates a significant portion of the digital advertising mar-
ket in the past few years. One of the major factors of this expansion is dramatic
increase of smartphone users in the world [2]. Haider et al. [6] stated that 70%
of market share will be dominated by the mobile advertising by 2019. Recent
statistics show that 51% of market share already been absorbed with the worth of
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more than US$200 billions [6]. The main contributors of this industry are adver-
tisers, advertising networks (ad networks), publishers and end users. Advertiser
is the one who makes a contract with ad network to publish advertisements on
behalf of himself or a company. Ad network plays a broker role between adver-
tiser and publisher. Advertiser is charged by the ad networks for publishing their
advertisements. Ad networks find suitable publishers to display ads. Publisher
can be a website or a mobile application which displays the advertisements to
the site/app visitors [1]. The end user is an individual who surfs websites or use
mobile apps where they see the ads that they may click on. During the past
few years, this industry has been severely victimized by the fraudulent activi-
ties due to the availability of large sum of money. The ultimate objective of the
fraudulent users is to increase his own/third-party person revenue or exhausting
advertiser’s budget [12].

In this study, we propose a classification algorithm based on hidden Markov
model—HMM so that fraudulent impressions in mobile advertising can be classi-
fied with a higher accuracy. An impression is defined as the displaying or loading
event of advertisement into an advertisement frame. This is the first time to the
best of our knowledge that evaluates the applicability of HMM-based approach
in mobile impression fraud detection. The remainder of this paper is organized
as follows. In Sect. 2, we discuss related work with available ad fraud detection
approaches. Proposed approach of this study is discussed in detail under Sect. 3.
The experimental results of the model are available in Sect. 4. Conclusions and
discussion are given in Sect. 5.

2 Related Work

The researchers have proposed and implemented a number of click or impression
fraud detection tools using distinct methodologies. Xu et al. [13] have been devel-
oped a detection system where they used stepwise evaluation process including
proactive functionality test at front end(i.e. user interface) backed by JavaScript
and passive examination of browsing behaviour to differentiate a clickbots from
human clickers. DECAF [9] proposed an offline click fraud detection approach
using rule-based method to detect placement fraud by analysing the advertise-
ment user interface status in mobile apps/pages. Not-A-Bot (NAB)[5] is a system
that enables a range of verifier policies for applications that would like to sep-
arate human-generated requests from bot traffic. NAB approximately identifies
and certifies human-generated activities.

Several machine learning (ML) approaches have also been experimented by
researchers to improve the accuracy, performance and reliability of fraudulent
clicks and impressions detection mechanisms in mobile advertising. Perera et al.
[11] evaluated number of ML algorithms such as decision trees, regression trees,
artificial neural networks and support vector machines on real data produced by
BuzzCity Ltd. The researchers were able to identify number of different fraudu-
lent patterns in the data set but did not focus on detecting each individual event
so-called impression. Haider et al. [6] has discussed another ML-based approach
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which is similar to previous authors approach, but the authors were able to
achieve better improvement with identifying each individual fraud impression
than common pattern of fraudulent events. Botnets detection approach was pro-
posed by Gobel et al. [4] using hidden Markov model in their study. The proposed
approach has been used network traffic generated by computers to model the
HMMs so that bots can be identified through measuring the distances between
these HMMs.

3 Proposed Approach

The proposed approach is called the hidden Markov scoring model—HMSM
where we evaluate a new classification approach in the context of mobile impres-
sion fraud detection. The HMSM is based on scoring approach of HMM rather
than conventional probabilistic model of HMM. The proposed methodology dis-
cusses an N to N process from feature selection to target state classification via
fully automated process.

3.1 Hidden Markov Model

Hidden Markov models (HMMs) are stochastic models which were originally
introduced in statistics literature in 1957 and studied in the late 1960s and early
1970s [8]. Initially, there are two terms to be understood before moving to the
discussion of HMMs. First, hidden states where possible/available states of the
target/hidden variable which are not visible to the observer directly. Second,
observe or emission states are outputs that are visible to the observer directly
depending on the hidden states. Hidden Markov model facilitates a way of identi-
fying most probable hidden states of a given sequence while interacting with the
observe or emission variable states [8]. Thus, the HMM can be defined by tran-
sition probabilities, emission probabilities and initial state distribution, respec-
tively. Figure 1 illustrates the sequence of hidden states(S) and respective observe
states(O).

Fig. 1. Sequence of hidden and observe/emission states

Transition probabilities-A: Represents the state transition probabilities of the
hidden variable conditioned on present state to a new state.
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Emission probabilities-B : Contains the probabilities of an observe/emission
variables state based on the hidden states.

Initial state distribution-π: Initial state distribution is a row vector repre-
senting the probability of each state of hidden variable at the beginning of the
sequence. This can be seen as the prior probabilities of hidden states.

A(i,j) = p

(
St = j

St−1 = i

)
,∀i = 1..M,

M∑
i=1

A(i,j) = 1 (1)

B(j,k) = p

(
Ot = k

St = j

)
(2)

πi = p(S1 = i),∀i = 1..M,
M∑
i=1

πi = 1 (3)

Here, M represents total number of hidden states and i, j denote the 1, . . . ,M
index of the state while k is number of possible discrete observations.

3.2 Data set

We used the same raw data set used by Haider et al. [6]. The data set con-
tains a number of attributes such as deliveryId, timestamp, clientIp, marketId,
adSpaceId, accoundId, siteId, unknownDeviceId, clientVersionId, ipMarketId,
ipCountyCode, ipIsp, adRelType, forcedAd, eventType, eventId, eventTimeStamp
and status. Details of the attributes can be found in [6].

Derived Attributes Derived attributes were introduced to the data set out
of existing variables with respect to individual impression so that dimension of
feature vector will be reduced. Some of derived attributes are listed below.

– eventCount - number of triggered events per impression
– distEventTypes - number of distinct event types of a given impression
– surfTimeSec - number of seconds users engage with an impression
– maxEventCount - maximum event count out of distEventTypes
– distEventFreqGroups - number of distinct event frequency groups

Finally, the data set is arranged in ascending order of the timestamp variable
to guarantee the state transition from the previous state to the next state which
is a fundamental nature of HMM.

3.3 Numerical Variable Transformation

Entropy-based binning is one of the supervised binning methods where it trans-
forms numerical variables into categorical counterparts while referring the tar-
get variable [7]. The algorithm finds the best split so that the majority of the
values in a bin corresponds to have the same label (target). It identifies the
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discretization cut-points based on maximum information gain depend on the
target. Entropy-based binning may improve accuracy of the predictive models
by reducing the noise or nonlinearity [3]. Since HMM basically interacts with
state transition, all the numerical variables were transformed into categorical
variables through entropy-based binning technique based on target variable.

3.4 Emission/Observe Variables Identification

Observe variables are the inputs to the proposed algorithm. Chi-square test of
independence is a better option to determine the degree of relationship between
two categorical variables [10]. Chi-square test statistic is compared with critical
value, so that null or alternative hypothesis can be rejected. The critical value for
the chi-square statistic is determined by the level of significance and the degrees
of freedom. Null hypothesis-H0(there is no statistically significant relationship
between two variables) is rejected if the calculated chi-square test statistic is
greater than the critical value.

Once numerical variables transformations are completed, all the categorical
variables were evaluated with chi-square test of independence against the target
variable with a significance level of 0.05. The variables which have higher chi-
square test statistics than critical value were identified as the observe variables.

The final feature vector composed with nine observe variables including
adRelType, forcedAd, ipCountryCode, ipIsp, eventCount, distEventTypes, surf-
TimeSecCat, maxEventCount and distEventFreqGroups. The feature vector is
fed in to the proposed hidden Markov scoring model as observe variables.

3.5 Hidden Markov Scoring Model—HMSM Algorithm

The HMSM algorithm calculates scores for each target class based on observe
variables to classify the data point in supervised learning approach. In supervised
learning approach, a model should be trained first and then makes the predictions
with trained parameters. Calculation of A, B and π is referred to as training the
model in HMSM. Equations (1), (2) and (3) were used to calculate the A, B and
π with the training data set.

Scoring Approach HMSM algorithm classifies the test data with a scoring
model based on HMM. Target variable of the experimental data set has two
states called OK and Fraud, where OK being the click is genuine and the Fraud
being that the click is not genuine. The HMSM classifies each individual record
in test data into either state.

Feature Score(fscoref,s): Calculate scores towards each hidden state (i.e.
Fraud or OK) of target variable called fscoreFraud and fscoreOK for each indi-
vidual record in test data set with respect to each observe variable. Equation
(4) defines the mathematical representation of fscoref,s.
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Mean Deviation Feature Score(mdfscoref,s): Equation (5) calculates the
mean scores for each subset (i.e. fscoreFraud and fscoreOK) in order to cal-
culate the deviation of the feature score from its subset mean represented in
equation (6).

fscoref,s=i = − {logπi + logAi,s + logBs,k} (4)

μs=i = mean (fscores=i) (5)

mdfscoref,s=i = fscoref,s=i − μs=i (6)

∀i = {Fraud,OK}, ∀f = 1..F

Minimum Mean Deviation Score(mdscoremin,s=i) : Select minimum mean
deviation score out of mdfscore for each hidden status as in equation (7).

mdscoremin,s=i = min (mdfscores=i) (7)

HMSM identifies the most probable hidden state of a given record as the
state of the maximum mdscoremin,s=i

hiddenState = max (mdscoremin,OK ,mdscoremin,Fraud) (8)

where s = hidden states and F = number of observe features.

4 Model Evaluation and Experimental Results

The HMSM was evaluated with 20 different test samples in order to verify the
performance of the model across the data set. Accuracy, precision, recall, speci-
ficity and F-score were calculated for each individual sample as the performance
measures.

4.1 Optimum Training Set Size

The fundamental problem of any machine learning algorithm is that finding
optimum training set size to make classification or prediction. To solve this issue,
HMSM was trained with 10 distinct training samples where sample size varies
from 3000 to 25,000 records. Each training set is evaluated with 20 different test
samples and calculated the mean value and mean of the standard deviation of
performance measures to identify the optimum training set record size.

The HMSM model performs well in classifying test data when training sample
size is 5000. Figure 2 illustrates the model performance with all training data sets
where mean values for accuracy, recall, precision and F-score have been reached
to above 80% and specificity reached to 79% at the sample size contains 5000
records. The stability of the model can be evaluated with the mean values of
standard deviations of each training sample as shown in Fig. 3. The results show
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that the model is more stable when training data set has 5000 records where
standard deviations of all the performance measures are less than 0.25 including
specificity.

Fig. 2. Training set evaluation by mean

Fig. 3. Training set evaluation by standard deviation

4.2 Performance of the Optimum Model

According to the experimental results as shown in Fig. 4, the model trained with
5000 records classify test data by achieving highest performance across 20 dif-
ferent test samples. The optimum model achieved accuracy, precision, recall and
F-score more than 75% across all samples while 15 samples perform specificity
more than 65%. There is only one sample which has less than 50% of specificity.

Overall performance of the optimum model can be evaluated with the results
shown in Table 1 where accuracy, recall, precision and F-score reached above 84%
with the specificity of almost 80%. The lowest standard deviations of perfor-
mance measures of the optimum model guaranteed that consistency or stability
of the model.
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Fig. 4. Optimum model evaluation

Table 1. Consistency evaluation of optimum model

Mean Std

Accuracy 0.84 0.05

Recall 0.85 0.05

Precision 0.99 0.01

Specificity 0.79 0.23

F-Score 0.91 0.03

5 Conclusions and Discussion

The algorithm suggests the optimal size for the training data set size as 5000
records according to the 10 selected training samples started from 3000 to 25,000.
Although it is generally accepted that large training data sets increase the perfor-
mance of the model, the results show that the highest accuracy can be achieved
by controlling the training data set size as small as 5000. This is one of the major
advantages of HMSM which guarantees higher performance with smaller training
data set. This concept promises that the number of training samples should not
be large as much as possible and choosing the optimal training sample size helps
to reduce the unnecessary computational time/power and large storage space.
Therefore, the HMSM is a good alternative algorithm in supervised learning
which reduces the computation time in training along with higher performance
and higher learning efficiency on unseen data. Moreover, the proposed method
is a good justification for the effect of reducing the sample size of the training
data set. Thus, the HMSM has far reach implications in the supervised learning
and is recommended for inclusion in the applications of real-time scenarios in
this field.

In this paper, we proposed and studied the applicability of a new hidden
Markov scoring model to classify fraudulent impressions in mobile advertising.
The proposed HMSM shows significant capability as a fraudulent impression
classifier with an average accuracy of 84%, average precision of 99%, average
recall of 85%, average specificity of 79% and average F-score of 91% across 20
difference test samples with the standard deviation of 0.05, 0.01, 0.05, 0.23 and
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0.03, respectively. The proposed HMSM can be identified as a stable classification
algorithm because it performs well by identifying both positive and negative class
in higher performance measures with low standard deviation. The authors plan
to work with different types of feature engineering methodologies in future work
so that the HMSM will be able to apply more precisely as a higher performance
classification algorithm.
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Abstract. This paper introduces a method of selecting the most prob-
able future investment clients of a brokerage company on the capital
market. The method consists in using the answers given by the virtual
investors to a set of prescribed questions. Namely, the aforementioned
answers are fusioned with a data mining procedure using the Choquet
integrable. The scores thus obtained are classified using some preassigned
thresholds, allowing to select the most probable future investment clients.

Keywords: Virtual investor · Data mining · Data fusion · Monotone
measure · Measurable function · Choquet integral

1 Introduction

In this paper, we describe a mathematical model used for selecting the most
probable future investment clients of a given brokerage company on the capital
market. In writing this paper, we have worked in collaboration with a company
named Confident Invest. This is a brokerage company on the Romanian capital
market. Any company in the capital market is motivated to offer to its clients
the best investment solutions. In this regard, the company wants to identify
those customers who really want to invest and who have a great opening for
collaboration. More specifically, a company wants to know which of its existing
or potential clients really worry about finance. In this regard, Confident Invest
tries to find the answers to the key question “I rarely worry about finances” by
interpreting the answers to other questions the company is asking for, in a legal
way. Specifically, the company realizes the risk profiles of the clients by applying
a questionnaire. The risk profile of a client is made by providing 15 questions,
each with 4 types of answers, ranging from the total disagreement to the absolute
agreement. The answers are represented by integer numbers from 0 to 3. Thus, 0
represents total disagreement and 3 represents total agreement. Our target was
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to determine the answer to the key question “I rarely worry about finances,”
based on the answers to the questionnaire. It is known that, as mathematical
procedure, one frequently uses nonlinear integrals as fusion instruments. We
shall take this into account to find the answer to the key question. Namely, this
instrument should be the Choquet integral with respect to a monotone measure.
The aforementioned answers are fusioned with a data mining procedure using
the Choquet integral.

The scores thus obtained are classified using some preassigned thresholds,
allowing to select the most probable investors. Confident Invest has given us
the answers to the questions for 60 potential investors, as well as the values of
preassigned thresholds to be able to calculate the target values. To calculate
the values, we have created a C++ program. In the sequel, we explain how the
nonlinear integral was used for data aggregation in order to solve the above-
mentioned problem, and, of course, we explain the obtained results.

2 Preliminary Facts

Throughout the paper: IN = {1, 2, 3, . . .}, IR+ = [0,∞), ¯IR+ = [0,∞] = IR+ ∪
{∞}. For any set I, we denote by P(I) the Boolean of I, i.e., is P(I) = {A|A ⊂
I}.

Definition 1. The characteristic (indicator) function of a set A ⊂ I is φA : I →
R+ given via φA(t) = 1, if t ∈ A and φA(t) = 0, if t is not in A.

For any finite set E, |E| is the cardinal of E.

Definition 2. A measurable space is a pair (I,Σ), where I is a non-empty set
and Σ ⊂ P(I) is a σ−algebra.

Definition 3. A (normalized) monotone measure is a function μ : Σ → IR+

such that:

(i) 0 = μ(∅) ≤ μ(a) ≤ μ(I) = 1 for any A ∈ Σ
(ii) μ(A) ≤ μ(B), whenever A,B are in Σ and A ⊂ B

(1)

Considering a measurable space (I,Σ), a monotone measure μ : Σ → IR+ and
a Σ−measurable function f : I → IR+, we can define for any a ∈ IR+, the level
set Fa = {t ∈ I|f(t) ≥ a} ∈ I. Because, for 0 ≤ a ≤ b < ∞, one has Fb ⊂ Fa, it
follows that the function φ : IR+ → IR+, given via φ(a) = μ(Fa), is decreasing.
So, we can compute

∫
φdL, where L is the Lebesgue measure on IR+.

Definition 4. The Choquet integral of f with respect to μ is:

(C)
∫

fdμ
def
=

∫
φdL ≤ ∞ (2)
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In case (C)
∫

fdμ < ∞, we say that the function f is Choquet integrable with
respect to the monotone measure μ. For generalized measure and integration
theory (monotone measures, nonlinear integrals, especially Choquet integral),
see [2,4,5].

Let us recall that the Choquet integral generalizes the abstract Lebesgue
integral. Namely, in case μ is a classic (countably additive) measure, we have,
for any μ−measurable function f : I → IR+, the equality (C)

∫
fdμ =

∫
fdμ.

For practical purpose, we recall the computation of the Choquet integral for
simple functions. Consider again a measurable space (I,Σ).

Definition 5. A Σ−simple (positive) function is a function f : I → IR+ having
the form f =

∑n
i=1 aiφAi

, where ai ∈ IR+, Ai ∈ I are mutually disjoint and
∪n
i=1Ai = I.

For such a function f , we can reorder the values such that 0 ≤ a1 ≤ a2 ≤ · · · ≤
an. The reordering is unique in case all the values ai of f are distinct. Then,
considering that 0 ≤ a1 ≤ a2 ≤ · · · ≤ an and μ : Σ → IR+ is a monotone
measure one has

(C)
∫

fdμ =
n∑

i=1

(ai − ai−1)μ(Ai ∪ Ai+1 ∪ · · · ∪ An) (3)

with the convention a0 = 0.
The most popular use of the previous formula is in case I = {1, 2, . . . , n} and

Σ = P(I). Then, considering a permutation {1∗, 2∗, . . . , n∗} of {1, 2, . . . , n} such
that f(1∗) ≤ f(2∗) ≤ . . . ≤ f(n∗), we have (with convention f(0∗) = 0)

(C)
∫

fdμ =
n∑

i=1

(f(i∗) − f((i − 1)∗))μ(i∗, (i + 1)∗, . . . , n∗) (4)

3 Results

3.1 General Setting

In the sequel, (I,Σ) will be a measurable space and μ : Σ → IR+ will be a
monotone measure.
For any i ∈ I, we shall consider a non-empty set Xi and let X

def
=

∏
i∈I Xi. Also,

for any i ∈ I, let νi;Xi → IR+ be a function. Then, for any x = (xi)i∈I , we can
consider the function fx : I → IR+, given via fx(i) = νi(xi).
Our major assumption will be that, for any x ∈ X, the function fx is Choquet
integrable with respect to μ. This is true, for instance, in the following two simple
cases:

(a) I is finite and Σ = P(I).
(b) We have simultaneously:

• All Xi are finite and equal (let Y
def
= Xi for any i ∈ I).
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• All νi are equal (let ν
def
= νi for any i ∈ I, hence ν : Y → IR+).

• It follows that, for any x = (xi)i∈I ∈ ∏
i∈I Xi = Y I , the function fx takes

all its values in the finite set ν(Y ). We shall supplementarily assume that
fx is Σ-simple (i.e., fx is Σ-measurable) for any x ∈ Y I .

The Choquet integral (C)
∫

fxdμ, computed for all x ∈ ∏
i∈I Xi, will be our

data mining (fusion) instrument.

3.2 Prospecting Virtual Investors

We consider a brokerage company on the capital market looking for investment
clients. The manager and the staff decide to search who are the most probable
future investment clients among those who have shown collaboration with the
company. For financial facts, see [1]. The target is to find out the answers to the
key question “I rarely worry about finances.” The method chosen to this end
consists in asking the same set of 15 questions to all those who showed interest in
the company and to compute their respective scores obtained from the answers
to the aforementioned questions, via a procedure which will be described in the
sequel. Each question has 4 types of answers, ranging from the total disagreement
to the absolute agreement. The answers are represented by integer numbers from
0 to 3. Thus, 0 represents total disagreement and 3 represents total agreement.
These scores, compared with some preassigned thresholds, will show who are the
most probable virtual investors. The concrete procedure is, actually, a particular
case of Sect. 3.1, point (a).
We take I = {1, 2, . . . , n}, n ∈ IN to be the set of the indexes assigned to the
questions to which the possible investors are asked to answer. Numerical case
here n = 15.
Our measurable space is (I,Σ), with I, with I as above and Σ = P(I).
We accept the existence of the monotone measure μ : Σ → IR+. Numerical case
here: μ is given as follows.

μ(E) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if E = ∅
0.3 if 0 < |E| ≤ 4
0.5 if 4 < |E| ≤ 10
0.7 if 10 < |E| ≤ 14
1 if |E| = 15

(5)

We are using this measure μ because of a good previous experience with it.
For any i ∈ I, Xi will be the finite set of all possible answers to the question
number i. So, every possible investor x who answered to the set of questions will
be identified as follows: x ≡ (xi)i∈I = (x1, x2, . . . , xn). Here, for any i ∈ I, xi is
the answer given by x to the question number i.

Supplementary, with respect to the Sect. 3.1, we shall assume that any Xi is
ordered with the order relation ≤i. This order relation puts into evidence the
fact that some answers are more important (more definitory) than other answers,
what concerns the decision concerning the eligibility.
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On any Xi, we have the partial evaluation function νi : Xi → IR+, which fur-
nishes the marks for the answers in Xi. The function νi is monotone (another
supplement with respect to the Sect. 3.1), i.e., for any s, t ∈ Xi such that s ≤i t,
one must have νi(s) ≤ νi(t).
Numerical case here: for any i ∈ I, one has νi(Xi) ⊂ {0, 1, 2, 3}. The meaning of
the marks νi(t) = 0 for “not true,” νi(t) = 1 for “partially true,” νi(t) = 2, for
“generally true,” νi(t) = 3 for “always true.”
Procedure. For any possible investor x ≡ (x1, x2, . . . , xn), we form the function
fx : I → IR+ given via fx(i) = νi(xi). The “disponibility” of the possible investor
x to become a real investor is evaluated by the number

ν(x)
def
= (C)

∫
fx(i)dμ(i) = (C)

∫
νi(xi)dμ(i). (6)

The decision (prevision) concerning the possibility for x to become a real
investment client will be taken using the following thresholds:

ν(x) ∈ [0, 0.5) → x is a secure investor
ν(x) ∈ [0.5, 1) → x is a potential investor
ν(x) ∈ [1, 2) → x is a neutral investor
ν(x) ∈ [2, 3] → x is a weak investor (almost

severely, x will not invest).

(7)

4 Numerical Case and Conclusions

The test (questionnaire):

1. I keep all my e-mails.
2. My favorite subject in school was math.
3. I prefer to make order in the wardrobe than watching TV.
4. I prefer to work alone than to work in a team.
5. I consider myself independent.
6. I generally organize the event when I am invited to dinner or to the film.
7. I am bothering people who do not work hard.
8. I never leave anything unfinished.
9. Generally, I don’t drive very fast.

10. I don’t like competitive sports.
11. I don’t like watching horror movies.
12. I am not eager to see new people.
13. I never get anxious when I wait for the elevator.
14. I never wear fashionable things.
15. I am never accused of having a choleric temper.

The answers of the clients:
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Table 1. Answers of the clients

Nr 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 1 1 0 2 2 1 2 2 2 0 0 1 0 0 1

2 2 3 1 2 1 1 2 2 2 1 2 1 0 1 3

3 2 1 1 2 3 2 3 3 1 0 1 1 1 1 1

4 2 3 2 1 1 1 1 1 1 0 1 1 0 2 1

5 1 1 0 0 2 2 1 1 2 1 3 0 1 0 1

6 0 2 0 1 2 2 3 3 0 1 0 1 0 1 1

7 0 1 2 1 3 0 1 2 2 0 1 0 0 1 1

8 3 0 1 0 2 0 0 1 0 1 0 0 0 0 2

9 3 0 2 0 1 0 2 3 2 0 1 0 2 1 1

10 1 0 2 2 2 0 2 3 3 3 3 2 1 1 0

11 0 1 0 1 2 0 1 1 1 0 1 2 1 1 1

12 0 0 2 1 3 0 1 2 3 0 0 0 1 0 2

13 0 0 2 0 1 0 2 0 1 2 0 0 0 0 0

14 2 1 0 0 2 1 2 1 0 0 1 1 0 1 3

15 1 0 1 1 2 1 0 3 1 1 1 0 1 0 1

16 2 2 3 0 2 2 2 2 1 1 2 0 2 0 2

17 2 0 1 2 2 1 1 2 0 0 3 1 0 0 1

18 0 0 0 0 0 3 3 3 0 3 3 3 0 0 1

19 1 0 2 0 3 0 2 3 0 0 3 0 0 1 2

20 0 2 1 2 3 2 3 2 1 0 0 0 0 0 0

21 2 1 1 3 2 1 3 3 0 1 1 0 1 0 0

22 1 0 3 3 3 2 2 3 0 0 3 0 0 0 2

23 0 3 0 0 3 2 2 2 3 0 3 0 0 0 1

24 1 3 1 1 2 1 1 0 2 0 3 1 1 1 1

25 1 1 0 2 2 2 2 2 1 1 1 1 2 2 1

26 3 3 0 1 2 0 1 3 3 3 3 0 1 0 2

27 1 3 1 3 3 0 1 1 1 3 3 1 2 0 1

28 0 0 1 0 0 0 1 1 1 1 3 0 1 0 3

29 3 0 3 0 3 0 3 3 2 0 2 1 1 0 1

30 0 3 1 1 3 1 3 3 3 0 0 3 1 1 1

31 0 0 1 0 3 2 2 2 2 3 1 1 2 0 3

32 0 0 2 2 1 2 1 1 2 0 0 1 2 0 0

33 1 3 2 0 0 1 2 3 1 0 1 1 3 3 2

34 1 1 3 3 3 2 1 2 3 1 3 3 3 3 1

35 2 2 1 0 1 1 2 2 1 1 2 0 1 2 0
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Table 1. Answers of the clients (continued)

Nr 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

36 0 0 2 0 3 1 1 2 1 0 0 0 1 0 0

37 0 1 2 0 3 0 3 2 0 0 0 0 1 0 0

38 2 2 2 2 2 1 2 2 1 1 3 1 1 1 1

39 3 0 0 0 3 0 1 3 1 0 2 1 1 0 2

40 3 0 2 0 1 0 1 3 1 0 2 0 2 0 2

41 1 0 0 0 3 2 2 3 1 0 0 0 1 0 0

42 1 3 0 2 2 1 1 1 1 1 1 1 0 0 0

43 1 0 0 0 0 2 1 1 3 1 1 0 1 2 2

44 2 0 2 1 2 0 1 2 1 0 3 0 2 1 1

45 2 0 0 0 1 2 2 2 3 2 3 0 2 2 0

46 1 3 0 1 2 2 2 3 1 0 3 0 2 0 1

47 1 1 3 0 2 1 2 2 0 0 0 1 1 0 0

48 0 2 1 0 1 2 0 2 0 3 3 0 0 0 3

49 1 1 0 2 2 1 1 0 1 0 3 2 1 0 2

50 0 0 0 0 1 3 3 2 0 0 0 0 0 0 0

51 2 1 0 1 3 1 1 0 0 2 2 1 2 1 3

52 2 1 2 1 2 0 0 2 1 1 3 1 2 0 2

53 2 2 1 3 1 1 1 2 2 2 3 1 2 2 1

54 0 3 1 0 1 0 2 1 0 1 0 0 0 0 0

55 1 0 0 1 3 1 1 2 2 1 2 0 1 0 2

56 0 3 3 0 2 0 1 3 1 0 3 0 0 0 2

57 1 1 2 1 3 0 1 3 1 0 3 0 1 0 2

58 0 0 0 0 1 1 1 0 2 1 3 2 0 0 1

59 2 2 1 1 1 3 2 1 3 1 3 0 1 1 0

60 2 2 2 0 0 1 2 3 2 1 0 0 1 0 1

To calculated the values for Table 2, we have created a C++ program (see
[3]). The source code is written in C++ in the CodeBlocks development medium,
17.12 version on Windows 10 operating system, combined with GNU GCC Com-
piler in MinGW distribution, 6.3 version. For the matrix operations, the Eigen
library version 3.3 was used (Tables 1 and 2).
The results and conclusions:
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Table 2. Results and conclusions

Nr Value Investor type

1 0.8 Potential investor

2 1.5 Neutral investor

3 1.3 Neutral investor

4 1.3 Neutral investor

5 1.1 Neutral investor

6 1.1 Neutral investor

7 1.1 Neutral investor

8 1.3 Neutral investor

9 1.3 Neutral investor

10 1.3 Neutral investor

11 1.2 Neutral investor

12 1.3 Neutral investor

13 0.6 Potential investor

14 1.5 Neutral investor

15 1.1 Neutral investor

16 1.3 Neutral investor

17 1.1 Neutral investor

18 1.5 Neutral investor

19 1.3 Neutral investor

20 0.9 Potential investor

21 1.1 Neutral investor

22 1.3 Neutral investor

23 1.1 Neutral investor

24 1.3 Neutral investor

25 1.2 Neutral investor

26 1.3 Neutral investor

27 1.3 Neutral investor

28 1.5 Neutral investor

29 1.1 Neutral investor

30 1.7 Neutral investor

31 1.5 Neutral investor

32 1 Neutral investor

33 1.7 Neutral investor

34 2 Weak investor

35 1 neutral investor
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Table 2. Results and conclusions (continued)

Nr Value Investor type

36 1.1 Neutral investor

37 1.1 Neutral investor

38 1.6 Neutral investor

39 1.3 Neutral investor

40 1.3 Neutral investor

41 1.1 Neutral investor

42 1.1 Neutral investor

43 1.3 Neutral investor

44 1.3 Neutral investor

45 1.3 Neutral investor

46 1.3 Neutral investor

47 1.1 Neutral investor

48 1.5 Neutral investor

49 1.3 Neutral investor

50 0.9 Potential investor

51 1.7 Neutral investor

52 1.3 Neutral investor

53 1.8 Neutral investor

54 0.9 Potential investor

55 1.3 Neutral investor

56 1.3 Neutral investor

57 1.3 Neutral investor

58 1.3 Neutral investor

59 1.1 Neutral investor

60 1.1 Neutral investor

We consider that this method is new and can be used to various decision
situations.

References

1. Chisholm, A.: An Introduction to Capital Markets: Products, Strategies. Partici-
pants. Wiley, Hoboken (2002)
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Abstract. Low-power wide area network is a new wireless communication tech-
nology designed for low-power consumption together with long-distance commu-
nications, and LoRa technology is one of the leading technology solutions. The
long-range connection between end-nodes and gateway is achievable by LoRa
devices due to star-based network topology and modulation techniques used in
wireless communication of the technology. One of themain features of LoRa tech-
nology is the ability to scale. Modelling and simulation can interpret the actual
network behaviour of LoRa technology as accurate as possible. This paper aims
to investigate the performance of the low-power wide area network technology
focusing on capability of the network to scale.Wemodel the network system based
on the behaviours of the communication between the end-node and gateway. The
simulation to study the scalability was done based on several parameters, such as
the number of end-nodes, application time and the number of channels used by the
end-node. The results show that the amount of successfully received data signal
at gateway increased as the application time and channel used increased.

Keywords: LoRa · LPWAN ·Modelling · Simulation · Scalability

1 Introduction

For the past few years, the advances in development of Internet-of-Things (IoT) speed
up the development for new, innovative, convenience and economic benefit applications.
The things are any devices holding the ability of sensing, computing and exchanging
information with other devices by communicating via the Internet [1]. The technology
inspired by IoT is believed to be able to enhance the effectiveness of energy consump-
tion, resources management, productivity and environmental monitoring. The IoT has
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spread its importance to various domains which previously has limitation in various pos-
sible applications, for example, real-time environmental, remote health-care, industrial
control, productions systems, smart city and transportation [2].

Developers haveworkedonmany applications for various uses in the IoT, and specific
applications require specialized technology to work accordingly. Traditional short-range
communication technologies such as Bluetooth and ZigBee are not ideal for applications
that require long-range communication. While cellular technology can provide broader
coverage than conventional radio technology, it requires much energy to operate, which
is not ideal for low-power applications.

Recent advancement in applications that require smaller size device, low power
consumption and cost-effective has shown positive progress in the development of a new
communication technology known as the low-power wide area network (LPWAN). The
new technology becomes a complement to conventional communication technology such
as cellular and short-range wireless technologies by augmenting a better functionality
and requirement for IoT applications. The unique features of LPWAN technology such
as high coverage, low bandwidth and low power consumption, are in line with the
requirements of IoT applications that only need to transmit small data sizes remotely.

LPWAN technology is designed to support billions of devices for the various appli-
cations of IoT. The technology uses a star topology architecture in which multiple end-
nodes communicate directly to the gateway [3]. However, numerous end-nodes transmit
the data signal to the gateway, and this causes traffic overload, and eventually, they are
lost in data signal at the gateway.

The identification of the problem and further understanding of scalability for the
network is necessary to improve the design of devices and gateways development. For
such cause, this paper aims to analyse the performance of LPWAN in terms of scalability.
The scalability model of LPWAN was designed, and simulations were run for various
parameters such as the number of end-nodes, the number of channels used and the time
delay between two consecutives data signal transmission. The organization of this paper
is as follow: InSect. 2, relatedworkon the previous studywas presented.The introduction
of low-power wide area networks was presented in Sect. 3. Then, the proposed network
model was discussed in Sect. 4. In Sect. 5, the simulation parameters were discussed, and
result and discussionwere presented in Sect. 6. Finally, conclude the paper in conclusion.

2 Related Work

Several studies on model development for LPWAN have been conducted previously for
a better understanding of LPWAN’s ability to scale. This section presents the previous
studies on several works focusing on modelling and scalability of LPWAN.

Georgiou and Raza [4] present the study of the modelling of LPWAN to analyse the
capability of the technology to scale. The authors used stochastic geometry framework
to model the performance of the LoRa network that is using a single gateway. The
study proposed an outage probability model which occurs at the gateway called outage
condition.

Example of studies following the outage probability model by the authors in [4] was
presented in [5–7]. The authors in [5] used time diversity to increase the probability of
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successful packet delivery from the sensor nodes to the gateways.While in [6], the authors
presented the paper based on themodel in [4]. It included the effect of co-SF interference
and inter-SF interference as the model in [4] did not consider the interferences factor in
the model. The model presented in [7] is the extending of the outage models from [4]
for diversity techniques.

The study of the scalability of LPWAN was presented in [8] by Bor et al. This paper
investigates the number of transmitters that LoRa network can support. The authors
developed LoRa simulator called LoRaSim, which is used to study the scalability of
LoRa network. Following the model and simulator from [8], several studies focus on the
performance of LPWAN in terms of scalability [9–11]. The authors in [9] used LoRa
communication model based on [8] to develop further an improved version of LoRaSim
called EXPLoRa. Meanwhile, the authors in [11] used the model and simulator from
[8] to study the performances of LoRaSim on three different simulation parameters; SF,
bandwidth and coding rate.

The authors in [10] also developed a LoRa model similar to the model from [8]. The
scalability of the LoRa network is studied by observing the most significant possible
number of LoRa transmitter while satisfying the average packet success probability.
The other model was developed by the authors in [12] to study the scalability of LoRa
technology. The LoRa interference behaviour has been used in the model.

3 Low-Power Wide Area Network

Low-power wide area network is a wireless communication technology that enables
end-nodes to communicate over long distance using low bit rates and low energy con-
sumption [13–15]. Previous studies have shown that LPWAN technology enables the
final node to communicate with gates over a distance of 3 kms for urban areas, while
more than 10 kms for rural areas [16]. Additionally, in the line of sight circumstance,
the last node data signal that can reach a gateway located 20 kms away [17] can still
reach the gateway as far as 30 kms, as reported in [18].

The ability of end-nodes to communicate remotely with a gateway is based on two
main special features of the LPWAN, the star network topology and modulation tech-
nique. The LPWAN device mostly operates in the unlicensed industrial, scientific and
medical (ISM) bands at 169, 433, 868/915 MHz and 2.4 GHz [19]. However, these
frequency values depend on the region in which the technology is being used. [20, 21].

Dynamic progress in LPWAN technology development has created many LPWAN-
based applications and solutions in the market. The current most known LPWAN tech-
nologies are Sigfox and Semtech. The Sigfox technology uses three main components
for the communication, which are ultra narrow band (UNB) radio technology, binary
phase shift keying (BPSK) and Gaussian frequency shift keying (GFSK) modulation.
Typically, depending on the region, the ISM band used by the technology is at 868–869
and 902–928 MHz. Sigfox devices are capable of sending small data with 12 bytes of
maximum data size for uplink data while 8 bytes of downlink using the lightweight
protocol. Altogether, the Sigfox frame uses 26 bytes, with 12 bytes of load data and
14 bytes for protocol overhead. This protocol overhead is smaller than conventional
LPWAN technology, which applies more significant size protocol overheads to transmit
data [22].
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In addition to Sigfox, Semtech also developed the LPWAN technology known as
LoRa technology. The technology is designed for a combination of remote, low power
consumption and secure small-size data transmission. It also operates on an unlicensed
SUB-GHz ISM band using a so-called chirp spread spectrum (CSS) modulation to opti-
mize power consumption and broader communications networks. LoRaTechnology uses
the combination of two layers; the physical layer is known as LoRa for the connectivity
and the MAC layer known as LoRaWan.

4 Network Model

This section describes the network model which mimic the communication between
end-node and gateway for scalability study purpose. The following are the assumptions
for the behaviour of the data signal from the end-node to be received by the gateway
based on [4, 8, 12].

4.1 The Interference Conditions

Consider two or more data signal from end-node. We want to see the status of the data
signal from a single end-node (reference node, Nr) whether it is successfully received
by the gateway when there is one or more interference data signal from others end-node
(interference node, Ni).

Let say that there are two data signals from two end-node (end-node 1 and 2) arrive
at the gateway. If both of the end-node use different spreading factor or channel to each
other’s, then both data signal are successfully received by the gateway. These data signal
conditions are said to be orthogonal to each other when the spreading factor of the end-
nodes are different. For example, end-node 1 uses a spreading factor of 7, and end-node
2 uses a spreading factor of 8. The gateway will receive both the data signal. Table 1
below provides the details condition.

Table 1. Interference conditions of the data signal

Spreading factor Channel Condition

Used same value Used same value Interference

Used same value Used different value Receive

Used different value Used same value Receive

Used different value Used different value Receive

Interference occurs when the reference and interference node have the same spread-
ing factor and channel. Figure 1 below illustrates all possible interference by the end-
nodes.Meanwhile Table 2 below indicates the status of the reference node at the gateway.
In case 2, the data signal from the reference node did not receive by the gateway. The
interference node is currently being uplink to the gateway. While in case 3 and 4, the
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collision happens for the data signal. Both the data signal was not effectively received
by the gateway. However, in case 5, both the data signal are assumed to be received by
the gateway.

Fig. 1. Diagram of reference node and interference node based on time

Table 2. Status of reference node and interference node

Case Status Ni Status Nr

1 Receive Receive

2 Loss Loss

3 Loss Loss

4 Loss Loss

5 Receive Receive

6 Receive Receive

4.2 Spreading Factor Selection

In this study, the selection of the spreading factor for the end-node was inspired by [2].
The spreading factor was decided based on the distance between the end-node and the
gateway. Typically, the end-node chose the spreading factor based on the value of RSSI
and SNR at the gateway. When the distance increased as the location of the end-node
located far from the gateway or the data signal is attenuated, the end-node is required to
use the higher spreading factor to transmit the data signal to the gateway [12].

From the previous study, the assumption for the end-node that located far from the
gateway used the SF of 12. Its data signal was assumed to be able to reach the gateway.
However, if the location of the end-node located too far, the data signal cannot be received
by the gateway. There should have a limit of the distance between the location of the
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end-node and gateway for the data signal to be successfully received by the gateway.
Table 3 shows the SF for the end-node based on the distance between the end-node and
gateway.

Table 3. SF selection of the end-node

SF RSSI (dBm) Distance (km)

7 (−124, −100) <2

8 (−129, −124) 2–4

9 (−130, −129) 4–6

10 (−133, −130) 6–8

11 (−135, −133) 8–10

12 (−137, −137) 10–12

12 (−140, −137) 12–14

~ ~ >14

5 Simulation

The performance on the scalability of the LPWAN is executed via simulation using
MATLAB. A program is built in theMATLAB to run the simulation for the performance
on the scalability of the LPWAN. Let say there are N numbers of end-nodes distributed
randomly in Lx x Ly two-dimensional network field with a single gateway located at the
middle of the network field.

For simplicity, the end-nodes are assumed to use specific SF based on the distance
between the end-node and the gateway, d. Let d(n) = (x(n), y(n)) be the coordinate
of the distributed end-nodes and G(g) = (x(g), y(g)) be the coordinate of the gateway
location, where n = {1, 2, 3…, N) and g is number of gateways. Then, the distance for
the end-node j from the gateway is defined as;

d(G(g), d(n)) =
[
(x(g)−y(g))2 + (x(n)−y(n))2

]1/2
(1)

Besides that, the gateway randomly assigns the channel (CH(n)) for the end-nodes in
the range of [1, CH], where CH is the total number of channels. In order to mimic the real
application for the end-nodes, the starting time is assigned randomly for the end-nodes
to start transmitting the packet data. Starting time (ST(n)) is randomly chosen by the
end-nodes based on the range time [0, Application time]. Application time is time for
end-node to transmit next data signal after complete transmitting the current data signal.

CH(n) = rand([1, CH]) (2)

ST(n) = rand(
[
0, Application time

]
(3)
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Then, the end-node start to transmit the packet data to the gatewaybasedon its starting
time. When the end-node complete transmitting the packet data, the new starting time
(New_ST(n)) for end-node is set with the combination of the starting time, time-on-air
(ToA), and processing time (PT ). Processing time is included to indicate the time for the
end-node to process the data for the next transmission sequel in the range of [0,1.000 s].
Note that, the maximum time for end-nodes to process the data is assumed to be 1 s. ToA
is the time for the data signal from the end-node to successfully received by gateway.
However, it depends on the size of the payload, bandwidth, spreading factor and code
rate used by the end-node for data transmission. Refer to [23] for more information on
ToA.

PT (n) = [0, 1.000s] (4)

New_ST(n) = ST(n)+ ToA(n)+ PT(n) (5)

At the gateway, the data signal is successfully received based on the interference
conditions as discussed in the previous section. The simulation is run based on round.
Each round ends if all the end-node complete transmitting the data signal to the gateway.
The simulation stops when the total number of runs is reached. Then, the program
calculates the percentage of received packet data (PPD). PPD is the percentage of the
total received data signal at gateway over the total number of data signal transmission
from end-node. Table 4 below shows the parameter used in the simulation.

Table 4. Parameters for the simulation

Parameters Values

Size of network field 24000 m × 24000 m

Number of end-nodes, N 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1500, 2000

Packet payload size 50 bytes

Bandwidth 125 kHz

Coding rate 4/5

Spreading factor 7, 8, 9, 10, 11, 12

Channel 1,3,6,8

Application time (s) 600, 1200, 1800, 2400, 3600

Total round 50

6 Results and Analysis

In this work, we observe the scalability of LPWAN to investigate the total number
of end-node to successfully receive in gateway. Three parameters were introduced in



136 N. A. Abdul Latiff et al.

the simulation, such as the total number of end-node, application time and number of
channels in order to investigate the effect of these parameters on the PPD. Figure 2a
shows the PPD against the number of end-node with different application time for a
single channel (CH1) while Fig. 2b for eight channels (CH8). Meanwhile, Fig. 3a shows
the PPD against the number of end-nodewith a different number of CH for an application
time of 600 s and Fig. 3b for an application time of 3600 s. Based on the results, higher
value of PDD is preferred as more data signal from end-nodes are successfully received
by the gateway.

(a) (b) 

Fig. 2. a PPD versus number of end-node for different application time using single channel.
b PPD versus number of end-node for different application time using eight channels

(a) (b) 

Fig. 3. a PPD versus number of end-node for different channel with 600 s application time. b PPD
versus number of end-node for different channel with 3600 s application time

Overall, the PPD decreases when the total number of end-node increases for all fig-
ures. Generally, this decrement is due to the increasing number of interruptions between
the signals occurring in the gateway as the number of end-nodes increases. By referring
to Fig. 2a and b, the value for PPD increases as the application time increases for all
number of the end-nodes, and the start time for end-nodes is directly related to the appli-
cation time. The decrement pattern of PPD for both Fig. 3a, b are similarly dissipated
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the different number of channels used. However, the PPD value using eight channels
are higher compared to single channel while using similar application time. It can be
concluded that the collision between data signals from the end-node decreases as the
number of start times for the end-node to transmit data signals varies over a long period.

Meanwhile, for Fig. 3a and b, the value of PPD increases as the amount of CH
increases for all number of end-nodes. The gateway randomly selected the CH used by
the end-nodes. As the number of CH to be used by the end-nodes increases, the chance of
signal data to collide with each other decreases, resulting in increasing the PPD values.

Limitation on the distance between the end-node and the gateway also affect the
value of PPD. The end-node that is located above the distance limit that allows the data
signal to reach the gateway will increase the amount of data signal loss in the gateway.
The number of end-nodes located at the given distance limit increases as the number of
end-nodes used in the simulation increases.

7 Conclusion

This paper studies the performance of LPWAN in terms of the capability to scale. A
programwas designed in theMATLAB platform based on the communication behaviour
of the end-nodes and gateway to investigate the scalability of LPWAN technology. The
limit for the communication was introduced for the data signal of the end-nodes to
reach the gateway successfully. Three parameters such as the total number of end-
node, application time and number of channels are used to investigate the effect on
the PPD value. Based on the results, when the number of end-nodes increase, the PPD
value decreases because of collision between the data signal. The increasing number of
application time and CH used by the end-nodes for transmitting the data signal results
in increasing the PDD value.
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Abstract. Most of the road accidents can be attributed to human errors. Advanced
driver assistance system (ADAS) is an electronic system that guides a vehicle
driver while driving. It is designed with a safe human-machine interface that
is intended to increase vehicle safety and road safety. ADAS is developed to
automate, adapt and enhance vehicle systems for safety and better driving. An
increasing number of modern vehicles have ADAS such as collision avoidance,
lane departure warning, automotive night vision, driver monitoring system, anti-
lock braking system and automatic parking system. ADAS relies on input from
multiple data sources like lidar, radar, and camera. This paper describes the imple-
mentation of ADAS using machine and deep learning algorithms. We implement
a model which has a 360-degree camera (lens on two sides of 170 degrees each),
lidar, ultrasonic sensor, and radar that provide the input for ADAS. We implement
the ADAS by training this whole model using deep learning (advanced machine
learning) by designing a neural network using Python in TensorFlow. Generative
adversarial networks (GANs) are used in object detection when a hazed image
(foggy, rainy, etc.) is detected. This reduces the sensor complexity and area in the
vehicle. Results gained from the study and their implications are presented.

Keywords: ADAS · Human-machine interface · Lidar · Deep leaning ·
360-degree camera · Generative adversarial networks

1 Introduction

Advanced driver assistance systems are electronic systems that assist the driver which
reduces some human errors. ADAS is growing rapidly in the automotive industry. The
system gets inputs from lidar, camera, radar, ultrasonic sensor, etc. The present ADAS
system typically has five built-in cameras, one lidar scanner, one radar, and one ultrasonic
sensor. The architecture of ADAS is complex and the cost of built-in sensors is high.
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The sensors are fixed in vehicles to obtain real-time parameters. The performance of
different sensors is summarized in Table 1 using various metrics.

Table 1. Performance of different sensors

Parameters Lidar Radar Camera

Range H H VL

Field of view H L VL

3D shape H L VL

Object recognition at long range H L VL

Accuracy H L L

Rain, snow, dust H H L

Fog M H L

Performance at nighttime H H L

Read signs and see color M L H

FromTable 1, we see that the lidar sensor performswell in nearly all aspects. Camera
is well suitable for detecting traffic signs and colors, whereas radar is low in it. On the
other hand, radar is used for scanning images, especially at night time or under poor
weather conditionwith fog, rain, snow, anddust. Thus, every sensor is important,whereas
the number of sensors installed differs according to the major and minor conditions.

2 Related Work

2.1 Machine and Deep Learning

Giving an automobile a set of eyes in the form of multiple cameras and image sensors
is the first step, but it also will be critical for the automobile to be able to interpret those
images and react accordingly. To accomplish this, machine learning and deep learning
algorithms play a major role in training the models for the interpretation of images.
A front-facing camera can detect pedestrians or other obstacles, and with powerful
algorithms, they can assist the driver in braking. Radars in the rear side of the vehicle
allow the user to park the vehicle, and the radar on the front side of the vehicle helps in
achieving collision avoidance. A camera in the cockpit of the car facing the driver can
identify and alert for distracted driving.

2.2 Generative Adversarial Networks

A generative adversarial network (GAN) [1–3] is a deep neural network that consists of
two neural networks, namely generator and discriminator that compete with each other
(hence adversarial). So, the generator produces fake instances from random noise and
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the discriminator evaluates them for authenticity, i.e., the discriminator decides whether
the output of the generator is distinguishable from real instances.

The generator and discriminator are represented by G and D. For the case of image
detection, their work can be described by the formula given below:

min
G

max
D

V (D,G) = Ex∼pdata(x)
[
logD(x)

] + Ez∼px(z)
[
log(1 − D(G(z)))

]
(1)

Here, x is a dataset, pdata(x) is the probability that the generated data is in the dataset,
D(x) is the output generated by the discriminator with real data, z is a noise vector,
px(z) is the probability for data generated from z to be in the dataset, G(z) is the output
generated by the generator which is fake, and D(G(z)) is the output generated by the
discriminator when the input is fake. Both D(x) and D(G(z)) give a score between 0 and
1. Equation (1) may not provide a sufficient gradient for G to learn well. The objective
function is defined by the following equation:

D∗
G(x) = pdata(x)

pdata(x) + pG(x)
, (2)

where pG(x) is the probability that the generated data is in x. G tries to minimize the
objective function, while D tries to maximize it. Early in learning, when G is poor, D
can reject samples with high confidence because they are different from the training
data. In this case, log(1 − D(G(z))) saturates. Rather than training G to minimize log(1
− D(G(z))), we can train G to maximize log(D(G(z))). GANs [4] are mostly used in
generating new images from the dataset. It is well suited for generating image–image
translation, reconstructing a quality image from a blurred image, and so on. So, we will
use GANs for object detection to remove the haze from the images detected [5].

3 Proposed Design

3.1 Vehicle Design

ADAS vehicles can be driven in two modes called self-driving mode or human driving
mode. In the self-driving mode, the system detects the objects on the path and creates
its path for itself using deep learning algorithms provided to it. In the human driving
mode, objects are detected, and the right path is displayed to the driver in the monitor.
Many applications that include ADAS features can be displayed accordingly for the safe
driving of the vehicle [6–11]. In this ADAS system, we use a specially designed camera
with lenses that face all sides from the center of the vehicle. The camera and a lidar
scanner are fitted on the vehicle as shown in Fig. 1. Figure 2 shows in greater detail the
layout of the camera and the lidar scanner. The camera has two lenses that each face
170 degrees (inclined), so that it covers all the 360 degrees from the vehicle. The two
lenses are connected to a hardware module that has ADC which will convert the analog
signal to digital data, and the data is then processed by image processing algorithms and
finally displayed on the screen.

The vehicle is designed where the camera and lidar will be attached to the center
of the vehicle at the top, so that it can cover all sides of the vehicle. The radar is fixed
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Fig. 1. Vehicle design with camera and lidar system

Fig. 2. Surround-view camera with two 170-degree cameras and lidar mounted on the camera
module

in front of the vehicle for maintaining equidistance with vehicles and pedestrians. The
distance dmin can be determined mathematically by Eq. (3) [12]:

dmin = L + Tf
[
vr − vf + ρ(aa + ab)

] − ρ2ab
2

+
(
Tr − Tf

)(
vr + ρa − (

Tf − ρ
)
ab

)

2
.

(3)

Here, L is the average length of the vehicles, ρ is the response time of the rear
vehicle, vr and vf are the velocities of the rear/front vehicle, aa and ab are the maximal
acceleration/braking of the vehicle, Tf is the time for the front car to reach a full stop
if it would apply maximal braking, and Tr is the time for the rear car to reach a full
stop if it would apply maximal acceleration during the response time, and from there on
apply maximal braking. This is used for the path planning of the vehicles running on the
road.

3.2 Use of GAN in the Proposed Model

While a self-driving vehicle is in motion during extreme weather conditions like fog,
rain, etc., the objects in the roads like a traffic sign, speed limit, and lanes are covered
with fog or rain referred to as haze which cannot be detected by the camera. Under this
situation, the objects can be easily detected by the pix-pix conditional GANs as shown
in Fig. 3. During the training, the hazed images are taken, and the generator generates
an image from the dataset, and the discriminator should compare the hazed image with
the original image and tell us the correct sign.

The work presented in [13] proposes an AI-based test and validation process on both
hardware in loop and simulation in a successivemanner. The data is provided, stored, and
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Fig. 3. GAN architecture for detecting hazed images used in object detection

fed again to the system in multiple test cases. This will help the system to achieve better
training of an autonomous ADAS system. Deep neural networks (DNNs) also have been
implemented widely in such an environment [4]. The repeated learning capabilities and
power of generating augmented dataset GANs have also shown significant improvement
in the ADAS scenarios. This method is well adopted in autonomous driving scenarios
and has shown promising results in various environments such as fogs, nights, and
variations in weather conditions [4]. The work presented in [14] shows the real-time
implementation using edge computing technologies for intelligent prediction with the
possibility of 5G interconnectivity to make the communication fast and reliable with the
inclusion of GANs for object detection applications.

4 Results and Discussion

Python code is written in Anaconda, Spyder platform using a virtual environment for
the simulation of a self-driving vehicle [15, 16]. This uses reinforcement learning for the
training. The training is completed by performing 64 iterations. This includes path find-
ing, object detection, obstacle avoidance, etc. After successful iterations, the simulation
is done in the Kivy platform.

The simulation platform is shown in Fig. 4 with the class named vehicle. The yellow
curves represent obstacles (like other vehicles, pedestrians, or buildings, as indicated
by the yellow curves in Fig. 5). The vehicle has a number of sensors: a camera with
lidar in red color and two radars in blue and yellow. The white rectangle stands for the
vehicle. The task is to plan the shortest path along which the vehicle should go from the
bottom right corner to the top left corner. In addition, the vehicle has to detect and avoid
those obstacles on the road. Figure 6 shows that the vehicle has detected the obstacles,
followed the curves, and eventually arrived at the destination.

The graphs shown in Fig. 7 are obtained during the training of the system where
the x-axis is the time in seconds and the y-axis denotes weights for the correct move.
Initially, from the first graph in Fig. 7, the model seems to be oscillating from positive to
negative weights as it is in the training mode. In the second graph, the model moves from
the initial point to negative weight, and then, the graph gradually increases to positive
weights andmaintains stability. Therefore, themodel has learned from its previous errors
and moves in the correct path.

It is clear from the above results that we have acquired some of the ADAS features
using the proposed approach.
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D 

S 

D 

S 

Fig. 4. Vehicle having three sensors is moving to the destination by traveling along the edges of
the platform in the Kivy simulator. The arrow in the graph represents the path of the vehicle, S is
the source, and D is the destination. The vehicle has found the shortest path

Fig. 5. Kivy platform with vehicle and sensors. Yellow curves denote obstacles. The vehicle
moves from the bottom right corner to the top left corner

Fig. 6. The yellow curves define the border of the path along which the vehicle travels from the
bottom right corner to the top left corner without hitting or crossing the border. The vehicle has
detected the yellow curves and avoided them. Eventually, the vehicle successfully reaches the top
left corner

5 Conclusion and Future Work

We have shown that the overall complexity in the vehicle can be reduced in the proposed
model by using existing deep learning algorithms. The proposed model consists of
one wide-angle camera, one lidar sensor, and two radars which can be closely monitored
around the vehicle. Simulation of the proposed model was done in the Kivy platform
which demonstrated desirable ADAS features such as object detection, path planning,
and obstacle avoidance.

The future goal is to implement virtual reality in ADAS that helps the user to experi-
ence the real effect of driving, so that it gives an accurate path. As a result, virtual reality
can convert commands to pictures to enhance user experience. Moreover, we will look
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Fig. 7. X-axis denotes time in seconds, and Y-axis denotes weights given to the model for every
right path. 0.1 is theweight given for the correct path and negativeweights for incorrect movement.
Initially, the model is learning to move in the correct path, and after some time, it continues to
maintain in the right path

into innovative ways of exploiting machine learning algorithms to improve vehicle and
road safety.
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Abstract. The growing interest and expectations from the blockchain applica-
tions attract many analysts to this issue. In what spheres of logistics and supply
chainmanagement blockchain is appropriate?What blockchain software solutions
are available to companies now? This paper investigates the basic functionality
of the existing software solutions on the market and the comparative analysis of
blockchain platforms used for developing the solutions for logistics is also carried
out. The main trends of blockchain applications are identified, based on the analy-
sis of the project experience on the use of blockchain, in logistics and supply chain
management, in different countries. The problems, limitations and conditions of
blockchain implementation are also determined.

Keywords: Blockchain · Logistics · Supply chain management · Software
solutions · Information technologies

1 Introduction

Blockchain technology is rapidly gaining popularity today, and many experts expect its
significant impact on supply chains, logistics, production,market, sales and consumption
of goods in the future. However, despite the great potential and interest in blockchain, the
number of companies that have fully implemented and adapted blockchain technology to
their needs, especially in the field of logistics, is not enough now. This paper investigates
the possible limitations and problems of blockchain technology that slows down its
development, as well as software solutions available on the market and the possibilities
for their use.
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2 Blockchain Platform Functionality

Blockchain technology allows transactions to be verified by a group of potentially unre-
liable network participants and is a distributed, unchangeable, transparent, secure and
verifiable ledger. All transactions in the blockchain are available for viewing at any time
and can be checked by any network node. The blockchain protocol structures informa-
tion into a chain of blocks, where each block keeps a set of completed transactions at a
given time. The information entered into the blockchain system cannot be changed, and
data is stored without centralised control.

Cryptographic methods are used to ensure the identity of copies of the blockchain
to avoid duplication of transactions and to provide access to confidential information.
Public and private keys are used to ensure confidentiality and to protect information.

Two key domains of blockchain application include financial technology and the
Internet of Things. Although both domains involve decentralised trusted financial trans-
actions, the significant difference is that financial technology is particularly sensitive
to security requirements with a relatively low number of transactions, while the Inter-
net of Things is characterised by many transactions involving millions of devices. The
requirements of low transaction costs and minimal transaction delays, providing real-
time operation, come to the fore. More features of blockchain technology are described
in [1, 29, 30].

Table 1 presents blockchain platforms, commonly used for developing applications
for logistics and supply chain management.

Here, we consider basic functions of blockchain platforms that are important for
logistics and supply chain management applications.

Account registration. Each participant of a blockchain network creates an account
with an attached online wallet that allows transferring, earning and spending cryptocur-
rency.As a rule, the user can alsowithdrawcryptocurrency from the systemand exchange
it for another cryptocurrency at a special exchange rate, which is calculated on official
verified sources. There are open (public) and closed (private, corporate) blockchain net-
works. Everyone can join the public blockchain network, while their computing power
contributes to the network and all transaction data is available to them. Only trusted
members can connect to a closed network, while access to transactions can also be
limited according to confidentiality requirements.

Consensus algorithms. Various consensus algorithms are used to verify the correct-
ness of transactions and determine the final state of the blockchain. The most famous of
them are Proof of Work (PoW), Proof of Stake (PoS), Proof of Elapsed Time (PoET),
Practical Byzantine Fault Tolerance (pBFT) and Proof of Authority (PoA) [5, 8, 9].

Smart contracts. A smart contract is an encrypted program code that is remotely
executed in the blockchain network when the specified conditions are met. All parties of
the agreement have access to the encrypted information. The result of the smart contract
execution is confirmed by all network participants. Smart contracts can be created to
conduct a transaction, to provide a service, to buy goods or sell them. Some platforms
allowwriting your own code, other platforms offer ready smart contract codes. The most
famous is the solidity smart contract, offered by the Ethereum platform.
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Table 1. Comparison of blockchain platforms

Platform Cryptocurrency Consensus
algorithm

Transaction fee Type Smart
contracts

Ethereum [5] ETH PoW Yes Public Solidity

Ripple [24] XRP RPCA Yes Public No

Hyperledger
Sawtooth [8]

No pBFT, PoET,
Devmode,
RAFT

No Private DAML

Hyperledger
Fabric [9]

No pBFT, Kafka,
SOLO

No Private Go.Java

R3 Corda [4] No RAFT, pBFT No Private Java, Kotlin

Stellar [28] XLM SCP, pBFT Yes Public JavaScript,
Python,
Golang, PHP

IBM
Blockchain
Platform [10]

No pBFT, XFT No Private JavaScript,
Java, Go.Java

Microsoft
Azure
Blockchain
Workbench
[16]

No Aura PoA No Private JavaScript,
Rust, C, C ++

Quorum [22] ETH RAFT,
iBFT, Clique
PoA

Yes Private Solidity

3 Analysis of Blockchain Applications in Logistics and Supply
Chain Management

In order to reveal features of blockchain applications in logistics and supply chain man-
agement, we analysed 21 blockchain projects that are being conducted in such countries
as Australia, Bulgaria, Denmark, Finland, France, Hong Kong, Russia, Singapore, Swe-
den, UnitedKingdom andUSA (Fig. 1). Some projects are initiated by large corporations
(IBM [11], Russian Railways [19] and Gazprom Neft PJSC [7]), and some projects are
start-ups conducted by a small group of developers.

Figure 2 shows that the most popular platforms for development of applications
in logistics and supply chain management are Ethereum and Hyperledger Fabric. Other
group includedR3Corda, Stellar, TBSx3 [31],Yojee [33] and someoriginal applications,
partly based on Ethereum. Ethereum is the most popular platform because it is open
sourced. However, it has limitations that enforce the development of new platforms.

Figure 3 presents popular functions, implemented in blockchain applications, for
logistics and supply chain management. The most popular function is tracking that gives
a great advantage of supply chain and logistic operation visibility.
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Fig. 1. Blockchain solutions in logistics and supply chain management by subcontinents
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Fig. 3. Functionality of blockchain solutions in logistics and supply chain management

Based on an analysis of blockchain applications, we outline the followingmain areas
of its use in logistics and supply chain management.
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Simplification of workflow and mutual settlements between contractors. The exe-
cution of some logistics operations, for example, transportation of refrigerated cargo
in containers, requires the coordination of many participants, and sometimes, the order
processing process can take several days. Carrying out these operations through the
blockchain saves time and reduces costs [3, 12, 15, 18, 32].

Food quality control, falsification prevention, certification guarantee of goods
(equipment, vehicle). The product information, including the date of entry, name, qual-
itative and quantitative characteristics, components and other data, that identifies the
product, is registered in the blockchain database and is available for every participant
in the logistics system, for checking the product of interest in the system. Data entries
cannot be changed or deleted, which guarantees the certification of goods [2, 6, 11, 20,
31].

Tracking and condition monitoring of the goods during transportation. State sensors
embedded into containers for transportation and storage of goods [14, 17, 26, 27], register
data on the current state of the goods, temperature conditions, location of the container or
vehicle, thereby forming up-to-date information on all processes in the logistics system,
which is available to all contractors involved in the transaction. This information can
also be used by insurance companies to investigate cases of damage of goods.

Electronic platform for the provision of logistics services. Blockchain provides a
service [12, 25, 27] that allows you to place orders for delivery, transportation, to find a
supplier, a carrier, to track the process of fulfilling an order and to carry out settlements
on the services provided.

Attracting investment and establishing contacts between suppliers and customers.
Blockchain can be used as a tool to attract investment in production and to establish
direct contacts with consumers, thereby forming more efficient supply chains [13].

Managing IoT devices. The development and expansion of the use of unmanned
vehicles (drones, unmanned cars, robots) will require a powerful network infrastructure
and servers to manage these devices. A distributed blockchain network may be a good
solution to this problem [21, 23].

4 Limitations and Problems of Using Blockchain Technology

In addition to the advantages and prospects of using the blockchain, we should note
the problems and limitations that currently exist and can be significant obstacles to its
distribution.

As the blockchain system develops, the need for memory resources will increase,
as the technology involves the complete copying of all data, including the history of all
changes, at each network node involved in data processing.

Also, one of the biggest drawbacks of the blockchain is that platforms usually take
quite a while to register transactions. There are ways to get around this limitation, for
example, using transactions outside the chain, but, in most cases, writing data to the
blockchain does not happen instantly.

Blockchain does not guarantee complete transparency.Moving data to the blockchain
can help increase the transparency of the company, but this does not make it completely



152 Y. A. Morozova

“open”. The degree of transparency largely depends on what information the company
wants to share with other participants.

The blockchain deals with virtual objects, i.e., ensures the relevance and correctness
of information about the object, yet it cannot interfere with their physical damage and
theft.

All the data stored in the public blockchain is available to anyone who wants to read
it. This means that the company will not be able to store data on the blockchain in such
a way that only authorised users can see it. There are possible solutions for controlling
access to data based on the blockchain, but they are difficult to implement and cannot
guarantee complete confidentiality of data.

Global supply chains operate in a complex environment, in which participants must
act in accordance with the law, including customs restrictions, maritime laws and regu-
lations, commercial codes, laws regarding property rights and others. Currently, the leg-
islation of most countries does not have normative acts regulating the use of blockchain
technology. The widespread adoption of blockchain technology, with these limitations,
can be quite a challenge.

The implementation of the blockchain involves the involvement of all counterpar-
ties in the network, some of which may not be ready for this, which will require long
negotiations.

Blockchain corporate networks, with a limited number of participants, who have
access to data, according to some experts, are less decentralised, which means they are
more vulnerable to hacker attacks.

Many supply chain partners, located in developing and least developed countries,
do not have enough level of computerisation, and are far from ready to implement
blockchain. However, without their participation, it is difficult to realise the full potential
of the blockchain in the supply chain.

5 Conclusion

In conclusion, we note that the approach, using a distributed blockchain-based registry,
is not a panacea for all ills and, in our opinion, will continue to compete with the
model based on a traditional database. The low speed of data updating, the duration of
transactions, the rapid growth of requirements for available memory and other technical
and organisational problems suggest that there must be reasons for choosing a system
implementation based on the blockchain. In general, the use of blockchain is advisable
under the following conditions:

• many participants are involved in the process;
• there is a need for a common database shared with other participants in the process;
• there is a conflict of interest and distrust of the participants of each other;
• there are differences in the methods and rules for controlling the behaviour of
participants;

• there is a need for an objective, unchanged data registry;
• transaction rules rarely change.
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In addition, undoubtedly, the limiting factor is that the number of qualified specialists
in the field of blockchain is still very small, especially for the blockchain integrated with
the concept of the “Internet of Things”, which is so important for the logistics industry.
Currently, the lack of competent specialists is impeding the widespread adoption of
blockchain technology.
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Abstract. This study aims to useAR technology to develop anAR-based learning
of a digital storybook for preschool children aged 6 years old as to motivate their
reading. This application will show digital storytelling based on book titled “The
Three Bears” by Emma Bailey focusing on pages 4 and 5. User testing with both
teachers and preschool children was conducted to examine the potential of the AR
approach in motivating them learning by using both qualitative and quantitative
interview in order to measure their learning experience. The findings indicate that
the AR-based storybook approach does affect their enjoyment, engagement and
motivation. A suggestion for further research is to embed elements of surprise to
prevent boredom in an AR-based storybook to preschool children to increase their
engagement in reading.

Keywords: Augmented reality storytelling · Learning experience · Teacher ·
Preschool children

1 Introduction

Technology has been evolved constantly which is taking the education in more attrac-
tive new ways to the student. Usage of augmented reality (AR) technology is possible
due to its attractiveness [1]. People begin to accept different types of human–computer
interactions with the emergence of AR browser and smartphones [2].

Today, education usually involves student to learn and understand certain concept or
scenario that no longer exist such as learning about planets, microorganisms or history.
The common way to teach certain concept is through the usage of relatable analogy. By
utilizing analogy method, a concept is described in terms of generally observable reality
since students can relate and imagine the concept to experience [3].

Generally, AR interface provide students smooth interaction by combining both
real and virtual world in the learning environment. This approach has a significant
attractiveness and effectiveness when teaching and learning session is conducted. In
a way, AR changes how students interact with computer-generated virtual space as
it overlays and uses an interface onto the physical world [4]. The usage of AR most
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likely makes students become more motivating, engaging and supporting the creativity
of students in a restricted school environment, in ways that otherwise it could not be
possible [5].

The ability to read and write is important to learn in early age, preferably during
their preschool year. Reading and writing skills are basic skills that will be used for the
rest of their life, especially in education. In addition, literacy can help develop how to
shape children to think, feel and speak [6]. Preschool literature programme can create
positive attitude as it has influence on emotional sources and cognitive enrichment [7,
8].

An interview was conducted with a kindergarten teacher who has 17 years of experi-
ence teaching kindergarten children. She stated that some children took up to 6months to
learn reading due to lack of motivation to learn. They struggle to remember the alphabet
and word pronunciation.

The aim of this paper is to examine the potential of AR approach in motivating
children’s learning. User testing for both teachers and children were conducted. In the
next section, we will discuss the learning theories, augmented reality, digital storytelling
and AR book.

2 Literature Review

A. Learning theory

Preschool education usually done in classroom settings. AR technology can help
students construct knowledge for themselves as they are learning individually [9].
AR can assist in students’ self-expression. In this paper, learning theories chosen are
constructivist learning theory and Vygotsky’s social cultural theory.

• Constructivist learning theory

Constructivist learning theory acknowledges complexity and uniqueness of a learner.
This theory emphasizes on understanding the learning environment in order to motivate,
engage and enjoy to the learner [10].

• Vygotsky’s social cultural theory

Vygotsky believes that learning started form birth and continues forever as long
as that person lives. When children try to understand something, they often self-talk
to themselves to sort everything that happens in their mind. Vygotsky zone proximal
development (ZPD) can be understood easily as a teacher and a learner both work
together on a particular task that is difficult [11].

B. Augmented reality

The main purpose of AR is to simplify user’s need for information by bringing it to
their surrounding immediately. Furthermore, user has access to both virtual and physical
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world setting. This can increase user’s awareness and interaction in real world with the
help of virtual environment [12]. With the rapid growth of mobile devices development,
AR is becoming common and more research is being made in various areas such as
education, training and advertising [13].

There are two techniques involved, which are marker-based AR and markerless AR.
Marker AR can be different images that act as a marker. This marker is detected by a
camera and used with software as the location for virtual assets placed in a scene [14].
Markerless AR can be referred to tracking without AR marker. The tracking is done by
using GPS or geolocation to locate user viewpoint [15]. A study involved AR indoor
decoration system by [16] compares both marker and markerless AR based on their
technicality.

The main use of AR is not as replacement of education way but as an additional
tool to improve content, instructions and as supplement instructions in both traditional
classroomand special education classroomasARcan extend content to theworld outside
classroom [17]. Several amount of literature regarding AR applications in educational
domain are studied in [18–20].

C. Digital storytelling

Digital storytelling is a combination of storytelling with digital media that may
include multimedia elements, which are text, audio, graphics, animation and video.
These multimedia elements are combined using software usually to tell a story from a
specific character point of viewwith a chosen theme [21]. Typically, these stories last for
a few minutes and have various uses including retelling of historical event, instruction
on particular topic and personal stories [22]. Digital storytelling is very mobile since it
can be experienced at anywhere and anytime by anyone. It is also a form of nonlinear
information transmission which are not addressed or delivered to a particular audience
[23]. Seven elements of digital storytelling are often being used as reference before any
digital stories are being worked on. The elements are point of view (author perspective),
dramatic question (answered question by story’s ending), emotional content (issues
that speaks to audience), get of your voice (a way to personalize the story to help the
audience understand the context), the power of soundtrack (music), economy (enough
content without information overload) and pacing [24].

An innovative way can be used by teachers to deliver more instructional content,
idea presentation, increase understanding, review material and procedure illustration.
Aside from teachers, students also get benefits from digital storytelling where they can
share their experience, reflect their understandings and report their findings [25].

A study has been conducted in Crotia that focused on investigating how digital sto-
rytelling affects preschool education in computer and mathematical literacy [26]. There
are total 55 students involved in the experiment where 29 students in experimental group
and 26 students in the control group. The finding proves that digital storytelling method
is age appropriate and flexible. Furthermore, children show enthusiasm to complete all
four stories with higher motivation.

D. AR book
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Today learners are “digital learners” and do not prefer to read hard copy booksmainly
since they can search keywords rather than read the whole book in order to find what
they need. The hard copy books are not so attractive for the new generation learners
as they prefer interactive books which have more 3D effects and more visual effects
[27]. The intervention of AR technology through the addition of Multimedia elements
in a book could bring a tremendous impact on learning and learner’s attitude towards
reading. In this context, AR is being implemented in the form of markers based on
existing storybook [27].

3 Methodology

User testing with 4 teachers and 15 preschool children aged 6 years old from Tadika
Didik Kreatif was conducted to examine the potential of the AR approach in motivating
children’s learning.

The title of AR-based storybook developed for user testing is “The Three Bears” by
Emma Baily focusing on pages 4 and 5. The software used are blender, unity 3D and
Adobe Photoshop Creative Cloud 2019.

Figures 1 and 2 show screenshots of The Three Bears AR Storybook application,
and AR book features are integrated in this application.

The features were applied in the development as in Figs. 1 and 2 including audio,
text, graphic, animation and 3D models as suggested by [27].

4 Results and Analysis

The results were gathered based on learning experience from teachers and preschool
children. Both give positive feedbacks while using AR storytelling.

• Teachers Experience Using AR

The teachers expressed their interest in the AR tools. They seem to point out that
children get attention easier and help them understand more easily through the use of
animated 3D objects in the AR book. The following are parts of expressions quoted from
the teachers.

Expression by Teacher 1:

“Children likes charactermovement.When the charactermoves in the storybook, it
helps students to understandmore easily. For example, they get to see the character
opens the door. Some of the children think the character just pushing the doorwhile
other may think the character touching the door knob. Reading with animated 3D
object is more exciting than just looking at a picture.”

Expression by Teacher 2

“AR has lots of features. They combined a lot of things (words, colours, audio) all
in one. Other medium usually limited to passive learning such as books that have
no movement. Excitement will arise with the usage of AR.”
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Fig. 1. Main menu screenshot

Expression by Teacher 3:

“Traditional education style does not work anymore. A new modern way of edu-
cation is needed. Back in the day, we just learn to read by sitting face to face with
teachers. No gadgets, no smartphone, no laptops. That hardly works now since
children are exposed to technology and they use it all the time.”

Expression by Teacher 4:

“This is nice. The animated 3D character follows the story and her actionmirroring
the book.”

Based on the observation and interview, AR can potentially be a key component in
future learning in preschool education to support teaching and learning environment.
All teachers explained that AR technology is an interesting tool to be used in classroom
as to initiate an active participation of both teachers and children. Thus, this learning
environment is aligned to the Vygotsky’s social cultural theory.
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Fig. 2. Application’s screenshot

AR is different fromother instructions as it is combinedwith a lot of different features
including photograph, text and animated 3D objects [28]. AR method of teaching is
different than the traditional way of teaching since kids nowadays respond to mobile
gadgets, especially smartphones and laptops [29, 30].

• Preschool Children Experience Using AR

The excitement shows when they were told that they will be reading using gadget
instead of whiteboard. They reacted to the 3D objects that pop up when they direct the
smartphone’s camera to the storybook. A child was so excited as she pushed her friends
away to have a good look at the AR application.

She stated:

“Wow, something pop out of the book! the character is walking around!”

The preschool children show disbelieved when they see the 3D objects pop out on
the screen. Almost all of them say, it is magic that happened on the smartphone. Based
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on their expression, it seems like they really enjoy using the AR storybook. They seemed
amazed when the 3D objects popped out of the screen.

The preschool children seem motivated as they interact with AR storybook through
observing on how active they are using the application. Each of them wanted to use
the smartphone and the AR storybook. They even waited patiently for their turn. Their
positive attitude towards AR storybook shows they want to learn more about it. Their
curiosity to see what happened next was also one of the factors contributing to the
motivation. While using the application,

A child stated:

“I only use my father’s phone to watch Upin Ipin and play games. I do not know
that I can read this way”.

The participants seem to show positive reactions and speak their mind when
being asked open-ended question. Their motivation and engagement when using AR
application are really great.

Furthermore, a questionnaire is used to measure preschool children’s emotion
towards AR storybook. Figure 3 shows the graphical view of the results.

Fig. 3. Result of the questionnaire

The first question asked if participants enjoy the book. Nine of them selected strongly
agreed, five agreed, and one was neutral. The second question is related to how they like
the book. 10 of them strongly agreed, four agreed, and onewas neutral. The third question
asked how comfortable participant used the book. For this question, it was shown almost
half of them did not comfortable using this book. This due to the book was old, and they
were afraid to damage the book since they were not familiar with the researcher’s book.
For fourth question, the participants were asked whether they wanted to play again. Ten
of them strongly agreed while five of them agreed. Most of them were excited to see
the 3D object popped out of the book on top of the AR marker. Question five asked
participant if they wanted to have the book. Three of them strongly agreed, while six of
them agreed, three of them neutral and three of them disagreed.
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The results of the questionnaire were shown as positive feedbacks. It seems like
colourful, 3D animated and unique interface by mixing both real and virtual world
attract the attention for the preschool children. Most of them enjoy using AR storybook.
This application can be fun and engaging tool as they are excited to use the application
over and over again.

The findings from user testing on preschool children’s experience using AR support
the constructivist learning theory which argue that learning environment can influence
learners’ motivation and engagement. Some studies related on the emotional include in
[31, 32].

5 Conclusion

Findings from interview with teachers and preschool children indicate that the AR-
based storybook approach does affect their enjoyment, engagement and motivation. The
animated 3Dmodelswith narration inARbecomes themain attraction for them.Teachers
expressed that a new trend of teaching tool should be implemented in the classroom.
For the future recommendation, the interaction using AR should include more emotion
elements such as surprise, angry and others.
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Abstract. Underwater acoustic sensor network (UASN) marks a new
era in ocean exploration, enabling various scientific, military and com-
mercial applications. This paper describes one of the scientific applica-
tions named coral reef monitoring in a desired region of interest in the
Arabian Sea. The events of coral bleaching that leads to massive destruc-
tion of coral reef is a current alarm faced by most of the buildups. UASN
can be deployed to monitor the environmental parameters of various such
regions. In this paper, a number of nodes are deployed in the form of clus-
ters at various regions. An autonomous underwater vehicle (AUV) is used
to collect data by visiting the clusters/cluster-heads periodically. Travel-
ling salesman problem (TSP) is used to find optimum tour for the AUV
in the data collection phase. The application of TSP in data gathering
helps the data collection by forming minimal tour for the vehicle. This
paper provides the implementation of protocol stack along with detailed
results and analysis using an underwater network simulator (UnetSim).

Keywords: Coral reef monitoring · UASN · TSP · AUV · Clusters ·
Data gathering

1 Introduction

The downswing of enthralling buildups of attols and coral reefs sway the core
existence of Lakshadweep archipelago. The encircling buildups in the Arabian
Sea endow the coral island with immense resources and provide an inherent
defence system. But their upheaval impacts the aqua biodiversity as well as
the economy, demanding a real-time ocean column monitoring and sensing [1].
The design and implementation of reliable networking paradigm for a three-
dimensional mobile underwater acoustic sensor network (3D UASN) emerged out
as a major breakthrough. This paper presents architecture and protocol stack
for a 3D UASN. Network topology developed for the requirement is as follows:
The region of interest (ROI) assumes to be cuboid structure where nodes are
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deployed and a mobile entity known as an AUV is assigned for collecting the
data from the deployed nodes. Designed network is more suited for sparse and
long term deployment. Data is gathered from localized regions with the aid of
a mobile entity. Here, nodes are deployed in the locations predefined by sink
node and these localized groups form the clusters. A probabilistic cluster-head
(CH) selection technique is used to select CH among cluster nodes. Meanwhile,
sensed data is sent to CH using a TDMA-based MAC protocol and an AUV
collects data from CH. As this problem is quite similar to the mission planning
of autonomous vehicles, the travelling salesman problem (TSP) is used for the
formulation of optimal tour [2]. TSP algorithm is developed in this paper for
planning trajectory for AUV to collect data from CH and to relay data to sink
node. The application of TSP in path formation of AUV has reduced delay
in data aggregation by forming minimal tours for the vehicle. The network is
simulated using UnetSim simulator.

This paper is organized as follows: Sect. 2 discusses the background, moti-
vation and related works. In Sect. 3, the proposed system model and architec-
ture are described, while Sect. 4 presents and discusses obtained results. Finally,
Sect. 5 concludes the paper.

2 Background and Motivation

This section gives an insight about ROI and provides whys and where offs of
considering this application under surveillance using UASN deployment. Coral
reefs are one of the most ancient marine ecosystems housing myriads of flora
and fauna. These buildups play vital roles in island formation as well as tsunami
prevention. The coral reefs across Indian costs are distributed across Lakshad-
weep Island, Gulf of Kutch, Gulf of Mannar and Andaman Islands. However,
the elixir’s biodiversity is nearing extinction due to natural and anthropogenic
causes [3]. Global warming, increased presence of carbon dioxide and other toxic
dissolvent triggered a phenomenon called coral bleaching, resulting in massive
destruction of coral reefs. Lakshadweep Isle being more prone in India having a
probable chance for even creating first climate change refugee inhabitants. How-
ever, the deployment of relentless monitoring and sensing underwater networks
could aid the incumbent bodies to take preventive measures against the malice.

Lakshadweep, the smallest Indian union territory inheriting a coral origin
is situated in the Arabian Sea between 080 00’ N and 120 30’ N latitude and
710 00’ E and 740 00’ E longitude and at a distance of 220–440 km from the
west coast of India. The riveting charm of isle is due to the presence of coral
reefs found mostly in following islands like Agatti, Kadmat, Kavaratti, Ban-
garam and Kalpeni. Among these, Kavaratti Island was chosen here. Kavaratti
the capital of Lakshadweep around 3.63 km2 has a lagoon on west coast, with
coral structure spreading around 4.9 km2 [4]. The objective is to deploy UASN
for in situ monitoring and to collect high quality data of water temperature,
salinity, pH, dissolved carbon dioxide, other solvents/pollutants, etc., required
for understanding the perilous impacts on coral diversity [5].
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2.1 Related Works

Variants of TSP are used along literature to solve vehicle routing problem in
wireless sensor network as well as underwater network. In [6], TSP algorithm
is used to plan the trajectory of AUV resulting in optimum tour length for
AUV, but as number of tour point increases the complexity of TSP increases,
so different heuristics like genetic algorithm, ant colony optimization, one-opt
neighbours, etc., are used for effective solutions. A ferry-based data gathering
technique is adopted in [7] to gather data in a large scale deployment, which
uses genetic algorithm to solve tours obtained by TSP. For large scale networks,
data gathering using a single AUV will increase data latency. Multiple AUVs are
used in partitioned network in [8] and it uses the concept of multiple travelling
salesman problem.

This work presents a data collection scheme using a data collector whose
traversal is determined by TSP algorithm, apart from the above-mentioned liter-
ature, the simulation platform is setup using an underwater simulator. It permits
the agent implementation to be shared between deployment and simulation envi-
ronment. Once the protocol is developed and tested in simulation, it is ready for
deployment and at sea-testing with the help of UnetStack-compatible modems.

3 System Model and Architecture

The deployment aims monitoring of coral reefs in lagoons of Kavarathi Island
spreading across five square kilometre and having an approximate depth of 200 m
from sea level. ROI assumes to be a cuboid structure of dimension 5000 m ×
5000 m × 200 m. The application is suited for sparse and long term deploy-
ment. The network architecture is shown in Fig. 1. Nodes are deployed across
five localized regions predefined by sink node. These regions are defined such
that each assumes to be a cuboid of dimension 525 m × 525 m × 200 m and
form five clusters. In each cluster, sensor nodes are randomly distributed and
nodes are connected via acoustic links. The clusters formed are isolated from
each other. It is assumed that nodes are location aware and self-configurable,
and communication range of node is twice the sensing range.

Fig. 1. Network architecture
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A data gathering scheme with minimal collection points and a mobile data
collector could optimize the tour of mobile collector. The collection points are
reduced by selecting a CH among nodes in cluster. Data is collected using an
AUV such that the path chosen by the AUV is the shortest. This is explained
in two phases.

Phase 1. Cluster-head selection phase : A probabilistic CH selection is
initiated by assigning probabilistic values (weights) to each node. Nodes broad-
cast their assigned weights using a power level that enables transmission among
all nodes in their individual clusters. Nodes in respective clusters receive weights
of their neighbours, and every node can select node with higher weight as its CH.
The selected CH broadcasts a CH message. The message includes CH ID and
schedule for cluster members to send their data to CH. Data collection starts
after CHs are selected. A TDMA-based MAC protocol is chosen for sending
sensed data from sensor nodes to their respective clusters. Soon after CHs are
selected, a message is broadcasted by CH to all member nodes in clusters ini-
tiating them to send their sensed data to respective CHs. Each node receiving
the message will send data at time slots allotted to them after a specified delay
given in (1).

D = tPDT ∗ (1 + rem(A%10)) (1)

A delay of D ms is introduced to make underwater acoustic environment
intact. Where D is delay in ms, A, the address of node, rem(I%J) refers to
remainder of I when divided by J . Multiplying factor of tPDT (milliseconds) is
packet delivery time. Packet delivery time tPDT can be calculated as follows:

Consider, S as size of packet to be transmitted (in bits), B the bit rate in
bps, c is Average propagation speed of acoustic signal in water, i.e., 1500 m/s,
and R is the distance of communication.

Then, Packet transmission time tPTT is

tPTT = S/B (2)

Propagation time tPT is
tPT = R/c (3)

Packet delivery time tPDT is

tPDT = tPTT + tPT (4)

Phase 2. Data Collection phase : Aim is to collect data from the CHs
using an AUV. AUV starts from the sink node and visits all the CHs. AUV
broadcasts a message signal to show its presence to CHs and sink node. It com-
municates with CH and sink node by using two different short range and high
data rate channel. To avoid loss of data if AUV fails to fetch from CH, data will
be stored in them until an acknowledgement is received from sink node by AUV
in next visit.

The tour of AUV is described by travelling salesman problem, it should
start from sink node, after covering all CHs once should return back to sink.
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A mathematical formulation for this is described in Sect. 3. To initiate commu-
nication between AUV and sensor node, AUV will first send a control message
to respective CH indicating its presence, and the CH starts to send data. The
network can be formulated as a graph. Let Q = (C,E) be a directed graph,
where C represents set of points including the sink node and all CHs, E the
set of edges connecting them. So, C contains the elements from 0 to m, where
element zero represents sink and the elements from 1 to m represents set of all
CHs. The points in the graph is represented by the coordinates (pk, qk, rk) and
k = 0, . . . ,m. The edge between the two points in the graph is represented by
ekh, i.e. the edge between the CHs 1 & 2 is denoted by e12. A cost factor ξkh is
defined for each ekh that defines distance between k and h. Some weighing other
than Euclidean distance is defined. They are as follows:

(a) Risk Cost : A risk cost is assigned to each cluster based on the fact some
regions in ROI are more prone to bleaching or any hazardous impact. More the
impact larger the cost.

The cost factor is defined as Ri ∈ (100, 1000).
(b) Inter Sink Cluster-head Distance : The distance from sink node to

any CH matters during the time AUV decides which node to start with and
prefer a node with a smaller tour, so the CH nearer to the sink node is given a
greatest weight defined by

ξd(k) = 1/S(C(k) : K �= 0, C(0)) (5)

S(C(k), C(o)), is the distance between the corresponding CH and sink node.
(c) The Cluster-Head Adjacency : The CHs which are adjacent to each

other is given a largest weight given by

ξa(k) = 1/min(s(c(k), c(h))k, h = 1, 2 . . . m, k �= h (6)

Then the total weight Wtot is the sum of both,

Wtot =

(
m∑

k=1

ξd(k) + ξa(k)

)
∗ Ri (7)

The total cost between two points in the graph is reciprocal of Euclidean
distance between them which got multiplied by the total weight is given by

Total cost = 1/ (ξkh ∗ W tot ) (8)

Based on obtained cost, TSP algorithm is run to determine the traversal of AUV.
To initiate the communication between the AUV and sensor node, the AUV will
first send a control message to the respective CH indicating its presence, and
CH starts to send the data, the time the AUV stays in each CH is termed as the
brake time and is given by Eq. (9).

Bt(k) = M(s) × Tb + Td (9)

where M(s) memory size of node in bits, Tb time taken for a bit to get trans-
mitted and Td the guard time. The time taken by the AUV to cover the entire
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network is predefined, the AUV must be back to the sink node after a particular
interval of time, and this was done to prevent unexpected delays caused by any
kind. The total brake time of the AUV is given by

Tot Bt(k) =
m∑

k=1

Bt(k) (10)

Total distance is given in (11)

Dtot =
m∑

k=1

m∑
h=1
k �=h

S(C(k, h)) + S(C(m), C(0)) (11)

Ttot = DTot/V (12)

Total travel time covering the CHs is given in (12) where V is the veloc-
ity of AUV. Where S(C(k, h)) denotes the tour from node k to node h and
S(C(m), C(0)) distance from the mth CH node to sink node. Travel time of
AUV is the sum total of the brake time and travel time from one CH node to
other.

Travel Time = Ttot + Bt(k) (13)

3.1 Mathematical Formulation

Problem statement: Design data gathering strategy to optimize AUV traversal.
Integer linear programming (ILP) for travelling salesman problem is adopted

for above constraint. It is applicable to mission planning of AUV. This is applied
for optimizing tour of AUV. AUV is deployed in network to gather data from
CHs. A brief overview is illustrated in Fig. 1. The mobile entity should start
from the sink node has to cover all CHs only once using a minimal tour and
then return back to sink [9].

First a decision variable is defined as follows

akh =

{
1, if the edge ekh is on the tour of AUV
0, otherwise

To achieve primary constraints of minimizing tour of AUV, an objective
function is defined in (14), and (15 and 16) implies all CHs in network are
visited by AUV.

Minimize,
m∑

k=1

m∑
h=1

ξkhakh (14)

Subject to
m∑

k=1
k �=h

akh=1 h = 1 . . . m (15)
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m∑
h=1
k �=h

akh=1 k = 1 . . . m (16)

But these constraints result in various sub-tours for AUV. To eliminate sub-
tours of AUV using the Miller–Tucker–Zemlin (MTZ) formulation, a dummy
variable Tk is introduced such that:

T1 = 1 (17)

2 ≤ TK ≤ m (18)

TK − Th + 1 ≤ (m − 1) (1 − akh) ∀k �= 1,∀h �= 1 (19)

And (18) excludes sub-tour of AUV as for (k, h) forces Th ≥ Tk + 1, when
akh = 1.

Fig. 2. AUV tour in UnetSim

4 Results and Discussion

Unet simulator is used for the implementation of proposed protocols [10]. The
parameters of network architecture and simulation set-up are provided in Table 1.
The events and time taken for the clustering process are shown in Table 2. Sim-
ulation results show the packet delivery ratio (PDR) of 100 %. All packets gen-
erated in the network are received by the sink node as the packets are trans-
mitted by the single hop between the nodes and the cluster-heads. The bit rate
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Table 1. The parameters of network architecture and simulation set-up

Network architecture parameters Simulation parameters

Total depth 200 m Frequency of
operation (f)

25 kHz

Transmission
range

750 m

No. of clusters 5 Source level (SL) 135 dB re µPA

No. of nodes in each cluster 4 Average propa-
gation speed of
acoustic signal in
water (c)

1500 m/s

Table 2. Schedule of the data collection in a cluster

Event Time (µs)

CH broadcast 60

Member node’s transmission time to CH 96

AUV control message transmission time to CH 594

CH data transmission time to AUV 600

Table 3. Size of the packets

Size of the packet sent by the cluster member to CH 16 bytes

size of the packet sent by the CH to the AUV 80 bytes

Table 4. Path traversed by AUV

Next location Sink (0 m, 0 m, 0 m)

CH 2 (1000 m, 2000 m, −200 m)

CH 5 (1900 m, 2300 m, −200 m)

CH 3 (1600 m, 2900 m, −200 m)

CH 4 800 m, 1500 m, −200 m)

CH 1 3200 m, 1300 m, −200 m)

Location (0 m, 0 m, 0 m)



TSP Algorithm for Optimum Path Formulation of AUV . . . 173

Table 5. Distribution of costs among the CHs

Cluster Sink 1 2 3 4 5

Sink 0 10 15 20 40 60

1 10 0 35 25 45 65

2 15 35 0 30 15 23

3 20 25 30 0 15 15

4 40 45 15 15 0 67

5 60 65 23 15 67 0

used is 2400 bps. As the data is collected at regular intervals size of packets
remains constant despite time in which the data is collected. Table 3 illustrates
the packet transmission and reception of network. The path of AUV assigned to
collect data is determined by TSP algorithm. Table 4 illustrates the distribution
of inter-edge cost among various CHs that determines the TSP algorithm. Then,
TSP is applied to costs distributed among CHs to find optimal tour. Figure 2
gives AUV traversal in UnetSim. The AUV visits the CHs based on optimal path
found using TSP, here, AUV starts from sink node and traverse in order of CHs
(3, 5, 2, 4 and 1), then, traces back to sink. The location of nodes and sequence
of visit by AUV using TSP algorithm is shown in Table 5. From results, it is
inferred that the application of TSP has optimized path of AUV.

5 Conclusion and Future Work

This paper discusses an application-based network scenario for 3D UASN. Here,
isolated clusters are deployed along the desired region of interest. The data is
gathered from CH nodes which are selected using a probabilistic clustering app-
roach. The sensed data is sent to the AUV using a TDMA-based MAC protocol.
A mobile entity (AUV) whose tour is optimized using a TSP is used for collecting
the data from CH nodes. This results in the minimal tour of the AUV reducing
the latency in the network. Simulation of the proposed network and protocols
is performed using UnetSim simulation platform for an ideal simulation envi-
ronment. For future work, multiple AUVs can be used in partitioned networks,
and their tours can be formulated using MTSP techniques. Further, simulation
parameters can be modified to evaluate the working of the proposed protocol in
more realistic and dynamic ocean environment.
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Abstract. The deep learning method has achieved particularly good results in
many application fields, such as computer vision, image processing, voice recog-
nition, and signal processing. Recently, this method has also been used in the field
of natural language processing andhas achieved impressive results. In this field, the
problem of categorizing subjective opinions which is an individual’s thinking or
judgment of a product or an event or a cultural and social issue. Subjective opinions
have received attention frommany producers and businesses who are interested in
exploiting the opinions of the community and scientists. This paper experiments
with the deep learning model convolution neural network (CNN), long short-term
memory (LSTM), and the boxed model of CNN and LSTM. Training data sets
comprise reviews of cars in Vietnamese. Cars are objects with a significant number
of specifications that are provided in user reviews. The Vietnamese opinion set
is preprocessed according to the method of aspect analysis based on an ontology
of semantic and sentimental approaches. A Vietnamese corpus experiment with
CNN, LSTM, and CNN + LSTMmodels are used to evaluate the effectiveness of
the data preprocessing method that was used in this paper. To assess the validity of
the test models with the Vietnamese opinion set, the paper also tests the sentiment
classification with the English Sentence Collection Stanford Sentiment Treebank
(SST).

Keywords: Corpus · Deep learning · Classification · CNN · Convolution neural
network · LSTM · Long short-term memory · Sentiment analysis

1 Introduction

Everyone has the opportunity to express their thoughts and assessments about a product,
an event, or other problems in the world due to the development of the Internet. Such user
opinions are increasing in the Internet environment. This is a particularly useful resource

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer
Nature Singapore Pte Ltd. 2021
X.-S. Yang et al. (eds.), Proceedings of Fifth International Congress on Information
and Communication Technology, Advances in Intelligent Systems
and Computing 1183, https://doi.org/10.1007/978-981-15-5856-6_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5856-6_17&domain=pdf
https://doi.org/10.1007/978-981-15-5856-6_17


176 D. N. Ngoc et al.

for individuals and organizations who want to exploit the opinions of the community,
as well as individuals who consider or want to buy a product. There is a large demand
for the exploitation of this resource. With a substantially large number of opinions,
the classification to exploit them using scientific methods represents an indispensable
requirement. Many methods have been proposed and tested for the problem of sentiment
analysis of each opinion. Machine learning methods are highly popular in this field, such
as support vectormachine, Naïve Bayes, and conditional randomfields [1, 2]. The results
have been highly promising. These machine learning methods are based on a sentiment
dictionary with a predefined weight for each item. An important feature of a sentiment
dictionary is that it was built for a specific language and certain topics. Therefore, if a
dictionary is not sufficiently good or used for an inappropriate topic, it can affect the
quality of the sentiment analysis.

Deep learning has only relatively recently been applied to natural language pro-
cessing but has demonstrated good results, such as Kalchbrenner et al. in [3] achieving
an accuracy of 86.8% and Li et al. in [4] producing an accuracy of 89.81%. The deep
learning method is not a requirement for sentiment dictionary. Building a sentiment dic-
tionary is a difficult task, especially for the less popular languages in the world. Methods
that need a sentiment dictionary are a major obstacle to less popular languages in the
world. Therefore, the approach of the deep learning method brings substantial opportu-
nities for less popular languages such as Vietnamese to develop the sentiment analysis
field in natural language processing quickly. Vietnamese has not yet had a sentiment
dictionary commonly for research. For less popular languages when using deep learning
methods, the important focus is testing, which requires substantial time to identify the
specific characteristics of these languages. From there, it is possible to develop solutions
to exploit deep learning methods for this field in an effective manner.

Studies on deep learning methods for the field of sentiment analysis in Vietnamese,
such as [5–7] also obtained good results. However, the number of such studies has not
yet to reach a sufficient level. The Vietnamese corpus is not yet rich in the topic. This
chapter develops the method of [5] in terms of enriching the corpus and ontology. In
addition, this research conducted additional tests of some deep learning methods in the
sentence- and aspect-level analyses. From there, some characteristics can be drawn from
using the deep learning method for sentiment analysis in Vietnamese as well as a more
detailed evaluation of the method proposed in [5].

The rest of the paper is organized as follows: Sect. 2 reviews the related works.
Section 3 gives an overview of the deep learning models used in testing and our prepro-
cessing data method. Section 4 discusses the configuration of the deep learning system
and the experimental results. Finally, Sect. 5 presents conclusions.

2 Related Works

In the form of sentence-level sentiment classification, Kalchbrenner et al. [3] used the
dynamic convolution neural networks model to model sentences by a Dynamic K-Max
Pooling operator as a nonlinear sampling function to test sentiment classification using
the SST corpus. The accuracy of [3] was 86.8%. Wang et al. [8] also tested on the SST
opinion set but by using a combination of CNN and RNN. The accuracy of [8] was



Preprocessing Improves CNN and LSTM in Aspect-Based Sentiment … 177

89.95% on SST with three sentiment labels. The accuracy of [8] was 51.5% only if
Wang et al. used SST with five sentiment labels. For Pang and Lee’s film rating, 2005,
the accuracy of [8] was found to be 82.28%.

In the form of aspect-level sentiment classification, Li et al. [4] used the CNN to
obtain an accuracy of 89.81%. Corpus used in the experiment is Chinese blog sites.
Meanwhile, Dhanush et al. [9] obtained an accuracy of only 76.1% results when using
CNN to classify the sentiment of restaurant reviews.

3 Approach Method

As mentioned in the previous sections, this research will use some models of deep
learning methods to implement sentiment classification. In the following sections, the
paper presents an overview of the LSTM and CNN models, as well as the combined
model of CNN and LSTM for sentiment classification testing.

3.1 Deep Learning Model for Experiments

Convolution Neural Network. A convolution neural network is first used in the field
of digital signal processing. Based on the principle of information conversion, scientists
have applied this technique to digital photo and video processing. The CNN model as
Fig. 1. The layers are linked together through a convolution mechanism. The next layer
is the cumulative result from the previous layer. As a result, we have local connections.
Hence, each neural in the next layer is generated from the filters imposed on a local data
area of the previous neural layer. As a result, we have local connections.

Word Embedding 

Layer 

Convolutional 

Layer 

Pooling Layer Fully connected 

layer

Fig. 1. Basic convolutional neural network model [12]

• Word Embedding Layer: This class includes matrices of size n × k, representing
sentences with n words, each representing a k-dimensional vector.
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This layer encodes every word in the selected sentence into a word vector. Let l ∈
R be the sentence length, |D| ∈ R is the vocabulary size and W(l) ∈ Rk×|D| is the matrix
embedded vectors from k dimensions. The i word in the sentence is transformed into a
k dimensional vector wi using Eq. (1):

wi = W (l)xi (1)

where xi is a one-hot vector representation for the i word one-hot vector.
We can use the tool word2vec or Glove to create the matrix for this layer.

• Convolution Layer: This layer uses convolution to process data by sliding a fixed size
slide (also called a kernel) on the input data matrix to obtain a refined result.

• Pooling Layer: This layer is responsible for summarizing the result vector of the
convolution layer and retaining the most important vectors.

• Fully Connected Layer: In a convolution neural network, there are one or more fully
connected layers after the convolution layer. This layer is simply a traditional neural
network that uses the remaining vectors in the upper layers as input to produce the
final result through training.

Long short-term memory. Long short-term memory (LSTM) has four interaction
layers and two status signals: hidden state and cell state [10], as shown in Fig. 2.

Fig. 2. Long short-term memory model [10]

At the time t, the LSTM decides that information poured into the cell state based
on the sigmoid function or the σ , floor, forget gate. This function takes ht−1 from the
previous hidden layer and input signal xt in the present to create a number in [0, 1] as
in formula (2). Whether the new information is saved to the cell state or not is based
on the calculation at the input port with the sigmoid function as formula (3). A vector
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of new candidate values
∼
Ct is created through the tan h layer using formula (4). The

cell state at time t is calculated by (5) based on the previous cell state Ct−1, candidate∼
Ct and f t function. The f t function can control the slope that passes through it and
explicitly deletes or updates memory. The LSTM network decides the output based on
the cell state. Through the sigmoid function, the value of the cell state is calculated by
the formula (6) and reached at the output gate. This value is via the tan h function and
multiplied by the output of the sigmoid port to obtain the ht value via formula (7).

ft = s(Wfxt + Ufht − 1) (2)

it = s
(
Wixt + Uiht−1

)
(3)

C̃t = tan h(Wnxt + Unht−1) (4)

ot = σ(W 0xt + U 0ht−1) (5)

Ct = ft ∗ Ct−1 + it ∗ C̃t (6)

ht = ot ∗ tan h(Ct) (7)

CNN–LSTM. The convolution layer of CNN creates a feature map vector. The
number of feature vectors is equal to the number of filters used during the convolution.
In the pooling layer, the best feature map values from each class will be chosen to obtain
the most important feature of the comment. The feature vectors over a fully connected
CNN network generate a set of parameters at the output of CNN. The LSTM model
uses output parameters of CNN to carry out the process of classifying comments. This
combined model is shown in Fig. 3.

Training stage 
Parametes 
of model

Trainging 
data 

CNN LSTM 

Test data Label of test 
data 

LSTM CNN 
Testing stage

Fig. 3. CNN-LSTM model

3.2 Corpus

English corpus. Stanford Sentiment Treebank is a corpus of film reviews in English [11].
Opinions are categorized using five labels: very positive, positive, neutral, negative, and
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very negative. To have similarities with the Vietnamese corpus, this paper will carry out
an empirical classification of sentiments using three labels; the very positive and the
positive will be combined into one positive label; very negative and negative classes into
one negative label.

Vietnamese corpus. The Vietnamese corpus is a collection of documents that record
the review of car objects (Car Opinions in Vietnamese—COV). This topic has attracted
the attention of many people in large countries such as the USA and Germany where
car ownership is particularly popular, and Vietnam where such ownership is popular in
some large cities.

This corpus was built and processed according to the method presented in the paper
[5]. Collected opinions that have been processed by this method comprise a so-called
standardized opinion set (COVn). Opinions that have not been processed by this method
are referred to as raw comments (COVr). The pretreatment method according to [5] can
be summarized as follows.

Creating a set of aspects for the objects. The aspects of cars are technical char-
acteristics that often used by manufacturers when introducing products, or customers
are interested in and assessing products. Each aspect has an official name that is com-
monly used by manufacturers and a semantic equivalent. They are the common name
that users use when expressing their opinions in the Internet environment. The aspect
entities collect by two methods as statistical and word2vec tool.

Creating the structure of a semantic and sentiment vocabulary hierarchical tree. Both
aspect and sentiment entities are divided into three tiers in the Semantic and Sentiment
Vocabulary Hierarchical Tree (SSVHT) ontology. Aspect set refers to words/phrases
used by the manufacturer or user to refer to the components or specifications of a car.

Labeling sentenceswith the semantic and sentiment on aspects of object. The labeling
of semantics and sentiments of the sentence according to the aspect of the car is done
manually. The labeling process is divided into two stages. The first stage carries out
the labeling according to the aspect of the sentence. The next stage is the sentimental
labeling as positive, neutral, and negative. The process of labeling will remove sentences
without Vietnamese accents, without sentiment, or not the same subject. Semantic labels
are nouns or noun phrases belonging to the aspect set of cars.

Standardizing sentiment aspects of the object. Sentiment sentences in the corpus will
be re-formulated into the simply structured sentence

N + A (8)

N + P + A (9)

N + A + P (10)

where:

N noun representing an aspect.
R adverb or adverbs
A sentiment complements (adjectives or verbs).
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Based on the SSVHT ontology, the sentences are normalized using the formulas (8),
(9), and (10). The features of the corpus after the above processing shown in Table 1.

Table 1. Organization of the corpus

Features of corpus Quantity

Sample of cars 102

Opinions 3,214

Training sentences 6,517

Testing sentences 1,130

Sentiment labels 3 (positive, neutral, negative)

Sentences labeled with positive polarity 2,134

Sentences labeled with neutral polarity 2,055

Sentences labeled with negative polarity 2,328

3.3 Experiment Configuration

System configuration. Table 2 presents the components of the system used in the
experiment of this paper.

Table 2. Configuration of the convolution neural network

Component of system Version name

Operating system Ubuntu 16.04 LTS

Programminng language Python

Framework deep learning Theano–Keras

Deep learning models.

• CNN: Activation function is sigmoid (1/(1 + e−x)), embedding word size is 300,
number of filters is 300, filter size is 3, and dropout is 0.5.

• LSTM: Activation function is sigmoid (1/(1 + e−x)), dropout is 0.2, embedding word
size is tested at 300, and number of filters tested at 100 and 200.

• CNN-LSTM: The configuration parameters of CNN and LSTM when combined are
the same as when operating independently.
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4 Experiment

This chapter attempts to change the number of filters in theLSTMmodel. The experiment
results with the SST, COVr, and COVn corpus are shown in Figs. 4, 5, 6 and 7. The best
values were obtained during the testing of three sets of comments by the LSTM, CNN,
and CNN + LSTM model according to the number of iterations shown in Table 3.

Fig. 4. Accuracy of experimenting on SST and COVn with LSTM has 200 filters

Fig. 5. Accuracy of experimenting on SST and COVn with LSTM has 100 and 200 filters

The LSTM has 200 filters and CNN with 300 filters.
From the experiment results shown in Figs. 4, 5, 6, 7, and Table 3, the following

statements can be made:

• Both CNN and LSTMmodels operate independently, obtaining a fairly low accuracy
when they analyze aspect-level sentiment. The CNN and LSTM models operating
independently demonstrated an accuracy that fluctuated significantlywhen the number
of iterations (epoch)was low (less than 50 times).Within 100 iterations, the best results
showed low iterations for both SST and COV opinion sets. By increasing the number
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Fig. 6. Accuracy of experimenting on COVr and COVn with LSTM has 200 filters

Fig. 7. Execution time of 100 epoch of the model

Table 3. Best accuracy results of each corpus

Data Accuracy (%) Epoch

CNN + LSTM (200 filter–COVr) 75.39 50

CNN + LSTM (200 filter–COVn) 80.13 35

CNN + LSTM (200 filter–SST) 78.61 15

of iterations and filters, the result was more stable and reliable. The accuracy of the
combined CNN and LSTMmodel is better than the accuracy of eachmodel when they
run independently, as shown in Table 3. This accuracy improved by approximately
10% compared to when these models are operated separately.

• The aspect-level data preprocessing method for comments based on SSVHT ontology
improves accuracy in both CNN, LSTM, and CNN + LSTM models. In particular,
the CNN + LSTMmodel has an accuracy difference of up to 4% when it was trained
by the preprocessed dataset compared to the raw dataset.

• Although the results obtained on SST and COV tests differed with respect to the
accuracy, there were many similarities in the results achieved in each model as well as



184 D. N. Ngoc et al.

between models. Hence, CNN and LSTM in particular, and deep learning in general,
do not have any language barriers as well as the subject of the sentence- and aspect-
level sentence sentiment classification.

5 Conclusion

This paper achieved good results for aspect-level sentiment analysis using the CNN and
the LSTM model, particularly the model combining CNN + LSTM by helping the data
preprocessing method based on an ontology of semantic and sentimental approaches.
This data preprocessing method helps the learning process of CNN and LSTM models,
and combined models can be performed more rapidly if CNN and LSTM are separated.
This data preprocessingmethod enables theCNN+LSTMmodel to achieve good results
with a small corpus. The importance of this method is in understanding the subject of
the corpus. The data preprocessing method was tested in the aspect-level sentiment
classification. Next, the authors will test document-level sentiment classification as well
as improve the method so that we can obtain good results for that problem.

The test results of this paper on the SST corpus in English and COV corpus in
Vietnamese demonstrate that the deep learning method does not meet the limitations for
different languages. This feature of the deep learning method is of high significance to
the less popular languages in the world, such as Vietnamese. It will help these languages
to develop the sentiment analysis field in natural language processing more rapidly.
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(eds.), Intelligent Information and Database Systems. ACIIDS 2019. LNCS (LNAI), vol.
11431, pp. 115–127. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-14799-0_10

6. Vo, Q.H., Nguyen, H.T., Le, B., Nguyen, M.L.: Multi-channel LSTM-CNN model for Viet-
namese sentiment analysis. In: Proceedings of the 9th International Conference onKnowledge
and Systems Engineering (KSE), pp. 24–29. Hue, Vietnam (2017). https://doi.org/10.1109/
kse.2017.8119429

7. Pham, T.-H., Le-Hong, P.: The importance of automatic syntactic features in Vietnamese
named entity recognition. In: Proceedings of the 31st Pacific Asia Conference on Language,
Information and Computation, pp. 97–103. Cebu, Philippines (2017)

https://doi.org/10.1016/j.inffus.2015.06.002
https://doi.org/10.1016/j.eswa.2012.07.059
https://doi.org/10.3115/v1/p14-1062
https://doi.org/10.1016/j.knosys.2016.06.017
https://doi.org/10.1007/978-3-030-14799-0_10
https://doi.org/10.1109/kse.2017.8119429


Preprocessing Improves CNN and LSTM in Aspect-Based Sentiment … 185

8. Wang, X., Jiang, W., Luo, Z.: Combination of convolutional and recurrent neural network for
sentiment analysis of short texts. In: Proceedings of COLING 2016, the 26th International
Conference on Computational Linguistics: Technical Papers, pp. 2428–2437. Osaka, Japan
(2016)

9. Dhanush, D., Thakur, A.K., Diwakar, N.P.: Aspect-based sentiment summarization with deep
neural networks. Int. J. Eng. Res. Technol. 5(5), 371–375 (2016). https://doi.org/10.17577/
IJERTV5IS050553

10. Zhang, L., Wang, S., Liu, B.: Deep learning for sentiment analysis: a survey.Wiley Interdisci-
plinary Rev. Data Mining Knowl. Discov. 8(4), e1253 (2018). https://doi.org/10.1002/widm.
1253

11. Socher, R., Perelygin, A., Wu, J., Chuang, J., Manning, C.D., Ng, A., Potts, C.: Recursive
deep models for semantic compositionality over a sentiment treebank. In: Proceedings of the
2013 Conference on Empirical Methods in Natural Language Processing, pp. 1631–1642.
Washington, USA (2013)

12. Kim, Y.: Convolutional neural networks for sentence classification. In: Proceedings of the
2014 Conference on Empirical Methods in Natural Language Processing, EMNLP, pp. 1746–
1751. Doha, Qatar (2014). https://doi.org/10.3115/v1/D14-1181

https://doi.org/10.17577/IJERTV5IS050553
https://doi.org/10.1002/widm.1253
https://doi.org/10.3115/v1/D14-1181


Improving Soft Skills in Agile Software
Development by Team Leader Rotation

Jose Libreros1(B) , Ivan Viveros2 , Maria Trujillo1 , Mauricio Gaona2 ,
and David Cuadrado3

1 Multimedia and Computer Vision Group, Universidad del Valle, Cali, Colombia
{jose.libreros,ivan.viveros}@correounivalle.edu.co

2 Doctoral Studies in Computer Science Group, Universidad del Valle, Cali, Colombia
{maria.trujillo,mauricio.gaona}@correounivalle.edu.co

3 Truora Inc., San Francisco, CA, USA
dcuadrado@truora.com

Abstract. New agile techniques have brought advantages over tradi-
tional techniques. However, agile techniques fail to solve soft skills prob-
lems. People with high technical knowledge still find difficulties to adapt
to industrial work environments due to the lack of soft skills. At the indi-
vidual level, specific skills are not perfected, questioned or transmitted.
Team members with weaknesses in leadership and communication do not
establish a regular channel for dissemination and resolution of disputes.
Soft skill problems must be resolved quickly, at least, at the beginning
of a project. Thus, people with high potential can lead to having a high
impact on development iterations. This paper presents an agile technique
taking into account weaknesses in soft skills. The proposed technique is
based on rotating the leader team according to an iteration. Experimen-
tal evaluation shows that team members reach minimum communication
soft skills after a short time. At the same time, teams gain more cohesion
and better knowledge of everyone.

Keywords: Soft skills · Agile practices · Software development ·
Developers · Agile projects

1 Introduction and Related Work

Soft skills are not developed due to how curricula of universities are structured.
According to enterprises, communication, leadership, collaborative environment
and other soft skills are a weak point that professionals present. Involve people
with no experience and lack in soft skills is an open challenge [1]. Enterprises
prefer new professionals with high level of soft skills and lack of technical abilities
rather than high-level technicians and scientists with low level of soft skills [2].
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Andrews et al. [3] have characterised employability into abilities. Business-
specific issues as hard business-related knowledge and skills; interpersonal com-
petencies as soft business-related skills; and work experience and work-based
learning are the three most general and significant areas in employability. More-
over, European Skills, Competences, Qualifications and Occupations bring the
set of skills for different positions places at a high value on soft skills [4].

Agile techniques have introduced more agility of development. Additionally,
recent graduate professionals do not have enough experience in agile develop-
ments. Nevertheless, software projects often do not comply with traditional
standard measurements of success, namely time, cost and specifications. Time
expend to develop software, meetings such as sprint review, retrospective, may
be reduced by having better communication techniques, leadership and adequate
channel for problem disruption [5].

Related works have proposed different activities involving rotation. Zurita et
al. [6] have proposed rotation of team members among teams. They agree with
many authors that communication, collaboration, creativity, critical thinking
and problem-solving are the most important skills for success of professionals.

Vinot et al. [7] have proposed an analysis of skills of software development
team. Additionally, effect of team’s abilities on quality of final software product
has been reported. Results imply that inexperienced software team members
have responsibility of fulfilling other responsibilities that are poorly adapted to
their skill level. Therefore, it has a significant adverse effect on quality of software
products.

Jia et al. [8] have presented a classification of soft skills requirements for
mobile developers. They enhance four soft skills: abilities such as responsibility,
the initiative in meeting challenging work, positive attitude to work and coding
habit. According to their research, mobile developers should have a stronger
ability to fast learning. This can be extended to other types of teams such as
back-end, front-end and DevOps with better cohesion teams [9].

A way to strengthen communication abilities and leadership of team members
is to adapt to environments where all team members must be leaders. This brings
the benefit of team members gaining experience in soft skills.

In this paper, an agile technique, so-called Team Leader Rotation, is pre-
sented. The proposed technique aims to overcome soft skills. Experimental eval-
uations have shown that using Team Leader Rotation promote the development
of soft skills.

2 Team Leader Rotation

Team Leader Rotation is an agile practice with the aim of integrating profession-
als among different roles and responsibilities. In agile techniques philosophy, a
team is homogeneous and with no hierarchy. However, many team members need
a reference person that has more knowledge. In addition, in a given iteration,
some team members fail to convey their concerns or controversies, and those
controversies are never escalated to the relevant people. These communication
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failures can be improved by having a team leader, especially when the work is
remotely done, or face-to-face sessions are few. Figure 1 shows the steps as Team
Leader Rotation Flowchart. Some observations can be applied:

1. Scrum master or project facilitator can moderate the decision of who will be
the next team leader.

2. When team members have been all team leaders, a round begins again.

Iteration Start
Stablish iteration

objective

Discard locked
previous team

leaders

Ask for volunteers to be
team leader

Designate the most appropriate team
leader to the sprint objective

Are there
volunteers?

No
Yes

Select the most appropiate team leader to
the sprint objective among volunteers

Block selected team leader to
next round iterations

Are all 
team leaders

locked?

Unlock all team members
to be able to next

iterations
End

No
Yes

Fig. 1. Team Leader Rotation flowchart

3 Evaluation

3.1 Research Questions

Qualitative assessment method was used. This tests the hypothesis that teams
show better behaviour when the team leader is designated in determined itera-
tions. Through evaluation of 11 soft skills, and the conclusions that are obtained,
the following research questions will be answered. This method is aligned with
evaluation methods proposed by Creswell [6,10]:

1. According to team members, to what extent does Team Leader Rotation
contributes to the development of creativity?

2. Which is the perception team members get about the contribution of Rotation
of Team Leader to promote collaboration?

3. Were team members engaged in the project and proposed topics?
4. Did the results clarify power relationships?
5. Does team members recommend Team Leader Rotation?

3.2 Study Cases

Team Leader Rotation was applied into two project groups. First one is a project
in coordination between the University and a specific enterprise. The second
project is an academic project course. Having two study cases allows to item’s
responses be consistent across constructs. Test are determined by scores stable
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over time and teams [10]. Two cohorts have been selected. Each cohort is com-
posed of six sprints, each week-long sprint. This is to show changes between
initial and final iterations. Behaviour is extracted as follows. Positive and nega-
tive mentions that express strengths or weaknesses of a specific skill in a given
sprint have been extracted from the Sprint Review Document at each respective
project.
Univalle-Truora project In this study case, team members are a group of nine
students of fifth semester of computer science program. Those students were
involved in a project about face and OCR recognition. Project is conducted by
Truora, an information security enterprise, and a research group of the Universi-
dad del Valle. The main topic of this project is images processing. Students have
prior knowledge about numerical analysis and methods, essential to image pro-
cessing during the fifth semester. However, image processing is not a mandatory
course of the computer science program. Some students have shown some vague
knowledge on image processing, from what was learned in the course of analysis
and numerical methods. Therefore, everyone has needed to receive training in
image processing, machine learning and computer vision. The project had cov-
ered that formation. All students have finished secondary school and entered the
university immediately. At the time of their hiring in the project, they have not
had any previous experience in software projects.

Software Engineering Trends, Graduate Course Project Second study
case describes an academic project with six master students and one undergrad-
uate student. Five of the six master students are computer science professionals.
The last master student is a mechanical engineer. The undergraduate student is
enrolled in a computer science bachelor. The project was about a web applica-
tion with a multitenant layer. Only two of the six team members had knowledge
about multitenant and technologies associated with the implementation. At the
beginning, many of the shortcomings were related to lack of experience of tech-
nologies to be used. One of these professionals has worked in the banking sector
with experience in back-end development. Other students have had professional
experience developing web applications, but oriented to one client.

4 Experimental Results

Table 1 shows the percentage of positive and negative opinions and comments
on retrospectives with keywords related to each category. Description of each
category is as follows [8]:

1. Communication skills: the ability to transmit anything effectively to others.
2. Team level : satisfaction as a team regarding the experience gained.
3. Analytical and problem-solving skills: ability to overcome problems, solve

controversies or know how to escalate.
4. Responsibility : assessment of the importance of individual work, and helping

others, as part of the entire team and the team responsibility.
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5. Fast learning : regarding the level of interest in learning and reply knowledge.
Additionally, the ability of self-learning in a short time.

6. Initiative in meeting challenging work : set challenges, know that it has a
leader who can help directly, or escalate the concerns.

7. Working independently : complete tasks independently. In addition, to learn,
find new solutions, new approaches and help in resolution of disputes using
independence.

8. Positive attitude to work : e.g. enthusiastic, patient and hard.
9. Organizational skills: the ability to make team members work efficiently.

10. Reading : the ability to read documents, papers, journals and new algorithms.

Table 1. Soft skills behaviour according to retrospective skill keywords mentions

Skill Cohort 1 Cohort 2

Positive (%) Negative (%) Positive (%) Negative (%)

Communicational skills 0.00 17.78 15.56 13.33

Team level 11.11 0.00 46.67 0.00

Analytical and problem

skills description

6.67 4.44 4.44 0.00

Responsibility 6.67 2.22 20.00 2.22

Fast learner 75.56 0.00 100.00 0.00

Initiative in meeting

challenge work

11.11 33.33 44.44 17.78

Time management 15.56 55.56 15.56 33.33

Working independently 15.56 0.00 82.22 0.00

Positive attitude 88.89 8.89 100.00 0.00

Organisational skills 8.89 8.89 17.78 17.78

Reading 66.67 0.00 100.00 0.00

5 Discussion

Three types of improvements emerge from Fig. 2. We noticed a substantial incre-
ment of positive comment after rotating team leaders. Team Leader Rotation
contributes to improve soft skills and motivation of team members. Also, level of
team is evidenced in the work developed by each team. Second, responsibility for
tasks developed. That is, since team has a leader that encourages responsibility.
From the beginning of projects, team members have shown skills of adaptation
and rapid appropriation of knowledge. This ability is related to being motivated
by a leader to explain and clarify doubts quickly.

The presence of a leader has a significant improvement in the skill of meeting
challenge work. Basically, leaders concern and request for review of proposals
are rapidly escalated to product manager and other teams with more experi-
ence. Meeting challenge work is enhanced when that leader focuses on subject in
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Fig. 2. Soft skills behaviour according to retrospective skill keywords mentions—
percentage

which he feels identified, following the line of proposal presented in this article.
This need for initiatives in meetings in cohort 1 is evident, based on negative
comments in retrospective. In general, percentage of negative comments have
decreased. It is evident that there has been a good appropriation and interest
of the team and scrum master to improve evaluated soft skills. Thus, another
advantage of having team leaders emerges. Independent work has been another
benefited area. In retrospectives of the first cohort, they were hardly named.
However, in the retrospectives of the second cohort is mentioned the satisfaction
for the work done autonomously.

There was a decrease in positive comments in analytical and problem skills
description skill. However, it is noted that percentage of negative observations
decreased to zero in the second cohort. Having a leader who acts as a receiver
of concerns, controversies have been resolved quickly. However, at the beginning
of the project, motivations to be team leader must be instilled. It is necessary
with teams with no experience. Thus, dispute resolution is a skill that must be
worked on and improved in teams with little or no experience in projects.

As opportunities for improvement, in addition to the one mentioned above,
organisational skills are a pending task. There is an increment of negative com-
ments about having a better time organisation. This opens possibility of exam-
ining other alternatives that increase satisfaction of team concerning this field.

From the discussion carried out and conclusions obtained, research questions
can be answered with qualitative evaluation.

1. Contribution to the development of creativity : According to perception of
members of teams, the ability to read, initiative in meetings, self-learning and
reduction of negative comments on dispute resolution are evidently driven by
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a creative desire of team members. By having a leader who identifies with the
particular objective of each sprint, there is more confidence and dissemination
of knowledge.

2. Promotion of collaboration: It has been evidenced in development of the
projects, that there are volunteers who are offered to be team leaders in
an iteration, respecting the rule of finishing the whole round. This makes
them feel identified and appropriate with this new practice. In addition, in
other teams of the organisation, this practice is carried out –in the case of
the academy-industry project– with satisfactory results in terms of collab-
oration and communication. This has contributed these teams being more
experienced.

3. Proposing research topics, schedules and engagement with the project : As hav-
ing a leader who represents a team in an iteration, the team have topics to
learn. This has allowed them to contribute to the project, within the accom-
paniment they have with experienced people. In addition, it has been shown
that team members feel more confident about themselves. This since in each
iteration they have a reference to address their concerns –which is at the same
time a partner.

4. Elucidating of power relationships: Implementing Team Leader Rotation
makes team members clear about the power relations in the team, where
leadership does not imply a hierarchical structure. Thus, philosophy of agile
methodologies is respected. Team members have expressed intentions to rec-
ommend this practice for future projects.

In the case of applying Team Leader Rotation to an agile technique, Scrum
is considered in this analysis. The Scrum Master is a specialist who knows and
fully understands Scrum. Scrum master helps the team training it and making
sure that all Scrum processes are implemented correctly. Additionally, Product
Owner is part of the team [11]. A Team Leader who knows the topic of sprint,
who is a member of the team, does care about technical aspects, communica-
tion and dispute resolution. Thus, Team Leader complements the work of the
Scrum Master, development-oriented and soft skills of each team member. With
respect to Product Owner, some aspects of the implementation can be quickly
solved using the Team Leader as a channel for dissemination of concerns and
controversies.

6 Final Remarks

Software development has been growing rapidly over the last years. Growing of
software development has created new job positions and careers. New computer
scientists leave universities with high technical knowledge. Nevertheless, employ-
ers have proposed higher requirements for both hard skills and soft skills of team
members used in software engineering practice.

A new agile practice is proposed in this paper in order to improve soft skills
to inexperienced teams. Two projects have been considered as study cases. First
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one is an university-enterprise project. Second one is an academic project. Qual-
itative evaluation of this practice has been proposed. Evaluation is composed of
five research questions to probe the hypothesis of effectiveness of Team Leader
Rotation practice in strengthening soft skills. Qualitative evaluation was per-
formed through measurement of 11 soft skills identified [8].

Results suggest that 7 soft skills were improved by using Team Leader Rota-
tion as a new agile practice to software development. Other two practices had
improvement but with a low rate. Results reported here provide some good
ideas to be applied in theory and practice. Two soft skills, however, have not
been improved by using this practice. Thus, this practice has some limitations.
Strengthening soft skills in inexperienced teams remains an open problem. Limi-
tations have been found in strengthening communication skills, and the capacity
of problem disruption. Moreover, Team Leader Rotation allows having a per-
son in charge of problems of team members not in the area of methodology.
Thus, Team Leader complements the work of the project facilitator role in any
agile software development methodology. It is necessary to improve rotation of
Team Leader with accompaniment of more experienced partners at the organisa-
tion. This could be achieved by rotating team members among different teams.
Research could be directed in that way.
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Abstract. An under-representation of women in the Information and Commu-
nication Technology (ICT) industry exits. Current research tends to focus on
either social aspects (social construction) or physical aspects as cause for this
phenomenon. Consequently, there is a lack of a holistic perspective of factors that
causes the under-representation of women in ICT. This research provides a holistic
perspective of factors that causes the under-representation of women in the ICT
industry. This researchwas performed by conducting a systematic literature review
that considered 89 articles to identify factors that cause the under-representation of
women in ICT. The identified factors were classified as: organizational, econom-
ical and socio-psychobiological. The under-representation of women in ICT can
now be better addressed by holistically considering this classification of factors
to increase female participation in ICT.

Keywords: ICT ·Women in ICT · Systematic literature review

1 Introduction

For decades, women of all ethnicities have been trying to empower each other and prove
their worth in society. For themost part of history, it has been a long and tiresome journey
to ensure that future generations of women will be able to work alongside men without
being solely defined by their gender [1, 2].

There are still women who are facing gender discrimination in the modern day and
age [2, 3]. This is mainly caused by the different societies that these different women
are a part of. Gender essentialism is an active element that contributes to the under-
representation of a specific gender in certain career industries such as women in the ICT
industry [4–7].

Current factors that causes the under-representation of women in ICT are classified
into two schools of thought. First, there is inherent differences between genders that are
responsible for the under-representation of women in the ICT industry. Secondly, that
the male-domination in the ICT industry is a cause of social construction making the
industry more suitable for men and less suitable for women [6].
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The systematic literature review performed in this research provides a holistic classi-
fication of factors which influence career selection and career choices of women toward
the ICT industry. Insight is given into the struggles thatwomen face and need to overcome
to be equally represented in the ICT industry.

2 Literature Background

This section briefly discusses characteristics of the ICT industry, thought schools, gender
development theories, and computer phobia, which has been shown to be responsible
for the under-representation of women in the ICT industry.

2.1 Characteristics of the ICT Industry

The ICT industry expanded rapidly over the past 20 years into an extensively innovative,
competitive, and demanding industry [8]. Powerful economies strive to be in possession
of technologies that would give them an economic advantage, implicating that ICT is a
developmental instrument [9, 10].

The ICT industry can be summarized as a demanding, masculine, ever-changing,
moving industry that interferes with work--life balance. [11–14]. The industry has been
shown to cause burnout and leads to high levels of stress [15]. These intimidating char-
acteristics discourage women from entering, or staying in the ICT industry, even in cases
where anti-discrimination legislation (e.g., The Promotion of Equality and Prevention
of Unfair Discrimination Act, 20001) gives preference to women who applies for occu-
pations in the ICT field, with the aim to represent gender fairly in the ICT industry
[13].

As the ICT industry expands at an accelerated rate, new and flexible skill sets are
required. With new skills sets in demand, new employment opportunities will present
themselves [16, 17]. One of the characteristic of the ICT industry is that it requires both
flexible hard- and soft-skill sets. Hard-skills refer to a person’s ICT technical ability and
understanding, whereas soft-skills refer to collaborative interactions and focusses more
on the interpersonal and team work [18, 19]. People can often progress to reach the
executive level of the organization by relying on hard-skills, but often fail due to their
lack of soft-skills [18].

Finally, the ICT industry is characterised as an information society is characterized
by an increase of information and theoretical knowledge that influences our daily lives
and aids in our socio-economic evolution [20, 21]. ICT diffusion has played a large role
in creating this information society [21].

2.2 Thought Schools Regarding the Under-Representation of Women in ICT

This section briefly discusses the two schools of thought when dealing with the under-
representation of women in ICT.

1 Comprehensive South African discrimination law that prohibits unfair discrimination (also by
gender) by the government and by private organisations and individuals and forbids hate speech
ad harassment.
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Although improvement is seen in some parts of the world, there is still an under-
representation of women in the ICT industry [7, 15, 22, 23]. Two main schools of
thought exist to think about the causes for the under-represented of women in the ICT
industry [15, 24, 25]. The first school blames social factors and social construction for the
under-representation of women in the ICT industry [24]. The second school of thought
blames physical/biological differences between the genders for the under-representation
of women in the ICT industry [25]. However, both social and physical factors contribute
to a person’s perception of careers choice.

Most articles tend to focus only on either the social aspects or the physical aspects
and therefore lacks a holistic perspective of the situation. This literature review how-
ever provides a holistic perspective and classification that include both these schools of
thought in the hope of providing a better understanding of the under-representation of
women in the ICT industry. Both social and physical aspects play an important role in
determining why women are so under-represented in the ICT field.

2.3 Gender-Based Theories for ICT

There are many gender-based theories that may help us to understand why the ICT sector
is mostly male dominated. These theories might provide new and unexplored insights to
better understand gender-based career perceptions within adults and also why there is
an under-representation of women in the ICT industry. However, this does not mean that
the concept of gender and its associated roles are entirely derived from these theories.

2.3.1 Cognitive Developmental Theory

Stereotypical knowledge and behavior concerning gender can be a factor when exploring
cognitive theories. However, it is not the sole factor that determines a child’s gender
preference and gender behavioral patterns.

The cognitive developmental theory is structured on “gender constancy,” which is a
term used to describe the point in a child’s life where they are able to identify themselves
with a particular sex and comprehend, in its most basic form, that this is not going to
change [26, 27]. Children will instinctively begin to shape their behavior and opinions
on gender norms by formulating and managing genders categorically [27, 28]. They do
this by using their physical gender traits to categorize information that is being presented
to them during their everyday lives and environment [29].

The way children categorize information can be interpreted from a social construc-
tive perspective. This suggests that children formulate their own perspective of certain
gender-based roles, such as the mother conducting house-related chores, whereas the
father’s role is a more technical role [30]. For the purpose of this systematic literature
review, the cognitive developmental theorywill be discussed as a socio-psychobiological
aspect.

2.3.2 Gender Schema Theory

The gender schema theory differs from the cognitive developmental theory in that, it
focuses more on the processing of information. It discards gender constancy and tends to
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focus more on the basic understanding that children have, such as gender identification
[31, 32].

This theory not only acknowledge that children play a core part in their own gender
development, but suggests that they create their own psychological connotations between
gender information, which then influences their behavioral patterns [28, 33]. It was found
that children who started developing their skills to label genders before reaching the age
of 28 months were far more likely to play with same-sex toys than those that developed
these skills later on [31, 32].

Children that distinguishes between types of toys that they perceive to be gender
specific are often influenced by advertisements or simply different parenting styles.
However, companies are becoming more concerned with equality and are striving to
improve on their advertisements and store layouts in order to create and demonstrate
a gender-neutral society [34]. For this systematic literature review, the gender schema
theory will be discussed as a socio-psychobiological aspect.

2.3.3 Extremist Views

The future of women in the ICT industry can be predicted by exploring two extreme
visions. Firstly, the utopian vision describes women being best suited for the digital age
[35]. Women are considered as hybrid workers in this scenario, that will essentially lead
the ICT industry to new heights by introducing their inherent “soft” skills to this industry
[36].

Secondly, the dystopian vision describes that women will be at a disadvantage as
genetics will play a key role in women being overpowered in the male dominated ICT
industry [35]. This scenario is supported by the gender stereotype that men possess the
logical aspects necessary to thrive in technology-based industries that women do not.

These two visions are merely theoretical versions of what the future technological
industry could be. Both are influenced by gender stereotypes and what the interpreter
believes to be the best-suited skills for this industry, whether it be “soft” or logical skills.
The existing under-representation of females in the ICT industry places to some extent
strain on the economy due to losing important and precious skills that women can bring
to this industry [37].

2.3.4 Technophobia

Computer use between genders differ. Women tend to send more emails and perform
task and study-related functions, whereas men are more likely to intensively use the
Internet and perform personal-related functions [38, 39]. Women also tend to show
more anxious behavior than men, when interacting with new technology [40, 41]. When
exposed and introduced to new technology, men are more likely to respond with an
optimistic and confident attitude where women will indicate a less positive attitude
toward the technology [42, 43].

It has been found that the amount of anxiety experienced over time relating to com-
puters reduces significantly for men whereas their female counterparts demonstrated
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little improvement [44, 45]. Women tend to have less experience with completing intri-
cate computerized tasks as well as programming, and it has also been found that females
receive less encouragement regarding these fields from friends and family [43, 46].

Gender-related technophobia can be a cause of gender stereotypical behavior that
is directly or indirectly presented to children at a young age. The lack of computer
interaction and encouragement that female experience can be one of the factors that aids
their anxiety and lack of self-confidence when introduced to new technology at a later
stage in life.

3 Research Method

The following sectionwill briefly discuss the process that was used during the systematic
literature review to answer the following research question:

What holistic factors impact the under-representation of women within the ICT
sector?

3.1 Search Terms Used

(“Gender (NEAR/2) Information and Communication* Technolog*” OR “Femal*
(NEAR/2) Information andCommunication*Technolog*”OR“Wom* (NEAR/2) Infor-
mation and Communication* Technolog*”) AND (Defin* OR sector* OR industry* OR
physical* OR review OR Differenc*)

3.2 Selection Criteria

Table 1 presents the selection criteria (what was included and excluded) for the literature
review.

Table 1. Selection criteria for the literature review

Selection criteria

Inclusion criteria Exclusion criteria

1. The ICT sector 1. All other industries except the ICT sector

2. Articles that explain the relationship
between genders and the ICT industry

2. Employment losses due to artificial
intelligence

3. English articles 3. Articles published before 1990

4. Information relating to developed countries 4. All languages except English

5. Articles between 1990 and 2019 5. Articles that were not peer reviewed

6. Qualitative research
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3.3 Source Selection

The following databases were used in the literature review: Google Scholar, MEDLINE,
WorldCat, WorldCat.org, ERIC, and Academic Search Complete.

WorldCat returned 30 297 results and by adding the 72 hand-chosen results from
Google Scholar, the total number of results equaled 30 369. The amount of records left
after duplications were removed equaled 26 120.We excluded a total of 25 984 irrelevant
articles.During the eligibility phase,we selected only 67 qualitative articles.We added an
additional 22 articles fromGoogle Scholar to endwith a total of 89 qualitative articles for
this systematic literature review. A list of all the articles consulted during the systematic
literature review was carefully documented, using Microsoft Excel.

4 Analysis of Findings

This systematic literature review examined what influences the under-representation of
women in the ICT industry. After exploring 89 relevant articles on this topic, three dis-
tinctive categorieswere identified.These categories include the following: organizational
aspects, economical aspects, and socio-psychobiological aspects.

4.1 Organizational Aspects

Technology alone can do a little for an organization. However, if that technology is
strategically introduced and integrated into an organization, it can cut expenses and
improves business functions [47, 48]. Organizational aspects such as culture and ethics
can play a role in how women perceive and experience the ICT industry [49–51].

4.1.1 Organizational Culture

The culture of an organization is defined as the collective principles and standards that
are practiced in an organization [49]. The culture refers to how people think and act
as a group to create the beliefs and value system of that organization. When the rapid
evolution of the ICT industry began, it was the norm to associate the ICT industry with
masculinity [50]. Male-dominated industries tend to focus on results, whereas feminine
industries focus on social interactions [51].

During an interviewwithfifteen females from the ICT industry, the females suggested
that they need additional communication skills to be able to interact with their male co-
workers [13]. They needed to converse in a manner that exhibited logical skill sets [13].
Women tend to bemore emotionally involved and sensitive,whichmakes communication
in a male-dominated environment challenging.

It is also no secret that the ICT industry is a demanding and rapidly changing industry
associated with burn-out and stress. The extensive hours and work that is demanded of
employees result in exhausted personnel that struggle to keep up and properly recuperate
[52]. The demands and extensive workhours, means that the line between a person’s
personal life and work life can become distorted [53]. This is difficult for women to
handle since they have responsibilities outside of work such as managing a household
and caring for children.
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4.2 Economical Aspects

Productivity is the power that controls an economy and innovation determines that pro-
ductivity [54]. The ICT industry impacts an economy by supporting economic devel-
opment, economic growth, and employment. It is therefore important that women enter
this industry.

4.2.1 Development

Nearly 30 percent of all resources in the public and private sectors invest in ICT research
and development [10]. However, three factors are important to successfully take advan-
tage of ICTs in the public and private sectors. These three factors include infrastructure,
expert employees, and finances to be able to incorporate the necessary ICTs [55].

4.2.2 Economic Growth

When the implementation and investment in ICTs are done successfully, it provides an
organization with a competitive lead in the market [10]. Furthermore, the correlation
between ICTs and economic growth is usually positive. In other words, to be able to
compete in the global market, it would be wise to make use of available ICTs in order
to reap the worth of this resource [56–58].

India, for example, has developed itself as the leading country in exporting soft-
ware and services related to ICT. They have increased their ICT export software and
services with more than twelve times during the years 2000--2013 [59]. In general, one
could argue that ICTs cause a positive relationship with economic growth. However, to
accurately determine this correlation, both ICT and socio-economical aspects should be
considered [60].

4.2.3 Employment

The ICT revolution requires new and improved skills that involve greater problem-
solving, innovation, and soft skills [61]. There was 210% increase in ICTs and 69%
increase in ICT companies in the USA in 2011, as opposed to the 1980s [62]. This
demonstrates the rapid growth of the technology industry and with that growth comes
new employment opportunities that need to be filled. Employment opportunities that
women should also take advantage of.

4.3 Socio-Psychobiological Aspects

Sociology is the study of the society, social interaction, relationships, and every day cul-
ture [63]. Sociological factors are socially accepted and cultural norms thatmay influence
gender stereotypes. On the other hand, psychobiology provides a greater comprehension
of both psychology and biology. Psychobiology deals with humans on a biological level
but incorporates a person’s thought process [64].Bycombining these sciences, it provides
a better understanding of gender development behavior. This section presents various
sub-categories of socio-psychobiological aspects that influence the under-representation
of women in the ICT industry.
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4.3.1 Gender Stereotypes

The over-representation of males in the ICT industry provokes negative stereotypes
related to gender, for example, that females might not possess the necessary skills for
these types of industries [65–67]. The fact that such stereotypes exist, means that society
is struggling to see that in fact, maybe discrimination against females in the ICT and
related industries exist [67]. This suggests that stereotypical behavior masks against a
certain gender exist. This then leads to a continued over-representation of men in the ICT
field. Women are often less willing to work in environments where they feel that they
are being discriminated against [67]. Perhaps if women receive more encouragement to
join such occupations and they are assured that they will only be assessed against their
skills and not their gender, it will increase female participation.

As previously discussed, two extreme visions can be identified which can be asso-
ciated with gender stereotypes. The first being, the utopian view. This view suggests
that women have inherent soft skills that will aid them in dominating the IT indus-
try. It describes women as being the ultimate hybrid worker [35]. The second being,
the dystopian view. This view on the other hand, predicts that women will remain
the gender that is at a disadvantage. The ICT industry is and will continue to be a
masculine-dominated industry in this scenario of dystopia [35].

4.3.2 Gender Encouragement

Women tend to be more drawn to IT courses if they have been exposed to female
educators in their early lives [68]. It can be assumed that the views of other female and
parental figures in a young female’s life plays a significant part in their understanding
and acceptance of the ICT industry [43]. Encouragement is the first step in the right
direction to possibly increase the representation of women in the male-dominated ICT
industry.

Encouragement programs do in fact exist that are focused on encouraging potential
female participation in fields such as ICT. Examples of these types of programs include
the following. Firstly, students from Massachusetts Institute of Technology who are
female provides encouragement seminars with the assistants of the “Women’s Initiative
Program” to female school pupils [69]. Secondly, certain webpages are demonstrating
and presenting their female employees to the public in hope of encouraging young
women who aspire to become IT professionals [69]. Lastly, certain ICT organizations
are offeringmore female courses in which these women have the chance to be introduced
to and engage with other women that are currently in ICT-related occupations [69].
These types of initiatives aim to increase female participation and decrease the over-
representation of men in these types of industries. However, female idols are not the
only aspect to inspiring young women, it is also important that these idols do in fact
present a good image that could make these young women feel more at ease [69]. This
suggests that the fact that an idol is female is only one part of the equation, it is important
that they do not represent a stereotypical image of female IT professionals [69]. They
should rather aim to inspire all types of young women to join these types of fields and
not just the stereotypical “geek.” It is essential to encourage young females to partake in
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IT careers not only to provide the industry with a fresh viewpoint but to make high-end
occupations accessible to more women [69].

4.3.3 Gender Programs

During 2004, programs such as the LDC Initiative has begun to focus their efforts on
sustaining and improving academies [8]. These types of initiatives are finding ways in
which they can empower and increase female participation in the ICT industry.A positive
correlation exists between women’s participation in this industry and their encourage-
ment to related fields. Unfortunately, not many initiatives or programs are set in place to
increase female involvement in ICT-related sectors [70]. However, a research network
formed in 2004 named “Gender Research inAfrica into ICTs for Empowerment” in short
GRACE, aimed to empower females in the ICT industry and promote equality [71]. The
GRACE Network provides ample mentor programs for women. Twelve women from
Nairobi that have ICT-related occupations were interviewed. These women all partic-
ipated in the mentoring program. Their support structure has aided them in numerous
ways. Firstly, by developing and comprehending the necessary skillsets that they require
in ICT [70]. Secondly, they acquired better self-efficacy [70]. Thirdly, they developed
a more in-depth comprehension of occupational possibilities in the ICT industry [70].
Fourthly, they received important and beneficial information about the ICT industry [70].
Lastly, they acquired a valuable support structure to assist them on their journey [70].

4.3.4 Gender Development

As previously discussed, gender development is explained by various theories that can
be applied to young children. Such theories include cognitive perspective theories and
gender schema theories. The cognitive theory relies on a concept known as “gender
constancy.” It suggests that a child will gradually come to the realization that they belong
to a certain gender and allows them to start behaving accordingly [27]. It is believed
that this phase occurs between the ages of three and seven [27, 72]. Gender constancy is
divided into three important categories. The first being, identity. This suggests that the
child can acknowledge which gender they themselves and the people surrounding them
belong to [72]. Secondly, stability. The child will comprehend that if they are a certain
gender, it will be the same gender once they have grown-up [72]. Lastly, consistency. It
will be clear to the child that in spite of personal preference, their sex will not be altered
[72].

The gender schema theory suggests that once a child acknowledges their sex, they
will start to make psychological connotations regarding different sexes [33]. Gender
labelling can be influenced by any person or gender specific organization that a child
comes in contact with [32]. This gender-related labelling plays a substantial role various
aspects of a person’s life, for example, the type of toys that children prefer [33]. Gender-
related labelling also plays a role in how different genders perceive the ICT industry and
may contribute to the under-representation of women in the ICT industry.
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4.3.5 Gender Self-Efficacy

Differences in the relationship between gender and technology was more prevalent in
the 1980s than today [73]. During the 1990s, only five percent of users on the Internet
were predicted to be female but of late this, number seems to surpass that of men,
especially regarding social media [39]. Female users tend to limit their technology usage
to explore and sustain contacts, whereas males, on the other hand, focus on task-related
actions [74]. Even thoughmore women are participating in technology-related activities,
they are still under-represented in ICT careers. Women often experience more anxiety
than men, when interacting with new technology [41]. Asian and Western cultures were
compared to see if therewould be a difference in gender technological usage. Itwas found
that both cultures propose that men’s confidence levels were higher than their female
counterparts when interacting with technology [75]. It would seem that the reason for
this under-representation is the female’s self-efficacy combined with a lack of curiosity
[43]. Even so, it is suggested in some studies that there were no differences recorded or
observed between the two genders [41]. The results of these studies indicate that gender
cognitive perspectives of the subjects and not necessarily biology play a greater role in
gender-technology usage [45].

4.3.6 Sexual Dimorphism

Men have physical characteristics that differ from women [76]. However, cognitive
factors (involving the brain) can also be taken into consideration when distinguishing
between the genders [77]. Research indicates that the female brain causes women to
possess greater social and recall abilities, whereas the male brain causes men to possess
greater visual-spatial and motoring abilities [78]. Neuroimaging is used to determining
these differences between genders in one’s brain. Women were found to have a smaller
crania2 with their gray matter3 percentage higher than men’s [79]. Men on the other
hand demonstrated a higher volume in their white matter4 [78].

Empathy is defined as the response to the state of another individual’s emotions when
witnessed [80]. Research on neuroimaging suggest that there are gender differences in
the neuro-functional processes related to both cognition and emotions in certain areas
of the brain [81, 82]. Women tend to showcase higher levels of empathy when they are
observing another individual’s state of emotions [80]. On the other hand, men depend
more on their cognitive abilities to decide on how to express empathy toward another
person [80]. These results provide some insight towhymen are deemed to bemore suited
for industries such as ICT which is regarded as task orientated and logical. On the other
hand, this may also provide some insight into what women with inherent soft-skills,
could potentially offer to the ICT industry.

The ICT industry has been previously seen as a logical career, but more recently, it
started to recognize the need to include emotional and inter-personal aspects as well such
as customer and social collaboration skills [83, 84]. Social interactions can be divided

2 Part of the skull that encloses the brain.
3 Responsible for muscle control and sensory perception such as seeing and hearing, memory,
emotions, speech, decision making, and self-control.

4 The tissue through which messages pass between different areas of gray matter.
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into twomain categories, namely agentic and communal.Men tend to excel in the agentic
aspect which focusses on tasks, logic, dominance, and competitiveness [85, 86]. On the
other hand, women are more prone to surpass men in the communal aspect which refers
to the nurturing side of a person [86]. These behaviors creates gender segregation.

The research suggests that if these traits were widely considered to be accurate, it
would suggest that certain career paths are more acceptable for a specific gender than
other careers [87]. Therefore, if someone were to be more communal in nature, which
in this case is associated with the female gender, they should choose a profession that
relates to caregiving or social interactions such as providing services to others [87].
On the other hand, if a person were to be more agentic in nature, which in this case is
associated with being male. It is suggested that they should consider entering any trade
that is task orientated, logical, and competitive in nature [87].

5 Conclusion

This systematic literature review has recognized a total of 89 articles that provided
a holistic perspective on factors that affect or contribute to the under-representation of
females in the current ICT field. The data obtained from these articles were evaluated and
grouped into three distinct categories into answer the research question: What holistic
factors impact the under-representation of women within the ICT sector?

The categories were identified as: organizational, economical, and socio psychobi-
ological factors. The theories and concepts within the categories are not necessarily
linked to each other which could be expanded in further research. The categories that
emerged were chosen and used to create a holistic perspective of factors that cause the
under-representation of women in ICT.

This review contributes to the body of knowledge by presenting a holistic perspective
of factors that explain the under-representation of women in the ICT, not focusing on a
single set or group of aspects or factors.
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Abstract. Security is a major concern in Software Defined Cognitive Radio Net-
work (SDCRN). SDCRN is an integration of the SoftwareDefinedNetwork (SDN)
with the Cognitive Radio Network (CRN). SDN is an architecture developed to
reduce the complexity of the network, whereas CRN is a technology developed to
allow radios to learn and adapt to their environment. However, the architecture and
technology are susceptible to a number of malicious attacks such as Distributed
Denial of Service (DDoS) and Primary User Emulation (PUE), respectively. The
DDoS and PUE attacks could be launched onto the SDCRN with the intention of
disrupting service. The design of effective security schemes that enhance maxi-
mum protection of SDCRN from these malicious attacks is a sought after solution
in network security. Hence, this research study proposes a security mechanism
that addresses the effects of DDoS and PUE attacks in SDCRN.

Keywords: Denial of service · Primary user emulation · Software-Defined
Cognitive Radio Network

1 Background

The integration of Software-Defined Network (SDN) with Cognitive Radio Network
(CRN) has improved the functionality and the management of networks resulting in
efficient spectrum usage. However, the SDN and CRN are prone to Distributed Denial
of Service (DDoS) and Primary User Emulation (PUE) attacks, respectively [1, 2]. The
effects of these two attacks are likely to be compounded in Software-Defined Cognitive
Radio Network (SDCRN). A number of studies have been conducted in SDN and CRN.
To the best of our knowledge, the effects of these attacks in an SDCRN have not been
investigated. This research proposes an Extreme_Controller_Mechanism (XCM) that
addresses the effects of these attacks in an SDCRN.

XCM is an effective, efficient and lightweight security scheme which utilises less
memory and processing time designed to curb these attacks in SDCRN. In addition, the
XCM security scheme can be used as a benchmark for future schemes in SDCRN.
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The study investigates the attributes of the attackswhich can be detected.An effective
technique that addresses the DDoS and PUE attacks in an SDCRN is desirable. Lastly,
it optimises the DDoS and PUE security for efficient memory and processor utilisation.

2 Related Work

The SDCRN provides better network management and efficient spectrum usage. How-
ever, it is susceptible to DDoS [1, 3] and PUE [2, 4]. A number of studies [1, 2, 4–12]
address DDoS and PUE in SDN and CRN, respectively.

A threshold-based method which prevents DDoS attacks in SDN was proposed in
[6]. In [7], the DDoS attack was mitigated using a source-based Internet Protocol (IP)
filtering technique. However, the method is efficient when the malicious traffic is light.
In [5], a filtering scheme which detects and addresses the effects of DDoS attacks in
SDN is proposed. The simulation results show that the scheme is effective. In [8], the
SDN-Oriented DDoS blocking scheme was proposed. The results show that the DDoS
can be prevented. In [1], a machine learning technique was observed to be effective
in mitigating the effects of DDoS attacks in SDN. Also, a lightweight method in [9]
results shows that the scheme is efficient in detecting the DDoS. The method used Self
Organising Maps, an unsupervised artificial neural networks to prevent DDoS.

In [4], an energy localisation and variance mechanism were proposed. The results
show that the PUE attack can be detected and controlled effectively in CRN. In [2], a
filter-based technique was employed in addressing the effects of the PUE. The filter-
based results show that the scheme outperformed the technique called the RSS-based
localisation in terms of probabilities of miss detection and detection. However, the filter-
based technique failed to identify the initial coordinates of the primary user (PU) and
an attacker which is close PU. In [10], the PUE attack in Cooperative Spectrum Sens-
ing (CSS) in CRN was investigated and the study observed that the PUE attack has a
negative effect on the operation of CSS. This results in the poor utilisation of vacant
spectrum bands when malicious users (MUs) broadcast false reports. A Probability
Density Function-based scheme was in [11]. The study observed that as the number of
MUs increases, the probability of false alarms also increases. Research revealed that
encryption-based schemes can be effective in detecting PUE. An Advanced Encryption
Standard scheme was implemented in [12], and the results show that it can detect the
PUE.

We propose a security scheme that mitigate the effects of the DDoS and PUE in
SDCRN. The XCM scheme detects the DDoS and PUE attacks based on the duration
of the connection and src_bytes (number of data bytes sent). The security mechanism
incorporates the use of neural network (NN) concepts which is one of the machine learn-
ing techniques designed to mitigate the effects of the attacks in SDCRN. The increasing
relevance and application of this technique in the prevention of security attacks in net-
working environments presents NN as a security design choice [1, 13]. Furthermore, it is
noted in [1, 13] as a better prevention mechanism as compared to signature techniques.



212 B. Sibanda and M. Velempini

3 Methodology

The study employed three tools, namely the Objective Modular Network Testbed
(OMNeT++), Octave, and Matrix Laboratory (MATLAB) to evaluate the scheme.
OMNeT++ was used as the main tool for the study. The selection of OMNeT++ was
largely based on its support of SDNs. It is also regarded as one of the best-known
simulators used for distributed protocols in wireless networks [14, 15].

Octave and MATLAB were used as supporting evaluation tools. Octave was used in
the training and testing of the NN whilst MATLAB was used in the confirmation of all
results. The selection of OCTAVE was based on the fact that it is open-source software.
MATLAB is a widely used simulation tool [16, 17].

In an endeavour to design an effective security mechanism scheme that can mitigate
the effects of the DDoS and PUE, a network model was designed. The network model
was used in DDoS, PUE, and normal traffic generation. Algorithms B1 and B2 illustrate
the generation and detection of the DDoS and PUE attacks, respectively.

Algorithm B1: Generate and detect a DDoS Attack in SDCRN Simulation Tool:
OMNeT++

1. Supposedly, we have three networks, namely N1, N2, and N3. We establish
connection between the networks.

2. N1 consists of 1 user: Host 5; N2 consists of 2 users: Host 1 and Host 4; N3 consists
of 1 user: Host 6.

3. Host 1, Host 5 (Victim), and Host 6 were all good users whilst Host 4 was a bad user
(DDoS attacker).

4. Host 4 launches a DDoS attack overwhelming the controller. This makes Host 5 to
fail to send and receive data from any users in Networks, N2 and N3.

5. Host 4 was used to generate the traffic for DDoS attack whilst Host 1 was used to
generate the traffic for a normal user.

Algorithm B2: Generate and detect a PUE attack in SDCRN
Simulation Tool: OMNeT++

1. We have a licensed band that has three channels: f1, f2, and f3.
2. We assume that a primary base station (BS) is not using any of the channels to

transmit to PU. Therefore, channels f1, f2, and f3 are idle.
3. This allowsHost 2, Host 3, andHost 7 to use the idle channels {f1, f2, f3} to transmit.
4. However, in the presence of a PUE (Host 8) mimics, the primary signal of f1

misleading Host 2 and Host 7 into vacating channel f1.
5. Host 8 was used to generate the traffic of a PUE attack whilst Host 3 was used to

generate non malicious traffic.

3.1 Proposed XCM Scheme

The XCM detects and prevents the DDoS and PUE attacks in SDCRN. The scheme is
built based on the multi-layer feed-forward NN. The incorporation of NN is inspired by
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the works such as [18–20]. In [18], NN has been reported as a successful mechanism in
detection and prevention of security attacks. Studies in [19, 20] affirm that NN is more
effective in the detection of attacks in different networking environments. It is also a
good modeling tool of complex tasks.

The generated traffic dataset was trained in OCTAVE in order to teach the XCM
scheme to detect and prevent similar attacks in future in the same environment. Four
attack outcomes were expected to be produced during the classification phase by the
XCM scheme which are: DDoS, PUE, DDoS, and PUE as well as neither DDoS nor
PUE attacks as depicted in Fig. 1.

Fig. 1. Flowchart on the classification of attacks

After the training of the NN, we implemented the XCM scheme using the test dataset
generated in a similar SDCRN platform in MATLAB with the intention of evaluating
its performance in terms of detection time, detection rate, false positive, false negative,
memory and processor utilisation.

The performance of the XCM scheme was evaluated using these six metrics because
they were regarded as the most effective performance evaluation metrics [21–25].

i. Detection Time---time taken to detect an attacker A lesser detection time is required
for a scheme to be classified as effective [21].

ii. Detection Rate---positive detection of malicious traffics [22]. In [22], the higher the
detection rate the scheme is classified to be efficient. The formula given (Formula 1)
is adapted from [22].

Detection Rate = (True Positive)/(False Negative+ True Positive) × 100% (1)



214 B. Sibanda and M. Velempini

iii. False Positive---the amount of malicious traffic flagged as non-malicious [23]. In
[21, 23], the lower false positive rate, the scheme is considered to be performing
well. In [23], a formula used to calculate false positive rate for any attack is given
in Formula 2.

False Positive Rate = (False Positive)/(False Positive+ True Negative) × 100%
(2)

iv. False Negative---the amount of traffic that are incorrectly detected and dropped
[21]. A scheme that incurs a lower false negative is deemed to a better performing
scheme [21, 24].

v. Memory Utilisation---the utilisation of the RAM. In [25–27], it was noted that a
scheme is supposed to have a lower memory utilisation for it to be regarded as a
good scheme, as lower memory utilisation infers the scheme is lightweight as it
consumes less space.

vi. Processor Utilisation---processing time consumed by the computer during the
execution of the program [25]. A lower processor utilisation is ideal [25, 27].

4 Results and Analysis

Thealgorithmsdescribed in algorithmsB1andB2wereused in the generationof datasets.
The duration and src_bytes network attributes were extracted for the DDoS, PUE, and
normal traffic. The choice of these two network attributes was influenced by work in
[19]. They are regarded as the effective attributes that can be used to detect any type
attack. The datasets were then trained using a multi-layer feed-forward NN. Figure 2
depicts the structure of the multi-layer feed-forward NN which was implemented.

Fig. 2. Structure of the nodes in a multi-layer feed-forward NN

After the NN has managed to learn and produced correct results, we generated a
similar dataset from the same SDCRN environment and implemented the XCM scheme
using the new dataset. We then evaluated the performance of our scheme based on
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Table 1. Statistical results for our proposed XCM scheme performance metrics

Performance metric Threshold value

Detection time (µs) <5

Detection rate (%) >99

False positive (%) <1

False negative (%) <1

Memory utilisation (%) <2

CPU utilisation (%) <2

detection time, detection rate, false positive, false negative,memory, andCPUutilisation.
Table 1 shows the statistical results of the performance of the XCM scheme.

The results show that results of our scheme are consistent with DDoS attack results
in SDN [5] and PUE attacks results in CRN [4]. Our study is designed to detect and
prevent both attacks in an SDCRN; we therefore conclude that our scheme performs
better than schemes optimised for either PUE in CRN or DDoS in SDN. Hence, our
proposed XCM scheme is able to address the effects of the DDoS and PUE attacks in
an SDCRN.

5 Conclusion

In this study, we proposed an effective XCM scheme that addresses the effects of DDoS
and PUE attacks in an SDCRN-integrated environment. The analysis shows that our
XCM scheme took less time (approximately less than 5µs) to detect the DDoS and PUE
attacks in SDCRN-integrated environment. The scheme also managed to yield a higher
detection rate (above 99%) of the two attacks in an SDCRN-integrated environment.
In addition, the scheme has 1% (0.01) false positive and negative rates in the presence
of DDoS and PUE attacks. The analysis further shows that our scheme is lightweight
since it consumes less resources (approximately less than 2%) in terms of memory and
processor time. The analytical results attests that our XCM scheme can effectively detect
and prevent the DDoS and PUE attacks in SDCRN-integrated environment.

References

1. Ashraf, J., Latif, S.: Handling intrusion and DDoS attacks in software defined networks using
machine learning techniques. In: 2014National Software EngineeringConference, pp. 55–60.
Rawalpindi

2. El Mrabet, Z., Arjoune, Y., El Ghazi, H., Abou Al Majd, B., Kaabouch, N.: Primary user
emulation attacks: a detection technique based on Kalman filter. J. Sensor Actuators Netw.
7(26), 1–14 (2018)

3. Ahmad, I., Namal, S., Ylianttila, M., Gurtov, A.: Security in software defined networks: a
survey. IEEE Commun. Surv. Tutor. 17(4), 2317–2346 (Fourthquarter 2015)



216 B. Sibanda and M. Velempini

4. Sultana, R., Hussain, M.:Mitigating primary user emulation attack in cognitive radio network
using localization and variance detection. In: Proceedings of First International Conference on
Smart System, Innovations and Computing, 9 January 2018. Available: SpringerLink, https://
link.springer.com. Accessed 10 May 2018

5. Huang, X., Du, X., Song, B.: An effective DDoS defense scheme for SDN. In: 2017 IEEE
International Conference on Communications, pp. 1–6. Paris (2017)

6. Hyun, D., Kim, J., Hong, D., Jeong, J.: SDN-based network security functions for
effective DDoS attack mitigation. In: 2017 International Conference on Information and
Communication Technology Convergence, pp. 834–839. Jeju (2017)

7. Dao, N.N., Park, P., Park, M., Cho, S.: A feasible method to combat against DDoS attack in
SDN network.In: 2015 International Conference on Information Networking, pp. 309–311.
Cambodia (2015)

8. Lim, S.,Ha, J.,Kim,H.,Kim,Y.,Yang, S.:ASDN-orientedDDoSblocking scheme for botnet-
based attacks. In: 2014 Sixth International Conference Ubiquitous and Future Networks,
pp. 63–68. Shanghai (2014)

9. Braga, R., Mota, E., Passito, A.: Lightweight DDoS flooding attack detection using
NOX/OpenFlow. In: IEEELocalComputerNetworkConference, pp. 408–415.Denver (2010)

10. Kadu, R.D., Karde, P.P., Thakare, V.M.: Performance of CSS cognitive radio networks under
primary user emulation attack. In: 2017 International Conference on Trends in Electronics
and Informatics, pp. 19–24. Thirunelveli (2017)

11. Sharma, H., Kumar, K.: Primary user emulation attack analysis on cognitive radio. Indian J.
Sci. Technol. 9(14), 1–6 (2016)

12. Alahmadi, A., Abdelhakim,M., Ren, J., Li, T.: Defense against primary user emulation attacks
in cognitive radio networks using advanced encryption standard. IEEE Trans. Inf. Forensics
Secur. 9(5), 772–781 (2014)

13. Trung, P.V., Huong, T.T., Tuyen, D.V., Duc, D.M., Thanh, N.H., Marshall, A.: A multi-
criteria-based DDoS-attack prevention solution using software defined networking. In: 2015
International Conference on Advanced Technologies for Communications, pp. 308–313. Ho
Chi Minh City (2015)

14. Abdulqadder, I.H., Zou, D., Aziz, I.T., Yuan, B., Li, W.: SecSDN-cloud: defeating vulnerable
attacks through secure software-defined networks. IEEE Access 6, 8292–8301 (2018)

15. Diaz, A., Sanchez, P.: Simulation of attacks for security in wireless sensor network. Sensors
11, 1–27 (2016)

16. GNU Octave, gnu.org, 2018. Available: https://www.gnu.org/software/octave/. Accessed on
28 Sept 2018

17. Amjad, M., Rehmani, M.H., Mao, S.: Wireless multimedia cognitive radio networks: a
comprehensive survey. IEEE Commun. Surv. Tutor. 20(2), 1056–1103 (Secondquarter 2018)

18. Naik, A., Ahmad, S.W.: Data mining technology for efficient network security management.
Int. J. Comput. Sci. Trends Technol. 3, 7–12 (2015)

19. Diro,A.A.,Chilamkurti,N.:Distributed attack detection schemeusing deep learning approach
for internet of things. Future Gener. Comput. Syst. 82, 761–768 (2018)

20. Bienstock, D., Munoz, G., Pokutta, S.: Principled deep neural network training through linear
programming, vol. 1810, pp. 1–26 (2018)

21. Chen, S., Zeng, K.,Mohapatra, P.: Hearing is believing: detectingmobile primary user emula-
tion attack in white space. In: 2011 Proceedings IEEE INFOCOM, pp. 1–5. Shanghai, China
(2011)

22. Oo, M.M., Kamolphiwong, S., Kamolphiwong, T., Vasupongayya, S.: Advanced support
vector machine (ASVM)-based detection for distributed denial of service (DDoS) attack on
software defined networking. J. Comput. Netw. Commun. 2019, 1–12 (2019)

https://springerlink.bibliotecabuap.elogim.com
https://www.gnu.org/software/octave/


The Design of an Effective Extreme_Controller_Mechanism Scheme … 217

23. Chen, Z., Jiang, F., Cheng, Y., Gu, X., Liu, W., Peng, J.: XGBoost classifier for DDoS attack
detection and analysis in SDN-based cloud,. In: 2018 IEEE International Conference on Big
Data and Smart Computing, pp. 251–256. Shanghai China (2018)

24. Benabbou, J., Elbaamrani, K., Idboufker, N.: Security inOpenFlow-based SDN, opportunities
and challenges. Photon Netw. Commun. 37(1), 1–23 (2018)

25. Hameed, S., Khan, H.A.: SDN based collaborative scheme for mitigation of DDoS attacks.
Future Internet 10, 1–18 (2018)

26. Ghanem, W.R., Mohamed, R.E., Shokair, M., Dessouky, M.I.: Particle swarm optimization
approaches for primary user emulation attack detection and localization in cognitive radio
networks. In: 2018 35th National Radio Science Conference, pp. 1–16. Cairo, Egypt (2018)

27. Pimpalkar, A.S., Patil, A.R.B.: Defense against DDoS attacks using IP address spoofing. Int.
J. Innov. Res. Comput. Commun. Eng. 3, 1919–1926



A Smart Ontology for Project Risk Management
Based on PMI’s Framework

Wiem Zaouga1(B) and Latifa Ben Arfa Rabai1,2

1 SMART Laboratory, Université de Tunis, ISG Tunis, 2000 Bardo, Tunisia
wiemzaouga89@gmail.com, latifa.rabai@gmail.com

2 College of Business, University of Buraimi, P.C. 512, Al Buraimi, Oman

Abstract. Whenever Project Risk (PR) exists, there is complexity. The difficulty
tomake concerned decisions related to Project RiskManagement (PRM) increases
project complexity and even its failure. In order to assist practitioners and profes-
sionals to better study the potential impacts of their decisions and assess the PR as
precisely as possible, this chapter put forward an ontological approach based on
OWL ontology with SWRl rules, that provides the project team clear guidelines to
effectively manage PR, and then make the appropriate decisions based on the right
recommendations. This approach takes advantages of ontology semantic strengths
as it represents a unified PRM knowledge relying on PMI’s frameworks. As well,
through SWRL reasoning rules, the proposed ontology generates recommenda-
tions by which a team member ask for risk-related request more targeted. The
proposed ontological approach was evaluated, in term of content and structure,
achieving promising results based on the F-measure metric.

Keywords: Domain ontology · SWRL rule · Project risk management ·
PMBOK fifth best practice · PMI’s standard for project risk management

1 Introduction

Project management, as a well-defined approach dealing with strategic change, con-
tributes to create a strategic value chain with which company respond to change and
gain a competitive edge [1]. To carry out project, various parameters and often, various
stakeholders must be considered by the managers so as to better study the potential
impacts of their decisions and assess the risks as precisely as possible [2]. Whenever
Project Risk (PR) exists, there is complexity. Thus, PRM is an integral part of project
management since it can assess risks and envision the required mitigations.

In the academic literature, PRM is considered as a necessity to follow standards,
audits, and regulations [3] and provides benefits when it is developed in compliance
with best practice to make decisions openly and without bias [4]. For that aim, we have
selected PMI’s frameworks by combining PRM knowledge area recognized in “Pro-
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ject Management Body of Knowledge PMBOK 5th best practices” and PMI’s practice
standard for PRM, based on the following raisons [3, 4]:

• PMI’s frameworks describe in detail the artifacts and T&T for each process.
• PMI’s standard for PRM is globally applicable and consistently applied.
• Finally, PMI is incorporated in the ISO/PC236 and ISO/TC258 committee, so ISO
and PMI’s PRM standard are closely aligned.

Although PRM frameworks and risk models are enough mature to provide a sys-
tematic approach for managing risks, [5–7] pointed out a lack of a common vocabulary,
which involves incomplete understanding of PRs and inconsistent communication of
risk-related concepts. Hence, ontology, as a formal explicit way for representing the
concepts and relations of a shared conceptualization [8], has been introduced.

In this context, this work explores the field of PRM in conjunction with ontological
approach in attempts to develop an ontological model that provide the project team
clear guidelines to effectively manage risks, and then make decisions based on the right
recommendations. The proposed approach takes advantages of the ontology strengths as
it represents a unified PRM knowledge relying on PMI’s frameworks. Also, it exploits
lessons learned stored in the ontology for decision support purposes. Finally, through
SWRL reasoning rules, this ontology can generate recommendations, by which a team
member ask for risk-related request more targeted.

This chapter is structured as follows. In Sect. 2, the related work is briefly reviewed.
In Sect. 3, a detailed description of the ontology development process, its different steps
with their outputs are presented. We develop the SWRL reasoning rules in Sect. 4.
Finally, in Sect. 5, we conclude with the main findings and the future directions of this
work.

2 Related Work

When considering the application and studies of ontology related to PRM, pertinent
examples have been proposed especially for construction project. With regard to the
knowledge conceptualization,Wang andBoukamp [9] have defined an ontologicalmodel
to structure the knowledge about activities, job steps and hazards, and then to enhance
access to a company’s Job Hazard Analysis (JHA) knowledge using reasoning mecha-
nism that identifies the safety rules for given activities. In [7], risk-vulnerability ontology
has been developed to systematically assess risk-related variables that may lead to cost
overrun. In this model, the experiences of domain experts related to risks were stored
in lessons learned concept. To overcome the lack of formality in construction RM,
risk-oriented ontology was introduced by [10] who seek to integrate risk knowledge
domain with the risk monitor object domain in an effort to unify the generic concepts,
the relations as well as the inferring rules. Further research has been driven for modeling
ontology-based-semantic retrieval system, which correlate the PR domain ontology and
the documents’ content of previous projects, to provide a complete glossary of concepts
with their interrelations and to facilitate the usage of previous projects’ experiences [11].
Nonetheless, there are others research trend shifting toward IT project. In [1], FLEX-
INET project sought to develop a reference ontology that supports risk assessment for
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GNP in an interoperable manner by means of network of products or PSS. Also, in
[12], authors put forward enterprise ontology for the assessment of procurement risks in
supply chains in a way to implement an Early Warning System (EWS) for monitoring
suppliers.

All these efforts have proved the potential benefits of ontology related to PRM, from
which, three main items can be deduced (i) most of these ontologies do not address the
overall PR process whereas their scope is only limited to one process (risk analysis and
assessment are the most cited), (ii) none of them focus to conceptualize PRM knowledge
with respect to standards and best practices, (iii) rather than a conceptual framework,
ontology provides powerful querying and reasoning tools successfully exploited byDeci-
sion System (DS); whil, ontology and DS are handled separately in the PRM and even
the examples of PR Ontology-Based DS are quite limited.

In this paper, we propose an ontological approach intending to combine and extend
the previous studies in several ways. First, the knowledge extracted complies with PMI’s
frameworks. Second, it incorporates “lessons learned” as a concept into the proposed
ontology to better manage risks through experiences’ reusing and sharing. Third, a set
of inferences rules will be developed to guide a team member, at each PR process, by
the most appropriate recommendations for a specific case.

3 Toward a Unified PRM Domain Ontology

Weadopt an ontology-based approach, PRM-ontology, allowsmodeling thePRMknowl-
edge and reasoning over it to provide a set of recommendations. The PRM knowledge is
formalized by means of ontology into OWL axioms and SWRL rules. Formally, Ontol-
ogy “O” is a quadruple O = (C, R, I, A) where C: collection of concepts, R: set of
relationships (attributive/cross tree), I: Instances for concepts and A: formal Axioms
(constrain the concept behaviors). As well, we adopt the Methontology presented by
[13] as the most mature ontology development methodology with enough details of
techniques and activities over the ontology life cycle. The design process proposed by
Methontology involves five main steps (see Fig. 1).

Fig. 1. Ontology design process of methontology
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Step 1: Specification

To develop domain ontology, the scope, knowledge sources, and the intended users are
defined first, using a set of competences questions (CQs). These CQs include, but are
not limited to: what is the domain that will cover?, what’s the scope of the ontology?,
what are the knowledge sources?, and who will use this ontology?

The answers related to these CQs are in order:

• The domain considered is PRM knowledge area of PMBOK 5th Guide.
• The scope of the ontology is to standardize the description of concept related to PRM
knowledge and then facilitates the knowledge reasoning.

• The sources of knowledge are PMBOK 5th best practices and PMI’s standard for
PRM.

• The project team members who are our potentials users as they seek even better ways
to understand and be able to deal with risk.

Step 2: Conceptualization

Based on these informal CQs and their respective answers, we have elicited information
about the main concepts, instances, and their properties, to be formally represented in
the PRM-ontology. In this context, a model with 20 classes, 21 subclasses, 26 object
properties, 21 data type properties, and 132 instances has been obtained. As a result, the
conceptual model of our domain ontology is depicted in Fig. 2.

Fig. 2. An excerpt of Graffoo diagram summarizing the PRM-ontology class hierarchy

Considering the description of concepts, the PMI [14, 15] defines risk as uncertain
event or condition that, if it occurs, has a positive or negative impact on at least one
project objective. For each Project Risk, the PMI specifies the Risk Policy, Risk Cause,
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Risk Rating, Risk Evaluation Criteria, and RiskOccurrence. It defines Risk Type that can
be Operational, Tactical, or Strategic; Risk Strategy that can be Corrective or Preventive
Strategy. Even, RiskDegree that can beRiskAppetite, Risk tolerance, or Risk Threshold.
Also, Project risk has its origins: known, unknown or negative. The PMI defines the
Project Stakeholders which can be Project Manager, Risk Manager, Risk Owner, Risk
Action Owner or Other Team member. For each team member, this ontology defines the
RM Artifacts to consult the RM Process and RM Activity to perform and the needed
T&T to produce/update RM Artifacts as outputs. Finally, this ontology collects a set of
recommendations from a single request with respect to each team member profile.

Rather than the concepts taxonomy, the proposed ontology establishes a set of prop-
erties. Each property has a domain and a range. Table 1 presents some properties of our
domain ontology.

Table 1. Some defined properties for PRM-ontology

Property Type domain Range

Has cause Object project risk Risk cause

Has level Data-type project risk String

As well, we have defined the following object properties: “rdfs: Subclass Of” specify
a parent/child relationship between two classes. The causality relationships between
Project Risk and risk RiskCause are modeled explicitly with the relation “Has Cause.”
The pair-wise inverse relationships “IsComposedOn” and its inverse “Is PartOf” are used
to identify the RM Activity that are parts of a specific RM Process. For the datatype,
properties are associated to data values as string, float and data time.

Step 3: Formalization

The resulting conceptual diagram (Fig. 2) is converted into a formalized model or semi-
computable model. As illustrated below, some terminological (TBox) and assertional
(ABox) axioms are defined where TBox describes the domain structure in terms of
classes and properties and ABox defines the instances described in the TBox. These
axioms are formalized by means of description logics (DLs) [16]:
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//—Axioms used to describe classes—//

RM Artifact ( ID. float) ∩ ( Name. string) ∩ ( Description. string) ∩ (≥ 1 
IsConsultedBy ∩ IsProducedBy. Project team ∩ IsUpdatedBy.Project Team ) ∩ (≥ 1 Is 
the Input Of ∩ Is the OutputOf. RM Process)
Document RM Artifact 
Lesson Learned RM Artifact 
Document ∩ Lesson Learned //- disjoint classes-//
(….)

//—Axioms used to express properties—//

Is Composed Of − Is PartOf
IsCauseOf − HasCause

Consult − IsConsultedBy

NeedTheUseOf Risk Tool NeedTheUseOf

(….)
//—Individual assertions—//

Step 4: Implementation by OWL

Based on the definition of classes and their associated properties given above, the
PRM domain knowledge is implemented in protégé5.5, using Ontology Web Language
(OWL2). In this way, concepts, relationships, and attributes were defined as “classes,”
“object properties,” and “data properties,” respectively. Also, axioms were modeled by
means of OWL restrictions as illustrated in Fig. 3.

Step 5: Evaluation

Ontology evaluation is the task of measuring the ontology quality with respect to given
criteria. Thus, it is important to select the suitable evaluation criteria and approaches,
since some may not fit well to the ontology scope and its domain [17]. In this perspec-
tive, criteria-based approach was selected to verify our ontology in term of consistency,
completeness, expandability, and coverage using Pellet v.2.2 [16] reasoning engine:

• Consistency: our ontology is consistent as it does not contain or allow circular class
hierarchies, inconsistent axioms, and redundant naming schemes.

• Expandability: refers to the ontology’s ability to expand itself. Our proposed ontology
is built to be scalable since it can extend other domains such as construction RM, IT
RM based on the generic conceptual model (Fig. 3).

• Completeness: PRM-ontology is complete since all the relevant concepts mentioned
in PMI framework’s related to PRM Knowledge area are defined and covered with
their instances and their properties (domain → range).
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Fig. 3. Fragment of the ontology in Protégé 5.5 OWL screenshot

• Coverage: to ensure the ontology coverage during the development process; themainly
concepts and attributes used in PMI’s Framework’s were manually extracted and
organized.

While coverage can be assessed objectively based on data-driven approach in which
our proposed ontology is compared with respect to a corpus of information, PMI’s
standards for PRM, using various measures, extensibility, and completeness are difficult
to quantify as the criteria-based evaluation was a subjective approach. According to
[18], we consider counting the number of overlapping terms, vector space similarity,
and structural fit by clustering and mapping terms, and conditional probability. We will
only focus on the first two measures as our corpus is not annotated:

• Number of Overlapping Terms: measure the overlap between the retrieved terms in
the ontology and the corpus to which it is compared.

• Vector Space Similarity (VSS): measures the similarity score using the cosine angle.
WhereOOntology, C, the Corpus, and n represents the numbers of concepts inO and
C; we obtain a VSS measure as:

Similary (O,C) = cos(θ) =
∑n

i=1 Oi ∗ Ci
√∑n

i=1(Oi)2 · √∑n
i=1(Ci)2

(1)
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We have also adopted the information retrieval measures such as:

• Precision: the percentage of (O) concepts that overlap with the (C):

|O ∩ C|
|O| (2)

• Recall: the percentage of the (C) terms that overlap with the (O):

|O ∩ C|
|C| (3)

• F-Measure: the harmonic mean that combines both the values of precision and recall.
It attains its best score at 1 and its worst value at 0.

F-Measure = 2
1

Recall + 1
Precision

(4)

The evaluation results demonstrate that the proposed ontology fits well with the
PMI’s standard as presented in Table 2.

Table 2. Results of data-driven approach for measuring the coverage criterion

|O| |C| |O ∩
C|

VSS Precision Recall F-measure

783 1836 659 0.197 0.841 0.358 0.52

• The overlapping terms (659) present 35.6% of PRM-ontology coverage in PMI’s
standard for PRM.

• The VSS measure puts greater weighting for terms that appear more often. A high
similarity score tells us that the ontology covers words that appear more frequently.
VSS value shows that all terms frequently and infrequently appeared are considered.

• The proposed ontology has a precision score of 0.841, a recall score of 0.358; thus,
we obtain an average result of F-measure score of 0.502 in [0, 1].
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4 SWRL Reasoning Rules

Besides the knowledge explicitly defined in our ontology using RDF/OWL, additional
implicit knowledge which typically are in the form of rules is needed. Thus, the PRM-
ontology will be extended with reasoning rules, constructed based on our interpretations
of both PMBOK5th and PMI’s RM standard. Thenwill be used by the ontology to obtain
the corresponding recommendations which are expressed in the rule-based format. Thus,
Semantic Web Rule Language (SWRL) is used [10]. In order to illustrate how rules are
codified, we take the rule_10 as an example to infer the steps followed when a known
Project Risk “PR” is allocated to a single Risk Owner “x” so as to plan strategies and
actions with the equired artifacts and the needed T&T. The rule_10 is defined as:

In order to execute these rules, Drools engine, a powerful open-source OWL 2 rule
engine, is applied. In this context, 22 SWRL rules are exported as shown in Fig. 4.

Fig. 4. Screenshot of SWRL rules editor and drool engine interaction
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5 Conclusion

ProjectRiskManagement remains a knowledge intensive domain,which requires seman-
tic approach such as domain ontology and reasoning tools such as SWRL Rules. The
singularity of our work is, firstly, the implemented approach relies on knowledge which
complies with best practice and standard. Then, it incorporates “lessons learned” as a
concept into the PRM-ontology to exploit PR past experiences; and finally, this work
provide a team member, at each PR process, the appropriate decision according to its
request. Based on these findings, an extension of this work is needed to implement
an ontology-Based Decision Support System as a reliable support tool to enhance the
efficiency of PR processes in a great extent.
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Abstract. Ensuring the integrity and security of an Internet of Things (IoT) sys-
tem, and maintaining and updating the firmware driving its devices, becomes
critical as the number of nodes, sensors, actuators and control loops increases.
The security of IoT can be addressed by deploying blockchain technology. The
feasibility of building a blockchain-based IoT on a low-cost microcontroller is
demonstrated. This is achieved by implementing an Ethereum node on Raspberry
Pi 3 controlling an LED. The LED data of turning ON and OFF by the user are
collected and stored on a smart contract. The interaction with the smart contract
is performed by a DApp called, Status, developed based on Light Ethereum Sub-
protocol (LES). The feasibility of the concept was successfully demonstrated,
showing the potential of blockchain technology in developing more secure IoT
systems.

Keywords: IoT · Blockchain · Light Ethereum · DApps · Status · Go · Geth

1 Introduction

Distributed control and sensing, deployed in large-scale automation such as smart cities
and environmental monitoring and control, is reaching to a new stage of development
and complexity with the pervasive and large-scale connectivity offered by the Internet.

The emerging concept of Internet of Things (IoT) refers to an ensemble of smart
objects that communicate and share data through the Internet [1]. Each object represents
a node with sensing, actuation, computation and communication elements as well as
security and privacy. The unique characteristics of IoT are that the Internet provides a
seamless and efficient communication between various devices and clients on the system.
Otherwise, similar concepts using a private network have been around under different
titles in different engineering disciplines such as distributed control or wireless sensor
and actuator networks [2].

The major tasks associated with the Internet of Things (IoT) such as ensuring the
integrity and security of thewhole system,maintaining and updating thefirmware driving
the devices, increasing with the number of nodes, sensors, actuators and control loops

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer
Nature Singapore Pte Ltd. 2021
X.-S. Yang et al. (eds.), Proceedings of Fifth International Congress on Information
and Communication Technology, Advances in Intelligent Systems
and Computing 1183, https://doi.org/10.1007/978-981-15-5856-6_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5856-6_22&domain=pdf
https://doi.org/10.1007/978-981-15-5856-6_22


230 F. Naghdy et al.

and managing billing services between devices can become potentially a barrier to the
expansion of IoT device ecosystem and its sustainability.

The IoT is currently amajor area of research and developmentwhile various concepts
and technologies are rapidly deployed in developing major IT infrastructures [3, 4]. It
is expected that the combined markets of the IoT will reach to $520B, more than double
of $235B spent in 2017 [5]. It is expected that the number of devices interconnected
within Internet will reach over 50 billion by 2020 [6]. In the survey conducted in [6], the
customers identify three most significant issues in the IoT as security, integration with
the existing technology and uncertain return on investment. Other studies also show that
concerns about security are major hindrances in the expansion and further development
of IoT [7].

The security of IoT can be addressed by deploying blockchain technology acting as
an immutable ledger where each new block is connected to the previous block creating a
chain-like, decentralized and distributed structure in a peer-to-peer network [8]. In such
a system, no single node controls the network. In blockchain, the distributed database
ledger of block records and grows when a new block is built by miners resisting to
modification of data intrinsically among all the built nodes participating in a distributed
blockchain network. A transaction referred to an agreement or operation between parties
of two/peer-to-peer through a consensus protocol changes the network states. The ledger
holds the batches of transactions that cannot be altered retrospectively, without the cen-
tralized trusted third party safeguarding the history immutability, privacy, fault-tolerant
distribution and transaction automation.

In blockchain, the data are tracked in secured cryptocurrencies, hashing and dis-
tributed consensuses. Amongst different platforms, Ethereum has proved to have a less
transaction time of 12–16 s, rather than 10 min of bitcoin [9]. Ethereum is a distributed,
public, open-source platform featuring smart contracts functionality under blockchain-
based computation. It sets the shared computing system with rules by writing smart
contracts to define the IoT behavior through private or public key infrastructure authen-
tication used in decentralized applications (DApps). Overall, Ethereum is a much more
feasible platform to build decentralized applications in IoT and to run blockchain smart
contracts.

The main objective of the study reported in this paper is to explore how effectively
a blockchain-based IoT can be developed on a low-cost microcontroller. This is demon-
strated by implementing an Ethereum node on Raspberry Pi 3 controlling an LED. The
LED data of turning ON and OFF by the user are collected and stored on a smart con-
tract. The interaction of the user with the smart contract is performed by a DApp called,
Status, developed by Status.im [10], based on Light Ethereum Subprotocol (LES). Using
Status, a mobile device becomes a light node on the Ethereum network, providing access
to Ethereum’s entire ecosystem from anywhere. This offers a powerful tool to introduce
blockchain technology into new areas such as sensor/actuator networks.

During the course of the chapter, the IoT and blockchain technologies are introduced
and a background on the application of blockchain in IoT is provided in Sect. 2. The
overall design of the system and its major characteristics are described in Sect. 3. This
is followed by describing the steps taken to build the demonstrator in Sect. 4. Some
conclusions on the work are finally drawn in the Sect. 5 of the chapter.
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2 Deployment of Blockchain in IoT

The security of IoT is critical because the devices operating within it generate, process
and interchange a large amount of sensitive and critical data. Various security features
in nodes, network and data processing required data encryption, identity authentica-
tion, secure multiparty computation and cloud computing. The crucial technologies cur-
rently deployed operate by adopting hop or end-to-end encryptionmechanism, TLS/SSL
or IPSec communication security mechanism, protecting sensor data and symmetric
and asymmetric cryptographic algorithms [11]. The general architecture of IoT and the
security requirements at each level are illustrated in Figs. 1 [12].

Fig. 1 Architecture of IoT and its security requirements [12]

Blockchain has potential to effectively address the security issues in IoT by providing
decentralized security and privacy. However, there are major challenges associated with
deployingblockchain in IoTas it introduces high level of energy, delay andcomputational
overheads—well above what the IoT devices can accommodate or manage. The IoT
devices are generally low-powered and resource-constrained, consequently requiring a
more specific approach to the blockchain design.Overall, the blockchain-based IoT faces
three main challenges of scalability, power and processing time and amount of memory
required to store data. The scalability challenge of the blockchain-based IoT is due to
a need to store an ever-growing blockchain on resource-constrained devices [13]. This
limitation is further intensified by the fact that some low-powered IoT devices require
less than 10 KB of data memory and less than 100 KB of program memory, whereas the
memory requirements of a blockchain node are in the order of multiple gigabytes.

In a system proposed by Cha et al. [14] a privacy-aware blockchain gateway acts as
a mediator between users and the IoT nodes. The user has access to the data produced
by the IoT devices through the gateway rather than directly from nodes. This ensures
the security of sensitive data. On average, the proposed gateway requires 13 s for a data
query to process a smart contract at the server side. Further research into shortening this
time is needed to for more efficient means of protecting data on the device end.

In the work conducted by Biswas et al. [14], the scalability of ledger and the rate of
transaction execution in blockchain when applied in IoT are studied. A large number of
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IoT devices generally produce a very high rate of transactions, well beyond the capability
of current blockchain solutions to manage. In order to address this challenge, a local
peer network is proposed to bridge the gap between IoT and blockchain. The local
peer network restricts the number of transactions which enters the global blockchain by
implementing a scalable local ledger, without compromising on the peer validation of
transactions at local and global level.

In a major study conducted by Lo et al. [15], various methods proposed in the
literature to integrate blockchain and IoT are reviewed and systematically analyzed. The
study, based on 35 published papers, shows that the majority of the research works are
either at the conceptual level or at an early stage of development. Among the reviewed
papers, 19 deploy blockchain in IoT for data storage, 10 as an access control mechanism,
six as a means of platform connector and one as an incentive distributor. Ethereum
has been used as a platform in 16 of the studies against four using bitcoin network,
four multichain, three Hyperledger and one Monax. The proposed methods address the
challenges associated with implementing blockchain in the IoT. The paper also provides
some insights on how the developed solutions and proposed research methodologies can
be improved.

3 Overall Design

The system developed in this study is a Light Ethereum Subprotocol (LES) node imple-
mented on a Raspberry Pi 3—a low-cost but versatile microcontroller with multiple digi-
tal and analog ports and standard utilities. A simple IoT is created by interfacing an LED
to Raspberry Pi, running smart contracts executed within the Ethereum-based decen-
tralized application Status App. The LED status is read by Raspberry Pi and updated in
smart contract. The change in the status of LED as requested by the user is applied by the
Raspberry Pi. When a user requests to turn the LED light ON or OFF, the smart contract
takes the data and the Raspberry Pi drives the LED to turn it ON or OFF accordingly.
The workflow of the designed simple IoT is illustrated in Fig. 2.

Status is a mobile operating system built for Ethereum developed by Status.im with
the aim of providing Ethereum capabilities within a smartphone. Status was introduced
in 2016 at Devcon in Shanghai and has gone through major developments since then.

Status runs a full implementation ofGethEthereum.WithinStatus, theDApps such as
Gnosis,Aragon, Etherisc,Uport, Ethlance,CryptoKitties, Bancor, Peepeth and others are
availablewithin the app and run on themobile phone. The chat feature of Status is built on
top of Whisper, an open-source IOS and Android mobile app. Whisper is an anonymous
social media, allowing users to post and share photo and video messages anonymously.
The overall architecture of a typical Status network with Ethereum IoT node driven from
a mobile platform is illustrated in Fig. 3.

In order to verify and demonstrate the feasibility of communicating from Status
mobile platform running Light Ethereum Subprotocol (LES) to an IoT device using
blockchain technology, an IoT system based on Raspberry Pi 3 with a microSD card
of 32 GB was deployed. The Raspberry Pi microcontroller was interfaced to an LED.
The protocol for communication was to turn the LED ON and OFF from the mobile
device using status by sending a text message using Status and blockchain. The simple
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Fig. 2 Workflow of simple IoT

Fig. 3 Overall architecture of status network with Etherium IoT node [16]

IoT device was chosen to ensure that the work in the first stage of its development was
focused on the blockchain-based secure communication.
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4 Platform Development

The major steps taken to build the demonstrator are briefly outlined in this section.

4.1 Building an Ethereum Node

Raspbian desktop that is a Unix-like operating system for Raspberry Pi was installed
on Raspberry Pi to create a simple and powerful computational environment. The next
step was to configure the Raspberry Pi as an Ethereum node. This was achieved by
implementing and running Geth that is the command-line interface for running a full
Ethereum node implemented in Go [17].

4.2 Installing Geth

Using Geth, it is possible to conduct blockchain-associated activities such as mining
real ether, performing transactions between different nodes, creating contracts and send
transactions and exploring block history. After start-up, Geth either connects to the
exiting live blockchain or create its own according to its setup. In this application, Geth
was configured as a Light Ethereum client to make it compatible with Status. Private
user accounts were created on Geth.

Geth installation and running was performed by the following commands

$ sudo apt -get update 
$ sudo apt-get upgrade -y 
pi@rasbberrypi~$sudo apt-get dist-upgrade 

Geth was tested by creating an account:

$ geth account new 

The new account was locked with an encrypted password. The node was started in
light synchronization mode by entering:

$ geth –syncmode light –cache 64 –maxpeers 12  

4.3 Installing Go

Go is an open-source programming language designed for simple, reliable and efficient
software. Compared to other programming languages, it is quite expressive, concise,
clean and efficient. It provides concurrency mechanisms that can be deployed to effec-
tively write code for multicore and networked machines. It is also ideal to construct flex-
ible and modular programs due to its novel type system. Go compiles fast, is statically
typed and though a compiled language, feels like an interpreted language [18].
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Go for Ethereum node implementation was installed and copied to bin by entering:

$ mkdir sam 
$ cd sam 
$ git clone -b release/1.7 https://github.com/ethereum/go-ethereum.git 
$ cd go-ethereum 
$ make 
$ sudo cp build/bin/geth/usr/local/bin/ 

4.4 Connecting to JavaScript Console

The node running on the Raspberry Pi was connected to JavaScript console by entering

pi@raspberrypi~$ geth --autodag console  
>eth.accounts  
>eth.syncing  

This creates the command-line interface to check the eth accounts and eth syncing.
At this point, the Ethereum is installed as a light client node on Raspberry Pi and can
synchronize with the live chain (mainnet).

4.5 JavaScript Run-Time Environment

JavaScript was used in the Raspberry Pi tomonitor and alter the status of LED and access
the smart contract functions. The LED status was logged into the smart contract every
15 s.

In order to provide a run-time environment to run JavaScript programs, Node.js was
downloaded and installed on theRaspberry Pi. Since themicrocontrollerwas aRaspberry
Pi 3, ARMV71 was deployed as the Node.js.

4.6 Smart Contract

The main function of smart contract is to log the desired status of the LED. At each
sampling interval, the Raspberry Pi compares the current status of LED with the desired
status. If there is a difference, the change is applied to LED and the status of LED is
changed in the ledger.

The smart contracts running within Ethereum were developed and compiled using
Solidity compiler [19]. An online Solidity compiler called Remix was used to compile
the smart contract switching the LED ON and OFF [20].
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5 Conclusions

In this chapter, a simple IoT based on blockchain technologywas developed successfully
by deploying Raspberry Pi 3 Model B, Status Dapp, an LED and Ethereum private
blockchain. The primary aimwas to change the status of theLEDaccording the command
issued from a user under privacy protected and secure blockchain. The LED data were
stored by the smart contract, showing the reaction of user manipulation in the Status
DApp under high protection of Ethereum. This simple demonstrator shows the potential
of blockchain to develop more secure IoT system.

The focus of the chapter has been on the proof-of-concept and demonstrating that
the current available technologies can be effectively integrated to produce IoTs with
much higher security. The actual measurement of the overheads associated with using
blockchain and its impact on the real-time operation of an IoT system with a higher
number of nodes and more complexity is the focus of the future work.
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Abstract. The European General Data Protection Regulation (GDPR)
implies a lot of new regulations. The implementation of these new regula-
tions is a major challenge for many small- and medium-sized enterprises
(SMEs). Therefore, we investigated which factors influence the imple-
mentation of the GDPR in already existing business models for SMEs.
Our model is focusing on already existing business models for SMEs. It
is based on empirical data from German experts. It has been developed
by using clustering and qualitative content analysis. Important influenc-
ing factors that are now open for quantitative verification are know-how,
expenditure of time, uncertainty, costs, provision of information and pro-
cess adaption.

Keywords: Data protection · GDPR · Impacts · Qualitative study ·
SMEs

1 Introduction

The European General Data Protection Regulation (GDPR) was adopted by
a large majority on 14 April 2016. The GDPR replaces the Data Protection
Directive from 1995 [1]. The GDPR became binding on 25 May 2018 after a
transitional period of two years [2]. By 25 May 2018, all companies must adapt
their business processes to the new legal situation. The aim of the new reg-
ulation is the modernisation of the European data protection law. A balance
between economic and consumer interests in times of progressive digitalisation
is to be created. Citizens should be given greater transparency and more control
over their data [3]. In addition, the GDPR creates a future-oriented legal frame-
work for data processing companies, as well as innovative business models [4].
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In general, this regulation has six principles that are addressed. Those are data
minimisation, purpose limitation, accuracy, storage limitation, confidentiality,
fairness and lawfulness and lastly integrity [5].The new regulation prescribes a
new framework of how the personal data of citizens of the European Union has
to be used [6]. The GDPR creates a uniform level of data protection through-
out Europe and increases customer rights by expanding the scope of rights for
data subjects, including data portability an access [7]. This removes competitive
barriers and market access barriers because of initially different data protec-
tion regulations [8]. However, the implementation of the new regulations of the
GDPR can be very challenging, especially for SMEs. Before the 25 May 2018,
many SMEs have been concerned that they will miss the deadline and that they
are not able to prove the compliance of the GDPR processes. There are new regu-
lated fines for breaches. The fines could be up to EUR 20 Million [9]. The research
target of this paper is to identify impacts of the implementation of new GDPR.
Moreover, constructs are determined, which influence the dependent variable
in a positive or negative way. Therefore, we formulated the following research
question: Which impact has the implementation of the GDPR in already exist-
ing business models for SMEs? To answer this research question, a qualitative
study was implemented in which German experts in the field of data protection
and data security in SMEs were interviewed. This research method will allow a
better understanding of the challenges posed by the new general data protec-
tion regulation for SMEs. Thereby, the paper is structured as follows. First, the
research design is presented and the data collection as well as the methodology
is described. After this, an overview about our main results of the evaluation
is given. In the following, a model of the impacts of the implementation of the
GDPR in already existing business models for SMEs is developed. Finally, a
conclusion with limitations and an outlook for further research are given.

2 Research Design

In this section, we give an overview about our research design. First, we define
the overall group of experts and give some facts about the selected interview
partners. In the following, we describe the used questionnaire. Then we would
like to present the methodology used for our analysis.

In order to conduct our qualitative research, we looked for experts in the field
of data protection or data security. One specific selection criterion is that the
experts have to be responsible in the field of data protection in their respective
company. CEOs, managing directors or IT managers therefore come into con-
sideration. We addressed our survey also to data protection officers. In addition,
the experts should have a long-time experience in the field of data protection or
data security, which they gained through scientific work or working experience.
Furthermore, we searched only for experts, who work in SMEs. We considered
SMEs with up to 500 employees or an annual turnover of 50 million Euro. As a
result, we conducted 13 interviews with experts in the field of data protection
or data security. After completion of the survey phase, it became clear that the
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Table 1. Interviewed experts

Expert No. Job position/responsibility Size of enterprise

1 CEO 5

2 Commercial management 230

3 Data protection officer 14

4 CEO 1

5 CEO 3

6 CEO 19

7 Data protection officer 500

8 CEO 8

9 Company officer with statutory authority 15

10 CEO 45

11 CEO 33

12 Executive secretary (data protection officer) 21

13 CEO 27

majority of the experts came from smaller companies with up to 50 employees.
The experts thereby represent enterprises in different industries like producing
enterprises and commercial enterprises. Table 1 gives an overview about our 13
interviewed experts with their job position and the size of enterprise.

2.1 Questionnaire

The questionnaire consists of eight open-structured questions and was carried
out exactly once for each expert. The questionnaire was distributed a few days
before the interview, so the experts had the opportunity to prepare and examine
topics in their own company. The experts were then interviewed either in person
or by telephone. The expected duration of twenty-five minutes was communi-
cated in advance. That gave the experts ample time to respond. The survey was
conducted in Germany, considering that the survey was conducted in German.
The answers are transcribed and thereafter evaluated.

2.2 Methodology

The methodological procedure of this research consists of a qualitative survey.
The subsequent evaluation of the answers was conducted using a hybrid method.
The analysis method consists of two different methods: a cluster analysis accord-
ing to Everitt et al. and a summary and structured content analysis according
to Mayring [11]. The method is depicted in Fig. 1.

Forming clusters is the first part of the analysis. A cluster is either defined
by the homogeneity of its items, or by the external isolation from other items.
The purpose of clustering in this research is to divide the main sample into
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different smaller samples. Each sample is analysed individually. The content
of the questionnaire is based on different types of impacts as expected by the
authors. These expected impacts are formulated in the individual questions.
Therefore, the clusters in this research are built by separating the questions.
The answers to the individual questions resemble each other. Each question is
different regarding their kind of impact on the topic of GDPR [10]. This kind
of clustering differs from the clustering technique used in studies with greater
sample sizes. Clusters in this kind of studies are formed within the experts. Such
a division would be disadvantageous, as it is a homogenous group of experts.

Fig. 1. Research model

Creating summaries and codes is the second part of the analysis. Both of those
techniques are part of the qualitative content analysis according to Mayring.
Their aim is to gather different statements from a defined amount of data and
to interpret them [11]. This summary is not available for all of the answers.
Therefore, it is an optional step to improve the comparability of the answers.
The corresponding texts are at first with the exception of technical vocabulary
paraphrased. Subsequently, the texts are reduced. Filler words or explanations
as well as digressions are deleted. This forms the basis for the second technique
of qualitative content analysis, the structured content analysis. It deals with the
development of codes that allow a cross section through the entire material [12].
The coding procedure is linear in the first phase. Each answer of an expert in
a cluster is provided with one to four codes. This means that the first answer
will only contain new codes. From the second answer onwards, the codes of all
previous answers are taken into account. This is resulting in a match with regard
to the topic and its form. The answer receives the same code. In the second phase,
after a cluster has been fully coded, the codes of a cluster are checked. Possible
overlaps are eliminated or codes formulated in more detail. This procedure also
allows codes to be present in several clusters. Codes can be found in cluster
overlaps due to a weakness of the cluster technique. According to Everitt, instead
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of discovering structures, an investigator can impose a structure onto the data
[10]. Therefore, in combining the techniques of clusters and structured content
analysis, we created a more objective view on our data.

These codes form the basis to develop the hypothesis model. A code named by
several experts has to be regarded as relevant. The constructs of the hypothesis
model are formed from these relevant codes. This is achieved by forming thematic
groups that clearly distinguish themselves from each other. The constructs and
the dependent variable form the hypothesis model, which is explained in the
following part of this paper.

3 Evaluation

In the following section, we summarise the most important key messages from
our surveys.

Question 1: Which guidelines of the GDPR have already been implemented?
Which guidelines of the GDPR have not been implemented so far? Is there a
lack of know-how? According to the status of implementation, three experts
said that they have already implemented the GDPR guidelines. Nine experts
said that they have partially implemented the GDPR, and one expert said that
he has nothing implemented of the GDPR so far. Five experts, of those that
have not fully implemented the GDPR, told us that the know-how is missing
to implement the GDPR guidelines completely. Also five experts said that they
have not completely implemented the GDPR about of other reasons.

Question 2: Which are the three biggest challenges in the implementation of
the GDPR? With eight mentions, “time” was the most frequent answer. Four
experts called the costs, associated with the implementation of the GDPR, as a
challenge. Three experts questioned the relevance of the GDPR topic and three
further called the provision of information a challenge. Two experts found the
technical expertise as well as the legal knowledge as a challenge and inter alia
one expert called the complexity as a major challenge.

Question 3: Do customers claim their rights from the GDPR? If yes, which
rights? Relating to this question, two of our experts said that they had customer
requests about the GDPR, namely customer information requests. One of these
two experts in addition had a customer request for customer data cancellation.

Question 4: Does the implementation of the GDPR improve the quality of the
customer relationship? Does the GDPR lead to the demolition of customer con-
tacts? On this question, with eight experts the majority of them stated that
the GDPR has no impact on customer relations. However, two experts had the
opinion that there is a tendency to customer relationship improvement and two
said the GDPR leads to a tendency to deterioration. In addition, an expert was
sure that it leads to a deterioration of the customer relationship.

Question 5: Do you have costs of implementation, costs of opportunity or a
loss in revenue by implementing the GDPR? Almost all experts answered that
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they have mostly implementation costs and opportunity costs because of the
GDPR. Three experts said they have running costs for external data protection
officers and two experts answered that they have a loss in revenue because of
this new regulation. In contrast to those statements, only one expert said that
he had no costs because of the GDPR. But the reason for that is that he has
not implemented the GDPR so far.

Question 6: How does the GDPR impact the quality of customer data? Three
experts said that the quality would decrease due to the implementation of the
GDPR, because a lot of data has to be deleted from the CRM that will miss in
future conversations and in the customer relationship. In contrast, four experts
stated that their data quality would increase because of the necessary database
cleaning, which will leave them with correct data only of customers interested in
the company. Six experts do not see any change in the quality of customer data
at all.

Question 7: What uncertainties does the GDPR implicate? All experts said
that they have legal uncertainty through these new regulations. Nobody knows
exactly what they have to do and what they are allowed to do. That is for the
inconsistent information, which has missing meanings, the lack of interpretation
by courts and also the topicality of the information. In addition, seven experts
told us that they have uncertainties because of the warnings. Three experts said
that they have uncertainties in communication, especially with their customers
and suppliers.

Question 8: How does the GDPR impact the digitization of your company? Five
experts expect a slower digitization, mostly because of the changing and elabo-
rating processes. Only one expert said that the GDPR will accelerate the digi-
talization. Five experts told us that the GDPR has no impact on digitalization.

4 Hypotheses Model

After evaluating our empirical data with our hybrid method, we elaborated six
different constructs. These influence the dependent variable. The whole model
was developed based on the collected and evaluated data. The hypotheses model
including all single items are depicted in Fig. 2. In the following, we describe the
different constructs which influence our dependent variable.

The first construct is know-how and consists of the lack of technical know-
how and the lack of legal know-how in the companies. Expert 9 said that the
technical aspect on the IT implementation is a major challenge. Expert 8 men-
tioned that the GDPR is too complicated and added that the guidelines are
not transparent enough. There is also an expenditure of time that results
from the procurement of information regarding the GDPR and the time for the
implementation to fulfil the GDPR guidelines. As an example expert 1 reported:
“The biggest challenge is to find enough time to implement these guidelines”.
Another very important construct is the uncertainty. In SMEs, these consist of
legal uncertainties, missing explanation to the information, the fear of financial
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Fig. 2. Hypotheses model including items, constructs and the dependent variable

penalties and the uncertainties in communication with partners or customers.
Uncertainty exists in the communication because it is not clear which data is
allowed to be used. Expert 9 mentioned uncertainties about the possible high
fines for violations of the guidelines. This is consistent with the findings of Kaim
et al. in which uncertainties about economic policies have steadily increased in
recent years [12].

There are additional costs, which enterprises have to face. For example, costs
of implementation to fulfil the guidelines of the GDPR, the loss in revenue and
other opportunity costs. Moreover, some companies have to face the running
costs for an external data protection officer. Expert 9 said, while the imple-
mentation takes a lot of time, he could not do other work, which might be a
value-adding activity. Another issue is the provision of information because
there are some missing guidelines. Additionally, there is only little support from
the responsible authorities. Expert 13 mentioned that there is simply too little
information material and help.

The last construct is the process adaption. This variable stands for all the
elaborated processes and the changed processes. On top of that, the digitisation
is slowed down. Expert 10 mentioned that the GDPR creates some elaborate
processes, which are needed to select and delete data. Expert 2 said that other
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work processes are superseded, and expert 3 added that the digitalisation is
slowed down. He also stated that legal compliance of processes always has to be
taken into account.

All the constructs have a negative impact on the dependent variable “impacts
on the implementation of the GDPR in already existing business models for
SMEs”. Therefore, six new hypotheses can be established:

1. The missing know-how has a negative impact on the implementation of the
GDPR in already existing business models for SMEs.

2. The high expenditure of time has a negative impact on the implementation
of the GDPR in already existing business models for SMEs.

3. The big uncertainties have a negative impact on the implementation of the
GDPR in already existing business models for SMEs.

4. The high costs have a negative impact on the implementation of the GDPR
in already existing business models for SMEs.

5. The insufficient provision of information has a negative impact on the imple-
mentation of the GDPR in already existing business models for SMEs.

6. The difficult process adaptation has a negative impact on the implementation
of the GDPR in already existing business models for SMEs.

5 Conclusion

We developed a research model to investigate the impacts of implementing the
GDPR in already existing business models of SMEs. We identified know-how,
expenditure of time, uncertainty, costs, provision of information and process
adaption as influencing aspects. For all constructs, we assume a negative impact.
These findings will help practitioners directing their capacities when implement-
ing these and similar regulations. Also the makers of regulations get an impres-
sion, where they can support companies with problems. Our research contributes
to evaluate the impacts of the GDPR guidelines. With a sample size of 13 experts,
we received different opinions and experiences. A quantitative model validation
is needed to prove or disprove the hypotheses we set up. However, there are still
questions open for further research. What other challenges do SMEs have to face
regarding the new regulations? How expensive will it be for the companies? How
much effort do SMEs have to implement the guidelines and how aware are they
with the whole topic?

The study has several limitations. The analysis of the interviews showed
mainly negative influences of the GDPR. Although some interviewees also men-
tioned positive aspects, our qualitative research model is focused only on German
experts and therefore be biased, as the GDPR includes parts of the old German
Federal Data Protection Act.
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Abstract. The concept of teaching through the flipped classroom technique is
always considered as one of the most important in higher education in the Indian
context. It enables undergraduates to gain fundamental learning even before they
attend the class and also facilitate educators to manage discussions among the
undergraduates during the classroom interaction hours. Likewise, the undergrad-
uates share their insights gained during such discussions in the classroom. It is
seen that the majority of the Engineering courses are lacking in implementing the
blended learning approach into their curriculum. The case study presented in this
research paper is an attempt to prepare undergraduates before they attend their
class to provide further speculation in the subject matter. The educator dissem-
inated the learning course material for the chosen programming subject for five
topics even before the beginning of the regular classes in a semester and inter-
acted with the undergraduates during the hours meant for classroom interaction in
the semester. From the observations, it is found that undergraduates have actively
participated in the flipped classroom approach and also lead to improved learning
outcomes of the undergraduate over the span of time during the semester.

Keywords: Flipped classroom · Engineering courses · Innovative
teaching–learning methods

1 Introduction

The present education system is the outcome of the continuous evolutions that happened
in India for the past ten years with educators from all states actively working to identify
and implement various innovative techniques for 21st centennial undergraduate students.
However, educators of engineering educational institutes are still delivering their instruc-
tions through obsolete approaches such as chalk and talk, etc. even for problem-solving
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technical concepts and trying to induce critical thinking among undergraduates [1]. As
per Bloom’s taxonomy, it is widely known that the key factor in Engineering Education
is critical thinking, analysis, evaluate, and create. Many experienced educators are still
allotting home assignmentswith a student-centred approach applied in later stages. How-
ever,with the exceptionally student-centric subjectmatter, less self-motivated undergrad-
uates are facing numerous challenges. Many educators have acknowledged that during
classroom instruction delivery engineering undergraduates are satisfied with the blended
approach of learning [2]. One of the effective methodologies to enable the undergraduate
student to attend the class lecture with an object-oriented approach and comprehend the
concept without any intervention of the educator is to share the course material before-
hand. Generally, the educator attempts to explain the concept, clarify the doubts, if any
during the classroom interactions and make an attempt to identify the level of under-
standing of the undergraduates by asking few questions orally [3]. However, in a flipped
classroom approach, the undergraduate will interact with the educator through the online
content available with them and effectively raising the questions on their comprehension.
By addressing these questions, peer undergraduates comprehend the general concepts of
the subject, and henceforth the learning in the classroom can be seen as student-centric.
Yusong Li and Tareq Daher [4] have presented a case study for the flipped classroom
for some topics in civil engineering. During their study, it was found that the majority
of the undergraduates are satisfied with the flipped classroom approach.

The motivation for the educator is (a) plan for interactive lectures (b) distribute the
course content in advance through an online medium (c) encourage undergraduates to
become self-learners and assist them in practicing the subject [5].

One of the noted advantages of the flipped classroom approach is that the educa-
tors need not clarify his 60-min long interaction either through chalk and talk method or
utilizing a power-point/video lecture [5]. Undergraduates attend the lecture in their class-
rooms with various questions and educators are responsible for making them understand
the concept based on the questions asked by the undergraduate [6]. Another advantage is
that even undergraduates can also interact during the non-teaching hours for clarifying
their doubts [7].

2 Methodology

For implementing the flipped classroom approach, various class notes, power-point pre-
sentation, and videos for four important topics in programming in C language course
was prepared:

1. History of Programming Languages
2. Strategy for Designing Algorithms
3. Evolution of Data Types
4. Relational and Logical Operators.

The short videos of a maximum of 4–5 min and power-point presentation with a
maximum number of 20 slides for each selected topic have been prepared. This course
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content was distributed among undergraduates one week before the actual commence-
ment of the classes. Simultaneously, a set of assessment tools is adopted in the present
studies which are given below:

2.1 Assessment Tools

For assessing the student, the following principles are implemented:

1. Messy Point Markup: Explaining the most confusing part sub-topic the course
content provided to the students to enable them in engaging on an understanding of
the content and its learning outcome.

2. SummaryGeneration: Studentswill be asked to summarize the topics in the content
provided in order to assess their understanding of the topic.

3. Concept Mapping: This will enable the educator how well the students learned the
fundamental concepts and understood the programming concepts provided in the
course content.

4. Formative Assessment: For each topic covered in the course content shared with
the students, a formative assessment is conducted, and results were analyzed.

Every set of 35 students among three batches participated in the flipped classroom
teaching activity. Initially, the educator distributed expected learning outcomes of the
subject and conducted the pre-test for each batch separately for identifying whether all
undergraduates meet the pre-requisites for the course or not [5]. The following are the
student learning outcomes list for programming in C course.

On the completion of the course, the students should be able to:

SLO1: Analyze the problem statement.
SLO2: Choose the appropriate C programming constructs to solve the problems.
SLO3: Demonstrate the advantages and disadvantages of specific techniques to be used.
SLO4: Differentiate between the efficient and inefficient way of programming.
SLO5: Determine and demonstrate bugs in a program and recognize the needed basic
operations.
SLO6: Formulate new solutions for programming problems or improve existing code to
program effectively.

The student learning outcomes have been assessed and evaluated, and the results are
shown in Table 1.

From Table 1, it is observed that the success rate of the students is high and pass
percentage in the subject is around 92%, and many students got more than 75% in the
assessment conducted. Also, it is found that 65% of the students secured more than 60%
marks.

A student survey has been conducted to get their perceptions on the experience of the
flipped classroom for the topics described above. The questionnaire mainly consisted
of understanding the concepts, classroom management of the educator, student engage-
ment, and problem-solving skills gained. For conducting this survey, a rubric has been
prepared and circulated among the students. After conducting the survey, the students
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Table 1. Result analysis using innovative methods for SLOs

Student learning outcome No. of students with % marks

<40 40–50 60–70 70–80 80–90 >90

SLO 1 3 17 22 10 8 3

SLO 2 2 15 24 14 6 2

SLO 3 2 13 25 12 7 4

SLO 4 1 12 29 12 7 2

SLO 5 6 11 21 14 8 3

SLO 6 1 12 25 12 9 4

have been asked to compare the advantages of the traditional teaching approach, i.e.,
chalk and talk and flipped classroom teaching approach. It is found that around 76% of
the students are in the opinion to continue for the flipped classroom approach as com-
pared to the traditional teaching methods. Also, this approach helped in identifying the
slow learners (<60% in the pre-test) and fast learners before the commencement of the
course delivery, and appropriate content followed by its assessment is carried out for the
slow learners (Fig. 1).
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Fig. 1. Comparison of grades between innovative methods (IM) and traditional methods (TM)

Pre-test survey conducted for the undergraduates indicated that students are not
having the awareness related to the flipped classroom module. But still, they believed
that it will be one of the improvements that can be done to the teaching–learning process.
It is observed from the feedback of the students during the classroom that more than 95%
of the students watched the videos and followed the power-point presentations without
any interruption due to the availability of the internet facilities. More than 70% of the
students understood the concepts without any help and hence they were able to discuss
it in the classroom.

Similarly, attainments for other SLOs were compared using the same basis as that of
SLO1. As inferred from Fig. 2, each SLO has shown improvement in their attainment
using innovative methodologies as compared to traditional teaching methodologies.
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Comparisonsweremadebased on the formative test scores conducted both for flipped
module and traditional teaching technique (previous batch) proved that the students
enrolled with the flipped module have a better score (class average percentage). The
positive finding is attributed that the students have additional opportunities to re-visit
the concepts during the classroom interaction with the educator.

3 Concluding Remarks

The present case study suggested that the flipped module is beneficial to the students for
the selected specifically practical subjects and the topics. Even though the educator is not
proficient in implementing the flipped module teaching, the student survey suggested
that more than 70% of the students agreed for the classroom management, better under-
standing and better student engagement including enhancements in problem-solving
skills along with critical thinking. Most of the students are interactive in the messy
point markup and summary generation for the topic. The educator needs to engage more
classes for enabling them to understand the concepts and problem-solving techniques
for the selected topics. Overall the students were of the opinion that they could devote
more time for learning for the topics given when compared to classroom engagement.
The educator purposefully implemented the flipped classroommodule for programming
in C course for the undergraduates to continue the technology-based learning in HEI
experienced by them during their K − 12.
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Abstract. Automation is one of the inventions of this generation, and it is widely
used not only here in the Philippines but all over the world. Amid all these tech-
nological advancements and innovations, electrical energy plays a vital role in our
lives. It powers our devices, machinery, equipment, modes of transportation, and
many other things that we need and use. To date, solar energy is one of the most
abundant renewable energy sources that have been gaining attention in the past
few years. This study generally aims to develop a remote monitoring and control
system for the Mariano Marcos State University Industry 4.0 (MMSU i4.0) Plat-
form, particularly for an energy self-sufficient small smart laboratory. By using
solar energy, the implementation of the Maximum Power Point Tracking (MPPT)
technique needed to supply a small-scale smart laboratory integrating the use of
the Internet of Things (IoT) in controlling and monitoring devices. The system
controlled through a web application and mobile application to lessen the human
effort in manual switching and monitoring tasks. It can print weekly and monthly
power consumption of the smart small-scale laboratory. Since it is automated,
users can monitor the actual voltage and current, the temperature of the power
source, and the total generated power from renewable energy. It will improve the
level of comfort by controlling and managing laboratory devices automatically
and also applicable to enhance buildings, houses, and other work areas cleanly,
thus helping the environment.

Keywords: Renewable energy application · MQTT · MPPT · i4.0 · Sustainable
development
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1 Introduction

Solar energy is one of the most important renewable energy sources that have been
gaining attention in the past few years. Solar energy is abundant; it has the highest
availability compared to other energy sources. Solar energy is clean and free of emission
since it does not produce pollutants. The investment of installing solar panels in our
home is worth it for, in the long run, the cost of consumed electricity from the grid
is much more expensive. An MPPT system is known for optimized energy harnessing
from renewable energy sources; however, it is not readily available in the locality. Hence,
developing one is worth exploring. Also, one recent innovation under solar energy is
the usage of the Internet in controlling devices in a particular establishment or buildings
and or most commonly known the Internet of Things (IoT). It allows the user to control
potentially any device with their laptop, cellular phone, or tablets as long as it has an
internet connection.While there aremanyways to communicatewithmachines,Message
Queuing Telemetry Transport (MQTT) is one of the most reliable protocols used in
communication to connect monitoring devices and send data to a remote server. As
these innovations are increased, consumption of energy in various buildings like schools
is growing drastically due to the excessive use of devices. Monitoring and controlling
the usage of tools help to control energy usage, prevent energy waste, and save cost
to benefit the school and the world. With the help of this, it could control and monitor
the lighting system, energy usage of the outlets in buildings even they are not near the
vicinity, giving them an easier and less human effort to monitor using mobile phones,
laptops, tablets, and computers.

IoT-based laboratory automation powered by a solar panel is not implemented yet
in the Ilocos region, which in fact, this system could help them save energy, cut down
energy costs, enhance security, and improve the standard of living.

This study generally aims to develop a remote monitoring and control system for
the Mariano Marcos State University Industry 4.0 (MMSU i4.0) Platform, particularly
for an energy self-sufficient small smart laboratory. Specifically, it aims to: (a) design,
fabricate, and test an MPTT system for the self-sufficient energy laboratory; (b) develop
a mobile and web applications for remote monitoring and control; and (c) evaluate the
success rate performance of the developed remote and monitoring system

It will improve the level of comfort by controlling and managing laboratory devices
automatically and also applicable to enhance buildings, houses, and other work areas in
a clean way, thus helping the environment. The research output would benefit the school
by helping to lessen the expenses on electricity bills.

2 Methodology

2.1 Development Procedure

This study adopted the developmental research design enriched by a descriptive app-
roach. Some aspects and contents need to be defined in detail; hence, an illustrative
method was also used in the study. The study observed the development cycle in Fig. 1.
The development starts with the feature conceptualization, then hardware and software
design based on the desired features of the whole system. The hardware is fabricated
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at the same time the program was evaluated before integration. Then testing the system
and the hardware before the final assembly. Several iterations were done until the results
of the testing are acceptable.

Fig. 1. System development flowchart
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2.2 Testing and Data Gathering Procedure

For theMPPT system, the actual implementation was done to determine its effectiveness
in harnessing the maximum possible energy. The system was installed in a 500 Wp
solar power system to supply a small smart laboratory to make it energy self-sufficient.
Monitoring all the input and output (voltage and current) from 7 am to 5 pm by the two
identical clamp meters, multi-testers, and cameras. An advantage of using the camera
as a recording device for the data gathering is the inclusion of the actual time and date
in the recording.

The developed android application and web application were expected to control
lights, outlets, cameras, view power consumption and can leave an important message
to the user. The response of the electrical devices was recorded to the broker. The success
ratewas calculated by dividing the number of successful attempts (N) by the total number
of trials (T ), multiplied by 100%, as shown below:

Success Rate = (N/T ) ∗ 100; (1)

where: N = Number of successful attempts; T = Total number of trials.

3 Results and Discussion

The power graph harnessed by the MPPT system shown in Fig. 2 was gathered on April
28, 2019, during a cloudy day. The vertical value is the power measured in Watts (W),
and the horizontal is the time from 7:00 am to 5:00 pm. The total energy harnessed by
the system is about 1.8 kWh or 72% energy conversion during a cloudy day from the
500 Wp solar panel.

The system architecture of the developed remote monitoring and control system is
shown in Fig. 3. It consists of solar panels, Maximum Power Point Tracking (MPPT)
Charge Controller Prototype, batteries, off-grid inverter, DC circuit breaker, AC circuit
breaker, MQTT systems, and other electrical laboratory equipment; Watt-hour meter,
Manual Switches, Raspberry Pi for the repository of data (local and cloud), smartphone
and laptop for controls, and the laboratory devices or loads.

APVSystemproduces aDCvoltage that is fed to the system togetherwith the sensors
that measure the input and output voltage and current. The LCD will display the power
produced by the solar panel from the charge controller. The controllers take specific
actions based on the measured voltage and current received and will do particular work
based on the power received. A buck converter serves the MPPT as a power controller,
and it is a specific type of switching regulator that steps down the input voltage to a
lower level output and regulates the energy to charge the battery.

The power from the battery and the MPPT charge controller goes to the off-grid
inverter, which converts direct current (DC) to alternating current (AC), fed into the
Small-Scale Smart Lab 220 V electrical system. In case of insufficient supply from
renewable energy, the utility grid and the battery will serve as a backup.

The android and web application Graphical User Interface (GUI) shown in Fig. 4
contains buttons to turn on and off all devices, “LIGHTS” to view added lights, “OUT-
LET” to see all outlets, a recent activity container that shows the current controlled device
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Fig. 2. MPTT system power harnessing graph

Fig. 3. System architecture

and message, a connection status is placed in the upper left corner of the application in
which you can monitor your connectivity with the broker, on the other side of the top
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panel the nickname of the user is displayed. A user settings icon, and a navigation panel
at the bottom, “CHAT” to move to the chat page same with “METER” that redirects
you to the Power Consumption Graph, “MPPT” for the graphs and readings of the solar
panel and lastly is the “CAMERA” to view the page of camera. Sliding right and left
moves you from on-page to another.

Fig. 4. Android and web application controller

The power meter module shows the graph of the power consumption and the small-
scale smart lab and its previous use daily. Also, users can view the power consumption
table and download the excel file for reporting. The MPPT Monitor module can display
the current temperature, voltage, and current of the MPPT side, and the user can also
retrieve old readings. The camera module can display the surveillance camera in the
small-scale smart lab, and at the same time, the user can turn on and off the outlet where
the camera is plugged in.

Table 1 shows that the developed remote monitoring and control system can control
connected lights and outlets remotely. Monitoring the activities in the smart laboratory
was achieved as well as monitoring of energy harnessed and consumed in a remote
location.
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Table 1. Summary of test result on the features of the develop remote monitoring and control
system

Items Device Test step Success rate (%)

1 Lights On/off 100

2 Outlets On 100

3 Camera On 100

4 Power consumption monitoring Read 100

5 Messaging Send/receive 100

4 Summary of Findings

The MPP varies, based on the iridium and cell temperature, as well as the weather
condition. Hence, appropriate algorithms were utilized to track the MPP. However, an
Adoptive Perturb andObservemethod is used in this study because it has faster dynamics
and improved stability compared to traditional Perturb and Observe. The said algorithm
was setup employing numerical simulations and experimental tests, confirming the effec-
tiveness of the method. With this method, the energy harnessed during a cloudy day is
1.8 kWh from 500 Wp solar panel.

The mobile application and web application developed to monitor and control the
lighting system, outlets, devices installed in the Smart Laboratory, and even determine
actual power consumption. The software application lessens the human effort in manual
switching and monitoring tasks. It can print weekly and monthly power consumption
of the small-scale laboratory. Since it is solar-powered, users can monitor the actual
voltage, the temperature of the power source, and current of the small scale laboratory.
The researchers have conducted manual testing, functionality testing, white box testing,
black-box testing, and acceptability testing. All the testing results showed a favorable
implication to overall performance and acceptability to the user with a 100% success
rate.

5 Conclusion

The design and fabrication of an MPPT system harnessed 1.8 kWh from 500 Wp solar
panel on cloudy weather. TheMPPT system is about 72% energy conversion and is suffi-
cient to supply the load requirement of a small smart laboratory. The remote monitoring
and control system is useful in controlling connected lights and outlets in a remote loca-
tion. Monitoring of the energy harnessed and consumed, as well as the activities inside
the laboratory, was easily achieved. Generally, test results showed a 100% success rate
in all of the desired features of the system.
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Abstract. This article raises issues of children and young people communication
safety in the Internet space. The materials of the article contain the results of an
intellectual search conducted by the authors to compile a list of the most common
risks of Internet communication faced by Russian children, or teachers and coun-
selors workingwith children, including using the Internet, note the growth of these
risks. Research design combines the following methods: social media analytics
(provides content, dynamic, structural and discourse characteristics of relevant
social media streams, including automatical metrics: tag cloud, audience activity
markers, online opinion leaders, and so on) and eye-tracking for measuring per-
ception of Internet memes by teens and youth. The article presents descriptions of
markers that allow to identify these risks, possibilities of neurovisual correction
of these risks, as well as makes recommendations for teachers and counselors,
schools and universities, departments and agencies for social work with teens and
youth to minimize them.

Keywords: Internet communications · Online risks · Internet communication
risks · Data mining · Social media analytics · Digital markers · Neurovisual
techniques to counter destructive network communities · Teens · Youth

1 Introduction

In the modern world, the concept of the young man social life environment which cre-
ates sets of the conditions attending his daily activity, forms certain opportunities for
expansion of communication processes, search of various information, leisure filling
by various forms of self-realization, and significantly extended [3]. First of all, Internet
becomes an integral part of this environment. With its help the new communities con-
structed on the principles of open communications, virtual images of personal perception
are formed.
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At the same time, as M. Castels noted “through communication, human conscious-
ness interacts with its social and natural environment. This process of communication
takes place in accordance with the structure, culture, organization and technology of
communication in the society” [2].

Since modern gadgets, which accompany a child since his/her birth, become an
integral and prestigious element of social life, children perceive them as necessarymeans
of life support.

In addition, the Internet provides fast access to large amounts of information, instant
speed of its distribution. It reveals almost unlimited opportunities to the user: which
makes it extremely attractive to children and young people.

Competent strategies of Internet behavior are formed as a person gains life experi-
ence, there are ideas about theways of behavior in the particular situation, which children
still have minimal. Russian children and teenagers involve unlimited and uncontrolled
use of Internet content by children, which threatens their personal security [1, 7, 8].

The problem of Internet communication risks impact on the children and young
people socialization begins to draw the researchers’ attention. It should be recognized
that researchers all around the world slightly earlier than in Russia began to study it.

The impact of online risks on children, protection from them and prevention is
considered by Brown [4]. The research of European scientists in the field of Internet
safety of young media users within the framework of the pan-European project “EU
Kids Online” and the national project “British Children on the Internet” (UK Children
Go Online) under Professor Livingstone [6]. For example, the study found that users
with higher levels of digital competence face more online risks than their less convergent
peers.

Important for this work are Milosevic’s research [8] on studying the actions of
social networks, including Facebook, Twitter, Snapchat and Instagram, to overcome the
problem of cyber intimidation by young users. Very notable is the study of Frumkin [5],
who studied cyberbullying using experimentalmethods,where the level of predisposition
to the role of the cyberbullying victim served as a dependent variable.

As a part of the personal-oriented approach, the authors of the article initiated a
study that allowed to formulate a list of risks faced by schoolchildren, with which
children turn to teachers and counselors for help, or teachers and counselors themselves
note these risks, being involved in Internet communication with students. The study
was conducted by the Federal Coordination Center for Training and Support of Senior
Personnel (hereinafter FCC), working on the basis of the Moscow State Pedagogical
University during 2018–2019 and showed the existence of a whole list of topical threats,
independent of the Russian Federation region where children, teachers, counselors live.
Among themost common risks onwhich we focused the continuation of the study noted:
cyberbullying; pushing for suicidal behavior; distribution of extremist online content,
terrorist content and involvement in extremist, terrorist activities (school shooting).
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2 Methodology

The methodology of social media flows analysis presenting digital markers of Internet
risks data for schoolchildren involved implementation of the following research proce-
dures algorithm: justification of groups selection in social media as objects of message
content qualitative analysis (20 online communities have been selected, and 1800 docu-
ments have been analyzed); developing of the digital markers dictionary for automated
information flows accumulation; automated upload of Internet content using created
marker dictionaries and online service for monitoring social media (software) IQBuzz,
a total of 953,000 messages have been uploaded (together for all types of streams about
Internet risks), depth of accumulation 2016–2018; the interpretation was performed
according to the criteria specified by the program:weight of information flows; dynamics
of information flows; opinion leaders’ publication activity and its audience.

3 Results

3.1 Cyberbullying/Harassment on the Internet

Cyberbullying is understood by the authors as a systematic and targeted negative online
impact on the social media users for the purpose of causing psychological trauma and/or
introducing depression.

Total number of social media documents accumulated according to these dig-
ital markers—280,000, source of unloading—blog hosting “VKontakte,” depth of
unloading—period from 1.01.2017 to 10 October 2018.

The dynamic characteristics of the resulting arrays of relevant documents are shown
in Fig. 1. According to these data, a remarkable intensification of the analyzed flow
occurred at the end of February—the beginning of March 2018, and the maximum
extremum is at the end of September 2018. These peaks have substantial intersections
with offline events concerning cyberbullying. At the beginning of this spring, there was
an active discussion in traditional and new media of the intensive growth of network
groups with a destructive focus: pushing to harm health and life, immoral and criminal
social actions. It was during this period that the number of reports attempting to make
sense of the factors, causes, triggers of cyberbullying, and ways to prevent and counter
this type of Internet risk increased dramatically. At the end of September 2018, the
surge in reports of cyberbullying could be explained by the indirect impact of the Kerch
tragedy, which significantly affected social media content, including information flows
about cyberbullying.

On the one hand, the digital environment becomes a space of harassment, moral dam-
age, and mental damage, while the social media space provides opportunities to express
the reaction of cyberbullying victims, as well as to find like-minded and sympathizers.

There is a complex correlation between the emergence of depression in adoles-
cents and young people, threatening suicide attempts and involvement in communica-
tion through social media. This connection is expressed in the fact that depressive states
did not end in suicidal actions most often in those members of the younger generation
who had the opportunity to be constantly online, and, on the contrary, removal from
communication in the network as a whole more often caused attitudes for suicide.
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Fig. 1. Dynamics of information flows on cyberbullying in social media in the period from
26.02.2018 to 22.10.2018

3.2 Pushing for Suicidal Behavior

Pushing for suicidal behavior in a network environment as a research casewas interpreted
as a targeted psychological influence on the user in order to form a behavioral setting
on committing suicide.

By means of the listed digital markers 102 802 messages of their blog hosting
“VKontakte” from March 1, 2016 till November 1, 2018 were accumulated.

Analysis of the names of influential blogs and online groups reflecting conversations
about suicide shows that the most numerically voluminous audience has a block of
priest Vladislav (see Table 1) providing spiritual assistance in difficult life situations.
The remaining groups have from hundred to four hundred among their user audience.
Group names are entirely based on the names of their creators and do not carry a serious
semantic load. These groups are not so-called death groups that stimulate and encourage
adolescents to commit suicide. Real “death groups”—closed communities, accounting
and unloading of messages of which online service for monitoring social media does
not carry out.

The socio-demographic analysis of the suicide report’s authors indicates the preva-
lence of girls among them, users aged 15–17 and most often residents of large
cities.

The dynamics of the social and media flow about suicide, presented in Fig. 2, shows
that this flow is unstable, has many peaks of different intensity, and falls to virtually zero.
Most of the relevant messages are recorded in the blog hosting “VKontakte.” The peak
in March 2016 is due to a case that took control of the Civic Commission on Human
Rights: “On March 23, 2016, the Civil Commission on Human Rights was approached
by Andrei Vershinov from the city of Arzamas, who reported that onMarch 10, 2016 his
aunt Elena Vershinova (both names changed) committed suicide allegedly after having
taken an antidepressant on the appointment of a psychiatrist” (http://www.cchr.ru/news/

http://www.cchr.ru/news/464.htm
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Table 1. Publication activity of network leaders forming suicide attitudes

Name Blog hosting Audience

Alexander Konstantinopolsky (id399034192) VKontakte 483

Danil Tukabaev (id391676907) VKontakte 112

Nasibat (nasibat_maromedova) Instagram 259

Zinaida Pershina (id1444926) VKontakte 347

Vitaly Ivanov (id201457128) VKontakte 81

Emergency spiritual help! (priest_vladislav) Instagram 19,189

Total 20,481

464.htm). Although the woman was not in suicidal groups, a surge in social media
activity triggered this due to the active circulation of reports of this suicide online.
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Fig. 2. Dynamics of social and media reports of suicides between March 2016 and November
2018, in thousands

Taking into consideration the fact that messages from closed “death groups”were not
included in the unloading, and the statistics presented in Fig. 2 (measured in thousands
of documents) reflect only an open online discourse about suicide, it is obvious that there
is a very wide interest in the topic of stimulating suicidal behavior in social media.

3.3 Distribution of Online Content of Extremist and Terrorist Content,
Involvement in Extremist, Terrorist Activities (School Shooting)

This type of Internet risk is interpreted by the team of authors from the point of view of
mobilizing users through online propaganda of radical, extremist attitudes: readiness to
participate in actions of civil disobedience, terrorist actions. An integral part of the risk
type is school shooting, which can be reduced to motivation in the network space for
the organization of terrorist acts in educational institutions. School shooting served as
a specific case for exploring the process of distributing online content of extremist and
terrorist content.

http://www.cchr.ru/news/464.htm
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570,000 messages were unloaded in the Russian-language and English-language
segments of social media: “Facebook,” “VKontakte,” “YouTube,” “Odnoklassniki,”
“Twitter,” “Instagram” for the period from January 8, 2018 to October 22, 2018.

Figure 3 shows a surge in the intensity of flows about school shooting in social media
in connection with the tragic accident in Kerch in September 2018. An alarming signal
is the fact that the main contexts analysis of this stream messages indicates attempts to
glorify the teenager who carried out this terrorist act and romanticize his motives.
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Fig. 3. Dynamics of social and media flow reflecting digital traces of school shooting between
January 2018 and October 2018 in blog hosting and microbligs: “Facebook,” “VKontakte,”
“YouTube,” “Odnoklassniki,” “Twitter,” “Instagram”

Analyzing the publication activity of the most influential network groups associated
with school shooting (see Table 2), note that the largest user audience has a community
“Natural selection,” and it features 20,027 participants. It is a group that designs and
distributes ideas of necessity of natural selection, rejection of values of humanity and
mercy, realization of the principle “Survives the strongest.”

Table 2. - Publication activity of network leaders forming school shooting installations

Name Blog hosting Subscribers

Natural selection VKontakte 20,027

Word of serial killers VKontakte 281,718

Word of criminals VKontakte 45,579

“The World of Maniacs and Serial Killers” group generally semantically and dis-
cursively repeats the contours of ideas circulated in the “Natural selection” community,
spreading the values of mass murder in order to uphold their principles and achieve their
goals. Participants of this network group deny, subvert the importance of morals and
morality in human society. This group has a very wide audience (281,718).
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In another rather representative online community—“World of Crimes”—there is a
discussion of various ways of killing people, options for committing crimes. Despite the
absence of explicit calls for school shooting or other crimes in this group, the very fact
of active communication on these topics can serve as a trigger for the formation of the
user’s position on the organization of socially dangerous actions.

Analysis of the tag cloud typical for the school shooting flow revealed several seman-
tic word usage groups associated with a particular discussion context. The first group
of words: “Crimea ‘college’ place|” indicates the intense circulation in social media of
reports about the Kerch episode of school shooting, which literally blew up the network
environment in late September—early October 2018. The second group of tags: “mur-
der ‘life’ child|” concerns an indication of the social essence of school shooting. And
the third group of the most common in the analyzed stream of word usage: “weapons
‘explosion’ murder|” concerns the technological aspect of the organization of school
shooting.

4 Conclusions and Discussion

Summarizing the results of the social media analysis, it should be noted that the wide
scale of distribution of flows, which reflect markers of Internet risks of the younger
generation in the global network, as well as their coverage of a huge adolescent user
audience, has been revealed. Common to all the streams studied was the extremum of
graphs of their dynamics converging at a point dated to the end of the first decade of
October 2018 and related to the tragic accident in Kerch. For the flow of school shooting,
this event served as a trigger for a sharp increase in the number of reports on the topic of
mass killings, including the reason for romanticization and glorification of the teenager
who carried out the attack. “Suicidal Stream”was also stimulated by this tragedy, because
it served for network leaders, who form in their user audience installations for suicide,
some “model” of termination of life. The cyberbullying stream also experienced the
impact of the Kerch attack, as the opinion centers of the stream were aimed at exploiting
the idea of teenager harassment as the main reason for his mass murder.

Significant measures to prevent the involvement of adolescents in online school
shooting communities are their belief in the need to have an opinion, to critically sense,
to reflex from various sides the information coming from the network; discuss what con-
sciousness manipulation technologies are used in online groups mobilizing extremism
and terrorism, and the benefits that network leaders derive from their criminal activity.

It is obvious that in conditions of internment risks it becomes extremely important
to manage effectively strategies of child behavior by teachers, parents, and other partici-
pants of educational environment, to build in children resistance to emerging internment
threats.

The criteria for selecting the relevant content may be its entertainment (what can
shift attention), logic (what meets common sense), and normative acceptability (what
meets the rules of the reference group). Opposition to such content should consist in
encouraging alternative creative actions through the formation and awakening of positive
meanings, the popularization of acceptable standards of behavior and role models.
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The effectiveness of countering destructive network communities in all three areas
mentioned above can be facilitated by neurovisual techniques such as the use of well-
known warning symbols, the management of discourse by changing attention concen-
trator objects, the targeted use of verbal and graphic metaphors. Thus, our eye-tracking
studies with the help of eye trackers show that additional mobilization in the percep-
tion of graphic images can be provided by the use of familiar symbol-warnings. The
appearance of a red line on the computer screen for 7–10 s in combination with the
inscription of the type “Beyond the line it is impossible!” significantly reduced the time
of respondents to consider high-risk zones and increased the time of view stay in safe
zones. For example, when looking at a person on a computer screen standing on the
edge of a cliff, on the ledge of a high-rise building, on a rock, the time of sight in places
of possible fall after the demonstration of a red line inadvertently decreased on average
more than twice (567 respondents participated in experiments). At the same time, the
time of sight in safe places of such images increased more than one and a half times.

According to the authors, the effectiveness of large-scale counter-risks of children
and young people Internet communication can be increased by training teachers and
counselors to digital navigation of teenagers, which includes both the ability to identify
risks in the process of Internet communication with students, and to minimize them
in the course of educational and out-of-school activities. The continuation of the study
may involve the development and testing of a digital navigation model for teachers, the
improvement of neurovisual techniques to counter destructive network communities.

Acknowledgement. The study carried out with the support of the state task budget of Moscow
Pedagogical State University concerning to “All-Russian school counselors.”
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Abstract. Blockchain technology has been used recently as a secure
method for authenticating digital information in many applications.
Inspired by the success of the technology, we envision the potential of
the blockchain for secured communication in a decentralised Internet
of things (IoT). In this paper, we envisage a framework for a secured
IoT and describe the infrastructure and mechanism of the entire sys-
tem. Also, we provide solutions to overcome some of the limitations of
blockchain technology including miner selection and reaching consen-
sus, for a decentralised IoT by incorporating a learning-to-rank method
for node selection. We also contemplate using hybrid consensus algo-
rithm in the blockchain to detect faulty node and to improve the node
convergence.

Keywords: Decentralised IoT · Blockchain technology ·
Learning-to-rank

1 Introduction

Internet of things (IoT) is a network of devices connected via the Internet. Several
applications have been deployed over IoT space leveraging the ubiquitousness
of sensors, actuators, radio-frequency identification (RFID) and communication
protocols [14]. The classical centralised communication method commonly used
for IoT is problematic for secured IoT because it is prone to failure [9]. A decen-
tralised communication method typical of peer-to-peer networks can, however,
improve the reliability of IoT. But security is a serious concern for decentralised
communication. This is because IoT devices are used in many cases to collect and
transmit sensitive data, keeping these data secure and accessible to only autho-
rised entities is vital for many IoT applications. Recently, blockchain technology
appeared as a trusted peer-to-peer communication method in many applications
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[3,5,6]. The technology is capable of handling an enormous amount of data in
a secured manner using a distributed ledger technique. Data communication in
the blockchain is done by creating blocks, where each block represents a sin-
gle data transaction. Each transaction is verified using a mechanism known as
mining, and the devices involved in the process are called the miners [7]. More-
over, blockchain ensures security via cryptography, whereby blocks are encrypted
using hashing techniques [8]. In this paper, we adopt the blockchain technology
for secured communication in a decentralised IoT. We propose a generalised
security framework for IoT with consideration to important functionalities and
requirements of the IoT such as an adaptive way to select the miners, encryption
standard and consensus algorithm. Specifically, we incorporate a learning-to-
rank method for miner selection in the blockchain for the decentralised IoT. We
also propose a hybrid consensus algorithm to hasten convergence and to detect
compromised miners.

Fig. 1. Blockchain-based secured decentralised communication in IoT. Top: A generic
IoT setup consisting of the following components; sensors/actuators, network, platform,
and applications. Bottom: The blockchain mechanism applicable to any of the IoT
components

2 The Sec-IoT Framework

Figure 1 shows the proposed framework. We consider a generic IoT setup with
several IoT devices (i.e. sensors, actuators) for any particular application (i.e.
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Fig. 2. Consortium blockchain mechanism. The circles represent four networks con-
sisting of general nodes (diamond shape) and miners (rectangular shape). The arrows
represent communication with the general node and the miners, respectively
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healthcare, smart cities, agriculture, etc.) which are connected through a commu-
nication technology (i.e. Wi-Fi, Bluetooth, WiMAX, LTE-advanced, etc.) using
IoT-based protocol, cloud infrastructure and device management. The devices
(also referred to as nodes) are distributed in terms of computing and data pro-
cessing. The nodes are grouped into different networks with each network com-
prising of some special nodes, called the miners. These nodes have the most
computing power, faster hash rate generation and lower block propagation delay.
Communication between two different miners is achieved through the consortium
blockchain strategy shown in Fig. 2. A consortium blockchain is a concept that
incorporates the efficiency and privacy of private blockchain while leveraging
the decentralised governance of public blockchain [4]. To transfer data from one
node to another, the sending node must initiate the communication by creating a
contract. The contract then undergoes a two-phase verification process. Firstly,
a miner is selected from the sending node network. This miner is responsible for
generating an eligible signature for the contract and forwarding the signed con-
tract to other miners in the network. Secondly, a consensus process whereby the
miners examine the authenticity of the signed contract is executed. If the signa-
ture is genuine, a block is created for the signed contract. Figure 3 illustrates the
process of reaching consensus among the miners in a network. The newly created
block is added to a chain of other blocks and delivered to the receiving node. The
miners then record the new blockchain information in a shared record system
that is continuously updated, after each block verification process [16]. Because
the record system is distributed across all the miners, ensures its authenticity
over time. The processing power of miners is very important for the verification
of contracts in blockchain. Thus, in the IoT network, miners need to be selected
appropriately to ensure adequate processing capability. To improve the block
verification process, we introduce a method for selecting the best miner which
incorporates a learning-to-rank machine learning method. We also introduce a
hybrid consensus strategy for aiding decision-making processing. The following
sections discuss the miner selection method and the hybrid consensus technique.

.

2.1 Machine Learning-Based Miner Selection

Miner selection is the process of choosing the best node from a set of nodes
in a network, used to generate a legitimate block in the blockchain technology.
This process is time-consuming especially for IoT networks with many nodes. To
simplify the selection process, we introduce a node ranking procedure using the
learning-to-rank (LTR) technique [11]. The LTR method has been used previ-
ously in product rating [12]. The algorithm takes as inputs the node’s properties
such as computing power, hash generation rate and block propagation delay and
then finds the optimal sorting of the entire nodes. The node with the most desir-
able properties is ranked top and can be selected as a miner. The LTR is used to
learn a scoring function by mapping the attributes of the nodes to real-valued
scores from previously labelled node data. The scoring function is used to sort
and rank the nodes as follows:
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Fig. 3. Illustration of the data transfer process using blockchain technology. A sending
node C initiates a data transfer request at the time T1. At the time T2, a selected
miner, A examines the transfer credentials, creates a contract and then requests the
sending node to sign and return the contract. The miner then broadcasts the signed
contract to other miners in the network. At the time Tk, all the miners have reached
a consensus to accept the signed contract. A block is created for the signed contract
and added to the blockchain

Fig. 4. A simple illustration of the LTR ranking procedure. The scoring function can
be learned using ListNet [2] or DeepRank [13]. The ranking module is simple sort
algorithm
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Let τ = {(x1, y1), . . . , (xn, yn)}, be a set of data describing n nodes in a
decentralised IoT network, where xi is the ith node and yi is the corresponding
real-valued score associated with the xi used to rank the node in the past. Each
xi ∈ �d is represented by a set of attributes (feature vector) of dimension d.
xi = [ẋ1, ẋ2, . . . , ẋd], where ẋi is the ith attribute of the node, such as comput-
ing power. The goal is to exploit τ to create a scoring function f(·), such that for
any given new node xj , it will generate a score f(xj). The scoring function can
be created using publicly available tools such as ListNet [2] and DeepRank [13].
Thus, for any given jth IoT network with n nodes, we can obtain a sorted list
of scores sj = [f(xj

1), . . . f(xj
n)] corresponding to the rank of the nodes. Figure 4

illustrates the setup for the learning-to-rank procedure. The creation of the scor-
ing function can be conducted offline and then deploy online for evaluating and
ranking the nodes.

2.2 Hybrid Consensus Algorithm

In blockchain technology, a consensus algorithm must fulfil the following objec-
tives: gathering all the miners’ agreement, collaboration, participation and main-
taining equal rights to participating miners. In addition to the aforementioned
objectives, it is important to be able to detect faulty miners for IoT networks.
For this reason, we introduce a hybrid consensus algorithm consisting of binary
and average consensus mechanisms [10]. In binary consensus, every miner in the
network can hold two status, zero and one. One being functional and zero being
faulty. Before two miners communicate and run the set of rules, they compare
their current state and assume a new state if their observation is different [1].
In this way, a rogue miner can be detected easily and removed. With average
consensus, two miners can reach an agreement by averaging the values of their
initial states [15]. While the binary consensus mechanism helps with the detec-
tion of faulty miners, the average consensus mechanism helps to converge the
decision of the miners faster. Algorithm 1 illustrates the hybrid consensus algo-
rithm in a decentralised IoT. The algorithm commences with the creation of a
new contract. The participating miners proceed with the consensus process by
checking the convergence rate and the possibility of a faulty miner. If the con-
vergence rate is smaller than a predefined threshold, then the average consensus
mechanism is activated. However, if there exist some faulty miners, which may
disrupt the process of reaching consensus, then the binary consensus mechanism
is activated to detect and remove the affected miners.

3 Discussion

In a decentralised IoT, where there is no central control, it is difficult to provide
security. Also, the limitations of different communication standards make the
working condition of the decentralised IoT challenging. For example, GSM is
power-hungry and expensive and Bluetooth technology has a very limited range.
Thus, blockchain technology which offers practical solutions to some of the afore-
mentioned limitations is considered appropriate for implementing decentralised
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Algorithm 1 Hybrid consensus algorithm for decentralised IoT
1: procedure To reach consensus
2: Initiate participating miners
3: Initiate average and binary consensus mechanism
4: Set consensus criteria (e.g. Convergence rate)
5: loop:
6: Create a new signed contract
7: if convergence rate < threshold then
8: Invoke the average consensus mechanism
9: Broadcast to all participating miners

10: if a faulty miner is suspected then
11: Invoke the binary consensus mechanism
12: Broadcast to all participating miners

13: Check if consensus is reached:
14: Create a new block for the contract
15: Update all the miners’ record with the new block information
16: Go to loop.

IoT. In this paper, we present a framework for secured communication in a decen-
tralised IoT using consortium blockchain, which incorporates machine learning-
based miner selection techniques and hybrid consensus mechanism. Our study
helps to provide some pointers to future research directions for implementing
blockchain technology for IoT. In the following sections, we discuss the research
directions.

3.1 Blockchain Mechanism

Blockchain mechanisms including public, private and consortium pose challenges
for many IoT applications. A public blockchain incorporates openness, but it is
limited in security and poor data transfer time. Private blockchain provides
distribution but requires authorisation from some private nodes. Though data
transfer time is reduced in a private blockchain, there is no transparency and
openness. Consortium blockchain, on the other hand, overcomes the limitations
of both public and private blockchain.

3.2 Cryptographic Algorithm

For secured data transfer, encryption is an important issue to consider during
nodes communication. Generally, blockchain uses hash functions for encrypting
data which is computationally complex. However, for IoT, the cryptographic
mechanism should be computationally less complex. An investigation into the
various cryptography algorithms is necessary to ensure a computationally effi-
cient encryption algorithm for IoT applications.
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3.3 Miner Selection

The selection of miners with good processing capability, hash generation rate
and suitable block propagation delay is quite a challenge for many blockchain
applications. Because of the roles the miners play in reaching consensus and
creating blocks for the blockchain, it is important to adaptively select only those
with the best characteristics for the mining task. Machine learning can be used to
provide an intelligent way to select a miner. However, with the different machine
learning techniques available, choosing a suitable method for a given blockchain-
based IoT application can be difficult.

3.4 Consensus Algorithm

A consensus algorithm is helpful for nodes to decide any particular data com-
munication. In a decentralised IoT, since there is no central control, this is even
more pertinent. Various consensus algorithms exist for distributed node settings.
However, there are limitations when it comes to their adaptation to blockchain-
based IoT. The future research direction is to investigate and to get the empir-
ical evaluation for using different consensus algorithms in various settings of
blockchain-based IoT.

4 Conclusion

There will be billions of devices soon connected using various communication
standards for different IoT applications. For scalability, robustness and proper
distributed access to information, the decentralised IoT is the way to go. How-
ever, the lack of a central entity makes the security aspect of the decentralised
IoT more challenging. Blockchain is a promising technology that can be used
to improve security in IoT. In this paper, we present a framework for secured
communication in a decentralised IoT network. We discuss the overall blockchain
mechanism including the consensus strategy used, the cryptographic algorithm
for security and the miner selection method. We also highlight some research
directions for the implementation of blockchain technology for other IoT appli-
cations. The proposed framework is a work in progress, and future work will
involve experimentation that will evaluate the performance of the various com-
ponents of the framework.
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Abstract. In themodern world, wireless local area networks (WLANs) have seen
major growth and almost become a necessity for organisations regardless of its size
due to its flexibility, easy installation and cost-efficiency compared to traditional
wired LANs. On the other hand, Wi-Fi cartography is being utilised to enhance
wireless network deployment, optimise Wi-Fi infrastructure through performing
a radio frequency (RF) spectrum analysis (2.4 and 5 GHz) and identifying cru-
cial points to improve the performance of voice and data communications. This
paper presents a methodology to build radio cartography of Wi-Fi coverage. Fur-
thermore, simulations are run and Wi-Fi cartography results performed in several
areas at the University are presented. A thorough examination and critical anal-
ysis of the simulated areas are discussed. The authors reflect upon propagation
environments, access points (APs) detected with respective standards, techniques
and speeds supported, latency, packet loss and quality of service parameters.

Keywords: Access point · Cartography · Data rate · Heatmap · LAN · Packet
loss · Received signal strength indicator ·Wi-Fi

1 Introduction

Wi-Fi, an abbreviation of wireless fidelity [1], is a set of standards for wireless local area
networks (WLANs) and based on IEEE 802.11 specifications. Wi-Fi technology uses
radio waves to provide wireless network connectivity and provide wireless connectivity
to the device by emitting frequencies between 2.4 and 5 GHz. Wi-Fi is being used in
various applications such as residential Wi-Fi, enterprise Wi-Fi, Wi-Fi hotspots, Wi-Fi
on trains and so forth. Wi-Fi radio cartography has been used in several corporate and
urban wireless settings to enhance the wireless network deployment and infrastructure
by performing a radio frequency (RF) spectrum analysis to identify propagation ofWi-Fi
network signal and signal quality study of all existing access points to identify the areas
with best and least signal strength. Considering all the benefits of Wi-Fi cartography,
there are no available instructions and guidelines to aid public in building their own
cartography. The main motivation of this paper is to share the methodology used to build

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer
Nature Singapore Pte Ltd. 2021
X.-S. Yang et al. (eds.), Proceedings of Fifth International Congress on Information
and Communication Technology, Advances in Intelligent Systems
and Computing 1183, https://doi.org/10.1007/978-981-15-5856-6_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5856-6_28&domain=pdf
https://doi.org/10.1007/978-981-15-5856-6_28


Methodology to Build Radio Cartography of Wi-Fi Coverage 279

the radio cartography and critically analyse the simulation results run at the University.
This paper will identify the areas in the University that aremost exposed to interferences,
white zones, areas with strong and weak signal strengths. The simulations are run in
selected areas that are generically accessible by everyone in the University such as
receptions, restaurants, café and bar, IT suite, where users are usually understood to use
Wi-Fi facilities in such environments.

The paper is structured as follows. Section 2 provides some practical strategies to
achieve cartography at any desired infrastructure. Tools, applications, hardware and
software requirements are discussed as well as tips for users interested in building car-
tography. Then, the authors investigated several areas at the University to build a radio
cartography of Wi-Fi coverage. Simulation results for different locations at the Uni-
versity are available in both Sects. 3 and 4 where the authors analyse several network
performance parameters and generate a signal strength Heatmap of Wi-Fi coverage.
Finally, Sect. 5 draws some conclusions.

2 Practical Suggestions/Strategies to Generate a Wi-Fi
Cartography

There are several tools around themarket that allow one to achieve the cartography. Some
options to choose from are Acrylic Wi-Fi Heatmaps, SolarWinds, NetSpot, Ekahau,
etc. All the mentioned tools offer similar functionalities and features. The techniques
discussed here are universal and can be applied to any application being used.

First, there are number of tools and applications needed as follows:

• Acrylic Wi-Fi Heatmaps---Allows to perform a Wi-Fi site survey and collects
parameters such as signal levels, AP information, bandwidth and latency.

• Acrylic Wi-Fi Professional---Using this tool along with Heatmaps works flawlessly,
this tool defines the number of clients connected to the network, it identifies AP
transmission speeds and it performs the analysis of wireless traffic.

• Floor Blueprint/Floorplan---To be able to use any application, users are required to
have a floor plan or the blueprint which the application would use to map the data and
cartography upon.

• Iperf Server Application---In order to obtain parameters such as latency, packet loss
and bandwidth, an Iperf server needs to be set up on local LAN.

• TracePing---This is a mobile application, which is another option for users to collect
real time like latency, jitter, packet loss, round-trip time (RTT). At times, tools such as
Acrylic Wi-Fi do misbehave and can display incorrect packet loss and latency results.
Therefore, in such cases, this tool is extremely beneficial to collect correct data.

Below are the system requirements for application:

• Windows Vista (32-bit, 64-bit) or above
• Memory—4 GB recommended
• Processor 1.5 GHz or above
• Disc space over 500 Mb.
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Finally, external hardware is also needed:

• Wireless card (supporting monitor mode)---An external wireless card is required to
perform an active survey, this is important in collecting active data such as bandwidths,
latency and packet loss.

• Airpcap cards (Professional Wi-Fi Hardware)—This is professional hardware used
for an optimal measurement and can collect additional data such as radio emissions.

The authors investigated several areas at the University. The areas were selected
based upon their accessibility and usage of Wi-Fi to students, staff and guests. Hence,
the areas analysed were receptions at the Park Square and Campus Centre. The café and
restaurant areas were examined on both campuses. Further, the bar, informal meeting
and social area at the Campus Centre building were investigated. On the other hand,
the library IT suite was also examined to determine the Wi-Fi coverage and outline any
differences. The following sections critically analyse the output of the simulations.

3 Wi-Fi Cartography at the University: Park Square
Campus-Reception and Café

This section analyses the results acquired when cartography is performed at the Park
Square campus’s reception and lounge area. Figure 1 displays the floor map of the Park
Square buildings reception and café area where the cartography took place.

Fig. 1. Floor map of Park Square’s reception and café

The graph in Fig. 2 summarises the networks, MAC addresses, and physical access
points (APs) grating network accesses at this location. The graph represents that Park
Square reception and café area detected 8 networks, 27 APs and 68 basic service set
identifiers (BSSIDs). As one would note, that the number of BSSIDs can exceed the
number of physical APs because a single AP can propagate more than one network by
using different MAC addresses. Also, some APs can belong to the same network.
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Fig. 2. Networks, APs and BSSIDs at Park Square’s Café

Figure 3 represents the BSSIDs detected operating on 2.4 GHz channel. There are
14 BSSIDs detected on channel 1, 26 by channel 6 and 26 by channel 11. Other BSSIDs
which are relatively small in number were detected on channel 3 and 4, respectively. The
2.4GHz channel is themostwidely used frequency. This frequency can penetrate through
solid objects and offers a larger range than the 5 GHz channel. On the other hand, as this
channel is used by almost every device, e.g. cordless phones, automatic garage doors
and other home appliances, therefore, this also has made the channel overcrowded [2].
Indeed, the IEEE 802.11 WLAN standard sets the attributes for the different channels
that may be used. These attributes allow diverseWi-Fi devices to communicate with each
other effectively. The graph in Fig. 3 submits that the number of BSSIDs had intervals of
5 channels in between to prevent channel overlap and reduce interference with adjacent
channels. However, a few BSSIDs were found on channels 3 and 4 that overlapped
with other channels and interfered with adjacent channel signals [3, 4]. These BSSIDs
detected on channel 3 and channel 4 do not belong to the eduroam (educational roaming)
network and are not coded as intranetwork, they are simply from another network.

The maximum data rates of the detected BSSIDs are available in Fig. 4. The graph
shows that 64 BSSIDs offered a maximum data rate of 216.7 Mbps, one BSSID of
144.4, one of 54 and two BSSIDs of 270 Mbps. The 54 Mbps data rate is supported by
the IEEE 802.11 g standard which is a popular wireless standard today. This standard
offers transmission over distances of 150 feet and speeds up to 54 Mbps compared to
the 11 Mbps for the 802.11b standard [5]. IEEE 802.11n standard offers 144.4 and
216.7 Mbps. This standard makes use of multiple antennas to increase its data rate,
also referred to as multiple-input multiple-output (MIMO) [6]. This technique uses
multiple radio and antennas to transmit multiple data streams, known as spatial streams.
The default configuration of 802.11n uses 20 MHz channel width with 800 ns guard
interval between the transmitted signals. 802.11n can offer up to 144.4Mbps when using
20 MHz channel width, 400 ns guard interval and 2 streams. Further, when 802.11n
uses 3 streams on the 20 MHz channel, the maximum bandwidth that could be achieved
is 216.7 Mbps. Figure 4 also shows two BSSIDs supporting a maximum data rate of
270Mbps. This bandwidth is achieved by 802.11n standard when operating on 40 MHz
bandwidth, a guard interval of 800 ns and with 2 streams. The standard 802.11n uses the
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orthogonal frequency-division multiplexing (OFDM) technique with the integration of
MIMO. MIMO technology is frequently integrated with the OFDM access technique to
improve its performance [7]. This integration improves the robustness in fading channels
when the cyclic guard interval is included. Therefore, the MIMO-OFDM system is now
being adopted by several applications, for example, 802.11n [6, 8].
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Fig. 4. Maximum data rates for the detected BSSIDs

Figure 5 represents the cartography of Park Square’s reception and café area. The
figure displays the signal strength at each area on the floor map. The signal strength
translates to how efficiently the network is reaching the surveyed area, indicating how
the eduroam network is received at each location. Signal strength values range from 0
to −100 dB, being −100 dB the worse performance.

Figure 6 provides a grid for Park Square’s reception and café. It divides the location
into several areas in order to simulate parameters such as the best received signal strength
indicator (RSSI), average RSSI, APs detected and maximum data rate at each point on
the map of Fig. 5.

Table 1 displays the best and average RSSI for all the cell areas of Fig. 6, alongside
the number of APs detected. The measured maximum data rate offered by a single AP
at each cell was 216.7 Mbps. As it can be analysed from the grid in Fig. 6 that two
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Fig. 5. Signal strength map of the Park Square location

Fig. 6. Detailed grid of the Park Square location

contrasting areas can have the same average RSSI, however, they have an important
difference in the simulated best RSSI such as for cell G2 and cell B3. G2 defines the area
near Park Square reception and B3 is located near the café exit. Table 1 shows that G2 has
an average RSSI of−68 dB and the best RSSI of−59 dB. On the other side, the B3 area
has respective average RSSI, however, a significant difference was realised in the best
average RSSI of−49 dB. Although these figures may not display substantial differences
at first sight, such differences are quite significant in wireless communication.
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Table 1. Best and average received signal strength indication (RSSI) at different cell areas in Park
Square location, alongside the number of AP’s detected within the eduroam network

Areas Best RSSI (dB) Average RSSI
(dB)

Detected APs

C2 −60 −74 9

D2 −58 −74 9

E2 −59 −71 8

F2 −57 −71 9

G2 −59 −68 6

B3 −49 −68 7

D3 −49 −65 6

E3 −52 −65 6

F3 −58 −72 10

G3 −55 −68 7

D4 −58 −69 6

E4 −56 −69 8

F4 −56 −69 5

H4 −56 −70 4

This analysis shows that the signal at the A block (area B3) is ten times better than the
signal received near the reception. The propagation environments are the most common
phenomena that affect the wireless signal such as reflection, refraction, diffraction and
absorption. Further, network usage and load can also hinder the performance of the
network [9]. As it is can be specified from the area near reception, this location is
surrounded by glass walls, doors, pillars and people frequently visiting the reception or
the Costa Coffee situated right opposite causing congestion at peak periods. Hence, the
propagation environment is not ideal. As the glass doors and walls will cause refraction,
this likely causes the signal to change the direction of travelling from sender to receiver
and causes lower data rates and lessens the capacity. Further, at peak times the network
usage and load also increase due to people trying to access theWi-Fi while waiting to be
served at the café or their break. Therefore, asmore clients utilise the network bandwidth,
the less the channel can share and thus the bandwidth requirements increase. On the other
hand, the A block zone (B3 in Fig. 6) has more open space, not very congested and is
surroundedwith fewer obstacles unlike the zone near reception. Therefore, the client/user
has a direct view of the AP with less interference and obstacles.

Table 2 displays the absorption rate of different materials. For example, the glass
wall and doors at the G2 location have an absorption rate of 6 dB, in addition, combined
with an increase in network load and usage, this is bound to affect the wireless signal
near reception. While A Block offers better propagation conditions, the results show a
significant improvement in received signal strength at point B3 than compared to G2
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as previously analysed in Table 1. It is important to notice that an absorption of -3 dB
effectively demonstrates that the bandwidth is reduced to half [11]. These absorptions
also come from OFDM which is one of the drawbacks of this access technique.

Table 2. RF absorption rates by common materials (CWNA certified wireless network
administrator official study guide)

Material Absorption rate (dB)

Plasterboard/drywall 3–5

Glass wall and metal frame −6

Metal door 6–10

Window 3

Concrete wall 6–15

Block wall 4–6

4 Wi-Fi Cartography at the University: Simulations at Campus
Centre-Reception and Restaurant

This section reports the results acquired when cartography is performed at the Campus
Centre reception and restaurant area. Figure 7 represents the cartography of the Campus
Centre reception and restaurant area that has been simulated. The figure displays the
signal strength at each area on the floor map. The RSSI translates to how efficiently the
network is reaching the surveyed area, indicating how the eduroam network is received
at each location.

Figure 8 shows the numbers of APs granting access to the eduroam network that
were detected within the surveyed area. Table 3 displays the best and average RSSI for
all the cell areas, alongside the number of APs detected. The measured maximum data
rate offered by a single AP at each cell was also 216.7 Mbps.

Table 3 establishes the best RSSI at the survey location was measured at point H4
which is a restaurant area. Oppositely, a very poor signal was received at point E4 which
is a sitting area located next to the entrance of the building. At the restaurant area, the
RSSI value is −53 dB whereas at point E3 the RSSI value is −65 dB. This is due to
different environmental characteristics. The E4 zone

is surrounded by two concrete walls and a glass wall with two pillars. Further, just
opposite of the area, there is a staircase,whereas at theH4 location, the area iswell-spaced
and without any containment. Although this area is covered by fewer APs compared to
the E4 location as shown in both Fig. 8 and Table 3, however, it provides greater signal
strength against any other areas. Referring to absorption values in Table 2, the glass wall
and walls absorb 6 dB minimum of the connection at the location E4. Moreover, the
glass wall will cause refraction causing the signal to change the direction of travelling
from sender to receiver and lessens the network capacity. In comparison to point E4,
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Fig. 7. Signal strength Heatmap of the Campus Centre reception and restaurant location

the location H4 provides a better propagation environment, henceforth, the RSSI values
display a significant improvement.

Further analysis was carried on the packet loss; H4 location encountered no packet
loss whereas at the location E3 the packet loss rate is calculated at 29%. This repre-
sents an issue since the performance of any applications are degraded, the network load
is increased, as the packets that are lost need to be retransmitted to the users which
effectively increases the network usage, and quality of service (QoS) for demanding
applications is not met [12]. For example, the packet loss should be less than 1% and
no more than 5% for VoIP and video streaming applications, respectively. Since the E4
location suffers from a high packet loss, any user utilising video conference application
or streaming video will notice a deficient performance. Although E4 confronted high
packet loss, most other areas at the Campus Centre location offered higher bandwidth
and no packet loss, which meets QoS requirements for both VoIP and Video traffic.
Therefore, users generically should obtain optimum performance on high demanding
applications such as VoIP and video conference even at the peak of times [13].

The signal strength Heatmap was also performed in other areas such as the bar and
café in the Campus Centre as well as the IT suite in Park Square campus. Although this
location provides great wireless performance for the users nowadays, however, this was
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Fig. 8. Number of APs detected at the Campus Centre reception and restaurant location

Table 3. Best and average received signal strength indication (RSSI) at different cell areas in Park
Square location, alongside the number of APs detected within the eduroam network

Areas Best RSSI (dB) Average RSSI
(dB)

Detected APs

B0 −65 −71 5

B1 −63 −69 7

C2 −65 −72 9

B3 −62 −69 9

C3 −67 −74 11

E3 −67 −76 5

G3 −53 −67 5

C4 −63 −67 6

D4 −63 −70 12

E4 −65 −73 6

F4 −56 −71 10

G4 −53 −70 5

H4 −53 −66 7
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not the case last year. Due to the new library built by the University, more users have
transitioned to the new location; therefore, this location does not see as many users as it
once did. Consequently, the network usage and load have significantly dropped and the
APs are now able to serve more Wi-Fi users. However, it will be interesting to measure
cartography of new library buildings first floor as many students inclined to use this area
a lot for their work, group projects and it is often seen to be a very congested area.

Cartography analysis was also performed at the Campus Centre restaurant area and
simulation results were acquired at peak time, where approx. 60–80 users were noted at
the location. It was observed that the location granted access to 6 access points outside
peak periods, whereas the same location granted access to only 2 access points (as
displayed by Fig. 9) during peak time. This is due to the factor of network usage and
load. The network usage and load increased at this time as several users accessed the
Wi-Fi while at their lunch for socialising or other purposes. Further, as there are more
simultaneous users there are fewer channels available for users. This reflects also the
principle of first in, first out (FIFO) that takes place.

Fig. 9. Number of APs detected at the Campus Centre restaurant location during peak time

5 Conclusion

To conclude, theUniversity provides a satisfactoryWi-Fi performance across its campus.
Park Square’s reception location providing the best coverage, particularly the A Block
area due to the ideal propagation environments discussed. Oppositely, a specific area at
Campus Centre’s restaurant faced high packet loss, high latency and low signal strength
contributing to poor Wi-Fi performance, while areas such as IT suite showed great
improvements if compared to last year due to the number of users transitioning to the new
library. However, in the future, the new library’s Wi-Fi cartography should be analysed
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to determine its Wi-Fi performance. The authors provided practical suggestions of tools,
applications, hardware and software requirements. These strategies are universal and
thus can be used to achieve cartography at other infrastructures.

Acknowledgements. The authors would like to thankMiss Nici Wilkinson, Admin and Planning
Manager at the University, for providing the floor plans of the University that enabled them to
carry out the simulations.
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Abstract. Market competition today has given amassive advantage for thosewho
canbetter use data. Themain reason is that theyunderstandhow todevelopmedium
long-term correct strategies, with short-term pragmatic operational approaches.
The challenge is not on how to get or how to produce data, but on how to use it
and transform it oriented to get business focus and business value. For that reason,
it is fundamental to understand the details on how companies apply the well-
known Ackoff’s DIKW hierarchy (data, information, knowledge, and wisdom)
in their value chains. This ability to transform data into wisdom in a real-time
mode is pressuring companies to transform themselves, and that is an internal
process change, commonly known as digital transformation. In reality, companies
are turning their value chains since they understand the power and the use of
information systems as a strategic value-added decision-making tool. That means
it is more than a simple technological support activity like Michael Porter’s value
chain defined initially. This paper, being a conceptual paper, intends to present the
evolution that enterprise value chains need to face and the need they have to include
information systems as a core activity nowadays. Doing so, they will achieve the
best data to wisdom transformation in a real-time loop and continuous mode,
leveraging their value chains to higher probabilities of optimization of company’s
market value. Those who address digital and information systems strategies will
be able to get faster optimization of their market value functions.

Keywords: Digital transformation · Information · Strategy plan · Value chain ·
Information systems · Enterprise strategy

1 Introduction

This conceptual paper intends to present that digital transformation is also a value chain
transformation. Companies, with technology, are able today to address the data trans-
formation into information, knowledge, and wisdom (DIKW) layers in a real-time loop
and continuous knowledge improvement. The ones that have a structured and innovative
information systems and digital strategies will be able to achieve business efficient mod-
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els to the referred DIKW cycle. That means they will optimize their internal operation
functions, referred to as optimum market value function. So, the goal of this paper is to
present today’s evidence that digital and information systems (DIS) are a core activity
inside companies, side-by-side with logistics, operations, sales and marketing and post-
services. DIS are proactive wheels for the enterprise business strategy. Companies that
understand these new trends of digital and information systems strategies are the ones
that will be more prepared to face future market competitions.

This paper is structured in four main sections, which firstly presents the importance
of leveraging data to wisdom and the ability to achieve the optimum company’s value
if the right processes are deployed. After, it explained the importance of information
systems in today’s competitive market position, meaning that information systems are
no longer the old information technology support activity, but are a crucial core activity
on the delivery of a product and service to customers like operations or logistics are. The
third structured section presented the importance of having a strategy inside a company,
from the topmanagement to the operational implementation. These three sectionswill be
crucial to understand the importance of having specific digital and information systems
strategies in this new core activity of the enterprise value chains.

2 From the Information Age to the Information Prediction

In 1985,Michael Porter referred that “the information revolution is sweeping through our
economy” [1]. Today, aftermore than 30 years of this statement, we read it and think “it is
obvious,” but at that time, like today, themajority of the enterprises’ decision-makers tend
to forget the new challenges. If in the decades of 1980 and 1990, companies were starting
to face the challenge to create data and get information, today, data and information are
already considered commodities, meaning that decision-makers need to upgrade their
information and digital ecosystems to acquire knowledge andwisdom, in order to be able
to take the lead and be able to get a competitive advantage. This is known by the famous
DIKW—data, information, knowledge, and wisdom pyramid—supposedly identified by
Ackoff [2].

There is a set of discussions about the relevance and the real applicability of theDIKW
hierarchy to enterprise methodologies, like the ones referred by David Weinberger in
his HBR article [3] saying that “knowledge isn’t determined by information, because it
is the knowledge that decides which information should be important” or by Jennifer
Rowley when in her research of several study analysis concludes that the main pain
point to adopt the hierarchy is that there is “less consistency in the description of the
processes that transform elements lower in the hierarchy into those above them” [4].
Although these skeptics on the DIKW process, the majority of those researches do not
refer that the DIKW hierarchy should be considered as a spiral of knowledge, meaning
that the pyramid is, in fact, a virtuous cycle of growing knowledge (Fig. 1—DIKW
virtuous cycle searching for the optimum market value function), where the predictive
models should be applied in the real-world environment and next collect the data from
what really happens, which will be transformed into information, that will be analyzed
to get new knowledge and generate new predictive wisdom. Basically, the next figure
concept tries to represent the knowledge management spiral to be considered and the
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mathematical function model that is always searching for the “perfect” function, named
as “optimummarket value function” (OMV function) with the exact reactions of the real
world.

Fig. 1. DIKW virtuous cycle searching for the optimum market value function

The reality is that the DIKW hierarchy, which is a knowledge management process
basis, has surpassed the enterprise strategy concepts, being today a reality with the
emerging of new technologies and business trends based on big data [5], Internet of
things (IoT), and artificial intelligence.

There are several cases in the real business world several, even on the primary
sector, which is supposedly an analogic industry, but the transformation of this industry
is searching to achieve exponential efficiencies with deployments of “connected farms,”
“soil-moisture sensors,” “autonomous tractors,” and “stock and animal wearables” [6].
What are these changes? Basically, with IoT, several sensors are data producers that
bring information to the farm management, which across time, the knowledge is created
and, with technology, the predictability will be achieved. That is only valid because
there is a business goal, namely for controlling diseases, that will be more accurate in
artificial insemination or milk quality. The real examples of the DIKW virtuous cycle
applications are, for instance, developed by Fujitsu, the Japanese technology firm, and its
customers. And this is not recent, because Fujitsu started this business and technological
deployment, with a Microsoft cloud infrastructure [7], in a Japanese farm in 2013 [8],
where the sensors were pedometers attached to cows delivering the steps given by cows
(data), which permitted to see the visualization of the cows position (information) and
understand the normal and the unnormal behavior of the cows, which led to accurate
detection of estrus (knowledge). This technology implementation (IoT + Big Data +
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Artificial Intelligence together) permitted them to be 70% more productive than before
because they have got +95% of estrus detection accuracy versus 56% previously and
a 67% pregnancy rate versus 39%. But this case gives us the fundamental vision to
achieve the optimum market value function (OMV function) which was that after a
set of cycles of data--information--knowledge, they have found the wisdom ambition,
which was to get an high level of accuracy that making the insemination prior to the
optimum point (16 h after the first detection of estrus) they probably would get a female,
but the insemination after the optimum point of insemination they probably would get a
male. This is an enormous capacity for business planning, which is to be able to control
their operations and fit the future contracts, imagine an agreement to sell meat or milk
within one year. Basically, that farm will be able to generate what they want in their
production environment, according to their sales orders. It is the applicability of just-in-
time fulfillment operations in an industry that was miles away from this concept. This is
a dream come true for any business, which is to control almost all the variables in their
operations. The challenge is to keep moving on the DIKW virtuous cycle, maintain the
enterprise ethics, and to be able to control all the value chain.

Examples like this one are starting to happen in other industries, like health care,
government, logistics, upon others with proven business values, not only on efficiency,
and also on effectiveness [9]. The investments on these set of technologies to create
the wisdom level are enormous, from big companies small and medium businesses.
The movement to align the DIKW hierarchy with technologies, in order to achieve new
business innovations and get competitive advantages are beingmade from big companies
like Coca-Cola, GE, Rio Tinto, Bank of America to small companies like Pulmonary
Apps (Healthcare), Team Companies (HR Services), Harps Food Stores (Retail), and
many others [10, 11].

Ifwe analyze theB2Cmarket, companieswould search and invest in the identification
of the set of variables that influence their customers. Basically, knowing that the leading
companies’ goal is to generate value for its stakeholders, bring true advantages to higher
productivity to make money to their stockholders. The challenge would be to have the
“perfect” OMV function to control their customers as “puppets.”

This is a process of creating the culture for an enterprise intelligence, which is the
business transformation of understanding of the power that data can deliver, as a value
added for the business.

A real known example of the “puppetization” is the basis of a well-known public
scandal about the data breaches of Facebook and used by Cambridge Analytica [12].
The underneath concept of what happened is, in reality, nothing new and should not
be a surprise because since the beginning of the creation of the business intelligence
concepts this was the goal [13]. The title of the book of Liautaud is an example of that:
“e-Business Intelligence: turning information into knowledge into profit”, and it was
written in 2000. So, and knowing that Business Intelligence is a set of “mathematical
models and analysismethodologies that exploit the available data to generate information
and knowledge useful (…)” [14], a company makes profits selling more, and it only sells
to customers, meaning that the mathematical models and analysis methodologies are in
fact the first steps to achieve the OMV function, meaning that there was since the early
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stage of the decision support systems [15] a goal to get the control of all the variable of
the customer and the internal processes.

3 The Digital Transformation of Porter’s Value Chain

Michael Porter in his book “Competitive Advantage: creating and sustaining superior
performance” (Porter [16]) has introduced an important concept, that has established a
standard in the economics science and which explains the systematic structure of the
set of activities needed to deliver products or services value added by enterprises: the
value chain. At that time, porter also understood the information value has a fundamental
infrastructure to achieve efficient models, between the several flows that optimize the
support and core activities of the enterprise. Although, today the Digital Transformation
paradigm and the achievement of technology maturity higher levels, the importance
of Information Systems has growth to be a fundamental source of sustainability and
acceleration in the value chain like described by Jim Collins when he refers that the
Technology Accelerators are one of the explosions in the flywheel momentum [17],
which means that the technology is in between of the processes and the several resources
of the companies.

Knowing that information systems are different from information technology
because it is a set of three main components—people, processes, and information tech-
nology—[18] and understanding the value of the information within today’s business
world, also predicted by Michael Porter and other authors, and the confirmation that
technology is a fundamental accelerator for efficient and sustainable companies, means
that the information systems are more than the technology development within the sup-
port activities of the value chain. In this twenty-first century, information systems need
to be understood as a primary activity on the daily basis of the company and essential for
the product or service delivery (Fig. 2—Second-generation value chain). This recogni-
tion as a primary activity is the assurance that there is a specific and critical area within
the company that is always searching for the right fit between people, processes, and
technology. This will assure today’s and near future competitive advantage.

Fig. 2. Second-generation value chain
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Several authors analyzed that information technology, by their own, suffer from the
“productivity paradox” [19], which means that they did not improve business productiv-
ity and pointed out a set of mismanagement activities, neither their usage would bring
real advantages to higher productivity [20]. Additionally, Nicholas Carr, in his article
“IT Doesn’t Matter” [21], touched the pain point, when he understands that Information
Technology is a commodity for enterprises, like water and electricity. In 2003, whenCarr
wrote this article, he knew that the competitive advantage was not on technology, but
the way that companies used it and leveraged it as a strategical issue. This is an example
that the competitive advantage is not on information technologies, but on information
systems.

Companies need to have this information systems management that has a focal point
in the company, to assure that the DIKWvirtuous cycle, previously explained, is a strate-
gical and core activity in the value chain. The appearance of roles like chief information
officer (CIO) and chief digital officer (CDO), in the organizational structure of several
companies, is example of that value chain change. They are not the chief technology
officer (CTO), which manages only the technology infrastructure (the commodity fac-
tor), meaning that they assure that the technology is working in the expected delivery
of the operational flows within the company. A CTO is not expected to be a strategic
engine, but an operational engine aligned with the day-to-day support of the enterprise
infrastructure, as viewed in Porter’s value chain (first generation). CIO and CDO are
engines for enterprise intelligence, meaning that their roles are more aligned with the
strategic future and long-term movement of the enterprise.

Information systems need today to be understood as a strategical influencer of the
company, meaning it is not the “old” IT of a company, or in terms of an analogy with
the “well-known” ecologic food chain, popularized by Charles Elton in 1927 [22] in
his book “Animal Ecology,” information systems have climbed up from the producers
and decomposers to the top carnivores, meaning that they were seen as the technical
support and are (should) now a fundamental strategic decision-maker in the “decision
chain.” This happens due to the fact we are now in the world that data are transformed
in information, where the business transactions are no longer made in traditional ways
(supplier+ distributer+ customer), but are a set of possible networked transactions [23],
in other words, the knowledge and the ability to understand that the information systems
are a strategic competence and a primary activity to achieve a sustainable company
with competitive advantages. For that reason, information systems are the engine that
can join business, technology, and information. Information systems (people, processes,
and technology) ensure that the long-term strategy and goals are present in the overall
decisions.

It is also relevant to confirm that in IBM CIO Study 2009 [24], it is referred that
“CEOs are more dependent on CIO insights to innovate and improve these processes,”
confirming the climb up on the “food chain” of the enterprise decision-maker, which in
practical terms is the recognition of the importance of the constant and fundamental work
made by the information systems, to leverage data and analytics and creating efficiency
in new or existing processes within the company.
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4 The Importance of a Strategy

It is a fact that marketplaces today are living very competitive and saturated times with
products, offerings, and other services to a global consumer base, meaning that no
business can afford to be without detailed information about: their business (financials,
accounting, revenues, costs, among others), their customers (profiles, psychographics,
new habits), or changes that are impacting their business future. That is a primary reason
to develop a strategy, in order to assure that managers can have a decision support
guideline and rules to create the path of their business scope and growth, even knowing
that theywill make decisions under partial ignorance [25]. Defining a strategy is to create
a business approach to set goals and policies which need to be carried out to achieve
competitive positioning in the environment of the company [26].

One way to understand the concepts of the word strategy is to know the origin of
the word. Strategy derives from the Greek word stratēgos, which is formed by two
words: Stratos (army) and Ago (ancient Greek for leading). This meant that stratēgos
referred to themilitary general during the age of Athenian Democracy, which was able to
understand the environment and lead the troops in the field. So, it is easy to understand,
that a corporate strategy is the set of guidelines with a scope under the internal and
external environment of the company, knowing which resource capability the company
has, in order to be able to allocate and reallocate them in the field, according to with a
set of values, expectations, and goals to be achieved in the long term [27].

It can then be resumed that strategy is the pattern of resource allocation decisions
made throughout an organization. These decisions encapsulate both desired goals and
beliefs about what is acceptable and, most critically, unacceptable means for achieving
them. One of the most critical decisions, when a company is defining its strategy, is to
knowwhat are the paths that doesn’t want to go, because de way to achieve its goals there
will be several temptations to change, several opportunities to allocate new resources
that aren’t at the core values.

A strategy always starts with a vision, which determines the target to be achieved,
or at least, the field of opportunity to be surpassed is. This vision milestone definition is
the trigger for the strategy process definition, which can be resumed in three main steps:
analysis, choice, and implementation [27].

The analysis can be described as the process of internal and external understanding
of the environment, the culture, the capabilities, and beliefs.

The choice is the generation of paths to achieve the vision,meaning that, for example,
we have several route options to go from city A to city B (by car, by train, by air, by
bicycle, or by other mobility way) and each option has an economic cost (Fig. 3—
Economic function cost of strategy route options), where it needs to be understood
which are the variables that need to be considered (for example time to achieve, toll
costs, comfort of the travel, among others) and theweight of each variable. This symbolic
exercise is the same work that a company needs to do when it is analyzing the several
routes it has when it knows what wants to be and to achieve. This means options like
acquisitions, like technology investments, integrating more human resources, installing
factories, and so, are examples of variables that need to be analyzed and weighted to
compound the economic function cost of each route option and choose the best one to
implement.
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Fig. 3. Economic function cost of strategy route options

The strategy implementation is the operational deployment details of the strategic
route option that has been chosen, which is generally known as the action plan of the
strategy. This implementation plan needs to have the set of milestones and the key
performance indicators that will guide the confirmation acknowledge, during those years
of implementation, of the control range if the company is being of the right path for the
3–5 years of the strategy definition plan. The milestones and key performance indicators
will deliver the BHAG—Big Hairy Audacious Goals, introduced by Jim Collins and
Jerry Porras [28], which means that a strategy will need to push for the overall company
to achieve more, to higher its limits, and like those authors also refer the company has to
leverage and develop their strengths to surpass to other levels of competitive capabilities.

5 Digital and Information Systems Strategy

Once Stephen Hawking said: “The world has changed far more in the past 100 years
that in any other century in history. The reason is not political or economic but techno-
logical—technologies that flowed directly from advances in basic sciences.” This is an
enforcing of what is described in the previous sections of this article, that the business
and the way companies are doing businesses is changing, and it is changing fast and
each year is being faster. There are several pieces of evidence that technology adoption
is pushing much faster the product or service consumptions than ever. An amazing info-
graphic created by Nicholas Felton for the NY Times [29] is an example of an artifact
where it can be seen the speed of adoption of a set of everyday commodities like the
electricity that took almost 30 years to reach 50% of the US households and Internet
took around ten years, or that the telephone took more than 30 years to achieve those
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50% of US households and the cell phone took just five years. But when we enter in
the digital world, the speed of the production of digital data growth starts to be even
faster transforming the rates in exponential increases, because all the numbers “explode,”
meaning around 50× growth rates between 2010 and 2020 and 90% of that data have
been produced in the last two years [30].

These fastest times are consequently introducing changes in the marketplace, where
the disappearance and rise of new companies are astonishing. As can be seen in “Fig. 4—
Average company lifespan on S and P 500 Index—adapted from Innosight, Credit Suisse
and other public sources,” the marketplace change in the S and P 500 index has been
enormous. The lifespan of companies in that index in 1958 was 61 years and in 2012
was 14 years, with an estimated lifespan of 10 years in 2027 [31–33]).

Fig. 4. Average company lifespan on S and P 500 Index-adapted from Innosight, Credit Suisse
and other public sources

The shrink of companies’ longevity puts pressure on the overall stakeholders, namely
investors, which need to rethink even their valuation methods, portfolio sizing and capa-
bilities new and traditional variables for a company to have a sustainable competitive
advantage. This is quite important because, for instance, Credit Suisse February 2017
Report identifies a quite good correlation between longevity and their innovation index
[32].

The common challenge identified by several studies is the power of the present and
near-future digital disruption that is changing markets. That power is pushing operations
to be efficient as they have never been, which means that technology needs to be present
and correctly deployed because only technology can help to re-engineer the existing
processes in companies and can understand more deeply new digital interactions within
the various channels.

Market globalization and its global competition creation are a daily unknown chal-
lenge and a run for a wheel of continuous innovation speed, pressuring the product
life cycles and existing business models. Basically, the term digital transformation is
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transversal to all industries value chains. And companies and leaders that understand it
are the ones that will prevail.

Several research analysts, like MIT Center for Digital Business, like McKinsey,
Gartner or IDC, have common conclusions, namely that best digital companies are
26% more profitable than their industry competitors and generate 9% more revenues.
Recently, a new pattern recognition of those studies has found that companies that are
effectively using the new data science capabilities are more productive and profitable in
5–6% than its peers [31, 34, 35, 36].

Gartner predicts for 2020 that 75%of the businesseswill be digital or are preparing to
become digital [37]. This understanding of becoming digital is a strategic first movement
for companies to redesign their business strategy and culture. Basically, the appearance
of a digital strategy plan, besides the business and information systems plans, is starting
to be understood as an essential tool for companies’ future sustainability. These digital
strategy plans are the first steps for companies to know how to convert digital value
propositions of their businesses into revenue-generating digital offers [38]. Today, this
means to create hybrid solutions (digital and physical) able to engage new experiences
to customers. These experiences are able to create unique emotional relations and new
views of loyalty between the customer and the company in a continuous operation.
Today, methodologies of design thinking to understand customer needs and expected
experiences with a constant business application development of the business and infor-
mation strategies, based in DevOps methodologies, are essential to create competitive
advantages and future value added for the stakeholders. The next figure represents the
fit of these overall strategies.

The previous figure represents, in fact, the reality of the newculture that has appeared:
Digital strategy as the center of an enterprise intelligence (Fig. 5—Digital strategy has
the center of an enterprise intelligence). It links technologies, namely the new disrup-
tive trends of analytics, IoT, 3D printing, blockchain, natural user interfaces, artifi-
cial intelligence with customer experience, business strategy, and information systems
strategy.

The digital strategy will deliver digital governance, which is fundamental to define
a clear responsibility of aligning digital strategy, policies, and digital standards. Dig-
ital governance, when effective defined and implemented, will, for sure, help the
development of digital and agile business and sustainable company [39].

6 Future Research

This article permitted to identify a set of paths for a more in-depth understanding of the
digital business impacts, meaning that it is a basis for future researches like:

• Analysis of correlations of companies P and L growth, the existence of digital strategy,
presence of formal CIO and CDO

• Analysis of digital transformation (un)successful cases and the presence of the CIO
or CDO roles

• Analysis of digital framework strategy definitions, governance and implementation
methodologies, to identify additional optimization processes.
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Fig. 5. Digital strategy has the center of an enterprise intelligence

7 Conclusions

With this conceptual article, it can be understood the impact that information systems
have on the knowledge and business management inside companies, namely the cre-
ation of capabilities of leveraging data analytics able to understand deeper the value
chain. Basically, these analytics intend to automate the data, information, knowledge,
and wisdom (DIKW) hierarchy, potentiate that managers and decision-makers within
companies are capable of maximizing their business value generation. This means that,
if a company is considered as a set of processes, a company by itself is a business
model function where this DIKW analytics, virtuous, continuous, and interactive cycle
of adopting strategic or tactic actions in the market, will analyze the impacts and reac-
tions of the market. A manager or decision-maker is then searching for its optimum
market value function (OMV function).

The digital transformation of a company is, in fact, a process re-engineering inside
the companies, adding technologies that will create a vision of “real time” everywhere in
the value chain and will run as an automation authority, creating additional efficiencies
and competitive advantages (OMV function optimization).

This trend of digital transformation, to get the OMV function optimization, is chang-
ing the way that companies understand its core strategic activities. What Michael Porter
[1] has structured as a set of inbound logistics, operations, outbound logistics, sales
and marketing and post-sales services activities, is changing with the need to incorpo-
rate information systems as a core and strategic activity of the enterprises value chains,
because information systems are more than the “old and only” information technologies.
In reality, information systems are the set of people, processes, and technologies! Infor-
mation systems are fundamental to address the strategic optimization of the automation
and efficiency transformation within a company. This means that when a company is
building a business strategy, needs today not only to create, but fundamentally to assure
the right alignment with Digital and Information Systems strategies.
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It is a fact that the speed of new technologies’ appearance can create market disrup-
tions and add continuous pressures to existing markets’ status quo. The most adaptive
and digital companies, according to several studies, are 26% more profitable than their
industry competitors and generate 9% more revenues, which represents an output of
the intentions of this article’s conceptual terms. The future challenges are to understand
the several steps and variables that comply with a set of best practices strategies that
can transform the duo “data and information” basis in a digital and business optimized
company.
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Abstract. This paper proposes a new appliance identification scheme
by introducing a novel approach for extracting highly discriminative
characteristic sets that can considerably distinguish between various
appliance footprints. In this context, a precise and powerful characteristic
projection technique depending on fuzzy-neighbors-preserving analysis
based QR-decomposition (FNPA-QR) is applied on the extracted energy
consumption time-domain features. The FNPA-QR aims to diminish the
distance among the between class features and increase the gap among
features of dissimilar categories. Following, a novel bagging decision tree
(BDT) classifier is also designed to further improve the classification
accuracy. The proposed technique is then validated on three appliance
energy consumption datasets, which are collected at both low and high
frequency. The practical results obtained point out the outstanding clas-
sification rate of the time-domain based FNPA-QR and BDT.
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1 Introduction

Various studies claim that domestic buildings are responsible of up to 40% of
the total energy use around the globe in the past decades [1]. A large part of
this energy is wasted because of inappropriate usage habits and absence of data
highlighting the consumption rate of each device in residential area. In addi-
tion, individuals have not fully harnessed possibilities to reduce their wasted
energy. Consequently, creating an energy efficiency lifestype begins with (i) pro-
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viding them with fine-grained power use profiles at real-time, (ii) helping them
comprehend their consumption behavior and (iii) encouraging them to make
energy saving actions through allowing tailored recommendations [2]. There-
fore, it would be of great positive potential if smartphones can alert users with
notifications about power consumption (PC) level of each appliance and pro-
vides appliance usage status [3,4]. Currently, sub-meters and smart sensors are
the candidate solutions to collect this kind of data. The first one provides aggre-
gated consumption profiles without permitting to pick up individual loads, while
the second category is very costly to be deployed in residential buildings [5–7].

In that direction, energy disaggregation for appliance identification becomes
increasingly a hot area of research. Individual consumption footprints can be
picked up by sampling the whole PC signal through making use of a non-
intrusive load monitoring (NILM) scheme [8]. The proposed framework focuses
on the design of an efficient appliance identification system using a robust fea-
ture extraction scheme based on dimensionality reduction. First, time-domain
(TD) descriptors are implemented to capture relevant features from PC foot-
prints. They can pick up step-changes in PC signals generally occurring when an
appliance is switched on/off. Second, a fuzzy-neighbors-preserving analysis based
QR-decomposition, namely FNPA-QR, is introduced to reduce the dimension of
TD signatures. In this context, as the PC signals have an important variance
nature, the extracted TD data from the PC signals are usually scattered freely
within the initial feature ensemble. Third, a bagging decision tree (BDT) classi-
fier is designed to robustly identify each appliance category. The BDT exploits
multiple weak machine learning models to develop a nearly optimal classifier
that outperform other classification models, especially when it is applied on TD
features.

The remaining of this paper consists of the following parts. The proposed
appliance identification system is explained in Sect. 2. Section 3 presents the
obtained empirical results with a set of comparisons at different levels of the pro-
posed appliance recognition architecture. Finally, Sect. 4 summarizes the main
outcomes of this framework.

2 Proposed System

In this section, contributions of this framework are highlighted through explain-
ing in details the main modules proposed to design a robust in-home appliance
recognition architecture. Figure 1 portrays the block-diagram of the proposed
system.

2.1 Feature Extraction Using TD Descriptors

In order to select the best TD descriptor for the appliance recognition purpose,
five TD descriptors are firstly considered and their performance are compared.
The best descriptor is then implemented to design the appliance identification
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Fig. 1. Block diagram of the proposed in-home appliance identification system

system. In order to describe the TD feature descriptors used under our frame-
work, let us consider a sampled version of the energy consumption signal denom-
inated as: y[i], with i = 1, 2, . . . ,M , of length M and collected at the sampling
frequency fy, in order to extract the TD features, a windowing process is applied
on y where a window length N is employed and the TD property Y (k) of each
window k (k = 1, 2, . . . , K) is then collected as follows:

• Root mean square feature (RMSF)

YRMS(k) =
N∑

i=1

√
1
N (y2

i ) (1)

• Mean absolute deviation feature (MADF)

YMAD(k) =
N∑

i=1

1
N |yi − μ| (2)

where μ represent the central tendency,

• Integrated absolute magnitude feature (IAMF)

YIAMF(k) =
1
N

N∑

i=1

y2
i

2 sgn(yi) + μ (3)

• Waveform length feature (WLF)

YWLF(k) = log
(

N−1∑

i=1

|yi+1 − yi|
)

= log
(

N−1∑

i=1

|Δyi|
)

(4)
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• Slope sign change feature (SSCF)

SSSC(k) =
N−1∑

i=2

f [(yi − yi−1) × (yi − yi+1)] (5)

where

f(y) =
{

1 if y ≥ threshold
0 otherwise (6)

2.2 Dimensionality Reduction Using FNPA-QR

The FNPA-QR is applied on the TD signals, which is a variant of fuzzy-linear
discriminant analysis (FLDA). The latter has been used to study the class rela-
tionship between samples, however the main drawback of FLDA is related to
the fact that it could not find out the regional geometric structure of samples.
Accordingly, in discriminant analysis, the regional arrangement is more promi-
nent in comparison to the global one [9]. In addition, the discrimination ability
between samples pertaining to different groups can be improved if the local
structure is preserved. To that end, the FNPA-QR introduces a novel feature
projection scheme that can map the samples into a new subspace by analyzing
the adjacent patterns. Consequently, it makes adjacent samples with the same
label more close and in contrast, turns the adjacent coefficients with different
labels to be far away. The main steps to perform the FNPA-QR approach are
summarized.

1. Set the features data using a matrix structure Y (i, j), where i is the index
of feature vectors and j is the number of patterns in each vector and set the
number of reduced samples r;

2. Estimate the within-class-scatter (WCS) array YW as:

YW =
(
Y DY − Y WY T

)
= Y L1Y

T (7)

where L1 = D − W represents the Laplacian array as described in [10,11]. D
constitutes a diagonal array that its coefficients are derived by summing the
WCS array W . W is the array of the WCS patterns;

3. Estimate the between-class-scatter (BCS) array YB as:

YB = (MEMT − MBMT ) = ML2M
T (8)

where M is the mean matrix of total patterns. L2 = E − B and E represents
a diagonal array; its inputs are column sums of B. B is the array of the BCS
patterns;

4. Estimate the transformation matrix HFNPA-QR as follows

HFNPA-QR = argmax trace
(
HTYBH
HTYWH

)

(9)
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5. Calculate the matrix Q using H = Q × R, where R represents an upper-
triangular array and Q defines an orthogonal array;

6. Make HFNPA-QR = Q and project the feature matrix with the transformation
matrix as follows:

Y ′(i, r) = Y (i, r) × HFNPA-QR (10)

2.3 Bagging Decision Tree (BDT) Classifier

The idea behind BDT algorithm relies on the fact that the bagging process can
trigger unstable weak classifiers to generate nearly optimal classifier. Instead
of training the weak classifier on the global data set, each one is trained on a
bootstrap set that is derived from the ensemble set. This makes the samples dis-
tribution along the training similar to the initial distribution. Consequently, the
individual classifiers in a bagging ensemble can accurately classify the samples.
Finally, a majority vote process is performed to normalize the performance of
the BDT model and to additionally improve the classification accuracy. Figure 2
explains in details the steps required to implement the BDT classifier.

Fig. 2. Flowchart of a the BDT algorithm

3 Experimental Results

The performance of the developed appliance in-home identification architecture
is evaluated using three different energy consumption datasets. The ACS-f2 is
the second version of the appliance consumption signature repository. It encom-
passes the electricity consumption footprints of various electrical device cate-
gories using 0.1 Hz sampling frequency [12]. The GREEND: collects daily PC
data of more than 35 domestic appliances deployed in 8 different households for
a period ranging from 6–12 months. Additionally, consumption fingerprints are
gathered using 1 Hz sampling frequency [13]. The WITHED: captures electricity
consumption signatures for up to 47 appliance classes for a short period of 5 sec
and using a 44,000 Hz sampling rate. Under this framework, 11 appliance classes
are employed to validate the proposed technique [14].
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First of all, the performance of the different TD descriptors using different
window lengths is investigated with regard to the BDT classifier. The window
lengths considered in the evaluation are selected according to the length of power
consumption signals in each database. The accuracy outputs are then plotted in
Fig. 3. It is clearly shown that RMSF descriptor can slightly outperform other
descriptors, especially under window lengths of 2048 and 3072 for both GREEND
and WHITED, and under a window length of 128 for ACS-F2. Furthermore, is
has better performance stability than the other descriptors. Therefore, in the rest
of this paper, the results of the proposed scheme are collected with reference to
the RMSF descriptor using window lengths of 128 for ACS-F2 and 2048 for both
GREEND and WHITED.
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Fig. 3. Accuracy performance of different TD descriptors for the a ACS-F2, b
GREEND and c WHITED datasets

3.1 Comparison Versus Other Dimensionality Reduction

The performances the FNPA-QR system are validated with reference to other
feature projection schemes, including principal component analysis (PCA), lin-
ear discriminant analysis (LDA) and FLDA for appliance identification. Table 1
depicts the accuracy, F-score and computational complexity of the proposed
technique based on FNPA-QR in comparison to other dimensionality reduction
approaches. The outputs are collected using MATLAB 9.4 (R2018a) executed
on a desktop that has a Core i7-3770S processor, 16 GRAM and 3.1 GHz. It is
witnessed that the accuracy and F-score of the FNPA-QR are highly improved in
comparison to other feature projection schemes. However, the time complexity
is increased and this is due to the fact that FNPA-QR uses a fuzzy process along
with the QR decomposition.

3.2 Comparison with Other Classifiers

Under the classification stage, in addition to the developed BDT classifier, other
machine learning (ML) models were also deployed in the experiments including:
support vector machine (SVM), deep neural networks (DNN), K-nearest neigh-
bors (KNN), decision tree (DT). These models were proceeded with respect to
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Table 1. Performance comparison of FNPA-QR versus other dimensionality reduction
techniques

Dataset Performance PCA LFDA FLDA FNPA-QR

ACS-F2 Accuracy 0.78 0.83 0.92 0.99

F-score 0.76 0.82 0.92 0.98

Time complexity (s) 0.035 1.81 0.71 0.85

GREEND Accuracy 0.86 0.92 0.95 1

F-score 0.85 0.92 0.94 1

Time complexity (s) 1.6 34.3 15.2 17.5

WHITED Accuracy 0.83 0.91 0.94 1

F-score 0.83 0.9 0.93 1

Time complexity (s) 0.071 6.8 3.8 3.4

Table 2. Accuracy of the appliance identification system based on FNPA-QR with
reference various ML classifier

ML Classifier ACS-F2 GREEND WHITED

algo Parameters accuracy F-score Accuracy F-score Accuracy F-score

SVM Linear Kernel 0.94 0.93 0.95 0.95 0.98 0.98

SVM Quadratic kernel 0.92 0.91 0.93 0.93 0.9 0.86

SVM Gaussian kernel 0.94 0.93 0.95 0.95 0.93 0.9

KNN K = 1/Euclidean distance 0.97 0.97 0.98 0.98 0.96 0.93

KNN K = 10/Weighted euclidian dis 0.96 0.95 0.98 0.98 0.95 0.92

KNN K = 10/Cosine dist 0.94 0.94 0.96 0.96 0.92 0.87

DT Fine, 100 splits 0.98 0.97 0.99 0.99 0.93 0.91

DT Medium, 20 splits 0.93 0.93 0.96 0.93 0.94 0.9

DT Coarse, 4 splits 0.92 0.89 0.94 0.92 0.91 0.88

DNN 50 hidden layers 0.96 0.95 0.98 0.98 0.97 0.96

EBT 30 learners, 42 k splits 0.99 0.98 1 1 1 1

different classification parameters. Table 2 provides the obtained results in terms
of the accuracy and F-score. It is shown that the BDT classifiers surpasses other
ML algorithms for all the datasets examined under this framework.

4 Conclusion

This paper presented a robust non-intrusive appliance identification system using
TD descriptors. More specifically, our focus was on the use of the FNPA-QR as
a dimensionality reduction module. FNPA-QR played an important role since it
(i) reduced the amount of data samples in the feature vectors, (ii) decreased the
distance between data points of the same appliance category and increased the
distance among the samples from dissimilar classes. Moreover, a BDT classifier
was designed that further enhanced the identification accuracy. Consequently,
the results of the evaluation were promising, since they showed that using the
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proposed TD descriptor based FNPA-QR and BDT classifier, it was possible to
reach an optimal identification accuracy and also outperform other dimension-
ality reduction techniques and ML models.
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Abstract. Thepurpose of this studywas to use geometricmorphometrics (GMM),
a technique suitable for the study of complex anatomical objects, to investigate
spinal cord injury (SCI). Eight individuals with SCIs who underwent radiologic
evaluation of their lumbar column in a lateral seated position prior to recruitment
were included in the study. Each individual was assessed with rasterstereogra-
phy using the Formetric 4D, and the results were compared with an X-ray of the
column analysed through two-dimensional landmark-based GMM. A principal
component analysis (PCA) was performed to describe shape variation. Subse-
quently, the correlation between the Formetric 4D indexes and the shape of the
first principal component axis (PC1) was measured with Spearman’s rank correla-
tion coefficient. Thin-plate spline deformation grids were used to describe shape
changes in the morphospace depicted by the PCA and to describe shape changes
predicted by linear regression. Through the analysis of human X-ray plates, we
highlighted the ability of GMM to describe the shape of the column and to evalu-
ate spinal and vertebral malformations. This pilot study is the first step for using
a GMM approach to investigate human spinal cord abnormalities. These results
provide clinicians and researchers a new method to evaluate bone structures that
could provide important information about the development and progression of
various deformities in the future.
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1 Introduction

Geometric morphometrics (GMM), a method for the statistical analysis of shape vari-
ation and its covariation with other variables, [1] quantifies in two or three dimensions
geometric features of anatomical structures. [2–6].

InGMM, shape is represented by theCartesian coordinates of anatomical landmarks.
Generalized Procrustes analysis (GPA) is a method of statistical analysis that is used to
compare the shapes of objects, or the results of surveys, interviews, or panels. GPA
removes the effects of non-shape variation (size), and GMM quantifies the variation
in the shape of anatomical objects despite their scale, position and orientation. [1, 2,
5, 7, 8] Furthermore, the analysis of shape coordinates can be directly visualized as
transformation of 2D or 3D landmark configurations that can be interpreted directly and
graphically [1, 7]. This analytical power is not achieved by traditional morphometrics,
and in recent decades, GMM has become a state-of-the-art complex biological shape
analysis method. Because of its evident advantage in the analysis of structures such as
bones, GMM is a potentially useful technique for spinal deformity assessment.

Patients with SCIs use wheelchair in most of their daily activities [9]. Periodic
assessment andmonitoring of the patient sitting posture are necessary in order to prevent
the development and worsening of deformities and to avoid joint or tendon retractions
[10]. The minimization of complications and optimization of outcomes are some of the
essential goals of patient treatment. A recent study reported a spinal deformity incidence
of 21% among adult patients with SCIs [11].

The present study aimed to use GMM to describe vertebral and cord shapes from
X-ray plates of individuals with SCIs. Using GMM, the authors collected anatomical
landmarks chosen to describe not only single lumbar vertebrae but also the entire shape
of this spinal segment. This method allowed the description of shape changes among
patients with different degrees of spinal cord deformations and the comparison of the
results obtained with those from the rasterstereography indexes.

2 Materials and Methods

This study was developed by rehabilitation professionals, anthropologists and clinical
engineers from Sapienza University of Rome and from ROMA—Rehabilitation and
Outcome Measures Assessment Association. The research group has carried out of
many outcome measures in Italy [12–29].

2.1 Participants and Spinal Deformity Assessment

Participants were recruited in June 2018 from Ostia Paraplegic Centre. In order to be
included in the study, participants had to be older than 18 years old, have a spinal injury
at the lumbar spine level, hold a radiologic evaluation of their lumbar column in a lateral
seated position prior to recruitment, not have pressure injuries or be pregnant during the
study. Eight subjects agreed to participate, firmed the informed consent and completed
the study.
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Every person included in the study was informed about procedures and purposes
of the study during an interview conducted as preliminary step. In order to evaluate
spinal deformities in people with SCIs, authors used Formetric 4D [4]. This tool uses
rasterstereography and by analysing the spinal column, it facilitates clinical practice [6–
9]. As a result of this optical scan, the system detects anatomical landmarks. The data
obtained are analysed by the software which reconstructs the shape of the column, and
the position of the basin in three dimensions; it creates 12 images in 6 s and calculates
an average value.

2.2 Geometrico Morphometric

Sixteen anatomical landmarks of the lumbar vertebrae were collected on X-ray plates
using the TPSdig2 software (see Fig. 1). Landmark coordinates were aligned using a
generalized Procrustes analysis (GPA) and subsequently used to perform statistical anal-
yses. A principal component analysis (PCA) was performed to describe shape variation
among the investigated patients. Subsequently, the correlation between the Formetric
4D indexes and the shape described by the first principal component axis (PC1) was
tested using Spearman’s correlation coefficient. The statistical significance was set for
p-values less than 0.05. Finally, thin-plate spline deformation grids [1] were used to
describe shape changes in the morphospace depicted by the PCA and to describe shape
changes predicted by linear regression.

Fig. 1. Sixteen landmarks were collected on X-ray plates (right) on eight participants. Landmark
configuration of each patient was subsequently aligned using GPA (left)

Statistical analysis was performed using the R statistical environment. Shape analy-
sis, including the GPA, PCA and thin-plate spline, was performed using the geomorph
software package.
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3 Results

Eight subjects completed the study. Themean (standard deviation) agewas 45.22 (12.21)
years, and they spent a mean (SD) 11.67 (2.45) hours in their wheelchairs per day. The
demographic characteristics of the participants are summarized in Table 1.

Table 1. Demographic characteristics of the eight participants

Mean Median Standard deviation

Age 45.22 52.00 12.21

Mean hours on wheelchair everyday 11.67 10.00 2.45

Years from injury 23.14 26 14.21

Frequence Percentage

Gender Male 4 44

Lesion level C7 1 12.5

L2 1 12.5

L3 1 12.5

T10 1 12.5

T12 2 25

T3 1 12.5

T4 1 12.5

According to the PCA, the eight patients analysed were aligned in the morphospace
along the PC1,which explained 77.14%of the results, according to the degree of lordosis.
The deformation grids associated with each patient can be observed in Fig. 2. Along the
second PC axis, the minor shape deformation associated with a single vertebra can be
observed (see Fig. 2). Because the PC1 reflected global spine deformation, we used the
PC1 scores for subsequent statistical analyses. There were no significant correlations
between the Formetric 4D indexes and the PC1 except for the lumbar arrow (see Table 2).

Linear regression (see Fig. 3) showed a positive relationship between the lumbar
arrow and shape, which suggests that smaller lumbar arrow values correspond to a
return of normal lumbar lordosis, whereas larger lumbar arrow values correspond to an
accentuated lordosis (see Fig. 3).
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Fig. 2. Principal component analysis of the landmark coordinates of seven patients with spinal
injuries. Patients are represented by black points. Each point is associated with a thin-plate spline
deformation grid of the lumbar spinal segment

4 Discussion

This pilot study shows the potential use of landmark-based shape analysis in the study of
spinal deformities. A comparison with the rasterstereography measured with Formetric
4D, which was analysed using Spearman’s rho, showed one positive correlation with
the lumbar arrow. Among other measurements performed by the Formetric 4D, such
as prominent vertebra, the cervico-thoracic ratio, trunk length, and pelvic inclination,
the lumbar arrow was the most likely measurement to correlate with a lateral X-ray
plate of the lumbar column. The lumbar arrow clinically measured the distance (arrow)
of lordosis from a plumb line that touches the apex of the lumbar lordosis from the
occipital tuberosity. GMM is able to compute shape deformation of a lumbar segment
and of single lumbar vertebrae. This allows a quantitative and qualitative assessment of
spinal deformation. Positive linear correlation between the lumbar arrow and the shape
confirm that GMM correctly identifies the degree of deformation in the segment of the
spine. Furthermore, the local shape change associated with each vertebra suggests that
GMM could also provide information on single element deformation in relation to a
specific global deformation of the whole spinal segment.
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Table 2. Spearman’s rank correlation coefficient between the results of the Formetric 4D analysis
and geometric morphometrics of lateral X-Ray plates of the column of patients with spinal cord
injuries

Spearman’s Rho p value

Pelvic inclination [°] 0.48 0.274

Pelvic inclination [mm] 0.51 0.247

Twist Emibacini [°] −0.57 0.200

Kyphotic apex [mm] 0.61 0.167

Thoraco-lumbar inversion Point [mm] 0.57 0.200

Lordotic apex [mm] 0.21 0.662

Lumbo-sacral inversion reversal point [mm] 0.32 0.498

Cervical arrow (Stagnara) [mm] −0.57 0.200

Lumbar arrow (Stagnara) [mm] 0.79 0.048

Cervico-thoracic inversion-Thoraco-lumbar inversion [°] −0.30 0.518

Thoraco-lumbar inversion-Lumbo-sacral inversion 0.39 0.396

Surface rotation (Rms) [°] 0.00 1.000

Surface rotation (Amplitude) [°] −0.25 0.595

VPDM—lateral deviation (+Max) [mm] −0.11 0.840

VPDM—lateral deviation (−Max) [mm] −0.36 0.444

VPDM—lateral deviation (Amplitude) [mm] 0.43 0.354

VP prominent vertebra; DM average point of the line that connects right and left lumbar dimple

A potential extension of this method is the analysis of large populations to study
spinal and vertebral deformations according to different categories of potential risk.

InConclusion, this study provides information that allows the use ofGMMin clinical
and research settings. This pilot study is the first step for the use of a GMM approach to
investigate human spinal cord abnormalities. Finally, this research lays the basis for the
use of thismethod in other fields ofmedicine. Specifically, these results provide clinicians
and researchers a newmethod to evaluate bone structures, which could provide important
information about the development and progression of various deformities in the future.
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Fig. 3. Linear regression analysis between the lumbar arrow (x axis) and shape (y axis). The
linear model shows a positive correlation between the two variables. Shape changes associated
with the minimum and maximum value of the lumbar arrow suggest a spinal deformation from
rectification (minimum) to accentuated lordosis (maximum)
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Abstract. Handling stream data is a tedious task. Recently numerous techniques
are presented for analysing stream data. Stream data clustering is one of the impor-
tant tasks in stream data mining. A number of application programming interfaces
(APIs) are available for implementing the stream data clustering. These APIs can
handle the stream data of any dimension. The objective of the presented paper
is to explore the impact of dimensionality over the existing standard data stream
clustering algorithms. Selected standard data stream clustering algorithms are
compared for different dimensions of stream using six performance parameters,
namely adjusted Rand index, Dunn index, entropy, F1 measure, purity and within
cluster sum of square measure.

Keywords: Data stream · Stream clustering · Clustering evaluation · Stream
processing

1 Introduction and Related Work

The sources of stream data are increasing in the modern world of Internet and vast
amount of stream data is generated every hour. Analysing these vast amounts of con-
tinuous upcoming data is a big challenge. Stream data mining is the recent focus area
where numerous inventions are going on to explore the possibility of better analysing
the streamed data. Although a number of technologies and API’s (Application Program-
ming Interfaces) are available today to analyze the streamed data still there is a chance
of improvements on it. Dimensionality of the streamed data is one of the key inputs
which can impact the stream mining techniques. In this study, stream clustering task
is focused for analysing the behaviour of the stream clustering algorithms for higher
dimensionality of streamed data. For smaller dimension of the streamed data existing
data stream clustering algorithm can perform better but it will be interesting to observe
the behaviour of such algorithms with higher dimensionality of the streamed data. The
presented work can be helpful to suggest the knowledge miner for selecting and improv-
ing the stream clustering task to accommodate the real-world streamed data consisting
of higher dimensions.
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Some of the existing works related to evaluation of stream data clustering algorithms
are presented in the earlier works but the dimensionality impact still need some attention.
Evaluation of some of the stream clustering algorithms are evaluated and compared using
different performance parameters in different datasets by Mansalis et al. [1]. Various
issues and challenges in applying stream clustering algorithms are also addressed in
the paper. Some of the data stream methods and algorithms are reviewed and evaluated
on standard synthetic data streams and real-life data streams by [2]. Density micro-
clustering and density grid-based clustering algorithms are covered in the comparative
analysis. It was presented that a single algorithm cannot satisfy all the performance
measures. The objective of the present study is to evaluate the standard stream clustering
algorithms for the streamed data having relatively higher dimensions.

2 Stream Data Clustering Algorithms

In this work, five standard stream clustering algorithms available in R statistical package
[3] are used for the experiments and study. These algorithms are BICO [4], DBSTREAM
[5], DSTREAM [6, 7], Sample (reservoir sampling-based clustering algorithm) [8–10],
Window [11]with the horizon parameter as 20 and 100.All these algorithms are available
in the stream package of R [12, 13].

BICO [4] is based on k-means clustering algorithm and performs fast computation
of coresets in a data stream. It is derived from the popular clustering algorithm Balanced
Iterative Reducing Clustering using Hierarchies (BIRCH). Instead of actual data points
clustering is applied on the clustering featureswhich store triplet information, i.e. number
of data points, linear sum of data points and sum of squared data points. DBSTREAM
[5] clustering algorithm is density-based stream clustering algorithm; in this algorithm,
data points are assigned to micro-clusters using suitable radius and implements shared
density-based re-clustering. The DBSTREAM algorithm verifies the newly arrived data
point in the incoming stream using the pre-defined threshold value, and merging of data
points takes place if the threshold value of dissimilarity value is less than any existing
micro-clusters. DSTREAM (D-Stream) algorithm is grid-based clustering algorithm; it
estimates the density by counting the data points in a cell. DSC_DStream is a variation
of the D-Stream algorithm implemented by Chen and Tu [6]. Adjacent dense cells
are merged for re-clustering to form macro-clusters. The concept of attraction between
grids cells can be utilized alternatively for re-clustering [7]. Sample clustering algorithm
extracts a fixed-size sample using reservoir sampling from a data stream. It takes the
parameter k that represents the number of data points to be selected as sample from
the stream. DSC_Sample is a clustering interface based on DSO_Sample data stream
operator.Reservoir sampling [8] is used to select the number of representative points from
the stream. Unbiased sampling is used for all data points in the algorithm byMcLeod and
Bellhouse [9]. To evolve data streams, biasing of samples towards recent data points can
be more appropriate. Aggarwal et al. [10] have proposed another algorithm for biased
sampling. Window-based clustering algorithms use a sliding window of fixed amount
for focusing on the most recent data in the stream. It is driven by two parameters,
namely horizon and lambda. Horizon represents the window length and DSC_Window
represents a clustering interface. It is based on sliding window using a user supplied
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number known as window length and the dampened window models [11] pointing to
most recent data points.

3 Experiments and Result Analysis

All the experiments are performed using streamAPI available in R [12, 13]. The descrip-
tion of dataset, setting of the algorithm parameters and analysis of the results of the
experiments are presented in this section.

3.1 Dataset

For all the experiments, the stream data is generated using the stream package inR. Gaus-
sians stream generated function from stream package is used for experiments. Gaussians
generates [14] the data of randomly created fixed clusters with random multivariate. It
uses the parameters number of clusters to be created, dimensions, matrix of mean val-
ues for all dimensions, list of covariance matrices, probability vector for presenting the
likelihood of data points between cluster centres for minimize overlapping. Noise and
noise probability is also selected between 0 and 1. Uniform distribution function is used
for noise over a noise range. The stream generator is used with the number of clusters as
3 for different values of the dimensions. The values of the dimensions are taken as 2, 3,
4, 5, 10, 20 and 50. Noise probability of 5% (i.e. noise= 0.05) is taken while generating
the stream data with the Gaussians generator. A sample of stream generated with three
clusters and three dimensions using Gaussians generator is presented in Fig. 1.

Fig. 1. Generated sample of 3D stream for the experiments
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3.2 Performance Parameters

Six performance parameters are considered for evaluating the performance of clusters
generated by stream clustering algorithms. The parameters selected are adjusted Rand
index (cRand), Dunn index, entropy, F1 measure (F1), purity [15] and sum of squared
measure within cluster (SSQ). Rand index is derived using the false positives and neg-
atives. It measures the number of correct measures by the total measures. In this paper,
cRand variation is used which is called as adjusted Rand index. The maximum value of
adjusted Rand index is 1 when pair of clusters is same. It can have negative values also if
the clusters are not identical. Dunn index is the measure of quality of clusters generated
by clustering process. A higher Dunn index represents a better cluster. It is the ratio of
minimum separation with the maximum diameter. Distribution of cluster membership is
measured by entropy parameter. Less value of entropy indicates a good clustering result.
F1 measure is the combined measure (harmonic mean) of the precision and recall. It
is calculated using the values available in confusion matrix. Purity indicates whether
the data instance is falling under the correct cluster or not. The ideal value of purity
approaches to 1 when the clustering is perfect. SSQ parameter represents the within
cluster sum of square measure. It indicates within cluster variation. A good clustering
should have less within cluster variation, and hence, less value of SSQ is desired.

3.3 Algorithms Settings

All the experiments presented in this study are performed in R. All the experiments are
performed on the same input data stream generated by Gaussians stream generated by
varying the number of dimensions. Before analysing and applying the algorithms on the
input stream, parameter values for the algorithms are required to be set. The parameters
for BICO algorithm are selected as follows, and the value of cluster centre is taken as 3 as
the same number of clusters is specified in the generated input stream, coreset size of 10,
number of random projects for nearest neighbours is taken as 10 and number of iterations
specified for offline clustering is selected as 10. For the algorithmDBSTREAM, the value
of radius of micro-cluster is taken as 0.45, and remaining parameters are taken with the
default value provided in the API. For DSTREAM algorithm size of grid cell is taken as
0.1 and density threshold used to detect dense grid is taken as 1.2. For sampling-based
stream clustering algorithm (SAMPLE) number of points to be sampled is taken as 20.
For the windows-based algorithm and its variation, the window length (horizon) is taken
as 20 and 100, respectively, for analysing the impact of dimensionality of the streamed
data. The decay factor for damped window model is taken as default, i.e. 0.

After setting the parameter values for the selected algorithm, clustering of streamed
data is performed by varying the dimensions of the data. A sample output of clustering
of three-dimensional streamed data using selected algorithms is presented in Fig. 2.
The evaluation of performance parameters for the 5000 instances for three-dimensional
streamed data using selected algorithms is presented in Fig. 3.

4 Result Analysis

After making the environmental set-up ready for the experiments, the Gaussians stream
is generated by varying the dimension parameter and the same set of algorithms is
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Fig. 2. Clusters generated for the 3D Sample stream using algorithms a BICO, b DBSTREAM,
c DSTREAM, d SAMPLE, e Window with 20 horizon and f Window with 100 horizon

applied and clusters are evaluated. The performance parameters are tracked for different
dimensions of the stream for all the algorithms, and the results are presented in Fig. 4.
The analyses of the experiments are summarized in Tables 1 and 2. Out of the six selected
algorithms best algorithm(s) against the performance parameters is presented in Table 1.
The impact of dimensionality of stream for the algorithms is presented in Table 2.
Table 2 summarizes about the algorithms which can accommodate higher dimensions
of stream data using the selected performance parameter for example Window-based
stream clustering algorithm with window size of 100 performs still better when the
dimensions of the streams are increased for the all the performance parameters but SSQ.

5 Conclusion and Future Scope

Five standard stream data clustering algorithms, namely BICO, DSTREAM,
DBSTREAM, Sample and Window-based clustering (with 20 and 100 horizons) are
selected for clustering a commonly used stream generated using Gaussians stream gen-
erator in R and various performance parameters are evaluated by varying the dimension
of the stream. It is observed that as the dimension of the streamed data increases algo-
rithms indicate a slight drop in the performance parameters but overall most of the
algorithms are stable and acceptable for high dimensional stream. Only the Window-
based stream clustering algorithm performs better when the dimension of the streamed
data is increased using all the performance parameters except the SSQ. For the per-
formance parameter SSQ, algorithm DSTREAM performs better as compared to the
other algorithms when the dimensionality of the streamed data is increased. The best
performing algorithms using various performance parameters are tabulated in Table 1,
similarly, the algorithms which accommodate the high dimensional streams and perform
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Fig. 3. Performanceparameters evaluation over different positions of 3DStream a cRand,bDunn,
c entropy, d F1, e purity and f SSQ

better are tabulated in Table 2. Future work related to the presented work can be making
fine-tuning of the selected clustering algorithms so that approximately same number of
clusters can be generated and more accurate comparisons can be made. Another work
can be, the presented study can also be performed on some real-world datasets with
different dimensions for better validation of the presented study.
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Fig. 4. Performance parameters for different stream clustering algorithms for varying dimensions
a cRand, b Dunn, c entropy, d F1, e purity, f SSQ and g number of micro-clusters generated

Table 1. Performance parameterwise best algorithm

Parameter Best algorithm

cRand DBSTREAM

Dunn Window(100)

Entropy DBSTREAM

F1 DBSTREAM

Purity BICO, DBSTREAM, SAMPLE, Window(100), Window(20)

SSQ DSTREAM, BICO, Window(100)
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Table 2. Impact of dimensionality over clustering algorithms

Algorithm cRand Dunn Entropy F1 Purity SSQ

BICO
√ √

DBSTREAM
√ √

DSTREAM
√ √

SAMPLE

Window(20)
√ √ √ √

Window(100)
√ √ √ √ √
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Abstract. In recent times, Web application development has become essential
for the IT industry. In the past, Web applications were used primarily to provide
a graphical view of data stored in backend systems, and business logic execu-
tion or any form of data manipulation was programmed in the backend systems.
Web applications were treated as dummy client interfaces because client machines
were not proficient in performing complex computational operations or execut-
ing business operations such as data manipulation and analysis. Now, as client
machines have become more advanced and capable of performing complicated
business operations, application developers can make client interfaces more intel-
ligent. Enabling client interfaces to handle such complex business processes is
of great importance for some business scenarios, like in the case of collaborative
user interface designing where data representation and data insertion are not the
sole purpose of the Web applications. Adapting design patterns like “Command
Pattern” (Long in IEEE, 2017 [1]; Betts et al. in Avail Maintainability Windows
Azure, 2013 [2]) can make the Web client smarter and more efficient. This pattern
reduces the burden on the backend systems when performing all kinds of busi-
ness operations [3]. This design pattern provides flexibility to the developers for
converting all user actions executed in the user interface (UI) into simple, dis-
crete commands. In this paper, a detailed approach is discussed on how to apply
the pattern in more optimized manner by which one can then submit commands
individually in an asynchronous manner to the backend system for processing.
Handling of these user actions through individual asynchronous commands dis-
cussed in the paper makes the UI non-blocking. This also provides flexibility in
performing some of the UI changes locally until a response is received from the
backend. This paper details the architecture for using “Command Pattern” and
design approach for any Web application development and best practices that
improve the user experience.

Keywords: Command pattern · Non-blocking UI · Collaborative Web
application space · Server-side events
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1 Introduction

Data representation is always considered an essential aspect of business administration,
as it provides a holistic view of business to users. To efficiently represent data digitally,
a new user interface known as graphical user interface (GUI) was introduced in the late
60s. GUI allows users to interact with electronic devices through graphical icons and
visual indicators like secondary notations, typed command labels, and text navigation.
This new way of data representation gave birth to some commonly accepted standards
like hypertext markup language (HTML) for creating Web pages and Web applications
to fulfill the needs of remote users who want to view data. With Cascading Style Sheets
(CSS) and JavaScript, these three technologies form a triad of cornerstone technologies
for the World Wide Web. This technology stack enables Web application developers to
transform data into various formats depending upon the user’s choice like bar graphs,
histograms, and pivot tables. Since all these data transformation techniques are specific
to the user’s choice, the life cycle of such requests needs to be handled on the client’s
machine. In an ideal scenario, every client’s machine sends a request to backend sys-
tems to load the specific information or data that the user requested. Once the data is
loaded completely, based on the user’s choice, the front-end logic uses HTML, CSS, and
JavaScript to render the data into UI elements like graphs, pie charts, lists, and tables.

The problem with legacy Web applications in managing UI based on backend data
processing results in a high amount of data transfer between client and server [4]. Any
request submitted to the backend always treats the whole UI state as one object. This
UI state is transmitted to the backend. This request to the backend server results in a
new data state, in case a success or a failure message is sent when the processing of the
request results in business or technical issues. To reduce this data transfer volume, the
UI should transmit only specific changes to the backend. For this, the UI state needs
to be broken into various expressive sub-parts. For example, if a user is altering his or
her profile, the UI state can be broken into personal information (including name, age,
gender, and address), professional information (including company information, work
experience, and skill set), or general information. Whenever a user changes any of these
fields, instead of transmitting the complete user profile, only the specific change can be
transmitted. The success or failure of the request modifies the state of only this attribute
in the UI.

Creation of such atomic requests for processing might lead to issues such as concur-
rency or atomicity of the data between the UI and backend. As stated earlier, the backend
can result in failure that further raises concerns onwhat should happen to any subsequent
changes performed by the user without waiting for a server response. With the proposed
architecture, the UI design will become robust for handling event-specific consistency
for the server response. The proposed design can also help to update related information
on the UI based on the server response. For example, if a user changes the address that
is related to the current location of a user. In this case, if the address modification is
successful, the current location should be changed automatically. Another example is
when a user updates his or her marital status, and spouse information must be updated
automatically. If the request results in failure, the spouse details should roll back to the
previous state. The paper also explains the usage of some best practices for handling
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concurrent requests with shorter data fetching cycles from the backend system that keep
the UI in sync with the backend system.

2 Architecture

For a robust and resilient UI for modern Web applications, understanding how to effi-
ciently handle data and errors is important. A commonmistake by many programmers is
not handling failure properly. Consider an interaction between the server and the client
through a dedicated channel. Through this channel, the UI receives different types of
information packets, which can be of the following three types:

a. Success
b. Error
c. Completion.

Each of these types of information packets represents a form of data. If we treat all
three packets—including errors [4]—as data, the only concern left for the design pattern
applied in the UI is to respond to this data.

As discussed, with command pattern [4], all the user’s actions are discrete commands
fired to the backend system for processing. The backend can return data in anymentioned
type. Now, after receiving the data, the command pattern decides how the UI state should
respond to it (Fig. 1).

Command pattern architecture consists of three main modules:

i. Controller
ii. Command processor
iii. Query processor.

• Controller: The controller acts as a central processing unit (CPU) for this architecture.
It monitors all the UI changes made by the user. A user’s action sets the context of the
controller that is required to understand if the request requires backend processing
or just data reload. Based on this context, the controller either passes the request
to the command processor or the query processor for backend execution. When the
controller receives data from the backend in the form of a response, the controller
verifies if it is success data, error data, or a completion flag. After identifying the
response state, the controller begins data parsing to update the data model.

• Command processor: This module manages the execution of all user commands.
When a user performs a UI change, the controller observes this change and depend-
ing on the nature of the change, it may result in data change commands. Once the
command is created, the command processor receives the command. This command
gets inserted into a queue of commands for processing. This queue is scanned by the
QueueExecutor, which fires the command to the backend.
Once the command processor receives the response of the command, the response is
sent to the controller, which updates the data model accordingly. The data model acts
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Fig. 1. Command pattern architecture

as a primary cache for the UI state, and all the UI elements are bound to this model.
Any change in the model results in a change of UI state, but the controller limits the
change to the specific element rather than re-rendering the whole UI.

• Query processor: The other aspect in the UI is to keep the state in sync with the
backend. So, the query executor module performs the data model update whenever
a state change is required or if the UI requires a complete refresh of the data in
sync with backend data. The module also provides the functionality to reload specific
granular-level information. For example, if the user wants to reload only information
about work experience from the backend, the query executor reloads the data from
the backend system and changes the data model with fresh information.
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3 Detailed Discussion

The architecture can be applied to anyWeb application using any modern UI framework
like AngularJs, ReactJs [5], jQuery, or SAP UI5. Some UI frameworks like AngularJs
or SAP UI5 provide basic components out of the box to implement this pattern. In the
case of traditional Web development, all the components discussed above need to be
designed by developers. The discussed architecture offers flexibility to the developer to
choose any development strategy to achieve equivalent results (Fig. 2).

Fig. 2. Sequence diagram for command executor

When the controller receives any user action, it examines the type of action required,
if the action requires any data update, or if it needs only a refresh of data. If the action
needs backend processing, then the controller decides which part or sub-part of the
current UI state demands to be part of the backend request. Once the data change to the
UI element is recorded, the change is then passed to the command processor. The data
change is then appended to the payload of the command that is bound for handling data
changes of that UI element. Once the command formulation is successful, the controller
pushes it to the queue for processing.

After obtaining a response from the backend, the controller assesses the state of
response before parsing. It commonly checks the status code set by the backend to
highlight the result. These status codes are standard response codes like HTTP codes
or some pre-configured values that convey the result of the execution in the backend,
such as success, failure, or bad request. If the response code evaluates into success, the
response gets parsed by the controller and the response is registered in the data model.
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If the request results in failure, the controller notifies the user of the failure and
provides an option to either retry the action or cancel the changes. If the user wishes
to cancel the action, then the controller reverts the changes in the UI based on the old
state in the data model [6]. If the user wishes to retry, the command again pushes to the
command queue.

For the second scenario, if the controller senses the user action needs only a data
refresh from the backend, the controller sends the request to the query executor [6] to
reload the specific information from the backend. For example, if a user wants to reload
the profile picture when it has not been rendered properly in the UI (Fig. 3).

Fig. 3. Sequence diagram for query processor

When the UI requests data reload, the query executor tries to respond first with the
locally cached data. If the data is not available in the datamodel, theDataReader submits
a new request to the backend for supplying the required data. Once the data gets delivered
from the backend, the DataReader [6] passes it to the controller for examination before
rendering the data in the UI. The query processor also stores a local copy of data in the
data model for future reference.
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4 Results and Discussions

There are many implementation strategies already available for command pattern focus-
ing only for backend. The discussed architecture details architecture for UI with some
additional features like handling local changes for UI till the response from backend is
received compared to the classical implementation of the design pattern. This architec-
ture also overcomes the drawback of the classical implementation of the design pattern
is which it needs extensive data fetching from the backend.

As mentioned above, every single user action is converted into a specific command
that is submitted to the backend system. Keeping the UI state in sync with the backend
involves a lot of data fetching [7]. This is required because a command can only provide
information about the success or failure related to the specific action. If the action results
in some other data changes in the backend, the changes are never visible in the UI. For
such complex commands [2], therefore, the UI state should be refreshed completely.
Also, there are some user actions like reload or refresh of Web page data that get loaded
again by the pattern, as the classical implementation never handles the refresh or reload
scenarios.

The query executor feature provides clear handling of data changes through com-
mands and data retrieval. In an enterprise application, some background activity or job
can also produce data changes. This feature enables the backend to transmit such updated
data in an asynchronous way to the UI. This technique of data communication is known
as server-side events. These data changes in the backend are delivered to the UI without
explicitly submitting a request for data retrieval.

5 Comparison

We have compared the proposed solution with the existing industry known Web-
development frameworks such as UI5, ReactJs (including fulx/redux) [5], and AngularJs
(Fig. 4).

6 Benefits

The discussed approach helps application developers segregate [1] the concerns of data
updates and data retrieval. Additionally, because of the segregation in handling com-
mands and queries, some UI changes requested by the user can be performed locally in
the UI. This handling of UI updates without waiting for the backend response reduces
latency and makes the UI non-blocking. Once the backend sends the response to the UI
after completing the processing, the data model can be updated asynchronously.

Handling UI changes locally provides a new dimension to developers making the UI
experience seamless and non-blocking. It also helps to provide a collaborative working
environment to multiple users. Under this approach, the UI handles all the user changes
locally first and then transmits them to the backend for actual processing [3]. Later, when
the backend system replies with the response, the user changes can be updated in the
data model for future reference.
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Fig. 4. Comparison study between frameworks

Distributing user actions into specific commands also allows deferring some oper-
ations. For example, if a user chooses a profile picture, there is a high chance that the
user may upload multiple images before finalizing the profile picture. If we upload all
the images to the server, this results in high data volume being transmitted between the
UI and the backend. Also, if the user wants to revert the changes, the backend always
needs to store the old profile image.

7 Conclusion

The above-discussed design pattern helps developers create a robust and resilient solu-
tion. Implementing the discussed strategy helps reduce the amount of data traffic between
the UI and backend. Changes in the UI can now be handled in a non-blocking man-
ner without waiting for a backend response. Applying non-critical UI changes locally
without waiting for the backend response enhances the user experience and provides
a collaborative working environment to all business users. The discussed solution also
reduces the chances of deadlock situations.

This solution also reduces the overall turnaround time for a Web application, as
backend changes can now occur in an asynchronous mode without making the UI wait
for a response. By using the query executor feature, server-side events [7] can also be
easily integrated with the UI. This feature helps the Web page automatically obtain
updates from a server without requesting them.
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Abstract. The fast food industry, specifically the service department, has experi-
enced sustainable economic growth and has evolved in the application of substan-
tial methods, however, it has presented a slowdown due to deficient operation level
provided in the customer service area. A large number of customers do not make
the purchase owing to a series of unmet trends that face the consumer behaviour
which leads to significant economic losses and inefficient service. They have there-
fore focused their efforts on finding impulse mechanisms through allowing them
to migrate to less costly processes and/or to achieve better utilisation of available
resourceswithout success. This research inquires into the effectiveness of the Lean
Thinking Simulation (LTS) model, which consists in the development of a set of
methodological phases and the adaptation of the technological support termed
as Digital Change to improve the performance of customer service in Peruvian
fast food. The main result of this practical study was defined by a Dashboard in
real-time, and as a first approximation of the model, a 17.03% improvement can
be shown in the performance of customer service on the fast food selected.

Keywords: Customer service · Discrete events simulation · Fast Food · Lean
thinking · LTS model · Simulation model

1 Introduction

In recent years, Peru has been ranked as the second-best country for its economic growth
andquality of services because it has an investment rate of 4%of annualGDPowing to the
flowof 62%ofPeruvians,who spend about 25%of theirwagesmotivated by gastronomic
culture according to the Doing Business ranking in Latin America. In the services sector,
the main sub-sector is the foodservice industry, led by the fast food industry, which
generates an annual turnover of S/.585 million among fast foods, nevertheless, there has
been a deceleration as a result of their deficient service level provided in the customer
service area giving rise to high migration of its customers to direct competitors.
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In this context, the problem is affecting 49.5% of Peruvian fast foods, in the city
of Lima, as they are short-staffed and overburdened the existing staff, this extends the
customers waiting time during the purchase process due to poor service performance.
Because of this, they have focused their efforts on finding impulse mechanisms among
them are staff turnover measurement and employ of quality tools such as Service Per-
formance (SERVPERF), Quality Function Deployment (QFD) and statistical analyses
that evaluate customer satisfaction surveys. While it is ascertained that there is only
79% reliability in the responses, it can be asserted that until to date this problem that
causes customer dissatisfaction, concretely during periods of increased public influx in
a Peruvian fast food has not been tackled.

Consequently, we seek to reduce customer churn as a result from deficient service
performance. For this purpose, the Lean Thinking Simulation (LTS) model is proposed
to improve the performance of the customer service, which is based on a continuous
improvement cycle that uses the simulation of discrete events as a tool under a strategic
implementation of Digital Change. In this way, Peruvian fast food has been chosen in
a very popular area of Lima, with 68.33% of all Peruvian fast foods, where it aims to
demonstrate the effectiveness of the proposedmodel to remain in the competitive market
through improving the performance of customer service during the purchase process.

In view of the above, the revised literature for the sustenance of the proposed model
is presented in accordance with the typologies categorised according to the techniques,
Lean Thinking and Simulation of Discrete Events. Followed by the contribution section
which explains in general and detailed the proposed model and its components applied
to the elected Peruvian fast food. Continuing validation, which describes the test stage
along with its initial results and gets a subsequent result that is evaluated through KPIs.
Finally, the findings are projected as a result of the implementation of the model at issue.

2 Literature Review

Simulation models exposed in the fast food industry examine worker capacity and cus-
tomer behaviour during the purchase process. Then, [1, 2, 3, 4] utilise a simulator to
visualise the current process that the customer experiences during the peak hours of pub-
lic influx through the record of random times under parameters that are set according
to fast food. Then, they linked the waiting time problem as a variable to the low per-
formance of workers, in order that they increased the number of its and/or their labour
capacity, achieving a 15–20% reduction in waiting times and an increase in customer
satisfaction.

According to [5, 6], Simulation models applied in the service department use simu-
lation as validation and quality tools such as Total Quality Management (TQM), which
enables them to perform continuous long-term improvement that is important to cus-
tomers, thereby increasingworkers operational capacity through the Plan-Do-Check-Act
(PDCA) and verifying their performance through KPIs. However, they do not analyse
the productivity and labour capacity that afflicts them during peak hours, due to a lack
of knowledge of demand.

Lean Thinking models associated with the service industry focus on tangible and
transactional deliverables from customer experience. Furthermore [7], this is possible by
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applying the five Lean Thinking principles, (i) specifying value from the end-customer
perspective, (ii) identifying value flow, (iii) influencing value to reduce processing and
design time, (iv) providing what the customer wants only when he wants it, and (v)
pursuing perfection by constantly eliminating waste layers as part of the continuous
improvement process. Thus, they measured the performance and capacity of workers
through Dashboards and programmes that strengthen their skills development [8, 9, 10,
11].

In addition to these models integrating Lean Thinking and simulators identify inef-
ficiencies in the service sector. To this end, [12, 13, 14, 15, 16] analyse the initial state
of the production process through the Value StreamMapping (VSM), that locates waste
types to improve worker performance in the activities and to follow a customer-oriented
organisational model. Continue [17, 18, 19, 20] with a simulator and tools, such as SAP
Success Factors-Performance and Goals, which track worker performance based on the
fulfilment of the objectives of the executive and SAP S/4HANA, which contributes to
the virtual monitoring of product stock at times of higher influx, resulting in reduced
customer waiting times and activities that do not add value to the process.

3 Research Method

The main objective of this investigation is to define and evaluate the applicability of
LTS model to improve service performance in fast food. In view to achieve this goal,
the similarities in using Lean tools for problem identification could be identified among
the revised literature. However, the development of the models found is mostly focused
on the elaboration processes neglecting the customer service area, where problems have
been encountered directly influence in the purchasing behaviour.

3.1 Description of the Model

The LTS model is based on a four-phase Lean Thinking improvement cycle, which uses
simulation as a tool to enable service performance by companies in the fast food industry
that can be easily adapted to the constant change in consumer behaviour. The first phase
is a situational diagnosis, which presents a combination of the value stream mapping
tools and the Arena Rockwell Software simulator that are geared towards visual process
management in the flow of material and information, which determines the problem
area of the purchasing process by evaluating the workload, operational capacity, sales,
customer output, and system duration variables. The process at this stage focuses on the
identification of problems that interfere with the optimal development of the purchasing
process, which consists of ordering counter, kitchen and dispatch areas referred to as
order service; preparation service and delivery service, respectively.

The second phase, systemic analysis, has as its main function to identify the changes
in the specific area in problem through the Flow Chart and to estimate with the simulator
the impact of improvements that would eliminate these wastes on the process of the
specific area in order to address a more efficient workplace.

The third phase, strategic implementation represents the execution of the proposed
three-week model in the days and hours of higher influx, whose information will be
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channelled and processed through Tablets, whose technological support has been termed
asDigital Change,which is comprised of SAPSuccessFactors—Performance andGoals,
SAP S/4HANA, and the simulator that will result in a Dashboard in real-time, which is
a control panel to enables real-time evaluation of the performance of the staff support
performance during the procurement process of the areas to guide the strategy towards
achieving the stated objectives.

The fourth and final phase of management control aims to measure the performance
of the results achieved by the Dashboard in real-time and the Enhancement Simulator
through KPIs that demonstrate whether the solutions implemented in the fast food meet
the requirements identified in the first and second phases as it is shown in (Fig. 1).

Fig. 1. LTS model

3.2 Components

This introduces three new components as shown in TOC., the integration with the simu-
lation that consists of the inclusion of the value streammapping tools, the FlowChart and
the simulator that allow you to visualise the entire process and determine the problem
area of the purchasing process by evaluating the operational capability, sales, customer
output; adapting the simulation to Lean Thinking, whose phases were reduced to four;
and the Digital Change application that combines traditional Dashboard and simulator
to obtain an in-real-time Dashboard that evaluates service performance.

To measure the progress of the LTS model through KPIs, the productivity, quality
of service, operational capability, cycle time, and average wait time metrics are used to
enable an evolutionary analysis of the performance of the affected area (Table 1).

4 Validation

4.1 Description of the Stage

The model was applied to a Peruvian fast food service, where customer churn was iden-
tified for maximum waiting time when placing an order has significant economic losses
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Table 1. KPIs of the LTS model

Metrics Description

Productivity Percentage of sales made

Service quality Percentage of service effectiveness

Operational capacity Work in process

Cycle time Duration of purchase process

Average waiting time Average length of customer wait

for the organisation, being the branch understudy the one that presents the highest per-
centage of affectation of the problem in 22%. Thus, we saw the opportunity to improve
this process that has been operating traditionally for many years without applying new
advantages to its customers. In this way, the investigation took place during peak hours
which are parameterized on Friday and Saturday from 20:30 to 23:30 h according to
the information provided by the organisation. Therefore, the procurement process estab-
lished by the fast food was then described, consisting of the Ordering Counter, Kitchen
and Dispatch areas, whose activities begin with the customers’ attention, the registration
of the order, followed by the preparation and assembly of the order to settle with the
delivery of the order.

4.2 Results

A notable improvement in the study fast food can be seen during the validation period.
Thus,KPIs used tomeasure themodel during its implementation demonstrate a reduction
in operational capacity to 75.66% of customer workers who worked above its capacity,
which is 85% as per the ILO (International Labour Organization). As a result, there
was an impact on the other areas of the process and increased by 17.03% the service
performance, thereby it is representing the recovery of 102 customers churn. In view
of this result, it has been identified that the simulator obtained a 22.58% reduction
of the problem thus having a margin of error of ±5.55%. However, the outcome of the
implementationmay be increased because it was found that, over the hours, the operators
became more despite having little training time, which is the result of the use of a model
of continuous improvement that was based on Lean Thinking in this research. In this
regard, Table 2 shows the significant improvements that have been generated from the
application of the LTSmodel in Peruvian fast food. Hence, the proposed model achieved
its purpose.

5 Conclusions

The LTS model achieved the purpose of recovery customers churn due to the low level
of service performance in Peruvian fast food. This was possible through the realisation
of the four model phases that integrated the Arena Rockwell Software simulation tool
into the Lean Thinking methodology, whose tools such as the Flow Chart and VSM
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Table 2. Results of the LTS model through KPIs

Metrics Actual situation Improve situation

Productivity (%) 40.55 57.58

Service quality (%) 60.02 73.05

Operational capacity (%) 92.69 75.66

Cycle time 13.271 min 11.008 min

Average waiting time 3.052 min 2.532 min

enabled a comparison between the technique and methodology in order to obtain results
closer to reality. Thus, Digital Change was able to be implemented in the establishment,
which obtained information on new customer service time-frames and waiting times that
resulted in an in-real-time Dashboard that allowed a comparison between the current
situation and the situation of improvement of the establishment where improvements in
customer service performance could be quantified.

In accordance with the proposed model, improvement in service performance could
be validated. This required a three-week implementation in which it was executed under
the Lean Thinking methodology. In addition, Arena Rockwell Software’s discrete sys-
tems simulator was used in conjunction with technological support, Digital Change,
which provided an opportunity to make a comparative chart to actually assess the impact
that the model would have on the fast food chosen. This achieved an 17.03% improve-
ment in the performance of customer service, which recovery compared to customer
churn due to excessive waiting times. This result reflects improvements in 57.58% in
productivity, 73.05% of service quality and 75.66% in operational capacity, while cycle
time had a notable reduction to 11,008min as well as the average waiting time that ended
in 2532 min.
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Abstract. This paper explores primary user emulation attack (PUEA)
impact on spectrum sensing (SS), sum secondary user (SU) throughput
and energy harvesting (EH) in cognitive radio network (CRN). Cogni-
tive radio (CR) system model consists of a set of transmit-receive node
pairs, one fusion center (FC) and one PUEA node. At the initial time
slot of the frame, simultaneous EH and spectrum sensing (SS) are done
through power splitting (PS) mode. Then based on SS decision, at the
FC, CR transmit nodes either perform EH or transmit data in time divi-
sion mode. Closed form expressions of the optimal sensing duration and
transmit power for each SU are found while maximizing the sum SU
throughput under the constraints of SS reliability, energy causality on
each SU, interference at PU and outage probability on individual SU link.
Simulation results show that ∼20% increase in PUEA power enhances
the throughput ∼9.76% and residual energy ∼0.31% while meeting the
detection and false alarm probabilities 0.95 and 0.05, respectively.

Keywords: Cognitive radio · PUEA · Energy harvesting · Residual
energy · Secondary outage probability

1 Introduction

Recently energy harvesting (EH) [1,2] enabled cognitive radio (CR) [2,3]
addresses spectrum scarcity problem with promise of green communication. One
of the basic CR operation is spectrum sensing (SS)/cooperative SS (CSS) [2,3]
which experiences primary user emulation attack (PUEA) [2,3] where some
external (outside CR system) node mimics primary user (PU) signal to avail
PU spectrum for its own use. Increase in PUEA power has two adverse effects,
one in SS performance [2,4] and the second one is interference to secondary user
(SU) receiver. However, PUEA interference being a radio frequency (RF) signal,
can also be used by the SUs to perform EH [2,5]. Hence, the role of PUEA power
on SS, SU throughput and EH are the focus of this present problem.
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A frame structure for the CR system is suggested that keeps provision of
simultaneous EH and SS using power splitting (PS) mode followed by reporting
the local SS decision to the fusion center (FC). Non-linear EH (NL-EH) model
is used for harvesting of energy using both PU and PUEA signals. SUs transmit
data during PU’s non-transmission phase on equal slot in TDMA. The objective
is to maximize the sum secondary throughput of the network under the con-
straints of meeting the sensing reliability of PU, individual energy causality for
each secondary transmitter, interference at PU receiver (during missed detection
of PU) and individual secondary outage probability. The expressions of the opti-
mal sensing duration and SU transmit power for data transmission are derived
in closed form. The main contributions of the present work are given below:

1. The expressions of total residual energy and individual secondary outage
probability are derived analytically that build various design parameters.

2. A global maximum point on the sum secondary throughput can be achieved
at the optimal values of sensing duration and SU transmit power.

3. It is possible to achieve enhanced (gain) sum secondary throughput and total
residual energy values with the increase in PUEA transmit power.

The organization of the paper is given as: The system model is described in
Sect. 2. NL-EH and residual energy calculation are done in Sect. 3. In Sect. 4, the
problem formulation and the proposed solution are provided. Section 5 presents
the numerical results and the conclusion of the paper is given in Sect. 6.

2 System Model

The system model, shown in Fig. 1, comprises of a primary transmitter (PT )-
receiver (PR) pair, ‘K’ pairs of secondary transmitter (STi)-receiver (SRi) that
are governed by a fusion center (FC). The SU network utilizes the frequency band
of PU opportunistically, through CSS. The frame structure, as shown in Fig. 2,
is repetitive (say Nc number of cycles). Each frame begins with a simultaneous
sensing and EH over the time slot τs where each SUs simultaneously performs
the local SS and RF-EH from the transmitted signal of both PT and PUEA
using PS mode at ρi:(1 − ρi). The symbol ρ denotes the PS ratio. During the
reporting sub-slot τri = (1 − α)τ/K, for i = 1, 2, . . . K, each STi sends its local
binary SS result to the FC where a global decision of CSS is made. Based on
CSS decision, each STi either performs EH or transmits data to its respective
SRi on equal time sharing over duration (Tf − τ)/K. The duration of τs and τr

(reporting slot) are ατ and (1−α)τ , respectively, where 0 < α < 1. Here PUEA
interfering power is used by STs to perform EH during both τs and (Tf −τ). STi

utilizes a part of the harvested energy (Pi) in data transmission such that the
total interference power must be within the limit Ith to PR for missed detection
on PU transmission. Global channel state information (CSI) of all secondary
nodes [1] and transmit power of PU and PUEA nodes [3,6] are available to the
FC.
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Fig. 1. System model

Fig. 2. Frame structure of CRN with PUEA interference
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2.1 Signal and Channel Modelling

During τs, the n-th (n = 1 to N) sample of the received signal at STi is

yri
(n) = φhpsi

xp(n)
︸ ︷︷ ︸

PU signal component

+ hmsi
xm(n)

︸ ︷︷ ︸

PUEA signal component

+ vi(n)
︸ ︷︷ ︸

noise component

(1)

Sampling frequency fs and sample number N relate as N = τsfs = ατfs. The
probabilities for transmission and non-transmission states of PT are P(H1) =
P(φ = 1) and P(H0) = P(φ = 0), respectively. PS device, at each STi, splits this
received signal for EH and SS purposes as yrhi

(n) = (1−ρi)yri
(n) and yrsi

(n) =
ρiyri

(n), respectively [1]. The symbols xp(n) and xm(n) denote the circularly
symmetric complex Gaussian (CSCG) signal with Pp and Pm as transmit power
of PT and PUEA, respectively for zero mean and variances E[|xp(n)|2] = Pp and
E[|xm(n)|2] = Pm. The symbols vi(n) and nri(n) denote the additive noise signal
at the receiver of STi and SRi, respectively and are assumed to be independent
and identically distributed (i.i.d.) CSCG random sequences with zero mean and
variances σ2

nsi
and σ2

nri
, where E[|vi(n)|2] = σ2

nsi
and E[|nri(n)|2] = σ2

nri
, for

i = 1 to K.
Wireless channels are assumed to be independent to each other and undergo

quasi-static Rayleigh fading with the coefficient hm ∼ CN (0, d−ψm
m ), ‘dm’ and

‘ψ’ denote the distance between the nodes and path loss exponent, respectively.
The mean channel power gain of |hm|2 is given by 1

λm
� d−ψm

m where m ∈
{pp, psi, pri, spri,msi,mri, sri, }. It is worth mentioning that the mean and the
variances of the channel coefficients associated with PUEA i.e. hmsi

and hmri

are assumed to be available to ST s [6].

2.2 Cooperative SS

STi uses an energy detection for the samples of PT i.e. yrsi
(n) with the test

statistics Tsti
= 1

N

∑ατfs

n=1 |yrsi
(n)|2. The probability of detection (pdi

) and prob-
ability of false alarm (pfi

) at STi can be expressed respectively as [1]

pdi
= Q

(
( ζi

ρi(d
−ψmsi
msi Pm + σ2

nsi
)

− γi − 1
)

√
ατfs

(γi + 1)

)

pfi
= Q

(
( ζi

ρi(d
−ψmsi
msi Pm + σ2

nsi
)

− 1
)
√

ατfs

) (2)

where Q = 1
2π

∫ ∞
x

e
−r2
2 dr and ζi is the local detection threshold used

at STi. The signal-to-noise plus interference (SINR) ratio at STi is γi =
(d−ψpsi

psi Pp)/(d−ψmsi
msi Pm +σ2

nsi
). For simplicity in mathematical analysis, the dis-

tances from the STi to PT and PUEA are assumed to be of much larger than
the distances among the ST nodes, i.e. dpsi

= dps, dmsi
= dms, ψpsi

= ψps,
ψmsi

= ψms ζi = ζ, γi = γ, σ2
nsi

= σ2
ns, ρi = ρ, pdi

= pd, pfi
= pf , ∀i = 1 to K

[1].
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During τs, the energy consumed by STi for local SS is given by

Es = ρ
[P(H1)(d−ψps

ps Pp + d−ψms
ms Pm + σ2

ns)

+ P(H0)(d−ψms
ms Pm + σ2

ns)
]

ατ = ρατS (3)

where S1 = P(H1)(d
−ψps
ps Pp + d−ψms

ms Pm + σ2
ns), S2 = P(H0)(d−ψms

ms Pm + σ2
ns)

and S = S1 + S2. During reporting, each STi forwards its SS decision to the
FC sequentially (duration of (1−α)τ

K ) in an error free common control channel.
FC uses “OR” fusion rule in order to combine the binary SS decisions. The
cooperative probability of detection (Pd) and false alarm (Pf ) are [1]

Pd = 1 − (1 − pd)K , Pf = 1 − (1 − pf )K (4)

The required time for broadcasting the CSS decision from the FC to all ST s,
being negligible over sensing and reporting slots, is not considered in analysis.
Energy consumption for reporting SS decision is also neglected.

3 NL-EH and Residual Energy Calculation

The harvested power at STi using non-linear (NL) model is given as [1,7]

ΦNL
EH =

M
1+exp(−a(Pξ−b)) − M

1+exp(ab)

1 − 1
1+exp(ab)

(5)

where Pξ represents RF power used for EH and M , a and b are same in [1,7].
STi performs EH during τs (PS mode) and (Tf−τ) after CSS under P(H1|H1)

and P(H1|H0), with harvested energies ENL
H1

= ΦNL
EH1

ατ and ENL
H2

= ΦNL
EH2

(Tf −
τ), respectively (∀ i=1 to K). ΦNL

EH1
and ΦNL

EH2
are evaluated by putting Pξ (in

Eq. (5)) as (1 − ρ)S and B11, respectively, where B11 = PdS1 + PfS2.
The energy consumption for SS by STi is ρατS as discussed before. Now

based on P(H0|H0) and P(H0|H1), energy required at STi for transmitting
data to SRi during (Tf −τ)

K is

Etr,STi
=

(Tf − τ)
K

Pi

[

P(H0|H0)
︷ ︸︸ ︷

P(H0)(1 − Pf ) +

P(H0|H1)
︷ ︸︸ ︷

P(H1)(1 − Pd)
]

= (Tf − τ)PiC
(6)

where C = 1
K

(

P(H0)(1 − Pf ) + P(H1)(1 − Pd)
)

. So residual energy (Eres) is

Eres =
K

∑

i=1

(

ENL
H1

+ ENL
H2

− Es − Etr,STi

)

=
K

∑

i=1

{

(

ΦNL
EH1

− ρS
)

ατ +
(

ΦNL
EH2

− PiC
)

(Tf − τ)

} (7)
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4 Problem Formulation and Proposed Solution

STi transmits data to SRi for the slot (Tf −τ)
K under P(H0|H0) and P(H0|H1).

PU transmitter is assumed to be located far apart from SRi and hence its
interference at the latter node, during missed detection i.e. under condition
P(H0|H1), is not considered in the analysis. The effect of additive noise at SRi,
being much smaller than interference power, is also not considered. Thus the
signal-to-interference ratio (SIR) at SRi is expressed by γsr = Pi|hsri

|2
Pm|hmri

|2 .

Secondary Outage Probability: Data transmission over the ith SU link
experiences an outage if Rsri

falls below target rate Rth. Hence secondary
outage probability (Ps,outi

) for the i-th link is in Eq. (8), where Rsri
=

(Tf −τ)
Tf

C log2(1+γsri
), γth = 2

RthTf
(Tf −τ)C −1 ≈ R′

thTf

(Tf −τ)C , R′
th = 0.693Rth [7] (details

omitted due to space constraint).

Ps,outi
= Pr(Rsri

< Rth) = 1 −
[

Pid
−ψsri
sri

Pmγthd
−ψmri
mri + Pid

−ψsri
sri

]

(8)

4.1 Secondary Sum Throughput

The frame structure, being repetitive, spectrum efficiency (SE) of STi node
includes an average value on large set of instantaneous channel gains, and is

represented by Ravg
sri

= (Tf −τ)C
Tf

log2
(

1 + Pid
−ψsri
sri

Pmd
−ψmri
mri

)

[1,8]. Here the mean chan-

nel power gain of |hsri
|2 and |hmri

|2 are calculated as E[|hsri
|2] = d

−ψsri
sri

and E[|hmri
|2] = d

−ψmri
mri , respectively (∵ hsri

∼ CN (0, d
−ψsri
sri ), hmri

∼
CN (0, d

−ψmri
mri )). The symbol E[.] denotes the expectation operator. Sum sec-

ondary throughput for K number of STi − SRi links is given by

K
∑

i=1

Ravg
sri

=
K

∑

i=1

(Tf − τ)C
Tf

log2

(

1 +
Pid

−ψsri
sri

Pmd
−ψmri
mri

)

(9)

4.2 Problem Formulation and Optimal Solution

The optimization problem can mathematically be stated as mentioned below

max
τ,Pi

K
∑

i=1

Ravg
sri

≡ max
τ,Pi

K
∑

i=1

(Tf − τ)C
Tf

log2

(

1 +
Pid

−ψsri
sri

Pmd
−ψmri
mri

)

s.t. (i) Pd = P d, Pf = P f =⇒ γ
√

ατfs + (γ + 1)Qpd − Qpf = 0

(ii) ENL
H1

+ ENL
H2

≥ Es + Etr,STi

=⇒
(

ΦNL
EH1

− ρS
)

ατ +
(

ΦNL
EH2

− PiC
)

(Tf − τ) ≥ 0

(iii) P(H1)(1 − P d)Pid
−ψspri
spri ≤ Ith
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(iv) Ps,outi
≤ θs =⇒ 1 −

[

Pid
−ψsri
sri

Pmγthd
−ψmri
mri + Pid

−ψsri
sri

]

≤ θs

=⇒ θ
′
s − PmA1R′

thTf

Pi(Tf − τ)C ≥ 0

(10)

SS reliability constraint is given in Eq. (10) (i), where P d and P f are the thresh-
olds for detection and false alarm probability, respectively. Equation (10) (ii)
denotes the energy causality constraints for STi, where Pd = P d and Pf = P f

are used in the expressions of B11 to get B11 = P dS1 + P fS2. Interference
power constraint by STi at PR under P(H0|H1) is mentioned in Eq. (10) (iii).
The individual secondary outage constraint is given in Eq. (10) (iv), where θs

denotes the secondary outage probability threshold, θ
′
s = θs

(1−θs)
, A1 = d

−ψmri
mri

d
−ψsri
sri

and γth ≈ R′
thTf

(Tf −τ)C [7].
The optimal solutions to Eq. (10) i.e. P ∗

i and τ∗ are found using Lagrange
multiplier and Karush-Kuhn-Tucker (KKT) conditions [7] and are given as

P ∗
i =

Y11 +
√

Y2
11 − 4X11Z11

2X11
, τ∗ =

(b11 − CP ∗
mean)Tf

(b11 − CP ∗
mean) − a11α

(11)

where, X11 = B1E11

(

IP KγQ

αfs
− a11αA1Pm

θ′
sE11 ln 2

)

, Y11 = PmA1K(Tf − γQ

αfs
)3, Z11 =

PmA1Y11, Ip = Ith

P(H1)(1−P d)d
−ψspri
spri

, γQ =
[Qpf −(γ+1)Qpd

γ

]2

, E11 = (a11α −
b11Tf ) γQ

αfs
+ b11Tf , a11 = ΦNL

EH1
− ρS, b11 = ΦNL

EH2
. The value of τ∗ is evaluated

by taking the average value of P ∗
i denoted as P ∗

mean for K number of ST s to
maintain synchronization among the latter. Furthermore, a11 and b11 in τ∗ is
evaluated similarly by taking the average values on parameters.

5 Results and Discussion

The numerical results of sum SU throughput (
∑ Ravg

sr ) are done by averag-
ing over 10,000 Monte Carlo simulations. Here {dmin

m , dmax
m } and {ψmin

m , ψmax
m }

represent the minimum and maximum range of the distance and the path loss
exponents, respectively between two nodes. Simulation parameters are set as Nc

=10,000, P d= 0.95, P f = 0.05, P(H1) = 0.3, P(H0) = 0.7, Tf = 100 ms, fs

= 10 kHz, α = 0.3, ρ =0.1, Pp =40 mW, Pm =35 mW, K =12, Ith = 12 mW,
Rth = 0.03 mbps/Hz, θs =0.05, dps = 2.5 m, ψps = 4, dms = 2.2 m, ψms = 4,
dmin

sr =2.2 m, dmax
sr = 2.4 m, ψmin

sr =2.7, ψmax
sr =3.1, dmin

spr =2.1 m, dmax
spr =2.6 m,

ψmin
spr = 3.3, ψmax

spr = 3.5, σ2
n = 0.45 mW, σ2

ns =0.55 mW, M = 24 mW , a = 1500,
b = 0.0022 as reported in [1,7].

Figure 3a shows the variation on
∑Ravg

sr with τ and a gain ∼2.31% in
∑Ravg

sr

is found for ρ = 0.2 compared to ρ = 0.1. Increase in ρ value requires decrease
in τ value to meet Pd = P d and Pf = P f and increases the required data
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Fig. 3.
∑ Ravg

sr and Eres versus a τ and b Pm

transmission slot (Tf − τ) of all STs to meet Rth and Rs values. It is also
observed that at {P ∗

mean = 0.73mW, τ∗ = 36.3ms} and {P ∗
mean = 0.67mW,

τ∗ = 40ms}, the maximum values of
∑Ravg

sr are 0.6458 and 0.6312 mbps/Hz,
at ρ = 0.2 and ρ = 0.1, respectively. The variation of Eres is also shown with
τ , where the former is calculated using Pd = P d and Pf = P f in Eq. (7). It is
seen that Eres value for ρ = 0.2 is ∼8.25% greater than ρ = 0.1 at τ = 46.4ms.
Increase in ρ value decreases τ and enhances (Tf − τ) slot (earlier mentioned)
which reduces the required Pmean value. Performance comparison on

∑Ravg
sr

and Eres is shown with [1]. The maximum value of
∑Ravg

sr is observed to be
∼4.5% more whereas the value of Eres at τ = 36.3s is ∼14.79% more for ρ = 0.2
over [1]. It is also observed that τ∗ values for both ρ = 0.1 and ρ = 0.2 are
less over [1], hence enhanced transmission slot (Tf − τ) reduces Pmean value and
consequently increase in Eres value is seen over [1].

The variation on
∑Ravg

sr and Eres with Pm for ρ = 0.1 and ρ = 0.2 is
shown in Fig. 3b. When Pm value is increased, the interfering signal at FC and
to each SRi (see Eq. 9) also increases. Increased Pm needs increase in the value
of τ (to maintain SS reliability) which reduces (Tf − τ) slot. To compensate the
increased interfering effect at SRi in this reduced transmission slot, the value of
Pmean increases significantly (this increased power is supported from the energy
causality in EH) leading to an overall enhancement on

∑Ravg
sr value of ∼9.76%

for ρ = 0.2. However, increase in Pm value (∼20%) also increases further the
scope of EH from PUEA which increases Eres value of ∼0.31% for ρ = 0.2.

6 Conclusions

To conclude, the presence of PUEA enables (i) a unique maximum point for sum
secondary throughput (

∑Ravg
sr ) to achieve at some optimal values of individual

transmit power and the sensing duration, (ii) a gain ∼ 4.5% in the maximum
value of

∑Ravg
sr and ∼14.79% is achieved for the total residual energy (Eres) at

τ = 36.3s over [1], (iii) an increase in power splitting ratio (ρ) value increases
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both
∑Ravg

sr and Eres values through an increased value in data transmission
slot and reduced value of Pmean, (iv) increase in PUEA transmit power (Pm)
increases SS duration, at the same time also enhances

∑Ravg
sr and Eres values

through enhanced scope of EH. In brief, ∼ 20% increase in PUEA value enhances
both

∑Ravg
sr ∼9.76% and Eres ∼0.31% for ρ = 0.2 at P d = 0.95 and P f = 0.05.
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Abstract. As the Hilbert transform is known as the main cause of intersymbol
interference (ISI) in single-sidebandgeneration (SSB), the design andperformance
evaluation of relevant equalizers over Hilbert transform with different numbers of
taps is critical to minimize the ISI effect. In this paper, we develop a mathematical
model of Hilbert transform with the different number of taps with the relevant
equalizers over four single-sideband (4-SSB), given that 4-SSB modulation can
carry a double amount of information while using half of the bandwidth com-
pared to the conventional modulation of SSB. As expected, the evaluation results
demonstrate that the soft-input soft-output (SISO) Turbo equalizer has degraded
the ISI issue with small number of tap since the Hilbert transform is showed to
work empirically in the case of small tap number. Similarly, the Shadow equalizer
verifies the benefits and robustness of the Hilbert transform effect with the low-
est number of taps, particularly Bit Error Rate (BER) performance is converged
when the number of taps is greater than 15. This demonstrates a new insight into
applying the SISO Turbo and Shadow equalizer using the novel concept of 4-
SSB modulation for data transmission in the case of coded and uncoded wireless
environments, respectively, toward 5G communication networks and beyond.

Keywords: Soft-input soft-output (SISO) equalizer · Shadow equalizer ·
Inter-Symbol interference (ISI) · Four Single-Sideband (4-SSB) · Hilbert
transform · Turbo coding · 5G

1 Introduction

The new wireless technology requires data transmission with a high data rate and the
quality of service tomatch the huge content demands. In this context, the single-sideband
(SSB) technology [1] has demonstrated unique merit with the capability to transmit the
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information through transmitter using only half of the spectrum bandwidth, i.e., save the
power compared to the equivalent schemes. However, SSB is an amplitude modulation
which is affected by the sensitivity of the random nature of the wireless channel envi-
ronment. Hence, SSB endures the symbol intersymbol interference (ISI), especially in
high data rate and high-order modulation like quadrature amplitude modulation (QAM)
and phase-shift keying (PSK).

In SSB, the signal is generated using the Hilbert transform [2]. Currently, most
of the research dealt with the non-ideal Hilbert transform in infinite impulse response
(IIR), whereas the finite impulse response (FIR) is studied for the practical system
implementation. The SSB is validated for optical communication to reach a high data
rate in gigabit per second. Recently, the most common SSB technology is twin SSB to
double the amount of information on both sides of the spectrum, instead of only one side
as of the conventional SSB. Twin SSB, however, is mainly applied for wired networks
using the optical modulator in which the coefficient of channel fading h is equal to one.

Also, given that the spectrum bandwidth is limited and bounded by the government
regulations, we need a new kind of modulation to match the 5G specification. Currently,
there are several existing modulation technologies that realize the high data rate to
guarantee the quality of service, e.g., the non-orthogonal multiple access (NOMA) and
the orthogonal multiple access (OMA) [3]. The main concept of these technologies is
provided the many users with the same allocation frequency which implying the save
the power spectrum.

To exploit the advantage of SSB, several researches started improving the capacity
of the SSB scheme by combining it with quadrature phase-shift keying (QPSK) to
increase the capacity of the channel due to the fact that SSB requires the orthogonal basis.
For instance, the authors in [1] applied widely minimum mean square error (MMSE)
algorithm in Turbo equalizer to compensate ISI. The result showed good performance by
successfully transmit data over QPSK with SSB. However, the research has a limitation,
which is difficult to be applied in 4G and beyond systems because the data rate does not
match the requirements of modern wireless systems.

To improve the SSB capability, Ohta et al. [4] proposed the new modulation scheme
by combining the four independent signals to produce the four single-sideband (4-SSB).
This modulation can carry a double amount of information while using half of the band-
width compared to the conventional modulation of SSB. Specifically, 4-SSB enables the
same feature as of Twin SSB [5] and is applicable to the wireless communication sys-
tems in which Twin SSB does not work because the channel fading is randomly changed
in the dynamic wireless environment, which is presented by Gaussian distribution. To
decrease the ISI effect, the widely MMSE Turbo equalizer is applied to keep the quality
of the received signal [6].

The 4-SSB technique is also improved by applying the OFDM for increasing the
capacity which matches the requirements in 4G [7]. However, on this day, 5G has
been launched and it enables ten times higher data rate compared to 4G. For that rea-
son, the 4SSB over OFDM scheme was improved by applying new Turbo equalizers
called Shadow equalizer and SISO equalizer to increase the data rate for the high-order
modulation like 16-QAM and 64-QAM [8, 9].
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Since the Hilbert transform with finite impulse response (FIR) has not been consid-
ered in previous 4-SSB studies, in this research,we study the effect ofHilbert transformer
in 4-SSB using relevant equalizers specified by Verizon 5G Technical Forum (V5GTF)
prototype [10] for 5G radio specification toward 5G and beyond to improve the receiver
signal performance with decreased complexity. We also find out that SISO Turbo equal-
izer is a feasible approach for 4-SSBmodulation toward 5G and beyond since it performs
well even with a small number of taps, as shown in the evaluation section (Sect. 5).

2 Four Single-Sideband (4-SSB) System Model

In this section, we introduce the brief concept of the 4-SSB systemmodel. In general, the
4-SSB system is modulated and demodulated based on the conventional SSB generation
by using the Hilbert transform to be applicable to the high-order M-QAM (Quadrature
Modulation). The 4-SSB signal is generated by using the four independent discrete
signals denoted by u, v, p and r as the modulation scheme sequence generation as 1
follows [4]:

S4SSB,I = u − v
∧ + p + r

∧

, (1)

S4SSB,Q = −u
∧ − v + p

∧ − r, (2)

where S4SSB,I and S4SSB,Q denote the In phase 4-SSB and Quadrature modulation phase
4-SSB, respectively, and u

∧

, v
∧

, p
∧

and r
∧

denote the Hilbert transforms of original discrete
signals.

The two complex signals of d1 and d2 are combined in 4-SSB to increase the channel
capacity and data rate of the system. The demodulation process of 4-SSB is a critical
procedure for the successful reception of the two complex data d1 and d2 and can be
modeled as follows:

d1,LSB = 1

2

[
u + v

∧ + j(u + v)
]
, (3)

d2,USB = 1

2

[
p + r

∧ + j
(
r − p

∧)]
, (4)

whered1,LSB denotes the lower sideband of 4-SSBand d2,USB denotes the upper sideband
of 4-SSB.

3 The Hilbert Transform Approach

In general, the Hilbert transform is mainly used for signal processing applications like
Fourie, Z and Laplace, Hartley, and Wavelet transform [11–14]. In this research, the
modulation and demodulation procedure of the 4-SSB scheme for the Hilbert transform
is conducted in the same way as Eqs. (1) and (2) in which SSB is generated mainly
through using the Hilbert transform. Also, to be applied in the time domain, the Hilbert
transform only changes the frequency sign rather than changing the signal domain. This
characteristic of the Hilbert transform will be described in the next section.
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3.1 Hilbert Transform with a Mathematical Model

Together with the Fourier transform, Hilbert transform realizes a well-known transform
for the analytical spectral signal. The mathematical model of the Hilbert transform is
performed by using the feature of the Fourier transform.

To enable various applications, we use the Hilbert transform for the 4-SSB mod-
ulation and demodulation process to enhance the received signal performance and
compensate ISI at the same time by using the different type of equalization process.

In particular, the mathematical model for the Hilbert transform can be described by
considering a Fourier transform signal pair as follows:

u(t)
F⇔U (f ), (5)

where () is a unit step function. U(f ) can be represented in the frequency domain as a
complex number with a real part and imaginary part as:

U (f ) = A(f ) + jB(f ). (6)

U(f ) is then an analytical signal of complex Fourier signal of u(t). By using the
kernel of integral information for signal u(t), the Hilbert transform can be defined in the
time domain as follows:

v(t) = H [u(t)] = 1

π t
∗ u(t), (7)

u(t) = H [u(t)]−1 = − 1

π t
∗ v(t) (8)

() and () realize the pair of Hilbert transform and can be denoted as the following
transformation:

u(t)
H⇔ v(t). (9)

In the next section, we describe the Hilbert transform with infinite impulse response
FIR.

3.2 Hilbert Transform with Finite Impulse Response (FIR)

Since modern communications include the built-in digital signal processors, all of the
signals must be converted to a digital signal before they are initially processed. This
process is known as an analog to digital converter (A/D).

The Hilbert transform is mainly performed in the digital domain called the discrete
Hilbert transformor Finite impulse response FIR. Figure 1 illustrates two types ofHilbert
transform: one includes the infinite delay in the continuous-time domain, whereas the
other is the finite or discrete-time domain (FIR). The 4-SSB system is designed to use
Hilbert transform as FIR to realize a practical wireless system. By default, the filter of
the Hilbert transform includes 21 taps in transmission and

receiver, as suggested by our prior study [7]. In this research, to deduce the highly
feasible and efficient system, we evaluate the optimized number of taps to gain high
performance with low complexity using different types of equalization like SISO with
Turbo equalizer and Shadow equalizer.
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Fig. 1. Structure of two types of Hilbert transform (infinite and finite impulse response)

4 Mathematical Model of Hilbert Transform with Taps Over 4-SSB

As can be seen in Fig. 1, the ideal Hilbert transform is () = −() where () is the sign
function of the frequency domain. Then, if the frequency is in a positive band, the sign
will become negative and vice versa, as shown in Fig. 2. The impulse response in each
tap of Hilbert transform in the time domain can be represented as the following equation:

h = 1

π t
. (10)

The cascade tap results in higher delay, but there is a trade-off between the optimized
number of tap and efficient performance of 4-SSB in a wireless channel environment.

4.1 Hilbert Transform Model with Odd and Even Number of Taps

In discrete Hilbert transform, the impulse response in odd and even number of taps can
be represented by the notation gHT . Also, the discrete signal can be represented with
discrete Hilbert transform as the following equation:

x
∧

[n] =
N
2∑

k= −N
2 +1

gHT [k]x[n − k] (11)

Let N be the number of taps in the Hilbert transform, the Hilbert impulse response
with respect to the tap number N can be expressed as:

N even: gHT[k] =
{

2
N sin2

(
π.k
2

)
cot

(
π.k
N

)
, k �= 0

0 k = 0
(12)
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Fig. 2. Hilbert transform impulse in infinite

N odd: gHT[k] =
{ 2

π.k k odd
o k even

; (13)

Note that due to the Hilbert transform properties in the discrete domain, the per-
formance of the proposal remains unchanged in 4-SSB modulation and demodulation
processes, irrespective of the number of taps (odd or even). The USB and LSB in 4-SSB
are then represented in all discrete domain as the following expressions:

xSSB[n] =
∑

k

hSSB[k].x[n − k], (14)

hSSB[k] =
{±j.gHT[k], k �= 0
1 ± j.gHT[k], k = 0

(15)

Equation (14) is a discrete convolution with channel impulse response of Hilbert
transform. As the Hilbert transform in the continues time domain was mentioned in
previous sections, Eqs. (14) and (15) form the mathematical model of Hilbert transform,
which is applicable in the 4-SSB model for the performance evaluation.

5 Performance Evaluations and Discussion

5.1 The Hilbert Transform Performance Using Turbo Equalizer with SISO
in AWGN

In this section, the effect of the number of Hilbert transform taps in odd is described. It
can be deduced from Eq. (13) that half of the coefficient of the impulse response is equal
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to zero (i.e., is even and differs from zero). Figure 3 shows that the Hilbert transform
does not work well because to realize the benefits of Hilbert transform, a high number
of taps is needed to make an appropriate approximation. Also, when the number of taps
is increased to 11, the performance of 4-SSB is increased as the SNR reaches 12 dB.
When the number of taps is increased to 21, the proposal achieves the best performance
under the Additive white Gaussian noise AWGN.

Fig. 3. Performance evaluation of the Hilbert transform with taps in SISO Turbo equalizer

5.2 The Hilbert Transform Performance Using Shadow Equalizer in AWGN

Figure 4 shows the performance of theHilbert transform tap evaluation via the simulation
of Shadow equalizer in AWGN when the SNR range is taken from 0 dB to 30 dB. As
can be seen, the Hilbert transform with the Shadow stills performs well even with the
smallest number of taps. Although SISO equalizer shows a higher BER performance
when the number of taps is not greater than 11, we can observe that Shadow equalizer
achieves a higher and more stable performance for the 4-SSB received signal when
the number of taps is greater than 15, provided that Shadow equalizer is run under the
uncoded system compared to the SISO coded system.

6 Conclusion

In this paper, the Hilbert transformer tap effects in the 4-SSB model system are stud-
ied. Two types of equalizers, including SISO and Shadow equalizers were evaluated.
A new design of Hilbert transforms in 4-SSB-based wireless communications and its
performance evaluations of the effect as one step to verify the proposed scheme for
the 5G network is proposed. However, some necessary work remains regarding using
OFDM technology, e.g., synchronization in the up and downlink channels. Also, the
other parameters will be evaluated to further prove the robustness of Hilbert transform
with the Hilbert filter, such as the number of the taps of the equalizer.
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Fig. 4. Performance evaluation of the Hilbert transform with taps in Shadow equalizer
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Abstract. The objective of this study is to analyze the results of the e-learning
course “Health promotion, prevention, diagnosis and treatment of idiopathic sco-
liosis,” directed to the Italian healthcare professionals involved in idiopathic sco-
liosis management. The e-learning course, based on the problem-based learn-
ing methodology, was directed to health professionals previously enrolled to the
University of Rome’s research project “Prevention, diagnosis and treatment of
idiopathic scoliosis: evaluation of skills acquired in health professionals through
distance learning.” This study is focused on the analysis of the participant’s data.
A significant improvement in knowledge (t = 17.2; p < 0.001) was found in par-
ticipants’ scores from pre- and post-test. 80.1% of participants passed the final
certification test. The final satisfaction questionnaire showed a high level of satis-
faction among participants. Health professionals involved in idiopathic scoliosis
management need adequate training, based on methods appropriate to their pro-
fessional context. The e-learning course’s results are positive and in line with the
project’s task; moreover, this confirms the validity of an active didactic approach
such as the problem-based learning.

Keywords: Scoliosis · Education · Distance · Problem-based learning ·
Education · Medical · Continuing

1 Introduction

Idiopathic scoliosis (IS), when untreated, may lead to severe trunk deformities, which
limit the capacity and functional biomechanics of the chest, exercise capacity, general
fitness and ability to work, and all factors related with impairment on quality of life
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[1]. Being crucial early detection and correct initial management in effective IS treat-
ment, an overarching goal is health professionals’ training on the main concepts in IS
and in basic criteria for diagnosis and treatment. Since continuing medical education
(CME) is mandatory in most countries and in Italy, in addition to traditional educational
approaches, the use of e-learning has steadily increased among health professionals
worldwide [2].

Starting from 2004, the e-learning working group of the Italian National Institutes
of Health (NIH) [3–5] is delivering e-learning courses on the platform https://www.edu
iss.it (EDUISS), assessing the quality of e-learning programs paying attention to several
key factors, such as navigability, multimedia approach, and degree of interactivity. A
specificity of the e-leaning methodologies developed and mainly adopted in EDUISS is
an innovative ways to reproduce problem-based learning (PBL), originally devised for
classroom learning, in the e-learning context, using the best available Web tools [3–5].

To address healthcare workers’ training needs on IS topics, the Department of
Anatomical, Histological, Medical-Legal Sciences and Locomotor System’s—Univer-
sity of Rome “Sapienza” organized a national congress and, in co-organization with
the e-learning group of the training office of the NIH of Italy developed an e-learning
course on “Health promotion, prevention, diagnosis and treatment of idiopathic scolio-
sis.” The congress and the e-learning course are part of the research project “Prevention,
diagnosis and treatment of idiopathic scoliosis: evaluation of skills acquired in health
professionals through distance learning.” The research project was carried out by health
professionals at Sapienza University in Rome and by Rehabilitation and Outcome Mea-
sures Assessment Association (R.O.M.A). The research group has carried out many
outcome measures in Italy [2, 6–15]

The e-learning course was delivered from November 22, 2017 to March 22, 2018.
The purpose of this study was to analyze the results of the CME e-learning course,

focusing on the knowledge acquired by the participants and their level of satisfaction.

2 Materials and Methods

2.1 Design

A one-group pre-post study design was used: participants were assessed before the
training (pre-training—T0) at the beginning of the course and again after the training
(post-training—T1). Moreover, after receiving the post-test’s feedback on the specific
learning objective to be reviewed before taking the final certification test, participants
at the end of the course filled in a knowledge final evaluation test and the satisfaction
questionnaire (one-group post-test-only design).

The cohort of participants included in the study comprised healthcare professionals
who completed the course: (1) filled out the two self-assessment test (T0 pre-test, T1
post-test), (2) passed the knowledge final certification test with a score at least of 75%
of correct answers, and (3) filled out the satisfaction questionnaire.

The study excluded participants who enrolled the course but did not complete it for
voluntary withdrawing or that not started it at all (dropout) and participants that failed
in passing the knowledge final test (not passed).

https://www.eduiss.it
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Fig. 1. Flowchart of cohort selection

Applying these criteria, the cohort comprised 350 participants, as reported in Fig. 1.
The course was developed by experts with different backgrounds: experts who

provided the scientific contents (from University of Rome “Sapienza,” Department of
Anatomical, Histological, Medical-Legal Sciences, and Locomotor System) and experts
in the e-learning methods and technological aspects (training office of the Italian NHI).

The course was direct to health professionals involved in all the IS aspects: physi-
cians, occupational therapists, orthopedic technicians, physiotherapists, therapists of
neuro and psychomotricity of the developmental age and Nurses.

Specifically, to the course could enroll participants previously included into the
research project “Prevention, diagnosis and treatment of idiopathic scoliosis: evaluation
of skills acquired in health professionals through distance learning.”

The learning method selected to develop the e-learning course was based on the
integration of problem-based learning (PBL), an active learning methodology, with the
e-learning tools available on the platform EDUISS.

In summary, PBL is a methodology that challenges participants to “learn to learn” by
working in small groups to solve real-world problems that mirror their working context,
with the goal of developing life-long learning skills [3]. This way, the process of working
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toward the understanding or solving of a problem leads to the participants’ learning along
a seven steps cycle.

The learning management system (LMS) used for the learning project was Totara
Learn 11 (based on a Moodle extension), that offered all the technical resources to
reproduce the selected methodological approach (PBL). Indeed, various LMS tools have
been used for the implementation of the course structure. The PBL cycle has been set
up using the platform tools such as feedback, Web pages, quiz and other learning tools,
such as Shareable Content Object Reference Model (SCORM).

The access to the activities was set up in order to schedule the learning path accord-
ing to the conditions that the previous activity was completed. Only upon successfully
completing all the course activities an attendance certificate was provided for each par-
ticipant. The tutors were available by e-mail to clear up any doubts regarding the course
contents, methodological aspects, and technological issues.

The course was structured into two learning units, both reproducing an entire PBL
cycle.

The general objectives of the e-learning course were to update the participants about
the main concepts in IS and to guide healthcare professionals about the clinical practice
for IS. The two units and the related specific learning objects were:

1. Idiopathic scoliosis concepts and epidemiology
2. Evaluation and treatment of idiopathic scoliosis.

Participants were expected to spend 48 h to complete the course: they could access
the course at any time; however, 20 weeks was the time of fruition.

The course was developed within the Continuing Medical Education (CME) Italian
regulation and delivered through the e-learning platform of the Italian NHI—EDUISS
(https://www.eduiss.it).

2.2 Study Instruments and Data Collection

The e-learning course included three types of activities for participants’ assessment and
evaluation and data collection:

• Pre-post test. Two self-assessment knowledge tests were required to be filled out at the
beginning (pre-test—T0) and at the end of the course (post-test—T1). Pre-post test
was composed of the same set of 14 multiple-choice questions (MCQ) to establish a
baseline before training and to compare the score gained with the post-test one.

• Final certification test (CME final test). At the end of each unit, participants were
required to pass aMCQ test, consisting in 72 questions on knowledge for a total of 144
MCQs (0 points for wrong answers—1 point for correct answer). The passing mark
was set at 75% of the scored questions answered correctly. Three passing attempts
were allowed. Time to complete the test was 150 min.

• Satisfaction questionnaire. At the very end of the course, participants which suc-
cessfully completed the final MCQ test were also required to fill in the satisfaction
questionnaire (SQ). The SQ consisted in 18 closed questions. The closed questions

https://www.eduiss.it
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were Likert type---scale: from 1 to 5 (1 = I do not agree at all, 2 = not I agree; 3 =
neither agree nor disagree; 4 = I agree; 5 = are decidedly agree).

2.3 Ethical Considerations

According to institutional regulation in Italy, ethics committee approval was not required
for this type of interventional study: participants were informed about methods and aims
of the study and agreed to the use of anonymous data in accordance with Italian Data
Protection Regulations.

2.4 Statistical Analysis

Descriptive analysis of participants’ characteristics was performed. Values are presented
as mean, median, standard deviation (SD), and frequency (%).

Differences between each one person’s pre-test and post-test scores have been calcu-
lated. Comparisons between pre- and post-test were performed using the paired samples
student’s T test, assuming that values at T0 were lower than T1.

Mean, median, and standard deviation (SD) are presented for participants’ final
certification test score.

Satisfaction questionnaire (SQ) results were analyzed and represented by a radar
chart, grouping the 18 questions under three headings: learning methodology (7 ques-
tions/radials), contents (8 questions/radials), and platform (3 questions/radials). The
scale was from 1 to 5, where 5 expresses the highest degree of satisfaction (supple-
mentary data are presented as mean and SD for each item and for the SQ total mean
score).

Analyses were performed using the statistical software Statistical Package for Social
Science (SPSS) version 25.0 (IBM, Corp., Armonk, NY).

3 Results

3.1 Participant Characteristics

A total of 437 health professionals enrolled to the course, demographic and professionals
data of completers are presented in Table 1.

3.2 Pre-post Test Analysis Results

Significant differences in the pre-post self-assessment test were found: the mean of
percentage of total correct answers was 8.2± 3.2 (from 0 to 14) in pre-test and 11.4± 2.7
(from 1 to 14) in post-test. There is strong evidence (t= 17.2 p< 0.001) that the teaching
intervention improves marks.

At post-test (T1), 72.3%of participants had improved their results, 16%had invariant
condition, and 11.7% of participants reported worst results.
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Table 1. Demographic and professionals data of completers (N = 350)

Gender Total sample

Female Male

Gender N (%) 182 (52%) 168 (48) 350 (100)

Age, mean (range) 46 (27–63) 50.8 (26–79) 48.3 (26–79)

Professional profiles (CME) N (%)

Physician 86 (24.6) 99 (28.3) 185 (52.9)

Physiotherapist 74 (21.1) 42 (12.0)) 116 (33.1)

Orthopedic technician 12 (3.4) 25 (7.1) 37 (10.6)

Occupational therapists 5 (1.4) 1 (0.3) 6 (1.7)

Nurse 4 (1.1) 0 (0.0) 4 (1.1)

Therapist of neuro and psychomotricity of the
developmental age

1 (0.3) 1 (0.3) 2 (0.6)

Employment status

Employee 112 (32.9) 107 (30.6) 219 (62.6)

Private contractor 4 (1.1) 11 (3.1) 15 (4.3)

Self-employed 65 (18.6) 49 (14.0) 114 (32.6)

Unoccupied 1 (0.3) 1 (0.3) 2 (0.6)

Note 1 SD, standard deviation

3.3 Final Certification Test

The final certification test scores were calculated on a scale ranging from 0 to 100 and
expressed in percentage. For completers, results on the final certification test ranged
from 77 to 100% and the mean score of the cohort at the end of the course training
was 93.3% (SD ±5.0). The majority of participants (72%) scored over 90% of correct
answers.

3.4 Level of Satisfaction

The majority of participants (91.7%) expressed high level of satisfaction on the learning
methodology adopted, as well as on the adequacy of the contents and on the e-learning
platform functioning.

4 Discussion

The primary goal of rehabilitation for idiopathic scoliosis is to reduce the progression
of curves thereby decreasing the risk of secondary impairment, including back pain,
breathing problems, and cosmetic deformities, and improve the quality of life [16–19]

In line with the aims of the research project “Prevention, diagnosis and treatment of
idiopathic scoliosis: evaluation of skills acquired in health professionals through distance
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learning” an e-learning coursewas provided free of charge by the ISS e-learning platform
and addressed to all the HCWs involved in the IS management.

A total of 437 participants registered to attend the course; 230 (53%) were females;
the average age of participants was 49 years.

A very high percentage (350; 80.1%) of participants completed successfully the
course (completers); the dropouts (participants that enrolled the course but not completed
it for voluntary withdrawn or not started at all) were 85 (19.5%); only 2 (0.5%) failed in
passing the final test (not passed). This represents a very satisfying result, considering the
expected level of completion in distance training context, as descripted in literature [20]
and found out in ISS’s previous e-learning experiences [21–30].Moreover, the high level
of completion could be also explained by the preliminary selection of the participants,
who were already involved as participants in other training activities within the research
project.

The completers’ data show a prevalence of females (182; 52%); the mean age was
48.3 years (standard deviation SD ±10.7).

The general objectives of the e-learning course consisted in training theHCWs on the
topics related to IS promotion, prevention and treatment. Coherently with these objec-
tives, the most represented professions among completers were: physicians (24.6%),
physiotherapists (21.1%), and orthopedic technicians (3.4%).

The majority of participants worked as employee in the Italian National Health
Service (32.9%), likely the workers mainly involved in the management of IS. The
self-employed and private contractors, who in Italy represent a significant part of the
operators involved in the treatment of IS, were the 19.7%. As expected, the category of
unoccupied was the less represented.

Statistical analysis on pre-test and post-test data (N questions= 10) shows in all the
questions a significant improvement in participants learning level after having completed
the course. The improvement calculated on each item/question shows some differences
in percentage improvement between the different questions. It could be assumed that
not all the questions presented the same level of difficulty or that the associated specific
objectives were not easily reachable with the corresponding study materials. Although
the completion was mandatory, the aim of the two learning activities was mainly forma-
tive, since participants could assess their own improvement in knowledge comparing by
themselves the scores obtained pre and post having completed the course. In any case,
further analysis is required.

The satisfaction questionnaire analysis shows a high overall liking from the majority
of participants (91.7%), on the learningmethodology adopted, aswell as on the adequacy
of the contents and on the e-learning platform functioning.

5 Conclusions

The results obtained are positive. This study highlights the importance of training
healthcare professionals in the IS management and treatment.

We found a statistically significant increase in participants’ knowledge after having
attended the course and a good average score at the final certification test.
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The result of the satisfaction questionnaire also indicates a high level of appreciation
on the learning methodology, contents, and e-learning platform functioning

The high rate of completion, as well as the level of satisfaction expressed by par-
ticipants, represents important aspects of our study, reflecting the interest shown by the
participants to the training project, confirming their committing to IS management and
treatment.

Our global results show that e-learning can provide statistically relevant knowl-
edge gains in healthcare professionals in IS management, underlying the importance
of e-learning as a appropriate technology for training in health sector and confirm the
importance of an active approach, involving and motivating participants.

Also, it indicates future directions and developments. In the next courses, it will be
proposed to participants a questionnaire on perceived knowledge, attitudes, and practice
behaviors (KAPb) at three time points: baseline, post-training, and at 6 months post-
training, respectively.

Furthermore, it will prosecute the direction of an even more faithful reproduction of
the PBL cycle in e-learning, with active involvement of the participants.
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Abstract. Due to demographic change, elderly care is one of the major
challenges for society in near future, fostering new services to support and
enhance the life quality of the elderly generation. A particular aspect is
the desire to live in one’s homes instead of hospitals and retirement homes
as long as possible. Therefore, it is essential to monitor the health status,
i.e. the activity of the individual. In our data-driven society, data is
collected at an increasing rate enabling personalized services for our daily
life using machine-learning and data mining technologies. However, the
lack of labeled datasets from a realistic environment hampers research
for training and evaluating algorithms. In the project BLADL, we use
data mining technologies to gauge the health status of elderly people.
Within this work, we discuss the challenges and caveats both from a
technical and ethical perspectives to create such a dataset.

Keywords: Data models · Privacy · Elderly care · Electricity load
profiles · Household electricity data · Ethics · Home appliance · Smart
metering · Data recording · Data transmission · Ambient-assisted
living · Human activity detection · Data recording architecture

1 Introduction

Due to a steadily rising life expectancy and a decreasing birth rate, the German
society is aging. As a result, the number of people requiring or depending on
care increases. Most affected people have the desire to lead a self-determined life
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into old age [1–3]. However, at the same time, as the demand for care increases,
the number of specialists in the elderly care system is shrinking. Therefore,
professional circles and the media are already talking about a care crisis [1].
New technical support and assistance systems can help to enable the elderly and
those in need of care to live as long as possible in their own homes. Furthermore,
the assistance systems can support and unburden the nursing staff [2].

As part of the research project BLADL—Better life in old age through digital
solutions we develop a prototype for a system analyses electricity consumption
for cues if a person is in need of assistance. To detect such cues, we use machine
learning to identify individual (household) devices by analysing the total house-
hold power consumption. Based on the usage of these devices, the system learns
regular daily appliance usage patterns. Deviations from these patterns can serve
as an indicator for a person in need of care [4]. Recording and evaluating our
approach will be done in 21 private households.

This work discusses the complexity of requirements—organizational, techni-
cal, ethical and legal—that have to be considered generating a dataset enabling
the development of appropriate algorithms, thus striving to support scientifical
progress in this domain. The system is designed to be unintrusive while still cre-
ating a high quality dataset. The challenges of a real-world measurement set-up
as well as the diversity of the test households complicates the data recording.

2 Power Patterns and Related Work

2.1 Electrical Power Consumption Patterns

Electrical appliances produce distinctive temporal patterns in the power con-
sumption timeseries. The electrical power varies over time, depending on the
device’s internal operation mode. Each operation mode powers a different elec-
trical consumer (e.g. heating element vs motor) and consequently the electrical
load changes. A further cause for recurring patterns is thermal threshold switches
in heating and cooling appliances. For example, a refrigerator activates its com-
pressor when the internal temperature exceeds a threshold temperature. Due to
a steady heating rate across the thermal insulation, the internal temperature
will cross the threshold in regular time intervals. Consequently, the compressor
will turn on and off in a recurring timely pattern.

The peak power consumption and the temporal pattern in the power con-
sumption timeseries are distinctive features for a specific electrical device [5,6].
Figures 1 and 2 visualize the load profiles of a baking oven and a dishwasher.
Although the peak power on both devices is at a similar high level, the course
differs. For the oven, we have regular power peaks after an initial heating phase.
The dishwasher also has a heating phase and a high power consumption at the
end of the rinsing process (drying). In between, a (almost) constant, low power
consumption is observed.



376 S. Wilhelm et al.

Fig. 1. Load profile of a baking oven. Reprint of [6]

Fig. 2. Load profile of a dishwasher. Reprint of [6]

2.2 Previous Research

Greveler et al. [7] have already validated the recognition of individual devices
via characteristic signatures in the total electricity consumption of a house-
hold. In a laboratory experiment, the household appliances—refrigerator, ket-
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tle, water heater, light bulb, energy-saving lamp, coffee pad machine, stove,
microwave, oven, washing machine, dishwasher and TV—were identified based
on the power consumption. In addition to the laboratory experiments, numer-
ous other research project have already investigated the electricity consumption
behaviour in private households (also with extended sensors). Table 1 shows an
overview of already existing datasets and briefly presents their properties. The
resulting datasets differ basically in the number of households investigated, the
number and type of sensors used, the resolution of the data, the duration of the
test phases in the individual households and the measured features [8].

Based on the information on the activity of individual (household) devices,
activities of the residents in the household can be detected (HAR Human Activity
Detection) [17]. For example, the following assumption can be made: While the
stove is active, the resident cooks. Information about the residents’ activities
now helps to identify potential emergencies. Clement and Kabitzsch [17] divide
the approaches to detect emergencies into two types:

• Inactivity detection:
Inactivity detection is a very basic approach to identify cases where people
are inactive for an unusually long time. In each case, the cummulated dura-
tion of the inactivity tinact is measured. Inactivity ends with any input signal
that indicates a human action. Increasing the duration of an inactivity tinact
above a certain threshold value, this is an indication of a need for assistance.
Figure 3 illustrates such an inactivity profile.

The inactivity threshold can be adjusted for individual households and time
intervals (for example, during the day/at night) [18]. The cummulative inac-
tivity monitoring can detect situations in which the inhabitants have fallen
down or show no activity, e.g. caused by illness [17].
However, this approach is coarse grained: A running TV does not necessar-
ily show that the resident is actively using the TV. This work focusses on
direct interactions with a device (e.g. power on/off). Another hurdle is that
some devices switch off automatically after a certain time. Accordingly, power
signal not caused by user interaction must not be identified as human activity.

• Detection of Activity of Daily Living (ADLs):
It is important to recognize the habits of a person and determine deviations.
This approach is mostly based on the results of clinical investigations, which
have shown that human activities follow a periodic cycle governed by the
biological rhythm of the individuals. This cycle lasts about 24 h [19]. Based
on historical data of a person’s daily behaviour (training record), a typical
behavioural profile of a person is created. If the activity on a certain day
deviates too much from the typical day, then an emergency situation can be
assumed. However, there is a natural margin of deviation between two regular
days, which can also be observed from the training data [19–21].

The pyramid in Fig. 4 visualizes the layers of knowledge extraction from power
data to person wellbeing.
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Fig. 3. Principle of an inactivity profile. User activity signals (A, B, C) reset the
cummulative inactiviy profile. Reprint of [18]

Fig. 4. Layers of knowledge extraction. The lower layers process data with a high
volume and little information. Whereas the top layer contains less data with a higher
information content

3 Selection of Measuring Instruments

First, we have to identify active devices in a household based on the total electric-
ity consumption. For this purpose, it is necessary to analyse the total electricity
load of the household using smart meters. Smart meters measure the effective
electrical power per phase conductor in a household (L1, L2, L3). The advantage
of measuring the power per phase is that individual devices are usually connected
to a single phase. When two devices consume power at the same timepoint, the
devices can be separated if the devices are connected to different phases.

According to Revuelta et al., measurement frequencies from 1 Hz are suitable
for detecting electrical signatures [22]. Currently, in the Federal Republic of
Germany, legislature only requires a resolution of at least 0.001 Hz and an optical
(data) interface [23, Sect. 60 Abs. 3].

As part of an analysis on the market available digital ammeters, only the
Smart Meter Q3M of the company EasyMeter GmbH, Bielefeld, with the asso-
ciated Smart Meter Gateway Discovergy Meteroit of the company Discovergy
GmbH, Heidelberg, could be identified as suitable. This smart meter gateway
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allows the sampling of the measured values in a resolution of 1 Hz via a REST-
API. These smart meter gateways transmit the real-time power consumption of
a household to the IT infrastructure of the manufacturer. However, when using
these electricity meters, special attention should be noted to the privacy policy
of Discovergy GmbH. The Company reserves the right to disclose household con-
sumption data for marketing, promotional and product development purposes.1

In order to obtain label data for device identification, it is necessary to record
the separate power consumption of individual household devices. For this pur-
pose, we use single-device-power-meters (intermediate power socket) which are
connected directly to the device to be measured. These connectors must also be
able to provide measurement data in a temporal resolution of at least 1 Hz [22].

Another requirement to the corresponding hardware is to network the devices
wirelessly (for example via wireless LAN). After a market research, the adapter
ALL3075v3 from ALLNET GmbH, Germering, could be identified as suitable
for this purpose. These measurement sockets provide a local network interface
(API) for reading the measured values. An automated data transfer to server
of the manufacturer or other third parties does not take place. The individual
electricity meters achieve a measurement samplerate of 7 Hz.

Formally, we record the following variables:

household = (address, statistic-information)
measurementdevice = (household, time, current, voltage, power, device)
measurementtotal = (household, time, energy, power1, power2, power3)

whereas:

time = NTP Synchronized UNIX Timestamp (in ms)
current = Electric Current (in A)
voltage = Voltage (in V)
power = Electric Power (in W)
device = The electrial appliance name / ID
energy = Cumulative Energy consumption (in kWh)
power1 = Power over Line Conductor 1 (in W)
power2 = Power over Line Conductor 2 (in W)
power3 = Power over Line Conductor 3 (in W)

1 see: https://discovergy.com/privacy Version: 18-April-2018.

https://discovergy.com/privacy
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4 Data Transmission and Storage

To perform the data evaluation and data processing of the measured vari-
ables, the measurement data must be available in a structured databse. For
this purpose, it is necessary to collect the individual measurement data via soft-
ware/scripts and to store it centrally in a database. In the scope of this project,
the data is stored exclusively on internal servers for reasons of data protection
and data security. It is stored on its own virtual machine with a PostgreSQL
database for archiving the measurement data. The corresponding server is only
accessible from the intranet or via VPN. However, data can also be stored on
other persistent servers or cloud environments, provided that data protection
and data security requirements can be guaranteed. In the following, the read-
out of the measured data and the transmission of the measured values of the
smart meters and the individual electricity meters to the internal server is briefly
outlined.

• Smart Meter:
The manufacturer provides a REST API from which the measurement data of
all smart meters connected to a user account2 can be retrieved. It is possible to
assign several counters to one account. The data are maintained in a resolution
of 1 Hz even over a longer, but not exactly defined period. In order to be able
to view high-resolution data for data analysis over as long a period as possible,
the measured data are regularly read out and stored on an internal server.
This is done via a Python script, which runs automatically on the virtual
machine.

• Single electricity meters:
The ALL3075v3 single electricity meters allow the readout of measurement
data in a resolution of 7 Hz via an open API of the devices. However, this
API is only available within the household network to which the devices
are connected. Therefore, it is necessary to use single board computers in the
individual households, which read out the data of the single electricity meters
and transfer them to the internal servers. ROCK Pi 4 from Radxa are used
as single board computers. The advantage of ROCK Pi 4 over conventional
Raspberry Pi models is that they are equipped with an eMMC memory, which
promises higher reliability. In addition, the ROCK Pi 4 can be upgraded
with an Real Time Clock which is required for time synchronization of the
measurement data. The corresponding single-board computer regularly calls
the API of the individual electricity meters, extracts the relevant measured
variables and sends them compressed to the internal server via a VPN tunnel
using the AMQP protocol. At the server, the data is persistently stored in an
SQL database.

Figure 5 shows the software architecture for data transfer.
To ensure the highest possible data quality and prevent data loss, we took var-

ious measures. Because Internet outages can occur frequently in private house-
holds, a fallback Internet connection via LTE was maintained during the test
2 Discovergy user account.
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Storage Server

Household
RockPi

SQL-DB

Powermeter
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WireGuard VPN

Smartmeter REST Crawler

Smartmeter API

SQL-DB

RabbitMQ

Pika ProducerREST Crawler

Fig. 5. Software architecture data for acquisition

phase using an additional router. Furthermore, the single powermeter data is
cached on the single board computer and transferred to the internal server using
RabbitMQ.3 The RabbitMQ-queue ensures that even in the case of connection
loss, server failures or power outages already collected data is not lost because
the previous recordings remain in the transmission-queue. The content of the
transmission-queue will eventually be sent to the storage server.

For data analysis, the data of the smart meters and the individual electricity
meters must be combined on a common time axis and synchronized in time.
To ensure that the independently collected data (smart meters / single stream
meters), each with its own clock, fits together in the analysis, both the smart
meter data and the single-board computers are synchronized with an NTP server.
The single-board computer is also equipped with a battery-backed Real Time
Clock.

5 Networking in Private Households

As part of the research project, 21 private households will be equipped with the
appropriate measuring equipment (see Fig. 6). The networking of smart meters
and the Internet router of the household routerhh is wired via LAN or HomePlug
AV connections. Alternatively, the connection between the smart meter and the
routerhh can also be established via a WLAN bridge. The data throughput as
well as any packet losses play a subordinate role here, since the smart meter only
transmits approx. 18 MB of data per day as well as integrated data buffering for
disconnections.

The networking of the individual electricity meters is realized via a separate
Internet router routeradd, which is implemented in the home network of routerhh

3 https://www.rabbitmq.com.

https://www.rabbitmq.com
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and has a fall back Internet connection via mobile radio. This procedure ensures
high reliability of the Internet connection.

An uninterruptible power supply is not used, since during a power failure in
the entire household, no power consumption is measurable. The individual elec-
tricity meters are mainly connected via WLAN to the separate Internet router
routeradd. LAN, respectively, HomePlug AV connections are usually not prac-
ticable in private households due to the existing technical infrastructure (e.g.
space problems, lack of network cabling).

In order to achieve the highest possible measuring frequency on the indi-
vidual electricity meters via WLAN, packet losses and disconnections must be
minimized. At least WLAN bandwidth is required for the data stream of the
measured values, otherwise the measuring frequency drops. For this purpose, the
separate router routeradd is placed as possible at an equidistant position to the
respective individual electricity meters. Due to the different building construc-
tions (1-story, multi-story) and external interference factors (e.g. water pipes,
radio signals) perhaps additional WLAN repeaters connected to routeradd via
a MESH network may be required. The single-board computer for transmitting
the single-current measured values to the internal servers is integrated in the net-
work of the separate router routeradd by means of a LAN connection. Figure 6
shows the cross-linking of the components schematically.

Public
Internet

DSL

LTE

HomePlug AV

LAN

WLAN

routeradd

routerhh

ALL3075v3
repeater

Smart Meter

Fig. 6. Schematic representation of the networking of trade fair equipment in private
households
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6 Evaluation of Measurement Data

During the sensor recording periods, we monitor the data ingress rate to assess if
the recording set-up is still operational. When a household setup fails, we detect
a drop in data rate.

6.1 Samplerate

The wallsocket powermeters provide their measurements via a WLAN interface.
A varying WLAN throughput affects the samplerate. Figure 7 visualizes the sam-
plerate of the individual wallsocket powermeters. There is a correlation between
the samplerates. We assume that the cause of the correlation is the varying
WIFI throughput because the WIFI signal strength is a common factor of all
wallsocket powermeters. In this household we tested three different locations for
the WIFI Access Point and Repeater, therefore the samplerate pattern changes
three times.

Fig. 7. Samplerate per Wallsocket Powermeter over time. One powermeter per row.
Too little WIFI bandwidth reduces the samplerate. The WIFI throughput affects all
powermeters and therefore there is a correlation between the individual samplrates. In
the shown timespan, we tested three locations for the WIFI-Repeater and the corre-
lated samplerate change at three timepoints. The gaps are caused by WIFI-Failures or
measurement-instrument failures
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6.2 Comparing the Power Timeseries of Smartmeter with
Wallsocket Powermeter

Figure 8 simultaneously shows two power-measurement timeseries caused by
a single coffeemachine. The pattern of both measurement devices is similarly
shaped and in temporal proximity. The similarity of both patterns demonstrates
that a pattern-recognition algorithm can detect the coffeemachine’s pattern in
the household’s power-timeseries using the wallsocket powermeter-timeseries as
training-data.

7 Ethics and Privacy

Gaining special importance in this project are the aspects of ethics and privacy
since sensitive data concerning the highly personal sphere of life of the test
persons are collected and processed.

7.1 Ethics

In order to comply with ethical norms and values as well as a maximum of
process transparency for the test participants, an ethical reflection on the project
(especially for the data collection and further processing) was created in advance
based on a guideline of the Ethics Commission DGP e.V. [24].

Fig. 8. Power-timeseries-pattern generated by the coffeemachine is also visible in the
household power-pattern
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7.1.1 Procedure for Selecting Participants The main target groups of
participants are people between the ages of 55 and 80, who live in their own
home, who can take care of themselves and do not need any nursing assistance.
We exclude persons from the participants if we cannot determine whether the
person is able to give their informed consent. If the mental, physical or mental
abilities of a participant deteriorate significantly during the project, the project
will be terminated for this participant. There are no plans to involve vulnerable
people in the project.

7.1.2 Possible Risks for Participants and Preventive Measures We
identified that the following risks for the participants can occur during the data
recording.

• Increased electricity costs

Probability of occurrence: high

Description: In order to carry out the project, various technical devices are
used in the subscriber’s home (for example routers), which consume electric-
ity themselves.

Preventive measures: The participants will receive an allowance.

• Reduced available Internet bandwidth in the home network

Probability of occurrence: high

Description: The measurement data is sent in real time via the household
Internet connection. This creates a continuous stream of data that occupies
the available data rate for other purposes.

Preventive measures: The data transmission was developed algorithmically
in order to send as few data packets as possible. In addition, during the test
phase with the single-powermeters, a fallback option is introduced into the
household via LTE in order to compensate for possible bottlenecks.

• Faulty switching of single current measuring devices

Probability of occurrence: medium

Description: The individual current measuring instruments used can switch
off the connected household appliances. Faulty switching or incorrect opera-
tion may cause the connected device to stop functioning.

Preventive measures: The measuring instruments have an analogy on / off
switch and can be switched independently by the participants. They will be
instructed. In addition, it is always possible to remove the meter.
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• Health effects of high-frequency radiation

Probability of occurrence: low

Description: The participants are exposed to additional high-frequency radi-
ation by WLAN. The self-claimed electrical radiation hypersensitivity can
lead to health problems for participants.

Preventive measures: Only devices approved for the German market are used.
An additional wireless network will only be set-up for a period of about
1 month. If health problems arise due to the alleged hypersensitivity, the
project will be stopped immediately.

• Risk of fire and short circuit due to technical devices

Probability of occurrence: low

Description: For the project, additional technical devices are used in the
household (for example, FRITZ! Box, measuring instruments). These devices
can generally pose a fire and short-circuit hazard..

Preventive measures: Only CE-certified and approved for the German market
technical devices are used. Participants are required to report any abnormal-
ities immediately. Technical data sheets / manuals are handed out.

• Cyber-attack

Probability of occurrence: low

Description: The participants can be spied on by a cyber-attack, or household
appliances can be switched off by cyber-attacks.

Preventive measures: All common safety measures have been taken to min-
imize this risk. The individual electricity meters are also only accessible in
the intranet of the home network. The data transfer always takes place via
an encrypted VPN connection.

• Psychological burden of supervision

Probability of occurrence: low

Description: The participants can feel supervised by the project and thus be
psychologically stressed.

Preventive measures: It is made clear that the project does not intend to
monitor individuals. If psychological problems occur and become known, the
project will be stopped immediately.
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• Mental stress situation due to additional work

Probability of occurrence: low

Description: The participants are required to check the function of the equip-
ment required for the project. Especially in the case of an error, this can lead
to a stress situation among the participants.

Preventive measures: Participants will receive contact information on employ-
ees of Deggendorf Institute of Technology who will assist in case of a fault. If
an ongoing stress situation is detected among the participants, the project is
terminated.

7.1.3 Ensuring Informed Consent Participation in the project is volun-
tary. The participants will receive a comprehensive and easy-to-understand infor-
mation sheet in advance, in which the entire project (project framework, test
procedure, safety precautions and contact persons) will be explained. Partici-
pants have the opportunity to ask questions about the project at any time (also
in advance) and receive information from the staff of the Deggendorf Institute
of Technology. The participant agrees to participate by signing a corresponding
data usage contract.

7.2 Data Protection

In order to ensure the highest level of data security and data protection, all data
related to the project and collected, processed and analysed are stored exclusively
on the servers of the Deggendorf Institute of Technology. All measured data are
saved by default pseudonymized (see Table 2). This means that the measurement
data can only be assigned to a specific household using the meter number. This
assignment (see Table 3) is saved separately and can only be viewed by the
employees directly involved in the project and named in the data usage contract.
The data usage contract constitutes the contractual basis for data collection and
processing for the participants and also includes their data subject rights under
the GDPR [25].

Table 2. Sample data record for total current meter readings

MeterID Time Energy Power1 Power2 Power3

cb2dcf3a83a 1563681798323 135238596018000 58800 83080 57280

cb2dcf3a83a 1563681804323 135238594912000 59120 83080 56660

cb2dcf3a83a 1563681802323 135238593807000 59430 82910 56360
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Table 3. Sample data record of the test logging for the assignment of the measured
values

MeterID Household

cb2dcf3a83a John Doe; 123 Main St Anytown

At the latest upon completion of the research project, all measurement
data will be anonymized, so that no conclusions can be drawn on individual
households (see Table 4). The anonymized data can be used for further research
projects.

Table 4. Sample data set from Table 2 in anonymous form

ID Time Energy Power1 Power2 Power3

001 1563681798323 2211000 58800 83080 57280

001 1563681804323 1105000 59120 83080 56660

001 1563681802323 0 59430 82910 56360

A general publication of the data in a not completely anonymized form takes
place at no time. It is always possible for the participants to drop out of the
project. If a participant drops out, all measurement data will be anonymized
and the personal data will be deleted.

8 Discussion and Further Work

The aim of the research project BLADL—Better Life in Old Age through digital
solutions is to use data analysis on daily power consumption behaviour to detect
deviations in daily inhabitant behaviour, which can serve as indicators of a need
for assistance [4].

Through direct citizen participation, data can be collected under real-world
conditions. This dataset allows a realistic development of intelligent algorithms.
Using the data collected, the research project BLADL develops and evaluates
algorithms for the identification of individual (household) devices by analysing
the total electricity consumption, determining the (in-)activity profiles of indi-
vidual households and identifying a need for assistance. The high-resolution
dataset can also be used for further research and development projects in a
wide variety of disciplines (geragogics, dementia research, social science, electri-
cal engineering or computer science).

The scalability of data collection is limited by the equipment, installation
effort and time requirement for each individual household.
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9 Conclusion

This paper highlights the organizational, technical, ethical and legal require-
ments needed to generate a dataset of labeled electricity data. The Sects. 3, 4
and 5 showed the technical implementation of data recording, transmission and
storage. Section 5 deals with the complexity of integrating sensors into the inho-
mogeneous networks of private households. A further aspect of data collection
is the ethical issue, which has been explained in Sect. 7.1. One result of the
ethical reflection is that vulnerable persons should not be included in data col-
lection. The reason for the exclusion is that it cannot be ensured that vulnerable
persons can give informed consent to the procedure. The data collected in this
work are highly sensitive, since the recordings allow a reconstruction of the daily
activities of a private household. Data protection and data security must there-
fore be explicitly taken into account in the dataset creation and storage process
(Sect. 7.2).

Acknowledgements. This work was funded by the Bavarian State Ministry of Family
Affairs, Labour and Social Affairs within the project Digitales Dorf—BLADL/Besser
Leben im Alter durch digitale Lösungen.
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Abstract. Database tamper detection is identifying the change in the old state and
newstate of database systems.There is a change in the state of databasemostlywith
three kinds of operations namely insert, update and delete. Dropping the database
or entire table will also affect the state of the database. Data is very precious to
any individual or organization and data tampering will have serious ramifications.
Now considering data as an asset of the organization, the protection of this data is
supremely important. The tamper detection technique for the MongoDB database
is proposed here, which identifies the operation that has altered the part of the
database. This paper presents the performance analysis of the proposed technique
in terms of computational time.

Keywords: MongoDB · Tamper · Delete · Insert · Update · Performance
analysis · Database forensics

1 Introduction

Database forensics involves the study of database contents and related terms. The internal
complexity of the database is themajor reason for less research on this topic as compared
to digital forensics. Database tamper detection is one of the most important research
topics related to databases. The tamper detection from the database pertains to finding
the altered state of the database due to data editable commands. These commands include
insert, update and delete. All write operations cause the change to the database. To detect
the tamper from any database, it is essential to go to the depth of that database. It involves
the study of database working style, internal storage system, and similar remnants [1].
Here we have selected MongoDB database, one of the document-based databases from
NoSQL. There are many reasons which made this database popular. The major features
are security, replication, high performance, scalability and many more [2]. Due to these
features, MongoDB sits at the top position among NoSQL databases [3]. The motivation
behind the selection of the MongoDB database is its popularity [4] as well as there is
not any existing tamper detection technique proposed, yet.
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The tamper in a database can also be detected by comparing the hash values. The
varieties of tools like winhex [5], hashcalc [6], etc. are available to calculate and compare
the hash.However, the use of hash value in tamper detectionwill only notify about change
in the database state. It is not useful to identify which data has altered and by using which
write operation. Accordingly, we have proposed a novel tamper detection technique for
the MongoDB database, that will identify which write operation (insert, update, delete)
has performed. It will print the result by specifying the name of a write operation, the
details related to the operation, database name, table name, and date & time of operation.
The operation related details include which data is inserted if it inserts, which data is
deleted if it deletes and which data is updated and what is the new data if it is update
operation. This technique will also identify if any database or table is dropped.

The remainder of the paper is organized as follows. Section 2 briefs about the related
work. The working flow of the proposed technique is given in Sect. 3. The performance
analysis of the proposed technique in terms of execution time is presented in Sect. 4.
Finally, we conclude the paper.

2 Related Work

Very less research work is happened on database tamper detection as per Scopus’ results
[7] till now. This can be observed from the graph of Fig. 1. The search keyword includes
“database tamper detection” in the title of research work.

Fig. 1. Scopus result for database tamper detection search

Meng-Hsiun et al. proposed a digital watermark based technique [8] to verify
database integrity. For the distribution of watermark, support vector regression function
is used. This distribution is applicable to numeric attributes. The number of tuples in
the table will decide the number of watermark bits. For the embedding phase, a numeric
attribute is identified and predicated value is calculated by applying regression function.
For watermarking bit value as 1, it will add 1 to predicted attribute value else 1 will be
subtracted from it. The trained regression function is used to verify the change in the
original and predicted bit value. The change will notify about tamper detection and no
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change in a bit is no tamper. Extension to the above concept is given by Hsien-Chu et al.
[9]. Along with the regression function, the payload information is compressed using
the Huffman code. This payload information is useful in the tamper detection phase.
Tamper detection from relational databases using fragile watermarking is suggested by
Guo [10]. The suggested scheme works with the embedding and verification phase. Ini-
tially, entity hash is calculated for every row and attribute. In the embedding phase, the
row hash value is calculated with row primary key and grouping key. Similarly, attribute
hash is calculated using the attribute name and grouping key. Based on entity hash, rows
and attributes are divided into groups. Then embed function is applied to each group.
In the verification phase, a secret key is used. The rank of new hash is calculated using
a linear permutation ranking algorithm. If there is not any change in entity new hash
value will be exactly the same, else it will identify tampering of data. Tamper detection
from image database is proposed by V. Prasanna et al. Initially, the thumbnail of an
image is generated [11], then base64 string for that thumbnail is computed. In step 3,
the generated string along with the watermark is stored in an image database. During
verification, the same steps are carried out for the image to be investigated. If there is
any change in the value, report the tampered status, otherwise, accept the image as an
original image. Tamper detection is required in the medical field also. Nilanjan Dey
et al. proposed technique [12] for detecting tamper during transmission of ECG signal.
The medical treatment is dependent on the report of the ECG signal, so tampering such
kind of signal during transmission may lead to serious effects. The proposed technique
is based on a bio-hash and reversible watermarking concept. For secure transmission of
medical records web-based intelligent system [13] is proposed by AniruddhaMukherjee
et al. Here the medical record is ECG signal is protected with watermark. The watermark
embedded is either a logo of the hospital or electronic patient record and this watermark
is considered as a byte array used as a chunk.

3 Proposed Technique Working Flow

The proposed technique is based on the concept of the operation log of the MongoDB
database, called oplog [14]. Basically, an oplog is a collection available under the local
database. In standalone set up ofMongoDB database, this collection is not available. The
mongod.cfg file should bemodified to add the replication information so that the primary
replica instance is available on standalone machine [15] and oplog.rs collection will be
available. All write operation details will get stored in this collection. The proposed
technique will fetch the details from this collection and will store it in the CSV file
(Considering only user-defined collections). Whenever any collection is created it will
generate a .wt file with the name as a randomly generated number. Using this technique,
the hash value of these collection .wt files will be stored in a file. Whenever there is
a change in the collection, it’s hash value will be changed. By observing the change
in the hash value, the details are fetched from the CSV file (which stores the write
operation details from oplog.rs collection). This oplog is a capped collection [16] that
stores the data until its size limit is reached. The proposed technique will identify the
tampered details whenever write operation (insert, update, delete) is performed. The
oplog collection does not store any details regarding drop command. One more benefit
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of this proposed technique is that it will also identify if any database or collection is
dropped. For the drop case, it will correctly differentiate whether the table is immediately
dropped after creation or any existing table is dropped. In MongoDB, a new collection
can be created using insert operation. Our technique will identify this case also, whether
the insert is used to create a new collection or it is used for any existing collection. The
working flow of this technique is depicted in Fig. 2.

Fig. 2. Analysis of new collection creation

4 Performance Analysis

The proposed technique is designed using python and experimented on Windows 10
64-bit OS, 32 GB RAM with Intel Xeon 3.60 GHz processor. MongoDB version used
is 4.2. This technique will correctly identify cases of write operations performed if any
new collection is created if any collection is dropped either existing or newly created.
Generally, any tamper detection technique works to identify insert, update and delete
operations, but this technique will identify dropped collection/database cases also.

The analysis of the above-mentioned technique in terms of execution time is shown
below. The majority of the cases are considered to analyze execution time performance.
The database used for performance analysis is a sample database and two datasets are
used from GitHub [17].

It can be observed from graphs shown in Figs. 3, 4, 5, and Fig. 6, as the numbers of
operations are increased the execution time is also increased. For the proposed technique
the execution time depends on the number of operations as well as the size of oplog also.
This can be observed from the graph of Fig. 7.

5 Conclusion

This proposed technique is useful to keep watch on the MongoDB database. As write
transactions are continuously monitored, it is helpful to trace out illegal activity, if any.
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Fig. 3. Proposed technique working flow

The technique is based on an oplog. The performance execution of the technique is
dependent on oplog size. It can be observed from graphs of Sect. 4 that it performs better
when oplog size is minimum. As the oplog size grows, the execution time is more. The
overall analysis is also dependent on the number of operations performed at a time. The
operations performed in bulkmay also affect the execution time performance. The future
work of this work is to design tamper detection techniques for other NoSQL databases.
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Fig. 4. Analysis when existing collections dropped

Fig. 5. Analysis when collections are created and immediately dropped
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Fig. 6. Analysis of data tampering operations

Fig. 7. Oplog size performance
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Abstract. Phonocardiogram (PCG) or heart sound signal administers crucial
information for the diagnosis of various cardiovascular affliction. The heart sound
classification is a confronting task in the field of modern healthcare. This paper
confers the heart sound classification using the Hilbert transform envelope tech-
nique. The major constituents in the classification stage are preprocessing of PCG
signal, features (temporal, spectral, and statistical) extraction, machine learning,
and features-based classification of PCG signal. The accuracy and firmness of the
proposed method are evaluated using two different datasets with different classes.
The heart sound signals are taken from the standard phonocardiogram databases,
i.e., PASCAL and PhysioNet/CinC. Evaluation results manifest that the proposed
method for PCG signal classification achieves an overall accuracy (A) of 97.7%
for the PASCAL dataset and overall accuracy (A) of 98.8% for PhysioNet/CinC
dataset. Comparative results manifest that the proposed method is capable of clas-
sification of the PCG signal. Further, the method permits extraction of appropriate
features for the classification of the PCG signal.

Keywords: Evaluation parameter · Heart sound classification · Hilbert
transform · Machine learning and MFCC

1 Introduction

1.1 Background

The phonocardiogram permits the detection of principal heart sounds and other extra
sounds and creates a visual recording of these incidents. To obtain the phonocardiogram
signal, amicrophone is situated on a human’s chest and the recorded signal has conspired
on a graph. The PCG signal provides decisive clinical information to a specialist for
analysis of heart sound abnormalities.

The normal heart sound signal consists of two principal heart sounds which are,
namely the first heart sound (S1) and the second heart sound (S2). First heart sound (S1)
indicates the start of ventricular systole and second heart sound (S2) indicates the end
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of ventricular systole. In the normal situations, interval S1--S2 (systole) is shorter than
interval S2--S1 (diastole) [1, 2]. Figure 1 illustrates the principal heart sound S1, S2,
systole, and diastole.

Fig. 1. Principal heart sounds S1, S2, systole, and diastole

1.2 Literature Review

Many heart sound classification approaches have been presented in previously published
works. In the heart sound classification, most of the methods were established on a con-
siderable set of features. Also, classifiers such as k-nearest neighbors (KNN), adaptive
neural network (ANN), naive bayes (NB), support vector machine (SVM), neural net-
work (NN), convolutional neural network (CNN), and random forest (RF) have been
mostly used. Considering the precise analysis of the heart sound signals is a challenging
task in preventive medicine, clinical studies highlight that there is a demand for classifi-
cation of heart sound signals [2–4]. Despite previous works had promising results, most
of the work was developed for normal and abnormal classes. In this paper, the authors
used two different datasets with different number of classes.

2 Heart Sound Classification

Figure 2 interprets the block diagram of the proposed heart sound classification method,
which consists mainly: dataset preparation, preprocessing, feature extraction, machine
learning model [5–8], training, testing, and classification. In this section, the authors
discuss the heart sound classification in detail.

2.1 Dataset Preparation

In this literature, the authors have used two different datasets in which the first dataset
subsists of four classes particularly artifact, extrastole, murmur, and normal [9] and
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Fig. 2. Block diagram of the proposed heart sound classification

the second dataset consists of two classes, namely normal and abnormal [10]. Five-
fold cross-validation scheme is applied to analyze the skill of machine learning models.
From dataset 1, the authors have eliminated less than 3 s signals. Totally, 216 heart sound
signals have been taken for classification. Out of 216 signals, 39 signals are of an artifact
class, 45 signals are of extrastole class, 43 signals are of murmur class, and 89 signals are
of class. From dataset 2, after eliminating less than 3-s signals and eliminating distorted
signals, totally, 1143 signals have been taken for classification. Out of 1143 signals, 557
are of normal signals and 586 are of abnormal signals.

2.2 Preprocessing of Heart Sound Signal

In the real time, duration of heart sound signals may be tedious. The tedious data tends
to enlarge the processing time, so it is practicable to take 3 s of data for the heart sound
analysis. Also, heart sound signalsmay be corrupted by noise, this noise tends to increase
the false alarms. Therefore, the elimination of noise from the heart sound signals is also
important [6]. In the preprocessing, step in the first mode, audio data is recouped from
wave (.wav) file of heart sound signal. Then a band pass filter is used to eliminate the
higher frequencies as the frequency of heart sounds is low in the range between 20 and
250 Hz [11]. Figure 3 demonstrates the signal p(t) which is obtained by preprocessing
on heart sound signal (.wav)

Fig. 3. Pre-processed heart sound waveform (.wav)
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2.3 Hilbert Transform

Let p(t) is a real valued, continuous-time signal, then the Hilbert transform is defined as

h(t) = H {p(t)} = 1

π

∞∫
−∞

p(τ )

(t − τ)
dτ = p(t) ∗ 1

π t
(1)

From convolution of input signal p(t) with the Hilbert transform kernel function 1
π t ,

we can extract Hilbert transform h(t) of input signal p(t).
The complex analytical signal g(t) which is obtained using input signal p(t) and

Hilbert transform h(t) is as given below

g(t) = p(t) + jh(t) (2)

The signal g(t) has the precursor that all the negative-frequency components of
the input signal were excluded by Hilbert transform. The envelope of the input signal
waveform E(t) is establish based on complex analytical signal g(t) applying to the
absolute function as given below

E(t) = |g(t)| = |p(t) + jh(t)| =
√
x2 + h2 (3)

The advantage of Hilbert transform is that it provides a more consistent and rapid
decomposition process [12]. Figure 4 demonstrates the output of the Hilbert transform-
based envelope when the PCG signal is normal.

Fig. 4. Envelope using Hilbert transform

2.4 Feature Extraction

Features such as temporal (time-domain), spectral (frequency-domain), and statistical
(statistical-domain) features are extracted from the heart sound signal. It is noted that
total 18 features have been used by the authors for the heart sound classification. Table 1
demonstrates the extracted features that are used in this paper. In time-domain features,
the authors focused on the number of higher peaks (NHP), the number of lower peaks
(NLP), and the zero-crossing rate (ZCR). The authors characterize these parameters by
limiting the duration of PCG signal to 3 s. The abnormalities in considered featuresmight
produce additional sounds, which in adults indicate pathologies and must be classified
as abnormal heart sound.
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Table 1. Features

Domain Features Total

Time Number of higher peaks (NHP)
Number of lower peaks (NLP)
Zero-crossing rate (ZCR)

3

Frequency Mel-frequency cepstral coefficients (MFCCs) 13

Statistical Standard deviation of higher peaks (SDHP)
Standard deviation of lower peaks (SDLP)

2

In the frequency domain, the authors focused onMel-frequency cepstral coefficients
(MFCCs). As they are enumerating by catching the Fourier transform of the spectrum
with logarithmic warping, they contain information about the rate of change in the differ-
ent spectrum bands [8]. Selecting a large number of Mel-frequency cepstral coefficients
may results in more complexity in the models. So, the first 13 cepstral coefficients which
are optimal in heart sound analysis have been considered. These 13 MFCCs have been
computed from the spectrum of heart sound signal. The mean of each MFCC coefficient
have been considered as a feature for heart sound classification. Moreover, some sta-
tistical features are considered in this study which are the standard deviation of higher
peaks (SDHP) and standard deviation of lower peaks (SDLP).

3 Results and Discussion

3.1 Classification Results

A machine learning classification model has been implemented in this paper for the
classification of the PCG signal. The heart sound classifiers which have been proposed
in this study are support vectormachine (SVM), k-nearest neighbor (KNN), decision tree
(DT), and ensemble classifiers (EC) [5–7]. As the evaluation results of SVM are better
than the KNN, DT, and EC. The evaluation results of SVM have been used in this study.
The evaluation parameter Precision (P), Recall (R), and Accuracy (A) have been used
[5–7] for evaluation of classification. The performance of the support vector machine
(SVM) classifier is evaluated through five-fold cross-validation on both datasets. In SVM
classifier, the authors considered three submodelswhich are linear SVM, quadratic SVM,
and cubic SVM. Table 2 shows the performance of SVM classifiers for dataset 1 and 2.
It is noted that for dataset 1, quadratic SVM has the best accuracy (A), i.e., 97.7% and
for dataset 2 also quadratic SVM has best accuracy (A), i.e., 98.8%

3.2 Performance Comparisons

In the proposed work, experiments were carried for training and testing the classifier
using the PASCAL and PhysioNet/CinC PCG dataset. In this paper, authors have made
comparison of performances using results of different methodology used in the previous
paper [1–4]. Comparative results have been shown in Table 3. The parameters which
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Table 2. Performance using support vector machine (SVM)

Dataset Classes Linear
SVM

Quadratic
SVM

Cubic SVM

P R P R P R

1 Artifact 0.92 1 0.95 1 0.95 1

Extrastole 0.96 0.88 1 0.92 0.96 0.88

Murmur 0.95 1 0.98 1 0.95 1

Normal 0.99 0.98 0.98 0.99 0.98 0.98

A (%) 96.3 97.7 96.3

2 Normal 0.98 0.98 0.99 0.99 0.96 0.97

Abnormal 0.98 0.98 0.99 0.99 0.97 0.97

A (%) 98.3 98.8 96.9

have been used for the comparisons are Accuracy (Acc), Specificity (Sp), Recall (R),
and Precision (P). From Table 3 the results obtained by using Hilbert transform method
gives better accuracy.

Table 3. Performance comparisons with previously published work

Ref No. Classification type Method Parameters

Varghees et al. [1] Murmur EWT, IP Acc = 95.5
R: 98.00
P: 97.4

Wang et al. [3] N, AS, AR, MS, MR OMS-WPD, Wavelet
Entropy, SVM

Acc = 88.98
Sp = 94

Ahlstrom et al. [4] N, MR, AS WT, FD, RQA, SFFS,
NN

Acc = 86

Papadaniil et al. [2] S1, S2 EEMD, Kurtosis Acc = 88.98
Sp = 94

a N, M, E, A, AN Hilbert transform Acc = 98.8%
(SVM)

(R)
N = 0.99
M = 1.00
E = 0.88
A = 100

(P)
N = 0.99
M = 0.95
E = 0.96
A = 0.92

EWT empirical wavelet transform; IP instantaneous phase; OMS-WPD optimum multi-scale
wavelet packt decomposition; NN neural network; SVM support vector machine; SFFS
sequential forward floating selection; WT wavelet transform; EEMD ensemble empirical mode
decomposition; FD fractal dimension; AR aortic regurgitation;MRmitral regurgitation;MSmitral
stenosis; RQA recurrence quantification analysis; AS aortic stenosis; N normal; M murmur; E
extrastole; A artifact; AN Abnormal; adenotes results obtained using the proposed method
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In this paper, the authors have made another comparison of performances using the
results of the dataset 1 and dataset 2 shown in Table 4. The parameters which have been
used for the comparisons are Accuracy (Acc), Specificity (Sp), Recall (R), and Precision
(P). It shows that results obtain by applying proposed method on dataset 1 and dataset
2 gives better classification results.

Table 4. Performance comparisons with previously published work

Dataset Ref No. Accuracy
(Acc)

Specificity (Sp) Recall (R) Precision (P)

1 Chakir et al.
[13]

– NB = 64.28%
KNN = 57.14%
SVM = 71.43

N = 64.28
N = 78.57
N = 64.28

N = 78.57%
M = 78.57%

Jadhav
et al. [14]

ANN =
0.7831

ANN = 0.7368 N = 0.7968 N = 0.9107

a SVM =
98.8%

– N = 0.99
M = 1.00
E = 0.88
A = 100
(SVM)

N = 0.99
M = 0.95
E = 0.96
A = 0.92
(SVM)

2 Nassralla
et al. [15]

92% 98% 78% –

Mishra
et al. [16]

97.50% – 100% –

Bobillo
et al. [17]

91.9% 89.3% 94.6% –

Nilanon
et al. [18]

– LR = 0.758
SVM = 0.756
CNN = 0.813

LR =
0.726
SVM =
0.756
CNN =
0.735

–

a SVM =
97.7%

– N = 0.99
AN =
0.98
(SVM)

N = 0.99
AN = 0.98
(SVM)

NB Naive Bayes; KNN k-nearest neighbors; ANN adaptive neural network; SVM support vector
machine; LR logistic regression; CNN convolutional neural network; N normal; M murmur; E
extrastole; A artifact; AN abnormal; adenotes results obtained using the proposed method

4 Conclusion

Accurate classification of principal heart sounds is an integral step in scrutiny of heart
sound signals. In this work, the authors have presented the classification of heart sound
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signal using theHilbert transform envelope technique. This study has shown that features
identified by Hilbert transform envelope technique are promising for the extraction of
features for the classification of PCG signal. Also, the machine learning classification
models along with extracted features have been used for the performance measurement
of classifying human heart sounds. This study provides promising results for the classi-
fication of heart sound signal with the use of machine learning classification models on
two different datasets. Futureworkwill focus upon the extension of theHilbert transform
envelope technique to the case of identification and extraction of four heart sounds from
the raw heart sound signal, facilitating the feature extraction process, and the use of the
classified heart sound signal to build a disease recognition tool.
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Abstract. The chapter presents the review of modern approaches for
the domain terminology extraction, concept discovery, concept hierarchy
derivation, and learning of non-taxonomic relations steps in the ontol-
ogy learning task. The chapter presents the review of not only various
approaches to solving these NLP tasks but also ready-made tools that
implement these approaches.
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1 Introduction

Now in the world over the past 30 years, the volume of various kinds of infor-
mation tends to constantly increase. To improve the efficiency of solving the
problems of accumulation, processing, search, and analysis of information arrays,
modern advances in the field of information technology are used. In particular,
one of the components of modern promising approaches is the use of ontologies.
Ontologies are developed and can be used to solve various problems, including
for joint use by people or software agents, for the possibility of accumulation
and reuse of knowledge in the specific domain, for the creation of models and
programs that operate ontologies, rather than hard-coded data structures, for
analysis of knowledge in the specific domain.

The ontology development process usually begins with what is composed of
terminological concepts that are used in studies of the properties and character-
istics of the terminology presented in it. Then, in a natural language, a list of
exact definitions of terms presented in the glossary is created. This method can
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be based on several concepts (class hierarchies). Of the concepts not involved in
the compilation of classification trees, class attributes and their possible mean-
ings are distinguished. It is these concepts that establish the basic connections
between classes.

The article consists of a description of ontology learning, natural language
processing (specifically the description of information extraction task and rela-
tion extraction task), and also modern approaches to information and relation
extraction from specific domain texts.

2 Ontology Learning

2.1 Ontology Tasks

The development of a domain ontology consists of the following steps [5]:

• domain terminology extraction;
• concept discovery and hierarchy derivation;
• relations extraction;
• ontology population;

and others.
Concepts, or classes, are considered in a broad sense as the conceptual-

ization of all representatives of an entity or phenomenon. They may contain
other concepts, individual instances, or combinations thereof. In ontologies and
ontological-type resources, concepts are usually organized into a taxonomy—a
hierarchical structure with generic relations. Relations are a type of interac-
tion between concepts. The most common type of relation used in all ontologies
is generic relations, also called inclusion, categorization, IS-A, class–subclass,
general–private, taxonomic, and hyperhyponymic relations. Relations, like con-
cepts, can themselves form a hierarchy [1].

2.2 Ontology Application

In modern search engines, texts are automatically indexed by the set of words
that make up these texts.

Such a presentation of texts as a simple set of words (“bag of words”)[10]
has a large number of obvious drawbacks that make it difficult to find relevant
texts, for example:

• redundancy: the word-by-word index uses synonyms that express the same
concepts;

• text words are considered independent of each other, which does not corre-
spond to the properties of a connected text;

• polysemy of words: since polysemous words can be considered as a disjunction
of two or more concepts expressing different meanings of a polysemantic word,
it is unlikely that all the elements of this disjunction are of interest to the
user.
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These shortcomings are deprived of the so-called conceptual indexing, that
is, such indexing when the text is indexed not according to words, but according
to the concepts that are discussed in this text. With this technology:

• all synonyms are reduced to the same concept;
• ambiguous words are assigned to different concepts;
• links between concepts and corresponding words are described and can be

used in the analysis of the text.

In order to try to implement a scheme of automatic conceptual indexing
and conceptual search, you must have a resource that describes the system of
concepts of a given specific domain, that is, an ontology in a given specific
domain.

3 Natural Language Processing

Natural language processing (NLP) is the general direction of artificial intelli-
gence and mathematical linguistics. It studies the problems of computer analysis
and synthesis of natural languages. In relation to artificial intelligence, analysis
means understanding the language, and synthesis means generating literate text.
Solving these problems will mean creating a more convenient form of interaction
between a computer and a person. One of the main tasks of NLP is the analysis
of texts in natural language. This common task includes several key sub-tasks:
text categorization, information extraction, information retrieval, etc.

In this article, we analyze in detail the NLP task of extracting information
from the text in a natural language and modern approaches to its solution for
automating the construction of domain ontologies.

3.1 Information Extraction

The extraction of information is primarily associated with the search for entities
and relations. This is one of the key stages of text preprocessing necessary for
the implementation of more complex models and programs. Knowledge bases are
used to remove homonymy, in word processing, semantic search, question–answer
systems, and automatic understanding of the text without a teacher (machine
reading). Entities should be categorized. A special place in the extraction of
entities is occupied by the problems of identifying named entities and coref-
erence (resolving anaphoric relations). Most of the problems that arise when
automatically building a knowledge base on the web are related to the amount
and heterogeneity of the data. Today you can find millions of entities, hundreds
of thousands of classes, hundreds of types of relations, and hundreds of thou-
sands of facts. The greatest difficulties arise when extracting knowledge from
open areas, as well as when processing “temporary” knowledge.
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3.2 Relation Extraction

There are two key sources for highlighting semantic relations between concepts in
a language. First, you can use text boxes—this method was used, in particular,
by the authors of Princeton WordNet [7]. Relations are extracted using both
rules and machine learning methods on the case with pairs already marked up.

The rules have the form of regular expressions of the type “such (1) as (2),
(3), (4),” where a hyperonym falls into slot 1, and hyponyms fall into slots 2–4.
Similar heuristics can distinguish relations of other types [3,17].

The second principal source is machine-readable explanatory and encyclope-
dic dictionaries. Vocabulary definitions are a partially structured text and, as
a rule, are constructed according to uniform templates, which facilitates their
processing and the creation of general algorithms for identifying relations. The
lexical information in the dictionary, in contrast to the plain text, is presented
in a concentrated form and provided with labels that can be used as indicators
of a relation between the word being defined and part of the definition [12].

4 Modern Approaches to Information and Relations
Extraction

4.1 Using Context-Free Grammar

Grammar features, such as parts of speech, allow you to encode additional infor-
mation about the language. One of the most effective ways to improve the quality
of a model is to introduce grammars and parsers to create lightweight syntactic
structures that directly affect dynamic collections of text, which can be of great
importance.

To get information about the language in which the sentence is written, we
need a set of grammatical rules that determine the components of correctly
formed sentences in this language—this is what the grammar gives. Grammar
is a set of rules that describe how syntactic units (sentences, phrases, etc.) in
a language should be divided into their constituent elements. Using grammars,
you can define a variety of rules for assembling phrases or fragments from parts
of speech. A context-free grammar (CFG) is a set of rules for combining syntax
components into meaningful strings [4].

The task of extracting named entities is currently well studied, and there are
many commercial and open solutions for English such as Spacy, Stanford NER,
OpenNLP, NLTK [9], MITIE, Google Natural Language API, ParallelDots [16],
Aylien, Rosette, and TextRazor.

For example, Stanford NER markup named entities in raw text. The parser
marks each token in the sentence, and based on the context of the sentence, the
parser can define named entities among the three classes (PERSON, ORGANI-
ZATION, LOCATION) [8].

There are good solutions for Russian too, but they are mostly closed: for
example, PullEnti is an SDK for developers of information systems dealing with
unstructured data—texts in natural language; functionality: selection of named
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entities (named entity recognition), morphology, semantics, and various process-
ing procedures; types of entities: persons, organizations, dates, countries, and
decrees. All algorithms are rule-based and languages: Russian and Ukrainian.

There are very few open-source solutions for the Russian language. For exam-
ple, there is a Tomita parser from Yandex. It is designed to extract structured
data from natural language text. Facts are extracted using CFG and keyword
dictionaries. The parser allows to write custom grammar and add dictionaries
for the desired language.

There is one more tool for the Russian language: This is Natasha. Natasha
is an analog of Tomita parser for Python and a set of ready-made rules for
retrieving names, addresses, dates, amounts of money, and other entities.

Table 1 provides a comparative analysis of several modern tools for extracting
facts from the text.

Quality assessment was determined based on the F-measure.

F = 2 ∗ P ∗ R

P + R

where P is a precision; R is a recall.

Table 1. Analysis of modern tools for extracting facts from the text

Tool Speed Settings Flexibility Quality

PullEnti Middle Easy.

Input data: raw

text and work

type

Low.

Supports a small

set of types of

named entities

0.8672

Tomita parser Fast Very hard.

User must create

some required

files including his

own CFG and

2–3 setting file

High.

Named entities

depend on user’s

CFG

0.8584

Natasha Slow Easy.

Python package

with ready CFG.

Input data: raw

text

Low.

Supports a small

set of types of

named entities

0.6598

4.2 Neural Networks

Since 2015, most NLP tasks have been solved using vector representations. Each
word in the raw text is converted to its corresponding vector. Vectors are built on
the basis of the context of use and the mutual occurrence of words in sentences.
With these vectors, you can then carry out various mathematical operations.
So, for example, the cosine distance between vectors shows how two and several
words are similar to each other within the context of this text.



Intelligent Approaches for the Automated Domain Ontology Extraction 415

This neural network approach is to solve various NLP tasks such as machine
translation, question answering, and others.

With the advent of powerful pre-trained representations, trained using some
flavor of a language modeling objective such as ELMO [13], OpenAI [14] GPT,
and BERT [6], the de facto technique for NLP has become to take some sort
of off-the-shelf model pre-trained on gargantuan amounts of data and fine-tune
to your task with some smaller in domain corpus. Indeed, this strategy has
successfully achieved tremendous SOTA results on existing NLP benchmarks.

Let us consider the BERT tool in detail. BERT is a neural network from
Google, which showed by a large margin state-of-the-art results on a number
of tasks [6]. Using BERT, you can create AI programs for processing a natu-
ral language: answer questions asked in any form, create chatbots, automatic
translators, analyze text, and so on. To submit text to the input of a neural
network, you need to present it in the form of numbers somehow. In practice,
each word is assigned not one number, but several. For example, it is a vector
of 32 numbers. And the distances are measured as the distances between the
points that these vectors point to in the space of the corresponding dimension
(for a vector 32 digits long, this is a space with 32 dimensions, or with 32 axes).
This allows you to compare one word at once with several words that are close
in meaning (depending on which axis to count). Moreover, arithmetic operations
can be performed with vectors.

This approach is called embeddings [11]. Many packages, such as Python
packages, allow the first layer of the neural network to put a special layer of
embedding layer, which does this automatically. That is, at the input of the
neural network we submit the usual word number in the dictionary, and embed-
ding layer, self-learning, translates each word into a vector of the specified length,
say, 32 numbers.

It is much more profitable to pre-train such a vector representation of words
on some huge corpus of texts, for example, on the whole Wikipedia, and to use
ready-made word vectors in specific neural networks, rather than re-train them
every time [2].

In the summer of 2018, OpenAI noticed [15] that if you pre-train a neural
network on the transformer [18] architecture on large volumes of text, then
it unexpectedly and by a large margin shows excellent results on a variety of
different natural language processing tasks. In fact, such a neural network at its
output creates vector representations for words and even whole phrases. And by
hanging on top of such a language model a small block of a couple of additional
layers of neurons, you can train this neural network for any tasks, for example,
extracting facts and relations from a text in a natural language.

In addition to BERT, there is another XLNet model [19]. XLNet is an autore-
gressive language modeling (AR LM). It is trying to predict the next token from
the sequence of the previous ones. In classic autoregressive models, this contex-
tual sequence is taken independently from two directions of the original string.
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XLNet generalizes this method and forms a context from different places in
the source sequence. How it does it? It takes all (in theory) possible permutations
of the original sequence and predicts each token in the sequence from the previous
ones.

If we draw analogies with the BERT, it turns out that we do not mask the
tokens in advance, but rather use different sets of hidden tokens for different
permutations. At the same time, the second problem of BERT disappears—the
lack of hidden tokens when using the pre-trained model. In the case of XLNet,
the entire sequence, without masks, is already input.

Comparison with SOTA results on the test set of RACE, a reading compre-
hension task shows on the Table 2. * indicates using ensembles. “Middle” and
“High” in RACE are two subsets representing middle and high school difficulty
levels.

Table 2. Comparison with SOTA results on the test set of RACE

RACE Accuracy Middle High

GPT 59.0 62.9 57.4

BERT 72.0 76.6 70.1

BERT+OCN* 73.5 78.4 71.5

BERT+DCMN* 74.1 79.5 71.8

XLNet 81.7 85.4 80.2

Currently, such models are created for some separate domains. Such models
cannot be extended to other domains for solving the problems of extracting con-
cepts and domain relations to automate the construction of domain ontologies,
since to solve these problems it is necessary to create and train a separate model
for this domain.

5 Conclusion

This article has described in detail modern approaches to solving problems such
as extracting facts and relationships in a natural language text. In addition, a
detailed review and comparison of modern tools and libraries that implement
these approaches were carried out. Each of the above tools has its own advantages
and disadvantages. But a universal (as well as a multilingual solution) has not
been found so far.

Acknowledgements. This chapter presents the results of research carried out under
the RFBR grants 18-07-00032 “Intelligent support of decision making of knowledge
management for learning and scientific research based on the collaborative creation and
reuse of the domain information space and ontology knowledge representation model”
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level for intelligent decision-making systems in the learning”.
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Abstract. Being a developing nation, India faces a major issues that
is the huge population which is now becoming too large for the spaces
available. With increased living standards and affordability, the number
of cars owned today has exponentially increased. This has led to the
emergence of a major concern of proper management of available spaces
while keeping up with the pace of revolutionizing lives by utilizing the
SMART way. “SMART PARKING” aims at addressing this plight by
providing a mobile-based platform to reserve a parking slot before arriv-
ing at desired location. The user is provided with a real-time availability
map of the parking space showing occupancy. Depending on the traffic
and time required to reach the parking slot, reservation is dynamically
altered. It provides the feature of sending alerts based on live tracking
to accommodate the unpredictability of reaching the destination due to
traffic and adapt the booking timings accordingly by calculation buffer
time. In cases where user comes without a booking, slot is provided based
on how many vacant parking slots are available. The occupancy of the
user’s car in the slot is analyzed and utilized to predict the nature of
booking to help for future purposes. Monthly subscriptions are provided
and user is notified for renewals or updating.

Keywords: Pre-booking · Real-time availability · Smart parking ·
Unpredictability · Buffer time

1 Introduction

Cities are meant to play a major role in driving the economic growth as engines
of innovation and industry. However, India’s cities are choking! Rapid urban-
ization and lack of planning for urban infrastructure have exerted enormous
pressure, which is opening a hazardous portal to parking issues leading to much
greater traffic on road, resulting in a frustrated trip for the drivers and most
importantly adding to the toxic waste by fuel burning, thus increasing air pol-
lution in concerned area. The number of vehicles per thousand population has
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increased considerably from 317 to 598 during 2005–06 to 2017–18. This triggers
to a situation in a way that almost 40% of the roads are occupied by cars search-
ing for a parking slot. Due to lack of open spaces and improper management of
the available spaces, very less parking space is available compared to the huge
number of cars out there today. It is really inconvenient to not have an option of
pre-booking our parking slot prior. So in order to address the same, our project
defines a completely automated system for vehicle parking that will overcome the
current parking unavailability by letting the user book a parking slot in prior and
avoid the hassle of unavailability of a parking slot. As per statistics, Smart Park-
ing can help in achieving reduction in fuel consumption by 220,000 gallons till
2030 and can reach up to 300,000 gallons by 2050, if implemented completely.
The project aims at providing a mobile-based platform which allows users to
book a parking slot prior to their arrival, adjust spot occupancy based on real-
time traffic analysis and provide a completely digitized platform for achieving
parking management.

1.1 Need for Development

The preeminent reason for developing this project is to provide an optimized
parking solution in today’s era of technological and smart city development
along with the ever-increasing population and thus reducing the chaos in search
for a parking slot.

Smart Parking enables users to gain knowledge about the occupancy of park-
ing slots in real time within the concerned geographical region. This information
is obtained through installed sensors, which update the current occupancy of the
slot to the data repository. The user is presented with the data and directed to
a platform for booking a parking slot. It is also enabled with integrating a pay-
ment platform. Thus, it aids a user’s parking experience by analyzing data and
predicting the chances of user being able to find a spot in the concerned region.
On deployment, the system as a whole shall aim at reducing car emissions and
traffic on the roads by directed routing to desired locations, in turn managing
the available spaces in an optimized manner.

1.2 System Features

• To provide a user-friendly mobile-based platform enabling reservation of a
parking slot before arriving at desired geographic region.

• To provide the user with a real-time availability map of the parking space
showing the occupancy and availability of the slot, thus helping the user to
decide accordingly.

• To provide an affordable Smart Parking System—The user has to pay only
for the time his car occupies the slot, unlike hourly wages used otherwise.

• Providing a systematic management of Car Parking System—Including the
feature of sending alerts prior to the users indicating that the booking dura-
tion is coming to an end.
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• Providing a provision of carpooling to help users traveling to the same desti-
nation.

• Providing slots based on how many vacant parking slots are available, if the
user has come without a booking.

2 System Description

Until recent times, Parking was viewed under models like CLAMP, PARKISM,
PARAGENT and MULTILAYERS. With emerging trends, traffic authorities in
cities have come up with an implementation model called Parking Guidance and
Information (PGI) system for achieving proper management of parking areas.
The PGI system gives real-time information about occupancy of parking in an
area and routes the users to available slots. The occupancy of slots in a concerned
region is viewed in the variable message sign (VMS) board at road signs. This
system had several loopholes, hence the idea of smart parking was proposed.

Designing, developing and producing a leading-edge parking technology is
called as Smart Parking may be defined as a means of revolutionizing the exist-
ing parking management system by extending the latest technological advance-
ments into achieving enhanced parking management. This system extends park-
ing capabilities for users. Using sensors inside the slot, we can get informa-
tion about occupancy and alert user. Smart Parking system has demonstrated
a result-driven accuracy, robustness and cost-efficiency outlook to assure users
with the knowledge about vacant slots for parking in the concerned area.

The proposed system allows users to reserve a parking slot for themselves
which ensures a way for users to claim their spot, unlike just showing the avail-
ability which may not account for dynamism of the real world and result in the
spot being occupied when the user reaches the spot.In the Smart Parking system,
the slots will be booked for the user, thus ensuring availability and accounting
for the dynamic nature of occupancy change. This in turn allows for a greater
functional enhancement of the parking management mechanism.

3 Literature Survey

There have been several different approaches proposed for the development of
intelligent parking system aiming at enhanced management capabilities and user
experiences, which poses a major threat to the outlook of Smart Cities having
gilt-edge administration of parking spaces as one of its pivotal aspects.

As suggested in [1] approximately 30% of the traffic in a day considering
urban landscape can be rooted to vehicles in search for parking spaces. Hence,
this opens an urgency for proper utilization of existing spaces and enables fitting
administration for parking systems.

In recent times, locating a vacant parking spot poses an enduring difficulty for
the drivers, and this problem has aggravated with the exponential increase in car
ownership in recent times. Predicaments pertaining to parking and traffic can be
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viewed under the light of parking management if the users may be presented with
prior knowledge about occupancy of the parking system in concerned region.

With the latest advancements in the sensor technology, a lot of urban cities
have chosen to deploy IoT-based solutions for gaining information from the envi-
ronment and act accordingly. According to a study by the International Park-
ing Institute [2], there have been sudden outburst of innovations in the park-
ing industry. Currently, there exist parking systems [3] that deliver real-time
occupancy information to the users in concern with parking slots. These utilize
sensors installed in the concerned region for evaluating occupancy along with
repositories and analysis modules to take decisions of data in practical imple-
mentation.

Among the systems proposed, there have been deployments utilizing image
processing capabilities [4]. This includes, capturing of the region of the slot
through camera and then analyzing its occupancy, and display result. Firstly,
the slot image is captured. This picture is segmented resulting in creation of
binary images. The image is cleaned to reduce noise and analyze boundaries.
Accordingly, the free parking space is allocated.

4 Proposed System

The issue of Parking in India is fast becoming a grotesque crisis. Smart Park-
ing is a mobile-based parking management system extending IoT capabilities
attempting to digitize the parking industry. The system aims at elucidating the
convoluted experience of parking by digitizing the entire process from booking
a slot to auditing the nature of occupancy. On the user end, the system yields
information about occupancy of parking slots in an area, the rates and direc-
tions to reach concerned booked slot. For the parking area managers, it may
allow them to digitize the process of tallying bookings, allowing legitimate users
and also enable payments from users.
A. Slot Booking Module This module implements a means for users to book a
parking slot prior to arrival. This not only allows them to ensure availability
of slots but also reduces time and unnecessary occupancy of roads in search
of slots. This module ensures to assist users in their parking experience. The
layout of parking slots in a given region is shown and thus user is allowed to
book the desired slot and for desired time. On completion of booking time, an
alert is sent to the user to allow them to either extend the booking or check out
based on availability and user’s response. Based on the booking history, users
are prompted for next booking and data is also analyzed to propose new slots
in given area of demand.
B. Live Tracking Module Live tracking module tracks the user’s registered vehicle
from the time it starts its commute until it reached the designated parking slot.
Based on the current traffic statistics, the buzzer time of arrival of vehicle in
the slot is altered, thus providing a dynamic interface ensuring inclusion current
road situations.
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C. Payment Module All payment transactions are made cashless and using
“Caros”, an application-specific cash. The users are also provided a means to
allow monthly subscriptions and memberships.
D. Carpooling Module Provision for users to put their cars for carpooling has
also been provided. This allows users to earn money and also help reduce number
of cars on road and attempt to be an environment friendly alternative.
E. Blacklisting Module If a car does not check out at designated time, an alert
is sent to prompt user to move their car. If failed to do so, their cars are towed
away. Repetition of this makes their name under blacklist and block all their
further bookings.

5 Implementation

The first step involves user to register on our application. The registration infor-
mation includes user details along with the registration of the vehicle of commute
of the user. This allows us to gain information about what kind of paring slot
will be needed by the user. The primitive step involves user pre-booking slot
in desired location. This is done after gaining the current availability map of
booked and free slots. Once allotted, the user is live tracked from the place of
origin until it reaches the parking slot. Based on the current traffic situation,
the buzzer time is altered for what time will the estimated time of arrival be
manipulated unless the user reaches the slot. On completion of booking time,
if slot is available, the user is prompted if he wishes to extend the booking for
next slot. Based on availability and user’s response, the user either checks out or
books the next slot. While checking out, payment is made in cashless approach
utilizing “Caros”, currency of Smart Parking. Cars may also be made available
for carpooling and the user can either provide their car for carpooling or utilize
this facility.

6 Work Flow Analysis

6.1 Use Case Diagram

See Fig. 1.

6.2 Flowchart

See Fig. 2.

7 Results and Discussions

While implementing “PRE-BOOKING” module, we allow users to book a park-
ing slot prior to their arrival in the parking spot. The users book their preferred
parking based on their location as well as the time for which they want to book.
On analyzing this booking data, we obtain the following results:
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Fig. 1. Use case diagram
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Fig. 2. FLowchart for smart parking

• Based on the timing of bookings obtained, we observed there are more parking
requests near stations and bus stops in the morning and evening covering the
demographics of working professionals.

• Evening time slot is when majority bookings happen near shopping com-
plexes and tourist spots, resulting in the conclusion that preferred time of
exploration of local spots is during evening.

• On studying the nature of booking for a user, we analyze which locations are
frequently booked and around what time. This information is used to gen-
erate recommendations to repeat the bookings,assisting users by not asking
for repeatedly filling same details and give a prompt based on regularity in
booking.

• The pattern of booking for individual users may also be used to give monthly
passes.

• Based on peak hours, we can alter our parking rates to obtain commercial
profits.
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• By analyzing requests, we can decide what particular location is being
requested more and thus expand slot availability with available infrastruc-
ture. This may also be used to decide revoking slots in a region based on
reduced availability.

On implementing “LIVE TRACKING” module, we track the user from the start-
ing location of the user to the reserved parking slot. On the basis of current traffic
scenario, the estimated time of arrival (ETA) is obtained. We analyze the ETA
obtained and compare with actual time taken to reach the spot. We obtain the
following results:

• Calculate accuracy of ETA (Estimated Time of Arrival) based on obtained
ETA and actual time taken to reach the parking spot. when the user starts
his travel, an ETA is prompted to determine how long it will take to reach the
spot. The vehicle is monitored until it reaches the spot. Calculating difference
in actual time of arrival can be used for evaluating accuracy of the previously
determined ETA, thus improving accuracy.

• Real-time traffic is analyzed and used alongside ETA to calculate Buffer Time
for user occupancy of the slot. This allows to incorporate the dynamism of
real world and account for modifying slot time aiding the user experience.

8 Conclusion

Smart Parking System is a mobile-based application which aims at aiding a
motorist by providing a parking spot that is totally automated and digitally
assisted. It focuses on minimizing the chaos by searching a suitable parking slot
from the already congested roads by being at par with the growing times of
technology. The Slot Booking Module allows the users to book slot on hourly
basis which helps in reducing the waiting time put in finding a slot and assuring
availability of slot to the user. The Live Tracking Module tracks the user till
he reaches the spot and helps in determining the ETA before the car can arrive
and occupy the booked slot. The Payment Module allows user to do cashless
transactions using Smart Parking cash “Caros”. The Carpooling Module allows
user to either give their cars for pooling or obtain cars which further reduces
the traffic on the roads and also helps the user to earn or save money. The
Blacklisting Module allows the application to block users and blacklist them if a
user repeatedly fails to adhere to the rules and regulations of the service. Once
blacklisted the user will be prevented from making any further bookings. Thus,
SMART PARKING aims at providing unified ground to assess and aid the woes
of parking by providing a completely automated approach in the best possible
way.

The major challenge in implementing this system is the explicit range of
hardware and software capabilities which may hamper scalability. The users
must be presented with a dependable interface to interact with the system and
utilize its capabilities to ease one’s parking experience. It must be accessible
from mobile applications, web-based services, navigation devices and enhanced
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built-in services within the user’s vehicle. Conclusively, we can state beyond the
shadow of doubt that Parking with a Smart approach can revamp and transmo-
grify the outlook of urbanization, leading to solutions that acknowledge not only
a vehicle but also the people, promising to deliver the best solution in parking
management.
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Abstract. 5G network must support a large number of Vehicle-to-Everything
(V2X) connections with high throughput and low latency. The existing resource
allocation scheme based on orthogonalmultiple access (OMA) seems to be unsuit-
able for dense networks due to the limitation of the spectral bandwidth and the
available resources. This work presents a new algorithm named SAVCN (Schedul-
ing Algorithm for V2X Communication based on NOMA), for 5G network. In
non-orthogonalmultiple access (NOMA) scheme, the same resource can be shared
by several transmitters. The proposed algorithm improves network performances
in terms of throughput, fairness, and error rate. In fact, SAVCN assigns the avail-
able resource blocks (RBs) in order to maximize the throughput by consideration
of the minimal distance between transmitters and receivers. It maximizes also the
number of served V2X users and minimizes the bit error rate. Simulation results
indicate promising performance for SAVCN.
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1 Introduction

The rapid evolution of mobile radio technologies, and the increase of the number of con-
nected vehicles of the (V2X) type, makes the task of resource allocation very important
for next-generation networks. V2X provides four types of communication: Vehicle-to-
Infrastructure (V2I),Vehicle-to-Vehicle (V2V),Vehicle-to-Pedestrian (V2P) andVehicle
to Network (V2N) [1]. These applications require high throughput and some exigencies
in terms of quality of service (QoS). V2X is considered as an important alternative of
5G networks. It is impossible to achieve the requirements of 5G, such as low latency,
massive connectivity, and high throughput, using orthogonal multiple access (OMA).
The orthogonal sharing resources process is not always optimal because it causes serious
congestion problems due to the limitation of resources block [2]. In order to reduce access
collisions, to support massive, it is very important to apply a new access technique. Alike
in future 5G, the resource allocation system needs to be neatly designed to maximize
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the radio resource efficiency, to gratify the dissimilar request of QoS requirements and
the target throughput for V2X links corresponding to their supported services.

Non-Orthogonal Multiple Access (NOMA) is developed as an important element of
5G cellular networks. It can broadly be divided into two major categories, the first one
is Power-Domain NOMA, the second one is code-domain NOMA [3]. This technology
allows us to share more than one user in the same resource block such as a time interval,
a sub-carrier, or a code.

To generate the NOMA scheme more useful, a Successive Interference Cancellation
(SIC) is applied to the receivers to be decoded to meet with co-channel interference
produced by spectrum sharing between different users [4].

Actually, radio resource management (RRM) is becoming a fundamental aspect of
design to allow V2X communications. RRM is the central unit in the eNodeB, more pre-
cisely at the level of the MAC (Medium Access Control) sub-layer which is responsible
for the optimal distribution of the radio resources between the UEs component in the 5G
network architecture. RRM makes it possible to increase the use of the efficiency of the
radio resources of the system while satisfying the Quality of Services (QoS) according
to the different requirements of the target throughput and the type of traffic for V2X
links.

In this paper, we suggest a new scheduling algorithm named SAVCN for the next-
generation 5G. This algorithm is based on a Block Resource Allocation (RB) policy
in a non-orthogonal way. The purpose of the proposed algorithm is to ameliorate the
throughput of the system, to maximize the number of users served, to improve equity in
the allocation of resources between different users, and to minimize the error rate.

The principal contributions of our work are detailed below:

• We propose a scheduling algorithm based on the NOMA technique for V2X system,
which aims to raise the allocation of resources block between all users.

• We choose a set of well-defined users who can share the same RB(Kmax) based on a
distance metric.

• We have allocated the same resource block to a set of selected kmax users to take
into account not only the distance between Tx and Rx, but again the notion of equity
between users.

• To evaluate the performance of our algorithm, we validated the results by simulations
taking into account several parameters such as the number of channels, the number
of users that can share the same resource block.

We compared the performance of the proposed approach in terms of throughput with
the classical OMA process.

The rest of this paper is constructed as follows in Sect. 2, we detail some existing
works in literature. In Sect. 3, we present the adopted system model, then we detailed
the proposed algorithm SAVCN in Sect. 4. In Sect. 5, We analyze simulation results to
evaluate the performance of the proposed algorithm. Section 6 presents a conclusion and
some perspectives.



Scheduling Algorithm for V2X Communications Based on NOMA Access 429

2 Related Work

Several articles have dealt with the resource allocation function based on the classical
orthogonal multiple access (OMA) technique. The principle of OMA is to serve one
single user in each resource block. In [5–7] BER analysis of OMA system has been
presented. But, these works do not take into account the throughput criterion.

For code-domain schemas as detailed in [8, 9], the authors examined the fragmented
code multiple access methods called non-orthogonal multiple access (SCMA). This
technique uses codebooks for multiplexing. Bit error rate (BER) was analyzed in [8]
and performance analysis of spectral efficiency (SE) was performed in [9]. However, the
criteria of throughput are not considered.

Multi-user shared access (MUSA) [10] is another type of multiple access using the
distribution of symbols of each user by a spreading sequence. The purpose of this work
is to examine the BER performance of a MUSA system for 5-ary codes and dissimilar
sorts of spreading sequences with a short length. But, the criteria of throughput are not
considered.

ThePower-DomainNOMA(PD-NOMA)was originally proposed as PowerDivision
Multiple Access (PDMA) by assigning users a different power.

Boya et al. in [11] considered a vehicular system with a high density when each
vehicle must disseminate its information to its neighborhood. To meet the requirements
of different applications such as low latency and high reliability, the authors proposed a
scheduling algorithm based on NOMA.When multiple users can transmit their different
types of traffic simultaneously on the same channel. Thus, a technique of successively
cancelling interference is applied to the receiver to cope with the interference caused by
channel sharing. The goal of this algorithm is to minimize V2X collisions and improve
spectrum efficiency. However, the error rate and throughput are not addressed in this
work.

Chen et al. in [12] proposed a power allocation algorithm to provide better reliabil-
ity and improve bandwidth efficiency for inter-vehicle (V2V) communication. Indeed,
the algorithm designed NOMA-SM is a compromise between two techniques non-
orthogonal multiple access (NOMA) and spatial modulation (SM). The proposed algo-
rithm is robust against the harmful effects of V2V environments. The authors analyzed
the performance of the algorithm via simulations that take into account the bit error
rate (BER) and the spectral efficiency. However, this approach does not consider the
throughput criterion. According to the simulation, the distance between the two vehicles
is very small.

Rai and Jain in [13] designed a non-orthogonal access method (NOMA) resource
allocation algorithm and compared it with the orthogonal multiple base (OMA) method.
The proposed algorithm consists of combining Multiple Input Multiple Output (MIMO)
schemes with downlink NOMA communication systems. The main objective of this
approach is to reduce reliability and improve spectral efficiency. The limitation of this
approach does not take into account the bit rate criterion and the bit error rate criterion.
Moreover, according to the simulations, the number of V2X users is very limited.

Harshini et al. in [14] studied the concept of NOMA technology for the Spatio
temporal Coding MIMO (STC-NOMA) technique. The proposed algorithm aims to
improve the reliability of data transfer and to reduce the bit error rate. To reach this
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goal, the authors used the (STBC) method of transmitting multiple data streams over
multiple antennas to exploit different versions of data. In addition, a comparison of the
STBC-mono user system with a NOMA-STBC multi-user system is implemented. But,
this approach does not consider the throughput criterion.

Xing et al. In [15], have designed a two-user downlink non-orthogonal multiple
access technology (NOMA) allocation algorithms in attenuated channels with delay-
tolerant data and compared it with another algorithm based on the orthogonal multiple
access (OMA) technique. This approach aims to maximize spectral efficiency and to
ensure better user equity. However, in this work throughput is not considered.

Table 1 provides a summary of the articles studied.

Table 1. Comparison between the algorithms examined

Throughput
optimization

Error rate
minimization

Latency Fairness Reliability S
E

S I
C

Type of
allocation

[5] X X OFDMA

[6] X SC-FDMA

[7] X X BDMA

[8] X SCMA

[9] X SCMA

[10] X X MUSA

[11] X X X NOMA

[12] X X X NOMA-SM

[13] X X X NOMA

[14] X X X NOMA

[15] X X X NOMA

The variable parameters used for the system model are given in Table 2.

3 System model

In this part, we describe our NOMA-based V2X cell system model, as shown by Fig. 1.
The V2X network consists of a single eNodeB and several N vehicles whose transmitters
are indicated by Tx and receivers are represented by Rx. The distances between Tx and
Rx are variable. Note that V = {1, 2,…, NTx} represents the set of Tx, while E = {1,
2, …, NRx} represents the set of Rx. NTx and NRx represent the number of Tx and Rx,
respectively. We assume that the V2X are randomly arranged in the cell.

Each vehicle may send a data packet containing high priority information generally
of the safety type around its vicinity. Neighboring users can transmit data in a direct
way using D2D mode. The usable bandwidth is split into K sub-channels to ensure data
transportation.
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Table 2. Notations

Symbol Description

N Number of V2X

I Set of V2X
NTx Number of Tx

V Set of Tx

NRx Number of Rx

E Set of Rx

Number of available RBs

U Set of RBs

K Number of available channels

Kmax Number of users that can share the same RB

W Bandwidth

η Spectral density of noise

i Number of time slot

r Distance threshold

Nm = {1 ≤ j ≤ N dj,m ≤ r} Indicates the set of users verifying the condition on the
threshold distance r and subsequently belonging to the receiver
communication range Rx(m)

γ j,k It is a binary matrix to denote that the transmitter j can share
the sub-channel k for the time slot (i)

P(i)
j,k

It is the transmission power of the transmitter Tx(j) on the
sub-channel k for the time slot (i)

H (i)
j,m,k

Indicate the matrix of the channel formed by a set of
sub-channels K between the transmitter Tx(j) and the receiver
Rx(m) in the time slot (i)

s(i)j,k
Represents the transmitted symbol of the transmitter Tx(j) for
the time slot (i)

β Representing a constant defining the shadowing fading

d (i)
j,m

The distance between two users (j) and (m) for the time slot (i)

α Representing a constant defining the pathloss exponent

Each Rx receiver can decode the received signals using the SIC (Successive Inter-
ference Cancellation) technique. The signal received by Rx for the time slot i on the
channel K can be modeled by the following equation:

y(i)
m,k =

∑

i∈Nm
γ

(i)
j,k

√
P(i)
j,kH

(i)
j,m,ks

(i)
j,k + n(i)

m (1)
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Fig. 1. System model

The value of time slot number (i) is equal to one. Equation (2) represents the additive
white Gaussian noise for a receiver Rx, where σ 2

n is the noise variance

n(i)
m �CN (0, σ 2

n ) (2)

The coefficients of the channel H (i)
j,m,k can be defined by Eq. (3):

H (i)
j,m,k = h(i)

j,m,kg
(i)
j,m (3)

With,
h(i)
j,m,k : Complex Gaussian variable (0, 1) showing Rayleigh fading. The gain of the

channel is given by Eq. (4):

g(i)
j,m = β(d (i)

j,m)−α (4)

The successive interference cancellation (SIC) is considered an indispensable tech-
nical for NOMA technology because it improves network capacity by eliminating inter-
channel interference [16]. For NOMA, each receiver Rx(m) decodes the received signals
taking into account a decreasing order of the channel gain. Consider, for example, two
transmitters Tx(j) and Tx(j′) occupying the sub-channel k in the time slot (i) transmitting
to the same user Rx(m) and gratifying the condition imposed by the Eq. (5):

∣∣∣H (i)
j,m,k

∣∣∣
2

<

∣∣∣H (i)
j′,m,k

∣∣∣
2

(5)



Scheduling Algorithm for V2X Communications Based on NOMA Access 433

The receiver Rx(m) uses the SIC technique to decode and subtract the signal Tx(j)
before decoding the Tx(j′).

Therefore, the user who has a better SINR (Signal-to-Interference-plus-Noise Ratio)
must be decoded. Then subtract the signals of the users who have the lower SINRs. The
SINR on the Rx receiver is calculated as follows:

SINR(j,m,k) = P(i)
j ρ

(i)
j,m,k

1 + ∑
i′ ∫ s(i)j,m,k

P(i)
j′ ρ

(i)
j′,m,k

(6)

With,

ρ
(i)
j,m,k =

∣∣∣H (i)
j,m,k

∣∣∣
2
/
(
n(i)
m

)2
(7)

ρ
(i)
j,m,k : denotes the SINR of the sub-channel k between the links Tx(j) and Rx(m).

s(i)j,m,k : represents the set of transmitters Tx(j) generating interference when the
receiver Rx(m) decodes the signal of the transmitter Tx(j) on sub-channel k.

Following the above computation of the SINR in Eq. (6), the data rate R obtained of
Rx(m) for a time slot (i) on the sub-channel k can be formulated by the Eq. (8).

R(i)
j,m,k = W ∗ (log2(1 + SINR(j,m,k))) (8)

4 Proposed Algorithm

Themain goal of our algorithm is to propose a new opportunistic and efficient scheduling
algorithm.

Our scheduling algorithm for V2X communications based on NOMA access
(SAVCN) consists of finding a compromise between different performance criteria.
The objective of this approach is to maximize the throughput, increase the number of
served users, ensure equity between different users, and minimize the bit error rate. The
diagram of our proposed algorithm is based on three major steps as illustrated in Fig. 2.

Performances
evaluations

RBs
allocation

Choose of
kmax

Step 3Step 2Step1

Fig. 2. Diagram of the proposed algorithm

For the first step, we try to find the minimum distances between the Tx transmitters
and the Rx receivers in the proposed system in order to choose the set of Tx that can
share the same RB(kmax). For this, we insisted on imposing a constraint on the distance
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between transmitters and receivers. Indeed, the transmitters authorized to sendmessages
to the receivers are thosewhich admit a distance less than or equal to a distance threshold.
Of all the transmitters satisfying this condition, we choose only the two possessing the
minimum distance as a first approach.

Then, the second step of assigning RB to all selected Tx(kmax) is started. In this
context, the principal concept is to allocate resources block when taking into account
the minimum distance between the Tx and the Rx, as well as the quality of the Tx
channel on each RB expressed by the Signal-to-Interference-plus-Noise Ratio (SINR)
value. Indeed, if the scheduler has already assigned a RB to the current time slot (i) at
the set Tx(kmax), it will have no more RB in the same (i) only if all are served. This
maximizes the capacity of the system in the cell and ensures better equity between the
different users.

The goal of the last step is to evaluate the performance of our algorithm, we validated
the results by simulations taking into account several parameters such as the number
of RBs, the number of users able to share the same resource block, the number of
transmitters and the number of receivers. The performance of the proposed approach
was compared with a resource allocation based on the convention OMA algorithm.

The concept of our algorithm is to allocate sub-channels for a set of transmitters. For
this, we created a matrix containing the distances between transmitters Tx and receivers
Rx. Then, we insisted on putting a constraint on the distance between transmitters and
receivers. In fact, the transmitters authorized to send messages to the receivers are those
which admit a distance less or equal than a threshold one. The process of allocating
resources if only two users can share to same RB is explained by Algorithm 1 (Table 3).

Table 3. Parametier setting

Symbol Description

M1 Matrix contains distances between Tx and Rx randomly

M2 Matrix contains users satisfying the condition

M3 Matrix contains only users who can share the same RB

{Inputs}
NTx = x, NRx = y % Number of Tx and Rx
r % distance threshold
Kmax % Number of users that can share the same RB.
{main}
% Choose Kmax
Create matrix M1(x,n) =randi [x’,n’] % Matrix contains distances between Tx and Rx
For x=1 : NTx For n=1 :
NRx If M1(x,n) < r
Find (x,n)= M1(x,n) < r % find for distances that are less than the threshold distance
Calculate M2(x,n)=f (M1(x,n)) % matrix contains only users satisfying the desired condition
End if End End For h=1 : Nrx
Tri dist M2 (x,n) % sort users in ascending order
End
// selecting the (Tx,Rx) pair with the min-dist in M2.
// according to value of kmax, selecting the Tx which can be sharing the some RB in M2.
End

Algorithm 1



Scheduling Algorithm for V2X Communications Based on NOMA Access 435

The main purpose of assigning BRs in our proposed algorithm is to share the same
RB with a predefined set of kmax users according to a well-defined criterion. The idea is
to find the combination (Txi′ , RBj) with 1 ≤ i′ ≤ NTx and 1 ≤ j ≤ M, with the smallest
value of the metric mi′,j given by the equation below:

mi′,j = min{M 2} (9)

The algorithm below presents the process of allocating radio resources for kmax

{Inputs}
M2: Matrix contains users satisfying the imposed condition M3:Matrix contains only users who can share the same 
RB Kmax : Number of users that can share the same RB.
{Main}
% Allocation of RBs when Kmax = 2
For k=1 to M do
Find ( x1, n1) = min M2(x1,n1), with (x1,n1) ∈ V x U
% Find the minimum of the nth column (on the same RBn) of the matrix
Find Tx1 = min(M2) % find the first user who has a minimum distance in M2
Copy Tx1 selected in M3

Algorithm 2

Remove the x1th row from M2 V =V \ {x1} % Update V
Find Tx2 = min (M2) % find the second user who has the minimum distance in M2
Copy Tx2selected in M3

Remove the x2 th row from M2 V =V \ {x2} % Update V Assign RBk à Tx1 and Tx2 U=U \ {n1} % Update U
End for

The performance evaluation of our proposed algorithm is a very important part of
our work. This step is explained in detail in the following Sect. 5.

5 Simulation Results

The results are generated by evaluating our scheduling on Matlab.
We modify several parameters in the system to evaluate system performance. We

consider that the distances between transmitters and receivers are variable.We, therefore,
compared our algorithmwith another algorithm based on the conventional OMAmethod
[17]. Table 4 presents the parameters used for the simulations.

5.1 Throughput Analysis

Throughput growth is one of the main objectives of our project. Indeed, it is defined
as the amount of information transmitted on the radio interface in a given time interval
[18].

We study the behavior of the throughput according to the number of resources blocks
RBs and the number of users who can share the same channel simultaneously Kmax.

Throughput depending on the number of RB
We have studied this section, the throughput behavior as a function of the number of
channels.

Figure 3 indicates the performance of SAVCN and the traditional OMA scheduler
in sight of throughput depending on the number of resources blocks, with the number
of transmitter Tx = 50 and kmax = 2.
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Table 4. Parameters of simulations

Parameter Value

Bandwidth 10 MHz

Nb of RBs [30, 50]

Nb of Tx [50, 70]

Nb of Rx [30, 50]

Nb of eNodeB 1

Nb of Kmax [2, 5]

Duration of t 1 µs

Power of each Tx user on each K sub-channel [20, 23 db]

r 150 m

Fig. 3. Throughput analysis

When the number of resources blocks increases, the throughput increases. The results
indicate that SAVCN reaches an important value compared to the OMA scheduler. Note
that the performance of this system is better than the conventional OMA, especially
in terms of throughput. Our algorithm is capable to sustain several sizes of messages
compliant with the 3GPP standard. Corresponding to [19, 20], the transferred messages
possess a size of 50–400 bytes. The results of the simulation demonstrate by Fig. 3
indicates that the rate gate may support inconstant message sizes. Indeed, the proposed
algorithm authorizes a message swap of 657.5 bytes when the bit rate is 5.26 Mbps. The
results gratify the 3GPP recommendation when the minimum message size is 50 bytes.

Throughput depending on the number of Kmax
We study the behavior of the throughput depending on the number of users dividing the
identical sub-channel.
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Figure 4 shows the throughput depending on the number of users sharing the same
sub-channel, with Tx = 70 and Rx = 30.

Fig. 4. Throughput depending the number of kmax

When the number of users sharing the sameRBs increases, the throughput decreases,
because the interference between the users increases, so a complexity at the receiver in
the SIC decoding will occur and errors on the detection of the receiver side will be added.
So the SINR decreases so the throughput will decrease.

5.2 Bit Error Rate

The causes of error are numerous and depend mainly on the nature of the used
transmission media.

When propagating signal can be deformed by the mobile radio channel. Therefore,
the binary element can be received with a different value from the originally one sent, the
entire associatedmessagewill be declared as erroneous. Indeed, the error rate depends on
several factors such as the number of transmitters, the number of receivers, the number
of users sharing the same sub-channel, and the threshold distance.

BER depending on the number of transmitters and on the receivers
In this section, we studied the behavior of BER according to the number of transmitters
and on the receivers.

Figure 5 presents the variation of the BER depending of the number of Tx, with the
number of receivers NRx = 30, M = 50, and kmax = 2.

With increasing the number of Tx, the BER grows. If we take the case where the V2X
network is such that Tx = 70. All transmitters send messages to receivers on different
sub-channels, so the probability of error and collision increases.

The number of Rx still influences the BER. Indeed, we have to study the behavior
of the BER according to the number of receivers.

Figure 6 represents the variation of the BER as a function of the number of Rx with
Tx = 50 and kmax = 2.
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Fig. 5. BER analysis

Fig. 6. BER depending on the number of Rx

When the number of receivers Rx increases, BER also grows, because the interfer-
ence also increases, thus a complexity in the decoding will occur SIC, and errors at the
detection on the receiving side will be added.

BER according to Kmax
In addition, the number of users sharing the same sub-channel (Kmax) influences BER.

Figure 7 shows the variation of the BER based on the number of users sharing the
same channel with Tx = 50 and Rx = 30.

When the number of users sharing the same channel increases, the BER grows. As
the amount of information elevates, the risk of interference between users also increases,
so that the BER increases.

BER according to the distance threshold
We studied the behavior of the BER according to the value of r.

Figure 8 shows the variation of the BER as a function of the distance threshold
between transmitters and receivers with Tx = 60 and kmax = 2.

We note that as the distance threshold r increases, the error rate also increases. This is
normal because the channel disruption becomes stronger, messages sent by a transmitter
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Fig. 7. BER depending on the number of kmax

Fig. 8. BER depending on the r

to a receiver may have significant changes, so errors will appear at the reception. For
this, the error rate grows.

6 Conclusion

In this paper, we present a new scheduling scheme called SAVCN for 5G networks.
This algorithm is based on the optimal allocation of resources block in a non-orthogonal
way. Our goal is to maximize the throughput of the system, improve the number of
served users, ensure better equity when allocating RBs and minimize the bit error rate.
The simulation result shows that the system performance of the proposed strategy is
better than the conventional OMA in terms of throughput. In future, we expect to make
multitude of enhancements to theSAVCNalgorithm, such as adding traffic classifications
supported by a V2X network and integrating the power control mechanism and an
interference cancellation mechanism.
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Abstract. Nowadays, online social networks (OSNs) are being used as a host-
ing ground for criminal activities, and the legal enforcement agencies (LEAs) are
struggling to process and analyse the huge amount of data coming from these
sources. OSNs generate a huge massive volume of unstructured data making it
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provide it to the legal domain. There is no ontology model, among those found
in literature, that allows to exhaustively describe all the aspects of crime investi-
gation targeting data integration, information sharing, collection and preservation
of digital evidences by using biometric features, and query answering. To bridge
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making it possible for LEAs to classify crimes, investigate hidden crime patterns
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knowledge-based compared with the previous version SMONT. We prove the
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1 Introduction

OSNs have changed theway howpeople communicate and connect between them. Social
media such as Facebook, Twitter, Instagram and Google+ are being used by millions
of users every day, and the data which are freely shared in these networks are like a
treasure if it is properly processed, and the knowledge is extracted. The data generated
in OSNs contain exabytes of information related to the people’s day-to-day activities
and stand as an important source for big data [1]. What matters most is not the data
itself but rather the information and knowledge that can be extracted in order to use it
in decision-making in different domains.

Despite the advantages of OSNs in allowing people to stay connected, there is a
darker side to these networks, as criminal activities being committed in these platforms
are becoming a central problem in every country. In 2014, the FBI’s Internet Crime
Complaint Center reported that 12% of all logged complaints involved social media
equates to 32,330 complaints received during a year.1 INTERPOL used social media
platforms to find out potential witnesses in different terrorism acts as was the case
of the London Bridge attack in the UK in 2017.2 More than 4.7 million counterfeit
products were seized in an operation against trafficking of illegal goods, which was
carried out by LEAs of 18 countries in collaboration with Europol. In this operation,
16,470 social media accounts and 3400 web sites selling counterfeit products were
closed.3 Of major concern to investigators is the fact that social media facilitates the
attraction and the recruitment of new members in extremist groups, becoming a topic
of major concern for many legal agencies [2]. It is noted that half of the teenagers have
experienced cyberbullying on OSNs, resulting in low self-esteem and consideration
of suicide. Moreover, only 1 out of 10 teenagers tells a parent if they have been a
victim, which demonstrates that cyberbullying crimes are not being reported, and thus
unpunished.4

Different types of digital crimes can be collected by OSNs, coming in different
forms such as messages, photographs, videos, audios and local-based data. In the crime
investigation processes, LEAs have to collect and provide reliable and authenticated
evidences to ensure their admissibility in the court. OSNs are one of the key driving
factors for the evolution of crime arenas bringing new opportunities and challenges to
legal agencies to investigate threats from individuals who may or may not be members
of groups. Various data generated by users, known as user-generated content (UGC), can
be used to investigate committed crimes or to predict future crime patterns [3]. Digital
evidences which contain social media contents have been accepted by different courts
to identify suspects, locate witnesses and convict defendants [4].

1 https://pdf.ic3.gov/2014_IC3Report.pdf.
2 https://www.interpol.int/en/Crimes/Terrorism/Analysing-social-media.
3 https://www.europol.europa.eu/newsroom/news/counterfeit-crackdown-hits-two-organised-cri
minal-groups-more-30-suspects-arrested.

4 http://www.bullyingstatistics.org/content/cyber-bullying-statistics.html.

https://pdf.ic3.gov/2014_IC3Report.pdf
https://www.interpol.int/en/Crimes/Terrorism/Analysing-social-media
https://www.europol.europa.eu/newsroom/news/counterfeit-crackdown-hits-two-organised-criminal-groups-more-30-suspects-arrested
http://www.bullyingstatistics.org/content/cyber-bullying-statistics.html
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However, the characteristics of OSNs data render the existing solutions insufficient
to consider the new challenges of LEAs to handle digital evidences in crime investigation
and prevention [5]. The exponential growth in the volume, velocity and variability of
OSNs data prevents LEAs to efficiently process and manage the large criminal data sets
using traditional methods [6]. Due to the heterogeneity, noise and the massive size of
unstructured data generated in social media platforms, LEAs have to take real efforts
to face the challenges of collection, processing and analyzing the digital evidences in a
timely and efficient manner implementing comprehensive solutions.

A well-defined and standardized representation of OSNs data could be achieved
using Semantic Web technologies supporting LEAs in structuring and better integrating
the crime records and to model formal knowledge in the crime domain. Semantic Web
technologies combine a unique addressing mechanism (Uniform Resource Identifiers:
URI) with a formal knowledge representation (RDF and OWL) and a common query
language (SPARQL). In this research, we use the ontology model as one of the major
concepts used in Semantic Web applications, to represent a set of concepts and their
relationships within a domain into a machine-made form.

CISMO ontology is used to model the environment of different categories of crime
happing in OSNs. With the help of this ontology, data can form an interconnected
knowledge base of the different evidence objects extracted from social media [7]. The
evidence can also be merged with the reports and evidence streams that exist in LEAs
repositories to identify new and implicit knowledge using inference engines. To the best
of our knowledge, there is not a generic ontology in the crime domain for OSNs to use
it as a knowledge-based tool for data mining applications.

Despite this importance, the existing forensics analyses tools are currently limited
to face the identified challenges and very few semantic solutions have been developed
to help investigators to cope with new technologies [8]. For this reason, in this paper
the existing ontologies used for crime investigation through OSNs content are examined
with the objective of better understanding the challenges and gaps unique to crime inves-
tigation fromOSNs and to provide methods for addressing those challenges and the gaps
by developing intelligent systems to sift through massive amounts of online information
and to extracts what’s useful to the investigators. To the best of our knowledge, there
is no ontology model, among those found in the literature that covers each aspect of
crime investigation such as data integration, digital evidences, biometric features and
data coming from OSNs. The existing ontologies are not generalized and mostly are
platform-based, capable to deal with data coming only from particular social media.
The main motivation behind the study proposed in this paper is to develop an ontology;
as one of the main components of a knowledge-based graph framework introduced by
authors to gather intelligence from OSNs in order to assist LEAs to detect and prevent
criminal activities. CISMO ontology is based on linked concepts like agents composed
of persons or organized criminal networks, institutions involved in crime investigation,
digital evidence collection processes and biometric modalities. CISMO is important,
firstly, to model relationships among user activities in OSNs and to identify suspects
related to different crime categories such as ordinary crime and cybercrime. Secondly,
CISMO is conceptualized as the main backbone of an intelligent knowledge-based sys-
tem used in crime detection and prevention. This framework has the capacity to support
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LEAs in crime investigation activities, starting from data collection to the preservation
of digital evidence admissible in the court. One of the components of this framework is
the ontology used to model and structure the social media content in a well-organized
structured way. Once all online activities are stored by considering this structure and
integrating them with the data coming from LEAs repositories, investigators can though
inference rules and reasoning, infer accurate knowledge related to the crime domain. In
order to illustrate on how CISMO can be used as a tool in crime investigation, a case
study based on a recently leaked data set collected from Nulled.io,5 an online forum for
distributing cracked software, and trade of leaked and stolen credentials, is presented.
Specifically, we first manually classify a subset of the private messages, and we train a
machine learning model to classify messages belonging to criminal activities or not. All
the classified messages and their related data such as IP of the sender, IP of the receiver
and timestamp populate the ontology, and we provide a way for semantically querying
the crime ontology.

The remaining part of the paper is organized as follows. Section 2 presents related
work on using semantic models and technologies for crime investigation and prevention
of OSNs. The methodology used to develop CISMO and its main components is intro-
duced in Sect. 3. Section 4 describes some crime scenarios that can be solved using our
ontology. Finally, the conclusions and future work are given in Sect. 5.

2 Introduction

In this section, critically we analyze current literature of knowledge preservation in the
crime domain. Based on the metanalysis and literature review, a summary of existing
ontologies used in the crime domain is provided. The perspective of this review is to find
the gaps in the existing semantic solutions in the crime domain. During the review of
existing crime ontologies, it has been found out that the existing ontologies in the domain
of crime investigation and prevention are sub-domains of various elements that define
the crime domain. As the proposed ontology aims to mostly cover all the aspects of
the crime investigation in OSNS, including digital evidences by the usage of biometrics
features, during this research, we have analyzed different ontologies capable to handle
social media data, to collect and represent biometric data and to maintain defensibly
the chain of custody of digital evidences. Based on the depth analyses of the existing
ontologies, we have considered some re-use of some existing concepts by providing
smooth access to these ontologies and at a second stage based on the identified gaps, we
extend the existing ontology developed by authors, SMONT [9] by adding new concepts
and by providing advanced support in adapting ontologies to crime domain. The existing
ontology, SMONT presented by author in previous research, lacks the necessary level of
details about the collection and the preservation of digital evidences. The dilemma that
we faced was whether to start developing a new ontology from scratch or to examine
existing ontologies used to model social media in the crime domain and check if one of
them fitted our purposes as it is or in an extended version.

5 https://archive.org/details/nulled.io_database_dump_06052016.

https://archive.org/details/nulled.io_database_dump_06052016
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2.1 Ontologies in Social Media

In the literature, few ontologies are proposed for semantic social web, such as Friend Of
A Friend (FOAF) [10], Semantically Interlinked Online Communities (SIOC) [11] and
Social Semantic Cloud of Tags (SCOT) [12], but none of them are detailed enough to
be used for knowledge representation and data integration of crime activities in OSNs.
Different researchers have extended these ontologies in order to add new concepts to
express the interest domain. In [13], it is proposed an extended version of the FOAF
ontology, which is evaluated by W3C Consortium as a good ontology capable to model
persons and their relationships [14]. In this work, the FOAF ontology is enriched with
newclasses and properties related to profilers. Still, this ontology is not a unified semantic
model for OSN to describe the content of multiple users from different OSNs such as
Facebook, LinkedIn, and Twitter that means that it is platform-dependent and does not
offer a generic semantic solution.

SIOC is an open standard ontology developed in 2004 aiming to represent social
media content in RDF format and is especially designed for modelling user forums [15],
missing many of the OSNs concepts. In 2017, authors in [16] enriched this ontology by
presenting a new version exSIOCint, adding new classes and relationships in order to
model data coming from web forums and to enhance automatic inherences. However,
this is a general-purpose ontology focused on modelling web forums and it is not suit-
able for the intended problem that CISMO is going to solve, assisting LEAs in daily
fighting crimes happening in OSNs. Different ontologies are designed and implemented
by different authors to semantically represent the knowledge of OSNs (SocIoS) [17],
LODE [18]), but all of them are general-purpose ontologies and their focus is not in
modelling formal knowledge for social media forensic.

2.2 Ontologies in Forensic Analyses

With thewidespreadof usingontologies asmeans for knowledge representation, different
ontologies have been proposed and applied in the criminal and legal domain but none
of them has a focus on analysing crimes in OSNs. However, we have analyses different
semantic solutions in the legal domain in order to get a better understanding of the
domain concepts in order to apply them in CISMO.

Osathitporn et al. [19] present an ontology for the criminal legal domain in Thailand.
The objective of this ontology is to represent legal elements in the law domain, and its
main artefacts are crime and justification. However, the objective of this ontology is
totally different from CISMO as it is not used to collect digital evidences from OSNs.
Kastrati in [20] presented SEMCON, a criminal ontology, developed to process seman-
tically and contextually Facebook data of different users and to classify these users as
suspects or not. This ontology is platform-dependent as it is designed only for Facebook,
and its scope is not to model the crime investigation process but only to build up proba-
bilistic predictive models for suspects. The digital evidence collection and preservation
are out of the scope of this ontology.

A multilayer semantic framework used to detect crime on OSNs is presented in [8].
This framework is a hybrid solution, and its main component is a global ontology derived
by mapping different local ontologies for different OSNs. In this paper, only some parts
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of these ontologies are presented, and the global on-otology lacks the required level of
details of digital evidence gathering. Furthermore, the lack of integration of biometric
modalities in digital evidence preservation becomes a serious problem in the crime
investigation.

In [21], authors presented a top-level cyber forensics ontology, and its main high-
level classes are crime case, criminal, crime type and evidence. This semantic solution
does not make an effort to gather digital evidences, but only it suffices with keeping
trace of the medium of the digital evidence. Cosic et al. [22, 23] presented DEMF, an
ontology to represent semantically the digital chain of custody of digital evidences. The
developed ontology is a general solution for forensic investigation, and its scope is not
related to the social media. The legal concepts used to represent digital evidences in this
ontology are considered in our proposal, serving to us as a method to expand on our
ontology related to the digital evidences in OSNs. We have used some of the artefacts
such as digital evidence integrity methods, chain of custody based on the possibilities
to answer to the six interrogatives of police report writing, known in the literature as
5W+H investigative model (Who, What, When, Where, Why and How) [24]. Moreover,
considering the crucial fact that collecting digital evidences from OSNs is a complex
task different from classical forensics, new artefacts are added to the digital evidence
class of SMONT.

2.3 Biometric Ontologies on Crime Investigation

Concentrating on crime investigation in OSNs is very crucial to process multimedia
content and to extract biometric features that carry personal information linked with
the person’s biometric characteristics for all the suspects of a criminal case. CISMO
will be used to process the photographs shared in a social media platform, using a
facial recognition biometric system to extract biometric characteristics. As biometrics is
considered a strong alternative from crime detection, an automatic system should be in
place to identify a person on the basis of his physical characteristics such as finger, face,
iris and ears. Unfortunately, in the literature there do not exist many attempts focusing on
developing biometric ontologies. Authors in [25] proposed a conceptual framework with
the core element of human factors ontology for cyber-security, based on socio-cognitive
characteristics. In the proposed ontology, there is no evidence of usage of biometric
concepts.

The only biometric ontology found is presented in [26], where the authors have
developed a biometric ontology and implemented it in a big data environment. This
ontology covers a broad range of biometric aspects related to behaviour analyses such as
cognitive skills or identification of tacit psychological factors. The ontology is evaluated
using the asylum seekers and immigrant identification as a real use case. Some concepts
of this ontology can be reused to model biometric characteristics of persons based on the
multimedia content shared in that persons’ social media profile, as our biometric aspects
are not related to behaviour analyses.

From this review, we conclude that no ontology has been developed so far as a
complete ontology in order to model all the components of the crime domain capable
to gather intelligence from online social networks. Leveraging from existing ontologies
(e.g. FOAF, DEMF, SIOC), the objective is to identify the gaps in current semantic
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solutions and to propose a more generic solution to overcome the identified challenges
effectively by representing semantically the crime domain in OSNs.

This research has the following contributions:

1. We proposed a semantical data model for the investigation of crimes in OSNs cov-
ering the main aspects of the criminal investigation process such as digital evidence
preservation including biometric artefacts.

2. We implemented the data model in an ontology in OWL using Protégé 5.5.0 [27].
3. We populated CISMO ontology with instances from a hacker forum database. The

ontology contains 200 classes, 54 object properties and 18 data-type properties.
4. We semantically query the ontology to find suspects and digital evidences for dif-

ferent crimes using the data coming from an online forum. The resulting ontology
can be extended for crime prediction and prevention.

In order to achieve our goal, in Sect. 3, we present CISMO; as a unique ontology in
the way, it merges important aspects of crime investigation process in OSNs as criminal
profile, crime categories, social media content, digital evidence gathering and biometric
modalities, enabling a task-driven ontology-developing process.

3 CISMO Ontology in OWL

3.1 Methodology

Figure 1 presents the CISMO methodology composed by six main steps: (i) domain
specification; (ii) consideration of reusing existing artefacts; (iii) conceptualization of
key concepts; (iv) implementation in OWL; (v) ontology population; and (vi) ontology
evaluation.

Fig. 1. CISMO ontology building methodology

During the first phase, knowledge about crime domain in OSNs is gained, whereas
in the conceptualization phase, the main classes and subclasses are defined. Based on the
recent literature, the crime domain is analyzed to obtain the required knowledge in order
to build CISMO capable to handle digital evidences. Based on the ontology engineering,
an integration strategy was applied to import existing knowledge from those fields where
concepts are stable and to fit our main goal. The existing ontology, FOAF has been used
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as a basic to model OSNs artefacts, and it is extended with the new concepts. The output
obtained by the first step is the competency table containing competency questionswhich
play an important role as it is considered vital to outline and to constrain the scope of
knowledge represented by the ontology [28]. Furthermore, the translation of competency
questions into SPARQL queries is used to evaluate the ontology including verification
and validation [29].

Specifying competency questions in the specification phase is vital since it allows
us to determine the ontology scope. A subset of the CISMO competency questions that
cover the main concepts of the crime domain in OSNs is shown in Table 1. Moreover,
after identifying the goals of CISMO ontology, concepts and the specific classes to the
crime investigation in OSNs domain are defined. From the three main methods found
in the literature to construct ontologies, Top-Down, Middle-Out and Bottom-Up [30],
we have chosen the Top-Down approach to generate this ontology. In a later stage, the
crime domain ontology is developed using an OWL editor tool developed by Stanford
University, namedProtégé [21], an open-source and free software.At the end, the solution
is tested and evaluated using real data of a hacker forum.

Table 1. Sample of CISMO competency question

Competency questions

CQ1 What crime categories exist in OSNs?

CQ2 Under what conditions should a person be considered as a suspect?

CQ3 Do different profiles in different OSNs belong to the same person?

CQ4 What biometric features are extracted by facial recognition system accessing
photographs from social media sites for crime investigation?

CQ5 Can a person of OSNs be considered as a suspect of an online crime based on online
communication with a victim?

CQ6 Can a person be considered as a suspect of an onsite crime based on the geo-content he
shared in a social media?

CQ7 Can a crime be prevented based on the person’s activities in social media such as
following criminal profiles, content of comments or statuses shared and likes to suspect
pages or persons?

CQ8 Can digital evidence be collected by using social media artefacts?

CQ9 What are the elements of digital evidences to be admitted in courts?

CQ10 Can the chain of custody of digital evidence be maintained?

In our proposal, there exists only one global ontology that describing the semantics
of each OSNs sources, providing a generic solution for LEAs. Additionally, if new data
sources are available or it happens that there are done some changes in the existing data
sources, the ontology can be adjusted easily.
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3.2 Extending SMONT to CISMO

In this section, we present our ontology, developed to store and to arrange all the com-
ponents of crime evidences in OSNs, providing a common language and a foundation
for reasoning. To increase the value of the proposed solution and to generalize its scope,
we extended SMONT ontology to a more specific version. The new ontology, named
CISMO, is a more detailed ontology aiming at supporting LEAs to collect digital evi-
dences and to increase their integrity keeping their chain of custody to stand up in the
court.

Initially, the top hierarchy classes of SMONT included the following classes: person,
crimes and crime case Solving. The main extending work lies in the digital evidence
collection and keeping its chain of custody in order to prove it in the court. The CISMO
ontology generically models key entities relevant for crime investigation and prevention
using OSNs and the relations between them. As in Fig. 1, the current ontology, CISMO
covers six main concepts, two of which are general concepts like institution and agent,
whereas the other four concepts are crime-related concepts (Fig. 2).

Fig. 2. Top classes of CISMO

The agent and institution concepts define the individuals and institutions that benefit
from or are subject to the crime case investigation process. The agent class is a super-
class of the concepts of person, Criminal_Group, Criminal_Organization and Crimi-
nal_Profile. Persons are individual agents; an organization is a group of other orga-
nizations or persons which acts ‘as one’ and a criminal group is a group of persons
involved in organized crime. A specific individual involved or suspected for a crime
is an instance of the class Criminal_Profile, which has two sub-classes. The sub-class
Past_Criminal_Profile stores instances related to previous criminal cases stored in LEA
repositories, which might be useful during criminal investigation for checking and link-
age of different profiles. Persons, who are declared by the police as main suspects for
an open case or individuals that have been considered as suspects after the suspect
behaviour on the social networking, will belong to the suspects sub-class. The following
fifth subsections briefly describe the CISMO concepts.

Social Networks
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The class social networks represents information about persons whose data are col-
lected fromonline social networks providers (classes: Facebook,Google, Instagram, etc.)
and from their professional profile. As Facebook is the most popular social networking,
in Fig. 3, it illustrates all the sub-classes of the Facebook class.

Fig. 3. ‘Social Networks’ concept of CISMO

Crimes
As illustrated in Fig. 4, in the crime class we define all the categories of crimes and

crime archives. Based on the literature, we tried to identify the taxonomy of crime in
two classes which are classical crime ad digital crime. The classical crimes are classified
in many categories such as bulgar, corruption, kidnap, sexual crime. The digital crime
is classified into three main categories, adult crime, child-crimes and malware. This
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classification is particularly difficult due to the lack of standardized concepts across
countries. Crime archive contains instances of previous crime investigated by LEAS.

Fig. 4. Underlying classes of ‘Crimes’ concept

Crime Case Solving
In the past, reacting to crimes was the main purpose of policing, placing focus on

crime investigation, but now the focus has changed to finding new ways for the police
officers to shift from crime investigation to prevention using intelligent systems. LEAs
need to use modern technologies to access and to manage the data coming from different
sources including OSNs to automate insights, to create actionable intelligence in order
to be focused on investigating the crime on the front line rather than dealing with time-
consuming activities of LEAs. As illustrated in Fig. 5, the concept Crime_Case_Solving
addresses the wide aspects of the collection and preservation of digital evidences. The
module of Crime_Case_Solving in CISMO is used to model the activities carried out
by LEAs in order to collect and manage the digital evidence of the crimes happening in
OSN and to maintain an accurate and complete chain of custody, protecting the integrity
of the digital evidence itself. Collecting digital evidences from OSNs is a complex task
because the evidences are not saved in the hard drive, and the social media artefacts are
stores in different places.

We have taken into account different places of evidences found in OSNs, such as
browser history, events, hidden and system files, log files, pictures, images, digital pho-
tos, videos, system files and temporary files. In most of the OSNs case investigation,
LEAs normally collect the digital evidences in context to the specific case and person
and manage them is a tough task, and hence, an intelligent system is required. Many
digital forensic tools are developed to collect digital evidences from computers, but less
efforts are made to support the collection of digital evidences from different social media
platforms, being that OSNs are new field in digital forensics, and there are not commonly
accepted standards and guidelines for the forensics investigation based on data coming
from OSNs [31].
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Fig. 5. ‘Crime_Case_Solving’ concept of CISMO

An investigation starts with analysing a specific social networking web page. For
example, a victim got a message in a specific date and time with the content ‘See you
soon’ and the icon of a gun, in his account in Facebook. Later, the sender of this message
may change it, just deleting the gun icon. An investigator has to analyse the artefacts,
and he has to collect immutable elements in order to process with case solving. He
has to identify and use different sources for the evidence acquisition, such as suspect’s
device, victim’s device and social network services. All these sources are categorized
under the class Hardware, belonging to the class Technology. The Hardware section of
CISMO is broken up into three different parts: Computers, Large-Scale Digital Devices
and Small-Scale Digital Devices.

For the purpose of this ontology, small-scale digital devices is one of the most
important concepts, broken down into cell phones and PDA, as people use their phones
overwhelmingly to text, share and comment via social networks. In the software section
of SMONT are presented the tools used to analyse the evidences, the operation system
used by suspects and victims, the web browser used to navigate in the social media,
and the file system were different forensic tools to try to collect Facebook artefacts of
a particular user. The method category focuses on several methods been adapted from
the computer science and information security to the domain of digital forensic to prove
the integrity of digital evidence, such as timestamp, hash functions, encryption, digital
signature and checksum.

In order to examine a system and maintain the chain of custody of a digital evi-
dence defensible, investigators have to freeze it and examine a copy of the original
data acquired [32]. So, the digital evidences collected from OSNs using SMONT are
categorized in the class Type_Digital_Evidence. Original_Digital_Evidence refers to
the physical items and objects related to these items at the time of seizure, Dupli-
cate_Digital_Evidence refers to the duplicate of the evidence on the original physical
item, and Copy_Digital_Evidence refers a copy of the original evidence independent
from the original physical item. When the integrity of a digital evidence is preserved, it
goes under the class Evidence_for_cort.
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Biometric Artefacts
Using biometric artefacts in crime investigation is becoming an important task for

LEAs to narrow down the list of persons accused or suspected of committing a crime and
to represent the biometric evidences with strong statistical basis to a court of law. The
biometric class is composed of five sub-classes. The Physical_Biometric class includes
face, finger, hair, iris, and head. The other category Behaviour_biometrics mainly deals
with human behaviours of profiles of social media which are usually extracted by posted
videos in their social platforms.

The biometric artefacts ofOSNs are collected by routinely seized cameras andmobile
devices of suspects. The images, group images and videos retrieved from these devices
provide key evidences in the crime investigation. In SMONT, we have defined the com-
monmethods used to extract these features, under the classMethods.Biometric processes
are evaluated in terms of accuracy, matching score and recognition time, defined under
the class Biometric_metrics.

Object and Data Properties
CISMO consists of several objects and data properties, and most of them are owned

by person and digital evidence. The data properties are used to link the individual of a
class to a data value. For instance, a social media post may have date and time recorded,
so each message exchanged in a social media platform will have a timestamp associated
with it. In order to relate a message of a social media to its timestamp, data-type property
has timestamp which was created. On the other hand, object properties are defined to
relate individual of two classes.

For example, isSuspected is an object property owned by person and it is used to
relate him/her to an instance of crime class. hasbiometric is another property owns by
person and is used to relate a person to an instance of biometric artifact class. Figure 6
shows the relationships among the concepts of CISMO, briefly explained above (Fig. 7).

Fig. 6. ‘Biometric’ concept of CISMO
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4 Case Study

The data generated by users in OSN are proprietary of the social media platforms and
LEAs can access their non-public data based on signed agreements. Recently, the USA
and the UK have signed a first-of-its-kind agreement to access user-generated data from
OSNs companies related to different criminal cases.6 In this research,we have to evaluate
the proposed solution with real data coming from social platforms; but as per confiden-
tiality issue, we could not make use of this data. To evaluate and to show the effectiveness
of CISMO, we used a data set from Nulled.io, a forum used by cybercriminals to trade
and purchase leaked information, stolen credentials, nulled software, hacking tools and
cracks. We do not claim this forum that represents all different categories of crime
happening in OSNs, but this data is a treasure trove for LEAs to investigate criminal
activities such as illegal sales. During our research, the data which are publicly available
are processed preserving the sensitive information in order not to allow direct or indirect
identification of members. In this data set, it stored the profile information of 599,085
members and their online activities. In our analyses, we are based on the 800,593 pri-
vate messages, stored in the table message_posts that have the following fields: message
id, message topic id, message date, message post, message post key, message author
id and message IP address. This information is relevant for a criminal case to produce
digital evidences to be admitted to the court. During the data pre-processing, the wel-
come messages send by the system or administrators for the new members are deleted.
The remaining records are processed to remove HTML tags using Beautiful Soup, an
HTML parser. Next, we also use lemmatizers in NLTK to convert nouns and verbs to
their lemma. We also removed all the special characters, stop words and punctuation
marks from message contents.

As a case study, we randomly selected 500messages and labelledmanually in normal
and criminal activity. This data set is used to train different machine learning classifiers,
and after the tuning of the parameters of these classifiers, we classified 2000 messages
randomly selected from the dump data set. These messages are instances to the CISMO
ontology. The method called filtered classifier is used as it allows a filter to be paired up
with a classifier. Even though SVM is the most used in the existing literature language
processing, we compared its performance to other classifiers such as C4.5 decision tree,
artificial neural networks (ANN) and decision tree, and the classifiers performance is
presented in Table 2. We applied StringtoWordVector filter to convert string attributes
into numeric in and applied the NgramTokenizer that considers the word order in a local
context by n-gram features, helping to discover hidden patterns between words which
represent a meaningful context. The experiments were conducted using tenfold cross-
validation that has been previously explored for text analysis, and it is a recommended
approach for small data sets.

The explained experiments are implemented in theWaikato Environment for Knowl-
edge Analysis (WEKA 3.8) [33] and are executed on a PCwith Intel® Core i7 processor,
2.1 GHz speed and 8 GB RAM.

6 https://www.cnbc.com/2019/10/04/us-uk-sign-agreement-to-access-data-from-tech-compan
ies-like-facebook.html.

https://www.cnbc.com/2019/10/04/us-uk-sign-agreement-to-access-data-from-tech-companies-like-facebook.html
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Table 2. Classification accuracy of three classifiers

Group Filter Learning
methods

Accuracy (%)

Meta StringtoWordVector
GramMaxSize = 3
GramMinSize = 1

C4.5 92.7

MLP 93.4

SVM 95.1

The results indicate a better performance of SVM outperforming C4.5 and MLP.
What stands out in these tables is that the highest accuracy for the classification of
messages was 95.1% with the SVM classifier, whereas the lowest was 92.7% with
the C4.5 classifier. Based on this conclusion, we used the SVM classifiers with tuned
parameters to classify all 2000 private messages that are used to populate the proposed
ontology, as the objective of this research is not to design the best machine learning-
based model to classify the messages, but to create a data set to be used for ontology
evaluation. The data instances that populated the ontology are presented in Table 3.

Table 3. Classification accuracy of the three classifiers

Message % Number of messages

Non-criminal 31.2 624

Criminal 68.8 1376

The classified messages are imported into the ontology using a Protégé plugin called
Celfie used to map excel spreadsheets based on predefined rules. Since the aim of this
paper is to present the performance of CISMO at detecting suspects fromOSNs, a simple
case study relying on the data of the mentioned forum is produced to represent a case
of online crimes and the need of LEAS to obtain information about online activity of
persons suspected for a criminal activity. The CISMO is a .owl file that captures the
corpus (2000 RDF triples), that was then loaded in an Apache.

Jena Fuseki server is to process dynamically the queries. This server provides a web
service framework to support for querying through SPARQ.

Reasoning
The data uploaded in the CISMO ontology present represent facts, and based on

these facts, new ones can be defined. Rules can be written for categorizing instances
in ontology, as a part of their natural belonging or as a part of other categories. Some
reasoning examples in the context of crime detection and prevention could be:

• a person has sent a message to another user in Facebook, that might contain crimi-
nal content. This person is a possible source of suspect and digital evidences can be
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collected based on his online activity. If the message sent by a Social_Profile con-
tains criminal content, this person should be categorized under Criminal_Profile, and
especially in the Suspects class.

• a new digital evidence is created if: (i) the message has timestamp and (ii) the message
has msgSentBy and (iii) the message has msgSendTo and (iv) the message has content
classified as criminal content using NLP. Reasoning rules can be defined to categorize
instances in ontology. If the digital evidence has integrity and biometric artefacts, then
the digital evidence is categorized under the Evidence_for_court class.

Online Crime
We illustrate the potential of using CISMO in detecting online crime by presenting

a case study using a small subset of Nulled.io, analysing the content of private messages
leading to find out potential suspects engaged with cybercrime. In this scenario, we
prove the use of CISMO in analysing the forum data related to online crime and to
support LEAs to collect information about person’s online activity to better understand
the behaviours of offenders and pathways into crime. For the illustration, we show
a relevant example (Q1) to the online crime case based on the messages exchanged
between users of Nulled.io forum. In the second case, using some fake instances about
a crime, we show the effectiveness of our solution followed by the query that processed
the interested data and part of the result set.

Q1: Users who have send messages with criminal content

PREFIX cismo: <http://www.cismo.org/v1#>
PREFIX rdf: <http://www.w3.org/...rdf-syntax-ns#>
SELECT ?senderProfile WHERE {
?msg cismo:msgSentBy ?senderProfile .
?msg cismo:msgSentTo ?receiverProfile .

?sender hasAccountIn ?receiverProfile.
?msg cismo:hascontent ?content .

VALUES ?content { cismo:Criminal}}

This query returns the member IDs of 1376 loaded in the ontology that has criminal
content in the messages sent in the forum.

Q2: Which are the persons that checked in a place where a crime has happened and
at the same time that the crime happened?
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SELECT (concat(?personName," ",?personSurname) as ?Person) ?checkedIn  ?Crime ?cplace 

?checkedInDate ?crimeDate

WHERE {

?person cismo:Person.

?person cismo:hasName ?personName.

?person cismo:hasSurname ?personSurname.

?person cismo:owns ?Socia_Profilel.

?person cismo:checkIn ?checkedIn.

?person cismo:checkInOnDate ?checkInDate.

?checkedIn cismo:hasName ?checkInPlace.

?ccase a  cismo:Crime.

?ccase cismo:happenedOn ?cplace.

?ccase rdfs:label ?Krimi.

?ccase cismo:happenedOnDate ?crimeDate. BIND(year(xsd:date(?checkedInDate)) as ?checkedInYear). 

BIND(month(xsd:date(?checkedInDate)) as ?checkedInMonth).

BIND(day(xsd:date(?checkedInDate)) as ?checkedInDay). BIND(year(xsd:date(?crimeDate)) as ?crimeYear) 

BIND(month(xsd:date(?crimeDate)) as ?crimeMonth) BIND(day(xsd:date(?crimeDate)) as ?crimeDay) .

filter(?checkedIn in (?cplace) && ?checkedInDay=?crimeDay && ?checkedInMonth=?crimeMonth && 

?checkedInDay=?crimeDay )}

Based on this query, we find out the persons suspected for a crime based on their
check_in the place where the crime has happened and considering the time when the
crime has happened.

5 Conclusions

In this paper, a new semantic tool suitable to gather digital evidences from criminal
activities happening in OSNs, aiming to guarantee LEAs deeper insights into criminal
activities has been introduced. The proposed ontology, called CISMO, is an extended
version of a previous ontology developed by authors, with new functionalities to model
the core concepts related to crime cases in the police repositories, biometric data and
digital evidences collected by OSNs, making it possible for LEAs to classify crimes,
investigate hidden crime patterns or predict future crime patterns.

Conducting some experiments with data coming from a hacker forum, we proved
the effectiveness of CISMO, showing how this ontology can help LEAs to gather knowl-
edge for crime investigation using natural language processing and machine learning to
process messages shared in online platforms and applying reasoning rules, as semantic
inferences. The proposed ontology addresses a wide range of aspects related to crime
investigation, including concepts digital evidence collection, biometric data and elab-
oration of data from OSNs simultaneously. CISMO presented in this research should
be accepted as a significant attempt to present a criminal ontology for social media.
Moreover, it can be improved and extended with new concepts and relationships, and it
has to be tested with wider use cases.

Future work will consist in testing this ontology with real use cases obtained from
police repositories and real data of OSNs and to evaluate the whole ontology covering a
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broader range of crimes, which will speed up the crime investigation processes but also
made this process more efficient and accurate.

Acknowledgements. This work was carried out during the tenure of an ERCIM ‘Alain
Bensoussan’ Fellowship Programme.
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Abstract. In this chapter, we present an approach to automatize the
assessment of attitudes toward violence against women and women’s
rights, by analyzing Youtube comments, written in Arabic. More specif-
ically, we propose a context-aware approach to opinion analysis in com-
ments by taking into account the polarity of videos to which comments
are associated. We build a training set and use it to train a classifier
that predicts videos’ polarity. The accuracy and precision of the pro-
duced video classifier are 98% and 94%, respectively.

Keywords: Natural language processing · Opinion analysis · Text
mining · Machine learning · Youtube · Violence against women

1 Introduction

Violence Against Women (VAW) is one of the most commonly occurring human
rights violations in the world, and Arab region is no exception. In fact, at least
37% of Arab women have experienced some form of violence in their lifetime.1

Forms of violence include physical, psychological, economic and sexual violence.
In the Arab region, both attitudes and social norms sustain harmful practices
and behavior toward women and hold back progress in eliminating VAW.

A wide variety of direct and indirect, qualitative and quantitative meth-
ods are used to gauge people’s attitudes toward a subject. However, some of
the traditional methods are costly, time consuming and potentially biased. For
example, direct methods that use self-reporting tools to evaluate attitudes are
heavily affected by social desirability bias: Respondents tend to provide answers
that make them appear socially desirable or compliant with social norms.

1 https://arabstates.unwomen.org/en/what-we-do/ending-violence-against-women/
facts-and-figures.
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According to Internet World Stats, Internet penetration by Arabic speakers
in 2017 is as high as 41%. The 7th edition of the Arab Social Media Report
[6] indicates that social media in the Arab world is gaining more ground, grow-
ing increasingly localized and becoming less youthful. People in the Arab states,
and around the world, use social media to express their thoughts, opinions and
sometimes even personal information and details of their daily activities. Natural
Language Processing (NLP) techniques can analyze and extract useful informa-
tion from user-generated content (UGC) on the Web and help measure people’s
attitudes toward a specific topic of interest.

In this work, we study Youtube comments as a data source to measure Arabic
speaking Web users’ attitudes toward VAW and women’s rights more generally.
Actually, Twitter is generally the preferred data source to study public opinions.
However, active Twitter users in some Arab states (such as Morocco, Tunisia,
Bahrain, Oman, Qatar, Lebanon and Jordan) do not exceed the threshold of 2%
[6]. Motivated by this fact, we saw in Youtube comments, written in Arabic, is
a good alternative to get a broader representation of more Arab countries.

In summary, the main contributions of this chapter are as follows:

1. We build a training set of videos featuring positive and negative opinions on
VAW and women’s rights. Such a training set was not available before our
work.

2. Based on the training set, we generate multiple video classifiers that autom-
atize the evaluation of Youtube videos addressing a subject related to VAW
and women’s rights.

3. We use the developed classifiers to provide a context-aware opinion analysis
of comments in Youtube.

The remainder of this chapter is organized as follows: In the first section, we
present our approach to context-based opinion analysis in Youtube comments.
Section 3 describes our methodology for video classification and Sect. 4 provides
an overview on the process of polarity scores calculation for comments. The
results and performance evaluation are discussed in Sect. 5.

2 Our Approach

Many methods have been suggested in the literature to address opinion analysis
(i.e., sentiment analysis (SA) and opinion mining (OM)), and they can be roughly
grouped into two main categories: (1) machine learning-based and (2) lexicon-
based approaches. In the first approach, the OM task is generally modeled as a
classification problem, while in the latter, dictionaries of words annotated with
their semantic orientation (i.e., polarity) and strength are used to calculate a
sentiment score for the evaluated text [7].

The classification-based approach requires an annotated data set to train
the classifier. To the best of our knowledge, there is no existing training set
presenting examples of comments (or texts) written in Arabic language and
annotated depending on the opinion they feature toward VAW. For this reason,
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a lexicon-based approach seems more practical in our case. However, it would be
misleading to rely on the words’ polarity only to decide if a comment is positive or
not. In fact, the context in which the analyzed comment appears plays a central
role in the final decision regarding the overall opinion it is representing. Actually,
if we limited ourselves to a lexicon, a comment’s polarity would be considered
positive if the majority of the words it contains are of positive polarity too.
However, in our research, we consider a comment as positive only if it holds
a positive opinion toward VAW and women’s rights more generally. Therefore,
if a comment is associated to a video that promotes VAW, we cannot consider
it as positive even if its polarity, according to the used lexicon, was defined as
positive.

In this chapter, we present a context-aware approach to opinion analysis that
is based on two main phases:
1. Video Classification: We build a training set and use it to train a classifier

that identifies the polarity of a video, given its title and description.
2. Comment polarity score calculation: Using two lexicons, we calculate

the polarity score (Decisiontemp) for the comment.

Finally, by combining the results of both phases, we use the decision tree pre-
sented in Fig. 1 to obtain the final decision on the overall comment polarity.

Decisiontemp

Video polarity? Video polarity?

’Positive’ ’Negative’

Decisionfinal = ’Positive’Decisionfinal = ’Negative’Decisionfinal = ’Positive’

+ - -+

Fig. 1. Decision tree for context-based sentiment analysis

3 Youtube Video Classification

If we were to watch every single video in order to know how many of them are
presenting a positive position or the proportion of those that encourage gender-
based violence, it would be fastidious and time consuming. This becomes espe-
cially challenging when videos are of a considerable length. Luckily, classification
techniques can help us automate the evaluation of the videos. Classification is
being a supervised approach in which an algorithm learns how to automatically
recognize data classes from annotated data, and we needed to first build our
training set.



464 J. Zahir et al.

3.1 Building the Training Set

We formulated 12 search queries, written in Arabic, and a dedicated script was
developed to collect videos that are relevant to the defined queries. The script
is written in Python programming language and uses Youtube API.2 Figure 2
summarizes different queries with their English translation (QueryEn).

Fig. 2. Search queries used for data collection from Youtube

We collected 5618 videos. For each video, Video ID, title, description, number
of likes, number of dislikes, number of views and publishing channel ID were
collected among other features. To build the training set, we draw a random
sample of 600 videos from the set of collected videos. After visualizing each
video from the random sample, annotators were invited to indicate the relevant
value (from a list of options) for the following attributes:

1. Type:
• News/TV Show : Chosen if the video is a re-diffusion or part of a TV

show.
• Religious: This option is selected if the video features a religious leader,

or a discourse of a religious nature.
• Adult : Assigned to adult content or videos featured by their owners as

sexuality education content.
• Other : Selected if none of the options above apply.

2. Conflict:
• Yes: If the video presents facts or stories related to women in conflict and

humanitarian settings. Otherwise, No.
3. ReportsViolence:

• Yes: If the video reports on an actual act of violence against women or
girls. Otherwise, No.

2 https://developers.google.com/youtube/v3.

https://developers.google.com/youtube/v3
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4. isfromcso
• Yes: If the video is advertising an initiative curated by a civil society

organization. Otherwise, No.
5. Ironic:

• Yes: If the video’s title is not consistent with the content and is describing
it in an ironic way. Otherwise, No.

6. Polarity: Provides an evaluation of the position or opinion presented in the
video. This attribute takes one of the four following values:
• Positive (or Negative): Chosen if the content of the video is presenting a

positive (or negative) position toward VAW or women’s and girls’ rights.
• Mixed : If the video presents both negative and positive opinions.
• Neutral : Videos reporting facts without explicitly giving an opinion are

marked as neutral. Videos presenting debates are classified as neutral,
because different or opposite opinions are generally equally defended. We
also consider as neutral, judgments that are given to men and women
equally with no differentiation between them, and regardless of their sex.
For example, if a video is expressing the opinion that “both women and
men should not wear provocative clothes,” it is annotated as neutral.

A video was removed from the initial sample if it contained sign language
that annotators were unable to interpret, or if it was suspected to report fake
or out-of-context facts, or to be owned or published by a movement that is
globally recognized as extremist. Duplicates were also removed as some videos
appeared in the sample more than once. We provide in Tables 1, 2 and 3 some
characteristics of the resulting training set.

Table 1. Number of videos reporting on vaw or featuring women in conflict situations

Attribute Modality Video count

Reports violence No 530

Yes 44

Conflict No 539

Yes 35

3.2 Video Classification

Based on the developed training set, we use multinomial Naive Bayes classi-
fier (for more details see [3]) to build multiple classifiers that identify different
categories and features in videos. Before feeding the data into the classifier, we
perform some transformations on the initial raw data.

For each video, we join the description and the title to form one text, we then
clean the resulting text by removing stop words, URLs, punctuation, repeating
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Table 2. Polarity distribution for videos featuring news/TV shows or religious dis-
course

Video type Video polarity Count

Religious Positive 32

Negative 39

Mixed 22

Neutral 8

News/TV shows Positive 111

Negative 1

Mixed 4

Neutral 22

Table 3. Distribution of videos’ polarities

Video polarity Count

Positive 239

Negative 60

Mixed 38

Neutral 57

letters and diacritics. Next, we transform each text into a vector in a high-
dimensional space using TF-IDF vectorizer. The TF-IDF vector is obtained from
the product of a term frequency (TF) and the inverse document frequency (IDF)
for each token that appears in the text.

Depending on the target class (i.e., predicted class), adapted samples were
drawn from the initial training set to train the classifiers. When the size of the
obtained samples was small, based on each original text, we generated new texts
by randomly shuffling and joining back the words that constitute the original
text.

In the cases where the adapted version of the training set was imbalanced,
Synthetic Minority Oversampling Technique (SMOTE) [2] was used to create
more examples from the minority class. SMOTE oversampling is done after the
vector representation step, while text generation based on words shuffling is
performed before vectorization.

4 Lexicon-Based Sentiment Analysis in Comments

Opinion mining or sentiment analysis consists in extracting subjectivity and
polarity from text. In other words, it is the computational study of people’s
opinions, sentiments, emotions and attitudes [4]. In our research, we use it to
automatically evaluate and capture public opinion toward VAW and, more gen-
erally, toward women’s rights.
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In the field of analysis and automatic extraction of sentiments, the lexicon-
based approaches involve calculating polarity for a text from the semantic ori-
entation of words or phrases that constitute it. To get the semantic orientation
of words, we refer to lexical resources (dictionaries) containing lists of words
annotated with a score representing their semantic orientations or polarities.

In this chapter, we use two publicly available dictionaries to calculate polarity
scores for our comments. Both resources are presented in Table 4. For every
comment in our database, we extract the words, get their corresponding polarity
scores from the dictionary and then aggregate these scores to obtain the overall
score of the initial comment.

Table 4. Data sources description

Data source Description

ArSenL1 A large-scale standard Arabic sentiment lexicon using a [1] com-
bination of the existing resources. It contains 22,954 positive and
20,331 negative words

ArabicSA2 Automatically created corpus using a set of 230 arabic words [5]
that were manually selected for being highly positive or highly
negative. It contains 13,118 positive and 8846 negative words

1http://oma-project.azurewebsites.net/ArSenL/download intro
2https://saifmohammad.com/WebPages/ArabicSA.html

5 Results and Discussion

5.1 Evaluation Metrics

As explained above, our approach consists in two main phases: (1) video clas-
sification, which represents the core of our contribution and (2) lexicon-based
sentiment analysis in comments. The latter is a straightforward sentiment scores
calculation based on the described lexicons. Therefore, and taking into account
the decision tree presented in Fig. 1, the results’ quality of our approach depends
essentially on the quality of the videos classification.

To evaluate the performance of a classifier, we use two metrics: Accuracy and
Precision calculated using Formulas 1 and 2, respectively.

Accuracy =
True Positive + True Negative

True Positive + False Positive + True Negative + False Negative
(1)

Precision =
True Positive

True Positive + False Positive
(2)

http://oma-project.azurewebsites.net/ArSenL/download_intro
https://saifmohammad.com/WebPages/ArabicSA.html
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5.2 Results

Based on the training set described in Sect. 3.1, we generated multiple binary
classifiers, while we only need one classifier that predicts whether a video is
featuring positive or negative opinions toward VAW and women’s rights, and
since the data is available, we decided to train other classifiers that provide
other information about the videos. A list of all trained classifiers is provided
below:

1. Modelpos: Predicts whether a video is featuring a positive or a negative opin-
ions toward VAW and women’s rights.

2. Modelneut and Modelmix: Verify if an opinion is neutral or mixed, respec-
tively.

3. Modelrel: Predicts if a video is featuring a religious discourse.
4. Modelconf : Verifies if the video is presenting women in conflict situations.
5. Modelrov: Identifies videos reporting on violence cases.

The results show that all models are of very good performance (see Table 5).

Table 5. Video classification models: accuracy and average precision

Model Predicted classes Accuracy Precision

Modelpos “Positive” or “Negative” 0.9829 0.9367

Modelneut “Neutral” or “Not” 0.9469 0.9782

Modelmix “Mixed” or “Not” 0.9285 0.9714

Modelrel “Religious” or “Not Religious” 0.9647 0.9302

Modelconf “Conflict” or “Not Conflict” 0.9855 0.9411

Modelrov “Reports on violence” or “Not” 0.9651 0.9094

6 Conclusion

In this chapter, we presented a context-based sentiment analysis approach to
evaluate sexist opinions in Youtube comments. Our videos classifiers performed
very well. In the next phase of the research, we will illustrate the capacity of
our approach to inform about attitudes toward VAW and women’s rights by a
case study that would present the knowledge extracted from collected videos and
comments based on the developed classifiers and other text mining techniques.

Acknowledgements. This research was funded by Data2X UNF.
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Abstract. Ontology is used as knowledge representation of a particular domain
that consists of the concepts and the two relations, namely taxonomic relation
and non-taxonomic relation. In ontology, both relations are needed to give more
knowledge about the domain texts, especially the non-taxonomic components that
used to describe more about that domain.Most existing extractionmethods extract
the non-taxonomic relation component that exists in a same sentence with two
concepts.However, there is a possibility ofmissing or unsure concept in a sentence,
known as an incomplete sentence. It is difficult to identify thematching concepts in
this situation. Therefore, this paper presents amethod, namely similarity extraction
method (SEM) to identify a missing concept in a non-taxonomic relation by using
a rough set theory. The SEM will calculate the similarity precision and suggest
as much as similar or relevant concepts to replace the missing or unclear value
in an incomplete sentence. Data from the Tourism Corpus has been used for the
experiment and the resultswere then evaluated by the domain experts. It is believed
that this work is able to increase the pair extraction and thus enrich the domain
texts.

Keywords: Concept · Non-taxonomic relation · Ontology · Ontology
extraction · Rough set · Similarity precision

1 Introduction

There are two types of relations in ontology components such as hierarchical and non-
hierarchical relations. The hierarchical relation such as IS-A relation is known as tax-
onomic relations. While, the non-taxonomic relation is to identify the non-hierarchical
relation from texts. In ontology, both components are needed to give more knowledge
about the domain texts, especially the non-taxonomic components which are used to
describe more about the texts [16]. Most of methods previously for non-taxonomic rela-
tion extraction focus on extracting concepts and their relationship in a single sentence.
But, those methods unable to represent the whole view of the domain since the texts
may have a missing concept of a sentence.
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Thus, this paper proposes a new method based on rough set theory named similarity
extraction method (SEM) to suggest the relevance concept for an incomplete sentence.
Section 2 provides the literature review of the related topics. Section 3 provides the
definition of formula. Section 4 presents a proposed non-taxonomic relation extraction
method. Section 5 describes the experiments, which was carried out to evaluate the
proposed method and results and Sect. 6 provides the conclusion.

2 Literature Review

Works in [1–4] are example studies that focus on extracting non-taxonomic relations
component. These works used the predicate that occurs together with concept pair as
the potential non-taxonomic relation. The method in [2] has used pre-processing task
and MINIPAR parser to identify the relevant concepts and to verify the appearances of
relevant concepts. The relation (i.e., verb) that link between two relevant concepts in
a sentence then was extracted. Work in [4] also applied Natural Language Processing
(NLP) to identify valid concepts of the domain, as similar to [2], and used the technique
in data mining techniques to identify the potential relation between valid concepts. Serra
et al. [5] used statistical approach to propose a parameterized and extensible method,
known as PARNT, which aims to improve the extraction of non-taxonomic relations.
Ribeiro [3] proposed a framework for non-taxonomic relation extraction by using three
different techniques. The techniques are A Nearly New Information Extraction System
(ANNIE) to identify instances of concepts, a Stanford dependency parser is used to
identify the dependency relations and concepts, and association technique to determine
the most suitable relation (i.e., non-taxonomic relation) for concept pair. This work has
tested in tennis sport domain texts.

The hybrid framework in [1] has focused on four features for extracting non-
taxonomic relation between treatment and disease entities from biomedical dataset. The
datasets are collected from MEDLINE database. The four features such as lexical and
semantic based the Unified Medical Language System (UMSL), Natural Language Pro-
cessing approach and bag of word model. In this work, the treatment and disease entities
represent a subject and object of a sentence. Then, verbs that appear together with
both entities (i.e., treatment and disease) in a sentence are extracted as non-taxonomic
relationships.

Current techniques [1–5] mostly concentrate on obtaining possible non-taxonomic
relationships among concepts which appear in a sentence. Nevertheless, the non-
taxonomic relationships between concepts may not be extracted whenever there is a
sentence without a subject or an object.

Thus, this paper is to propose a technique using rough set theory in ontology extrac-
tion to handle the issue of missing concept in domain text in order to enhance the
information knowledge.

3 Definition of Formula

An information system [6] is a quadruple, S = (U,A,V, f ), whereU is a non-empty finite
set of objects, A is a non-empty finite set of attribute, where A = C ∪{d}, C is a set of
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condition attributes and d the decision attribute, such that f : U ×A → V for any a ∈ A ,
where Va is called domain of an attribute a. S is known as incomplete information system
if the U has at least one object with unknown value [7, 8]. In incomplete information
system, symbol “*” is used to denote the unknown value.

Here, U is a set of sentences in texts. A is a set of terms, where C is a a subject or an
object in text and d represents the predicate that occurs together with C in a sentence.

Table 1 shows the information table extracted from several sentences of voting
machine texts. The SentenceId (such as u1, u2, …, u18) in Table 1 represents each
sentence of domain texts. For each sentence, we identified the subject, the object, and
the predicate of a sentence. The missing value of the subject or object is denoted as *.

Table 1. Example of dataset in information table

SentenceID Subject Object Predicate SentenceID Subject Object Predicate

u1 S1 O1 P1 u10 S2 O3 P4

u2 * O2 P2 u11 S3 O2 P5

u3 S2 O3 P3 u12 S4 O6 P7

u4 S3 * P4 u13 S4 O2 P9

u5 * O5 P5 u14 * O2 P3

u6 * O7 P8 u15 S5 O6 P10

u7 S2 O3 P3 u16 S4 * P3

u8 S3 * P5 u17 S4 O4 P3

u9 S2 O4 P3 u18 S2 * P3

Based on Table 1, most existing non-taxonomic extraction technique is
able to extract ten subject--predicate--object (S-P-O) patterns such as in
u1, u3, u7, u9, u10, u11, u12, u13, u15 and u17. But, the remaining eight sentences (i.e.,
u2, u4, uu5, u6, u8, u14, u16, u18) of an incomplete pattern of (S-P-O) are not extracted.
Hence, the collection of related texts are considered as not properly presented as the
potential relations might be missing.

A rough set theory possible can be an alternative to overcome the issue in an incom-
plete information system [6, 9] and also for categorical data (text in nature). The use of
a rough set theory here is to suggest the possible data that could occur and give a better
approximation compared to other theory, such as probability and association rules [7,
10, 11]. There are several works that have been used rough set, such as [9] and [10]. In
[9], the authors used rough set theory to identify a similar concept in order to generate a
concept of ontology. In [10], the authors show that the rough set theory is able to calculate
and discover the taxonomic relation. The paper has shown that the rough set theory has
better approximation results compared to maximal association rule. Hence, this work
study the applicability of a rough set theory to label the most relevant non-taxonomic
relation that could occur with the concepts even in incomplete sentence. The paper has
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shown that the rough set theory has better approximation results compared to maximal
association rule.

Therefore, in this paper, the proposed approach will calculate the similarity precision
and suggest as much as similar or relevant concepts to replace the missing or unclear
value in an incomplete sentence.

4 Proposed Method

This section described a similarity extraction method (SEM). The objective of SEM is
to improve the extraction of ontology components by giving the most possible relevant
value (object or subject) based on the results of similarity value. Figure 1 illustrates the
steps of the SEM algorithm.

Fig. 1. Similarity Extraction Method (SEM) algorithm

4.1 Identification of the Ontology Components

This step is to split domain texts into sentences and to extract terms (i.e., concepts and
predicates of the sentence) by using preprocessing. First, assign part-of-speech tag to
each word. Next, remove the unnecessary words that do not describe the domain, such
as a, the, of, with, and, etc. Then, after eliminating the stop word, all the words left are
change to its basic word [15]. As an example, the word “visitors” is converted to basic
form as “visitor.” As a result, a list of terms is produced.

The statistical measurement such as term frequency is applied to the list to determine
the relevant terms related to domain texts. Then, the MINIPAR parser [12] is used to
identify the appearance (whether as a subject or object in a sentence) of the relevant terms
and the parser to identify the grammatical relation between the terms and the predicate.
All identified relevant terms with the relations are presented in the information table and
we put symbol “*” for missing term.
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4.2 Compute the Similarity Precision of Attribute

The section explains how to find the similarity attributes among sentences based on a
similarity precision formula in [14]. In this work, set of attribute with simP > =66.7%
thresholds will be selected.

Definition 1 Let PB(x) = {b|b ∈ B ∧ b(x) �= ∗}, the similarity precision simP, is
defined as

simP(x, y) = |PB(x) ∩ PB(y)|
|C| , (1)

here, |C| is referred to the cardinality of the set, B refers to the set of attributes. In our
work, the synonymous meaning between predicates is identified by using WordNet.

Example 1 For u18 = {s2, *, p3}, the set of similarity attributes based on Formula (1)
is calculated as below:

• u7 = {s2, o3, p3},P(u18) ∩ P(u7) = {2} or simP(u18, u7) = 2/3 = 0.66.

In u7, two attributes out of three attributes are similar with attributes in u18 such as
s2 and p3.

• u9 = {s2, o4, p3},P(u18) ∩ P(u9) = {2} or simP(u18, u9) = 2/3 = 0.66
• u3 = {s2, ∗, p3},P(u18) ∩ P(u3) = {2} or simP(u18, u3) = 2/3 = 0.66

4.3 Determine of the Most Dominant Term to Replace the Missing Value

This step is to determine the most dominant term to replace the missing value.

Definition 2 MDc(x) is the most dominant of term subject or object (i.e., X) in a set of
similar attributes presented as follows:

MDC(x) = (|(x)|/|Cs|, x ∈ C), (2)

where (| |) represents the cardinality of the sets, Cs refers to the cardinality of the set of
similar attributes.

Example 2 Based on Example 1, a set of attributes is calculated as follows:

u7 = {s2, o3, p3}, u9 = {s2, o4, p3},
u3 = {s2, o3, p3}, where Cs = 3,

MD(o3) = 2/3 = 0.67,MD(o4) = 1/3 = 0.33.

Based on Example 2, the o3 has higher MD value than o4, hence the o3 is selected
as most dominant term for object in u17.
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4.4 Compute and Select the Most Relevance Relationship for the Subject-Object
Pair

The support and the confidence [13] are used to determine the association between the
subject-object pair with the relation. Here, i represents the subject--object pair, j refers
to predicate. The support value will calculate the number of sentences in a set of domain
texts that contain (i ∪ j) and is given as below:

supp(i → j) = |(i ∪ j)| / |U |
The confidence is used to identify the ratio of the number of sentences in a set of

domain texts that contain i ∪ j that contain i, is presented as below:

conf(i → j) = supp(i ∪ j)/supp(i).

Example 3 Based on Table 2, we calculate the confidence for the subject--object pair,
i.e., (s2, o3), with predicate as follows:

Table 2. A part of tourism dataset

SentenceID Subject Object Predicate SentenceID Subject Object Predicate

u1 City Activity Conduct u8 Hotel City Promote

u2 Traveller Activity Conduct u9 Hotel Visitor Accommodate

u3 Tourist Money Spend u10 Visitor Money Spend

u4 Tourism Visit Involve u11 Visitor Money Spend

u5 Tourism Tourist Comprise u12 * Money Spend

u6 Visitor Money Spend u13 Traveler Activity *

u7 Traveler People Carry u14 Tourism Country Promote

• conf((s2, o3) → p3) = 3/4 = 0.75, conf((s2, o3) → p4) = 1/4 = 0.25

Based on Example 3, predicate p3 has the highest confidence value with concept
pair (s2, o3). Then, the p3 is selected as suitable non-taxonomic relation for s2 and o3.

5 Experiments

The goal of SEM is to extract as much as possible non-taxonomic relations from the
domain texts to enrich the knowledge of domain texts. For this experiment, a medium
collection of a Tourism dataset from Wikipedia websites (http://en.wikipedia.com) and
Los Angeles Time website (http://articles.latimes.com) was used. The Tourism dataset
consists of 27,876 words. In this experiment, the SEM and other method by [4] are
developed and tested using the same domain text. It is due to the capabilities of both

http://en.wikipedia.com
http://articles.latimes.com
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methods extract both concepts and relations from the domain text and eventually assign
appropriate relations between concept pair. A part of the extracted subject--predicate--
object relations from the Tourism corpus is shown in Table 2. In this figure, sentences
with missing value are denoted by “*”.

Based on Table 2, u12 = {*, money, spend} has the missing subject of the sentence.
Thus, a set of similarity attributes with simP > = 66.7% are calculated and the results
are shown as follows:

• u3 = {tourist,money, spend},Thus,P(u12) ∩ P(u3) = {2} or simP(u12, u3) =
2/3 = 0.66

• u6 = {visitor,money, spend}.Thus,P(u12) ∩ P(u6) = {2} or simP(u12, u10) =
2/3 = 0.66

• u10 = {visitor,money, spend},P(u12) ∩ P(u10) = {2} or simP(u12, u10) = 2/3 =
0.66

• u11 = {visitor,money, spend},P(u12) ∩ P(u11) = {2} or simP(u12, u11) = 2/3 =
0.66

Next, we determine the most dominant of the object as below:

• u3 = {tourist,money, spend}, u6 = {tourist,money, spend},
u10 = {visitor,money, spend}, u11 = {visitor,money, spend},

MD(visitor) = ¾ = 0.75, MD (tourist) = ¼ = 0.25. Thus, a visitor is selected as
most dominant of the object to replace the missing object in u12.

While for u13, it has missing predicate of the sentence. By using similarity precision
formula, u2 has simP(u13, u2) greater than 0.5. Therefore, the traveler is preferred to
replace the missing predicate in u13. For evaluation process, the domain experts are
involved to identify all the relevant relations from a given texts as benchmark. Then, the
relations produced by the domain experts are compared in against the relations extracted
by the SEM, and method [4]. The precision and the recall metrics have been used
to evaluate the quality of the knowledge extracted. The quality of correctly extracted
relations in domain texts is analyzed by using recall metric and the accuracy of correctly
extracted relations is analyzed by using precision metric.

The extraction results for a collection of Tourism domain is shown in Table 3. Based
on Table 3, the SEM extract 462 relations with 291 relations are correct relations. While
the Serra method [4] extracted 232 correct relations, which is less than the SEM. For
this domain, the domain expert has identified 305 correct relations. It shows that the
precision value for SEM and Serra method [4] are 62.98% and 53.00%.While, the recall
value for SEM is higher than the Serra method [4] with 95.40%. Hence, it shows that
SEM able to enrich the domain ontology.

6 Conclusions

In conclusion, our work proposed a method that is able to extract potential relations in
an incomplete sentence of texts. We used similarity extraction method (SEM) to identify
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Table 3. Experimental results

Method # of extracted
triple relations

# of valid triple
relations

# of invalid
triple relations

Precision (%) Recall (%)

Expert 305 305 –

SEM 462 291 171 62.98 95.40

Serra method
[4]

232 123 109 53.00 40.33

a missing concept in a non-taxanomic relation of the domain texts. In conclusion, SEM
managed to handle the non-taxonomic relations extraction process and enrich the domain
knowledge.

Acknowledgements. This work was supported under Fundamental Research Grant Scheme
(FRGS) Grant, No: FRGS/1/2018/ICT04/USIM/03/1 and Universiti Sains Islam Malaysia
(USIM).

References

1. Muzaffar, A.W., Azam, F., Qamar, U.: A relation extraction framework for biomedical text
using hybrid feature set. Comput. Math. Methods Med. (2015)

2. Punuru, J., Chen, J.: Learning non-taxonomical semantic relations from domain texts. J. Intell.
Inf. Syst. pp. 191–207 (2012)

3. Ribeiro, M.: Extraction of non-taxonomic relations from texts to enrich a basic ontology.
Unpublished Master Thesis, School of Information Systems and Computer Engineering,
University of Lisbon, Portugal (2014)

4. Serra, I., Girardi, R.: A Process for extracting non-taxonomic relationships of ontologies from
text. Intell. Inf. Manage. 3(4), (2011)

5. Serra, I., Girardi, R., Novais, P.: PARNT: a statistic based approach to extract non-taxonomic
relationships of ontologies from text. In: 2013 Tenth International Conference Information
Technology: New Generations (ITNG), pp. 561–566. IEEE, New York (2013)

6. Pawlak, Z.: Rough sets. Int. J. Comput. Inf. Sci. 11(5), 341–356 (1982)
7. Kryszkiewicz,M.: Rough set approach to incomplete information systems. Inf. Sci. 112(1–4),

39–49 (1998)
8. Kryszkiewicz, M.: Rules in incomplete information systems. Inf. Sci. 113(3–4), 271–292

(1999)
9. Inukai, Y., Gehrmann, A., Nagai, Y., Ishizu, S.: Rough set theory using similarity of objects

described by ontology. In: Proceedings of the 51st Annual Meeting of the ISSS-2007, Tokyo,
Japan, vol. 51, no. 2 (2007)

10. Bi, Y., Anderson, T.,McClean, S.: A rough setmodel with ontologies for discoveringmaximal
association rules in document collections. Knowl.-Based Syst. pp. 243–251 (2003)

11. Ishizu, S., Gehrmann, A., Nagai, Y., Inukai, Y.: Rough ontology: extension of ontologies by
rough sets. In: SymposiumonHuman Interface and theManagement of Information, Springer,
Berlin, Heidelberg, pp. 456–462 (2007)

12. Lin, D.: Dependency-based evaluation of MINIPAR. In: Treebanks, Springer, Netherlands,
pp. 317–329 (2003)



478 N. F. Nabila et al.
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Abstract. With the recent trend of artificial intelligence, specifically within
machine learning, there are some powerful tools that can be utilized to create
video game artificial intelligence bots. Bots that can beat professional players or
immerse players within the game to the point where enemies are considered intel-
ligent and react to situations similar to how a real humanwould. However, some of
these processes and tasks to create a bot can be an expensive and time-consuming
process. In this research paper, we look at two models to building an AI bot and
comparing the two, namely a simple reflex model and a recurrent neural network
model. From the results, we can see that the recurrent neural network goes fur-
ther into the tech tree and is able to produce a more complexed set of units as
compared to the simple reflex solution. The simple reflex solution, however, is
able to reach the win condition by defeating the enemy bot much quicker than
the recurrent neural network solution at 5 min and 39 s and costs less in terms of
production and complexity. The recurrent neural network solution was also able
to get a higher food supply count and spent the most amount of resources in all
areas including technology, economy and army supply.

Keywords: Artificial intelligence · StarCraft · DeepMind · Neural networks ·
Reinforced learning · Game agents · Heuristics

1 Introduction

StarCraft 2 is a complex real-time strategy game. The objective of the game is to beat
your opponent by defeating all their buildings or getting them into a position where they
can no longer continue to play the game. To accomplish this, the player must collect
minerals and gas scattered around the map, invest these resources into different kinds of
troops, each with their own strengths, and attack the enemy to destroy their buildings.
In a typical one versus one scenario, the game ends when one of the players surrenders
or all the players’ buildings are destroyed.

In this article,we discuss two pipelines thatwere created to play the gameof StarCraft
2. We then compare the two pipelines between one another by looking at how long they
take to defeat an enemy computer bot, the amount of resources that were collected during
the time elapsed and the number of units that were created which are crucial aspects of
an RTS game.
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StarCraft 2, however, is just a game, but the tasks that are accomplished by StarCraft
2 agents can be extended to other problem domains. For example, the neural network
architecture used within Alpha Star (later discussed in Sect. 4) can be used to model
very long sequences of likely actions, with games having an average game time of up to
an hour with tens and thousands of moves based on information that could be imperfect.
Fundamental problems of creating predictions over some set of data over a long period
of time still appear in many real-world problems such as weather predictions, climate
modelling and language understanding.

These are just some of the real problems that some of the algorithms used to build a
StarCraft 2 agent could address. A StarCraft 2 agent has the potential to make significant
advances in these problem domains using the learnings and the developments of the
project.

2 Problem Background

Real-time strategy (RTS) games have been able to challenge the intelligence of some
humans due to its overall complexity. RTS is a great example of a problem that features
multiple interacting imperfect decision-making.

The level of AI in the game can play an important role. It can be argued that the
immersion of the game can be a primary contributing factor to making a game enter-
taining [1]. When we look at a game like Grand Theft Auto, for example, the game is
modelled around a fictional state of the world in which players interact with. For the
game to feel more realistic and immerse the player into the world, the AI bots must be
able to simulate typical human behaviour.

Extrapolating this idea of immersion in games intoRTSgames can be quite a daunting
task. Since RTS games require the management of many areas such as base, resource
and unit management, the AI bot must be able to play the game whilst managing these
different areas and still react to certain situations as a human would. For example, if the
AI bot gets attacked, it must be able to defend itself whilst still keeping its uptake in
these different areas.

Similar systems for more recent works include StarCraft AIs which compete against
one another that is built around a community [2]. Currently, there are three representative
StarCraft AI competitions that are run by IEEE, CIG,AIIDE and SSCAIT.Other systems
includeOpenAI Five’s Dota 2 system, IBM’s deep blue chess computer andDeepMind’s
StarCraft 2 Alpha Star.

2.1 Experiment Set-up

The experimentwas run in phases, each phase corresponding to a different agent pipeline.
Each phase would start by executing a Python start command on the command line
interface for Windows 10. Once the command was executed pysc2 would start up its
interface to StarCraft 2 and a locally hosted instance of the game would be started up.
The corresponding script stated in the start script would then be executed.

The agent was placed into a one versus one scenario against a StarCraft bot where
the agent had the goal of defeating the bot. Once the agent was able to defeat the enemy
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the enemy would surrender and the game would end. The replay of the game would be
persistently saved to disc to be later analysed.

In the sections coming up in this research paper, we will be looking at the literature
study behind RTS games and why it is a field of interesting domain problems as well
as a more in-depth discussion on the model solutions that have been built in Sect. 3.
Section 4 discusses the implementation details of the model solutions and how they can
solve the problem of creating an agent within StarCraft 2.

3 Literature Study

Games, unlike most of the typical problems we encounter, are interesting because they
are hard to solve. Games have engaged humans and their faculty of intelligence for years,
at an alarming rate. For AI researchers, however, the abstract nature of games makes it
an appealing subject of study [3, 4].

Video games are also virtual environments that are predictable to some degree.
Simulations within these environments can also be sped up to levels that even the human
brain would not be able to compute. For example, an agent might be able to repeat some
task 600 times to teach it how to play the game in a few hours, whereas a human might
take a month. This makes for an extremely powerful tool when you want to get results
in a limited amount of time.

3.1 Real-Time Strategy Games

For a very long time, RTS has been able to challenge the intelligence of humans as well
as AI alike due to its complexity and the pressure of imperfect decision-making that
is placed onto a player [5]. RTS is a great example of a problem that features multiple
interacting imperfect decision-makers. They involve many carefully arranged parts or
details that are complicated to design, contain partial observability as well as a rapidly
diverging action space that is changing frame by framemaking rational decision-making
elusive.

In a real-time strategy (RTS) game environment, the player and the AI computer
must compete for resources distributed across the map. The most common setting for an
RTS game is a war-setting, where the player has to engage in war and perform resource
management. The resource management process encapsulates obtaining and utilizing
these resources to gain the advantage of the other players. Using these resources to build
an army and attacking strategic objectives are aspects which make the game a “war
game.”

3.2 StarCraft 2

StarCraft 2 is a balanced game revolving around three different races. Each race has
a different play style to the next one. For example, Protoss has units that have shields
which can regenerate, whereas the other races are biological. Protoss is focused around
the power of its units like the colossus and the carrier. It also makes use of different
mechanics to construct units where units will come out in sets of waves depending on
how many gateway buildings you have.
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3.3 The Motivation for Developing AI Agents

The development of a state-of-the-art computer game today requires a substantial amount
of investment in terms of money and time. In order to mitigate some of the damages or
risks that can happen, it is necessary to evaluate the possible success of a product. Aside
from the factors that developers cannot control, such as marketing, one must ensure that
a game is attractive to players. For example, if a game is unbalanced or unfair to some
users, the game will not be well received [6].

AI research shows that it is possible to use genetic algorithms to improve the per-
formance of AIs in computer games [7, 8]. The purpose of a genetic algorithm (GA) is
to identify two partially overlapping subgraphs. These subgraphs form the larger part of
another graph with a structure, interrelations and arrangements. The subgraphs could be
seen as domains of knowledge in the broader semantic graph.

GAs, however, do have some downfalls, particularly with developing an agent that
needs to play StarCraft 2. Since StarCraft 2 is a fast-paced strategy game and requires
the agent to make a decision every game step, a GA will tend to struggle with more
evaluations that time permits [9, 10]. The information to make a decision within the
game is also incomplete which is not good for a GA.

3.4 Reinforcement Learning

Designing agents in computer games that rival the skills of the opponent have been a
continuously challenging issue in computer games development. Using reinforcement
learning, we can automatically control the game level, adapting it to the human skills of
the player which balances out the game and makes for a great experience [11].

Q-learning, which is a popular reinforcement learning (RL) algorithm, can be used
to address dynamic game balancing. This will ensure a good level of challenge for the
game which can avoid the extremes of players getting frustrated. The game may be too
hard or simply too easy resulting in the play losing interest in the game.

When trying to get the agent to play the game at a human level, we are faced with
two separate problems. One is learning, which entails building an agent that can learn
optimal strategies, and the other is adapting which would be providing action selection
mechanisms for providing game balance which could mean taking suboptimal actions.

3.5 Non-playable Characters

A non-playable character is any character in a game that is not controlled by the player.
In the video game, this usually means a character controlled by the computer via algo-
rithmic, predetermined or responsive behaviour. This does not necessarily entail that is
pure AI.

Immersion for these NPCs stems off of believability. If the players experience
matches what he/she expects, then believability is achieved [12]. The believability
of NPCs has spurred research in numerous areas. The belief--desire--intention (BDI)
describes agents that set out to achieve a defined set of goals according to a set of
beliefs. We also have emotional models that seem to be growing are of research when it
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comes to NPCs. These models help in increasing the believability of NPC’s behaviour
or appearance to better mimic human emotion [13].

However, when we look at NPCs in RTS games, the NPC is trying to make decisions
that would seem somewhat predictable to the human player. The NPC is trying to react
to what the human player is doing to make it seem more realistic. For example, when a
human player attacks the NPC, the NPC will react by defending itself. Are its actions
defined by making it look more realistic to the human player and thus rendering it
incapable of learning from the human player?

This is where an agent and NPC will differ. An NPC is trying to immerse the player
by performing actions that are expected by the human player. Above, we mentioned the
believability is increased when the human player gets what he/she expects. An agent,
however, is mostly involved from learning about what the human player is doing and
trying to learn from that to better improve and itself with hopes of defeating the human
player. An agent is not involved with making the player more immersed in the game but
more about beating the human player and improving its actions.

An agent is a system situated within a part of an environment that senses the envi-
ronments through its percepts and acts on it over time, in the pursuit of its own agenda
as to reflect what it thinks will happen in the future. The agent carries out the best action
that will result in the best outcome based on what is has perceived from past experiences
through its percepts. An agent is able to perceive its environment through its sensors and
act on its environment through its actuators. An agent is able to perceive its own actions
but not always.

4 Similar Systems

In terms of leading the charge of AI within StarCraft 2, we can see that DeepMind’s
alpha star hasmade themost groundbreaking progress [14, 15]. In the fall of 2018, Alpha
Star was able to beat one the best StarCraft 2 players by the name of Grzegorz Komincz
otherwise known as Mana (5-0) following another successive against teammate Dario
also known as TLO. The matches played were standard professional conditions in a 1v1
match scenario.

Alpha star plays the game by interacting directly with the StarCraft 2 engine through
a raw interface. This means that it can observe the attributes that belong to itself and
that of the enemy’s visible units and buildings through the mini-map. This would be the
same thing as playing the game from a zoomed-out perspective, model solutions and
implementation

4.1 Recurrent Neural Network Solution

My recurrent neural network (RNN) solution makes use of vanilla RNN. The neural
network is used to predict a build order which will later be executed but the agent as
seen in Fig. 1.

The RNN is trained using StarCraft 2 replay data. The replays contain the actions
of each player that were made during the game. These actions are then translated to a 1
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Fig. 1. A figure showing the flow of data from the replay data file through the RNN to create a
build order which is executed by the agent

by 256 column matrix based on an actions dictionary. These actions are extracted from
each replay and processed by the RNN in the form of feed-forward process.

After each replay is processed, the internalRNNweights are adjusted using backward
propagation and persistently saved to a text file for the next replay prediction. It then
saves the prediction for that replay to a prediction text file. Further details of this process
are expressed in Fig. 2.

Once the RNN is done with training, i.e. it has run through all the replays specified,
the latest prediction of the network is stored in a text file. The agent must then read this
latest prediction (at first the prediction is in matrix form) and transform the actions back
into readable actions for the agent to process.

Once all the actions are translated, they are placed into a stack-based list where we
pop the action off when the agent executes the agent. The agent will attack with what is
has when there are no longer any actions in the stack. The agent will continue to build
units and attack until it has won the game by reaching the win condition. Within the
context of this environment, the win condition would be for either player to surrender
from the game or to have all the players’ buildings and units destroyed.

4.2 Simple Reflex Solution

The simple reflex agent that was built simply perceives its environment and makes
decisions based on what it perceives. This can be seen in Fig. 3.

The main goal of this agent is to accumulate a certain number of military units and
attack the enemy player when it hits a certain food count. For e.g. the agent will perceive
the food count and if the food count is about to be maximized, the agent will act by
constructing a certain building to increase the food supply count. Every game step the
agent will check if certain tasks have been completed. In a way, it is a little similar to the
RNN solution in the sense that executes somewhat of a build order but performs tasks
based on what it perceives from the environment.
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Fig. 2. A figure showing the complete data flow on a script level. This figure shows how the
scripts persistently save the data and interact with PYSC2

Fig. 3. A figure showing the complete data flow on a script level. This figure shows how the
scripts persistently save the data and interact with PYSC2

It makes use of a dictionary to store the location of certain buildings. Once a building
is placed in a certain location, the key representing that location is flagged so that another
building is not placed in that location.

5 Results

After both agents were placed into a one versus one scenario against another computer
bot, several results were noticed. After each agent played and finished the game, the
following results were recorded.
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5.1 Results Discussion

The results were recorded using blizzards replay interface. Once the game is executed a
replay of the game is saved to disc. Using the StarCraft 2 game interface you can extract
information about the game like the statistics presented above. The replay also allows
you to view the data in real time as the game is played and also allows to rewind and fast
forward. Another way to record information about the game is to play the replay in real
time and pause the game at certain time segments. The replay interface gives information
about the game. Using this information one is able to record the information and log it.

The first metric used was resources spent in terms of technology, economy and army.
The second metric used was the amount of resources collected per minute. These are the
most important metrics to track because the game is all about collecting resources and
spending them the correct way.

TheRNNsolution spentmore resources in all three areas. The economybeingworker
units and an extra command centre structure used to build more worker units, technology
in terms of how far the AI bot was able to move down the tech tree and army units. The
simple reflex solution, however, was able to mine more resources per minute but was
unable to mine gas. This might be ideal for winning a game in the short term, as this
agent was able to beat the opponent faster than the RNN solution, but this will not scale
well as the game progresses as players will eventually need to mine gas to move further
(Figs. 4, 5 and 6).
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Fig. 4. A figure showing the amount resources in terms of minerals spent by each agent on
different categories of the game

6 Critique and Analysis

In terms of getting winning results, it was observed that the simple reflex agent was the
most successful being able to win most of its games. It was able to lose the least amount
of resources as compared to the RNN solution. But the RNN-based solution was able
to beat the reflex agent in terms of other statistics such as spending more resources and
getting a higher food count.
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of resources lost and the average actions per minute for each agent

The RNN solution also went further down the tech tree in terms of building units and
constructing units that being the hellion which requires gas and an advanced structure
called the factory. The simple reflex agent was only able to construct marines. In terms
of complexity, it follows the RNN-based solution performed more complicated tasks
such as mining gas and constructing advanced structures. The RNN solution also had a
more sophisticated build order based on the replay data it was able to analyse, whereas
simple reflex solution was only able to make decisions based on what is perceived from
its environment.

It can be argued that the RNN solution had a better sense of immersion since it was
able to build a wider variety of units and structures. The RNN solution also followed a
build order from an actual player which makes it seem more realistic in terms of how a
player would play the game.
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7 Conclusion

When comparing the twopipelines thatwere created during the project, theRNNsolution
seemed to be the most powerful solution in terms of creating immersive gameplay as
compared to the simple reflex agent. It was able to achieve this going further in tech tree
which allowed the agent to build a diverse set of units. Although the simple reflex agent
gets the job done faster than the RNN solution by defeating the enemy, it is much more
simplistic in the sense that it only constructs one set of units and does not go as far as
the RNN solution in the tech tree.

It was found that the RNN solution took 4 min longer than the simple reflex agent
to defeat the opponent but was able to get a higher food count supply, mine more
minerals including gas in which the simple reflex agent was unable to do and spend
more resources in every area including technology, economy and army supply. The
RNN solution, however, lost more structures, units and resources during the game.

From the findings, it can be said that the more complexity you add to the agent, the
better or more immersive it becomes. The RNN solution was more complexed than the
simple reflex agent and it was able to produce more results as well as move further down
the tech structure. Due to this fact, it was able to produce a diverse set of units.
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Abstract. Background The brain performs a very significant job in our body by
processing the information associated with human critical inclinations, intentions,
sensory attention and awareness, execution, and mental state sustenance during a
specific task. The attention of every humanbeinggets alteredwhile undergoing two
or more cognitive tasks collaterally.Methods In this research, subjects were asked
to perform two tasks collaterally in which one task was considered as primary task
whereas the other task as secondary. The EEG (Electroencephalography) signals
of the subjects undergoing those collateral cognitive tasks were recorded using
RMS EEG-32 Super Spec machine. Result The relative band powers ratio (Theta
to Beta band power ratio) helped in tracing the point of time when the attention
devoted to the primary task got deviated by the secondary task. An auditory P300
peak generation validated the deviation in this research. Conclusion This research
track could pave the way for designing a battery that can analyze the subject’s
performance during multi-tasking. Other than this, such an investigation will help
in avoiding the disasters caused by the attention deviation of the operator.

Keywords: EEG · Cognitive task · Relative band power · P300

1 Introduction

Cognitive study is the branch of neuroscience that explores the problem solving and
decision-making skills corresponding to various sensory impulses [1]. To congregate
cognitive information from the brain activities, the brain signals are overturned to
electrical signals [2].

Whenever the number of tasks to be performed (whether occurring simultaneously
or block sequentially) is hiked, due to the limited processing capacity of the brain, the
mental effort contribution also gets enhanced. Also, when the task requirements exceed
the user’s capabilities, the hiked degree of workload on a particular person influences
task performance [3]. Not only the performance inhibition but sometimes the attention
deviation in such cases can lead to major issues like in case of driving, etc.
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Of all the prevailing neuroimaging modalities like EEG (Electroencephalography),
MEG (Magnetoencephalography), ECoG (Electrocorticography), Intracortical Neuron
Recording, fMRI (FunctionalMagneticResonance Imaging),NIRS (Near Infrared Spec-
troscopy),CT scan (ComputedTomographyScan), PET scan (PositronEmissionTomog-
raphy) and DTI (Diffusion Tensor Imaging), EEG is considered best for not only cogni-
tive studies but also other applications like authentication system, neurological commu-
nication establishment, etc. [4]. Features like high sensitivity, noninvasivity, portability,
better economical handling, high temporal resolution, and smooth post-processing form
the basic reason for the choice of EEG over other modalities [5]. The EEG signals
acquired can be further disintegrated into five major frequency domain components as
shown in Table 1 [6].

Table 1. EEG frequency bands

S. No. Frequency band frequency range (Hz) Salient features

1. Delta band (0.5–4) Detected in babies and adults in
unconsciousness and deep sleep state

2. Theta band (4–7) Detected in adults in drowsy, somnolence,
sleepy state, reduced consciousness,
meditative and cognitive state (working
memory)

3. Alpha Band (8–12) Provides a link between memory
processing and visual processing (Binds
the conscious thinking with subconscious
mind)

4. Beta band (12–30) Indicates active concentration, anxiety,
conscious thoughts and logical thinking
over frontal and central region

5. Gamma band (30–100) Detected in adults during motor functions
or perceptions, higher processing tasks,
and cognitive functioning

A brain–computer interface (BCI) is a software and hardware entangled communi-
cation system that has the ability to correlate the brain signals with a surrogated output
channel for regulating environmental factors, controlling artificial devices, establishing
communication for smart tasks, etc. [7–9]. General framework of BCI is shown in Fig. 1.

TheBCI research encirclingworkload analysis is practiced inmany crucial fields like
aeronautics industry, process plants, defense operations, medical applications, etc. [10].
Also, the arena of non-medical applications of BCI has brought fields like cognitive load
detection, cognitive state monitoring, etc. in limelight [11]. Customarily used features of
BCI include P300 evoked potential which is the response towards an infrequent visual or
auditory stimulus with a latency of approximately 300 ms [12, 13]. The most prominent
advantage of P300-based BCI is the absence of training required and its most commonly
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Fig. 1. General framework of BCI

practiced paradigm is P300 speller [14]. In research, it was exhibited that P300 peak was
obtained whenever difficulty standard was raised during the task performance [15].

A BCI based study presented the fact that cerebral activations could be explored in
terms of (i) Relative band powers (ii) Ratio of Theta to Beta band power. Both parameters
were studied during the performance of various cognitive tasks in reference to a relax-
ing span [1]. The performance measurement in consideration of a particular cognitive
task is usually done by following two methods: (i) Directly measuring the performance
of the primary task using any of the features like band power, reaction time, etc. (ii)
Indirectly associating a secondary task with the primary one and study its effect and
performance [16]. Power Spectral Density (PSD) analysis, being smoothly processable
in case of workload assessment, is considered a much preferred one over other perfor-
mance measuring parameters [17]. Studies also stated that the introduction of visual
attention along with any cognitive task will decrease relative delta and theta band power
while increasing the relative alpha and beta band power [18, 19]. Using inferences from
such studies, it was concluded that the cognitive load decreases the relative Theta to Beta
band power ratio as compared to a resting state [20]. All the studies done until now that
have attempted to measure mental workload in real-time environments have limited their
analysis to offline mode only.Moreover, the analysis for workload detection with EEG is
highly challenging due to factors like high dimensionality of parameter set, establishing
controlled laboratory conditions, uncontrollable distractions, high uncertainty about true
mental state of the subject, noisy nature of EEG signals.

2 Methodology

2.1 Participants

12 healthy subjects [6 females and 6 males, aged 18–28 (23.91 ± 1.90)] willfully par-
ticipated in this research. All the subjects were right-handed, free from any medication,
and had no neurological impairment history. All of the subjects had good hearing and
normal or corrected to normal eyesight. The research setupwas organized in theHuman–
Machine Interface (HMI) Laboratory of ICE Department at Dr. B.R. NIT Jalandhar. The
subjects were asked not to intake alcohol or caffeine for 12 h before the experiment.
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2.2 Stimuli

Description: The choice of primary cognitive task was made considering the engross-
ment level of the participants. They were provided with an android platform to play
‘Helix Jump’ (published by Voodoo) continuously. The game proceeds by guiding the
ball through a slowly descending tower. This was done with the rotation of the tower so
as to make the ball pass through gaps while avoiding the contact of colored parts. The
screenshot of the game is shown in Fig. 2.

Fig. 2. Helix jump (primary Task). Source https://play.google.com/store/apps/details?id=com.
h8games.helixjump&hl=en_IN

This was followed by the simultaneously occurring auditory task along with the
primary task. A recording of 60 monosyllabic English nouns was played in which a
target word (specified priorly) was to be counted along with playing Helix Jump. The
auditory attention task paradigm is shown in Fig. 3.

Fig. 3. Auditory attention task paradigm (secondary task)

https://play.google.com/store/apps/details%3fid%3dcom.h8games.helixjump%26hl%3den_IN
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Protocol: After a 20 s baseline recording, three gaming trials of 3 min each were
performed each with a 30 s break. This was followed by a resting phase of 2min in which
they were asked to keep their eyes closed. The monosyllabic trail contained 60 words,
i.e., with an inter-word interval of 2 s. The experimental timeline is shown in Fig. 4.
There hence, leading to a whole experiment of 10 min excluding the time consumed in
the experimental setup process.

Fig. 4. Experimental timeline

2.3 Data Acquisition

The Ag/AgCl disc electrodes available with the RMS EEG-32 Super Sec System
(Recorders and Medicare Systems, India) were used for recording the data. The elec-
trodes placementwas done in accordancewith the International Standard10–20 electrode
placement system regulated by American Encephalographic Society [21]. The acquired
EEG signals are a difference in potential with respect to time recorded across the elec-
trode on the elicited lobe of the brain and reference electrode (Cz in this case). The
sampling rate of the system was set to 1024 Hz/channel.

The participant is asked not to oil the hair on the day of the experiment and scalp
of the participant is cleaned with spirit before the electrodes are attached to the scalp.
This is done to lower down the scalp-electrode impedance below 5 k� for more accurate
readings. The EEG paste is used for the placement of the electrodes that further helps
in decreasing the impedance. The subject was instructed to refrain from all the possible
muscular movements (especially facial ones) to avoid the artifacts. A comfortable sitting
position was offered to the subject during the recording (at around 70 cm distance from
the simulator screen). The agenda behind the research and the procedure to be followed
was explained before the onset of trials. Signals were acquired from three electrodes T7,
Cz, and T8.

2.4 EEG Preprocessing

The data acquired was preprocessed offline that included using Independent Component
Analysis (ICA) for the removal of artifacts (eye blinks, facial movements, etc.), baseline
correction, etc. Bandpass filtering (of all the trials) was performed on the data for further
feature extraction with the cut-off frequencies: 0.1 and 30 Hz [22]. Also, the same set
(second trial sequence) of data (after baseline correction) was windowed down into
samples of 1 s so as to obtain the auditory P300 peak.
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2.5 EEG Feature Extraction

One-second EEG segment was considered for the estimation of power spectral density
which can further be extended for real-time applications. Power Spectral Density (PSD)
was calculated corresponding to these windowed segments with the help of Welch’s
method. Theta band power and beta band power analysis was done to study the variation
in the visual consciousness as well as active thinking. The theta and beta band power
ratio variations pointed to the cognitive load variations during trials 1, 2, and 3 (Primary
task alone). While this ratio variation played a significant role in trial 1’, 2’, and 3’ by
pointing out whenever the target word was heard (Collaterally occurring primary and
secondary tasks).

Figure 5 displays the Theta to Beta band power ratio analysis for a span of one
minute, i.e., first 20 s in graph (a), the next 20 s in graph (b), and the last 20 s in the
graph (c). All the dips, i.e., decrease in the ratio of Theta to Beta band power imply
the introduction of more cognitive load (Auditory Attention Task). This can be incurred
from the three graphs of Fig. 5 that the target word was heard six times. In other words,
attention from the primary task was deviated six times.

Fig. 5. Band power ratio analysis of one minute shown in three parts

3 Results

Although the consciousness could be defined from the theta and beta band power analysis
separately for the precise calculation of the instant when the attention got shifted, Theta
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to Beta band power ratio needs to be calculated. As the attention paid by subject is
affected by many factors like task tenure, task difficulty level, mental fatigue, ambient
environment, mood, etc., the ratio keeps on varying and doesn’t remain the same. For
every trial (Trial 1’, 2’ and 3’: 3 min each), the attention deviation was studied in slots
of 20 s like as shown in Fig. 5.

The auditory attention span EEG recording in time domain was analyzed for the
detection of P300 peaks. It was observed that the count of target word tallied by the
subject was equal to the number of P300 peaks detected.

4 Conclusion

Such investigatory studies canhelp in alarming at the instantswhenever attention deviates
from the primary task due to interfering tasks. This is important as attention deviations
may lead to disasters in case of air traffic controllers, road traffic controllers, process
plants, etc. Such studies shall be converted into cognitive batteries so that it becomes
more task-oriented as well as subject-oriented.

In the medical field, such investigations can help in monitoring the improvement
pace in patients with vegetative state or minimally conscious state. Responses obtained
in such cases can predict the recovery states.
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Abstract. Globally, skin cancer is one of the major health problems.
While an early diagnosis with the proper management of the disease can
successful help in the treatment of the disease, the assessment of the dis-
ease by a medical practitioner is time-consuming, subjective, and prone
to bias due to variation in the training and experience of dermatologists.
Although different automated methods of the disease’s diagnosis have
been proposed, various problems like image noise due to varying illumi-
nation, uneven low contrasts and ambiguities in the non-diseased skin
and tumours in the different regions of the clinical image alongside with
the edges and boundaries have been highlighted to require accurate dis-
crimination during the use of the automated methods. This is due to the
fact that they can lead to inaccurate extraction of the melanoma skin
cancer in the medical images as the problems plague the performance
of an automated approach of detecting the disease. This study imple-
ments a multi-stage image segmentation approach that utilises a fuzzy
transformation at the image enhancement stage with graph-cuts tech-
nique for a more efficient detection of melanoma skin cancer. This exper-
imental study shows that fuzzy enhancement integrated with graph-cuts
technique achieve a very good segmentation performance on the over-
all image (i.e. foreground and background) with an average accuracy
rate of 97.42%. This study also shows that the background segmentation
using fuzzy enhancement combined with graph-cuts technique achieved
the good background segmentation with an average specificity rate of
99.07%.
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1 General Introduction

Skin cancer has been identified as a major health problem globally [21]. There
are various kinds of skin cancer, namely melanoma, actinic koratosis, atypical
moles, basal cell carcinoma, merkel cell carcinoma and squamous cell carcinoma
(see Fig. 1).

Melanoma is a skin cancer of the cell called melanocytes, producing melanin
in the skin epidermis [35]. Melanoma skin cancer accounts for 75% of all cancer
deaths [34]. The global estimation of the mortality rate of melanoma reveals that
people older than sixty-five years are more affected by deaths due to the disease
than younger people [22].

Fig. 1. Different forms of skin cancer [5]

Several risk factors relating to skin cancer have been identified: light skin;
light-coloured hair; hazel-coloured, green-coloured or blue-coloured eyes; the sus-
ceptibility to burn instead of suntan; past event of grievous burns; as well as a
family background chronicle of skin cancer [8]. According to [30], Populations
of Caucasoid, in most cases, have a greater possibility of being affected by the
cancer of the skin than the populations with dark skin. People with black and
brown skin tend to naturally tolerate the exposure of their bodies to a relatively
high degree of sunlight without sunburn or risk of developing skin cancer. Alter-
natively, individuals having pale skin or freckled skin with red-hair and blue
eyes are the group with greatest risk of developing cancer of the skin, while the
people with dark eyes and hair, who are not often affected by sunburn, are at
the medium-level risk of developing skin cancer [2].

With the increasing incidence of melanoma cancer in some sub-groups of
the society, the early screening of melanoma is very helpful [3]. The successful
treatment of melanoma is related significantly to early diagnosis and manage-
ment of the disease as the diagnosis is based primarily on visual inspection [28].
Malignant melanoma can be fairly easily excised through a very good prognosis
for the patient when it is detected in an early stage that is non-invasive [5].
However, the visual inspection with the interpretation of the clinical images is
time-consuming, subjective and even liable to suffer from biasses sometimes for
trained dermatologists [33].

A segmentation technique based on the fusion of thresholds was proposed for
the detection of lesion borders in [11] after observing that single global threshold-
ing approaches are poor for numerous medical image segmentation. Skin lesions
are characterised in [15] using a non-linear random forest (RF) regression model
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for the extraction of important physiological features from lesions in dermo-
scopic images. Deep learning technique was proposed by [16] for the segmentation
of lesions in clinical images. An ensemble of thresholding approach was imple-
mented in [20] for the automatic delineation of lesion edges in clinical images.
An illumination-reflectance correction algorithm based on histogram equalisa-
tion and Monte Carlo nonparametric modelling for skin lesion photographs were
implemented in [23]. There is, however, a need to further address the correction
for local illumination variation. This is because illumination variation can be
minimised in an image globally using an image histogram equalisation.

Although the previous studies conducted on the automated detection of
melanoma have made some progress, there is a need to improve further on the
accurate delineation of melanoma cancer in medical images [24]. This is because
non-dermoscopic images are affected by noise caused by illumination variation
and light reflection across the images [26]. These noises cause varying low con-
trasts and ambiguities in regions, intensities, edges, features and boundaries
between normal skin and melanoma tumours [7]. If not properly addressed at
the pre-processing phase, the image pixels, regions, intensities, edges, features,
boundaries and ambiguities will detrimentally affect the segmentation of the
disease in the clinical images [25] as well as the performance of the automated
diagnosis system of the disease as it is highly dependent on the melanoma seg-
mentation performance. This study proposes a new multi-stage approach utilis-
ing fuzzy transformation enhancement and graph-cuts techniques for the efficient
delineation of melanoma skin cancer in medical images.

The subsequent sections of this paper are as follow: the methods and tech-
niques such as fuzzy enhancement technique, graph-cuts techniques and the post-
processing method utilised in this paper are explored in Sect. 2. The experimen-
tal results and discussion of approach investigated in this study with results
obtained in the literature are outlined in Sect. 3 while the conclusion is drawn
in Sect. 4.

2 Methods and Techniques

The section sets out the methods and techniques used in this study for the delin-
eation of melanoma skin cancer in medical images. The multi-stage segmentation
approach incorporates an image enhancement stage using fuzzy enhancement,
graph-cuts segmentation technique and post-processing stage for the melanoma
segmentation.

Complexities such as nonhomogeneous illumination, light reflection across
the images nonhomogeneous low contrast result in ambiguities in the image
region, intensities, edges, features and boundaries between the healthy skin and
the melanoma cancer tumours [26]. These problems require the use of efficient
image pre-processing techniques to remove the image pixel ambiguities caused
by the image noise and enhance the clinical image to produce good melanoma
skin cancer segmented images. A fuzzy enhancement method is used to remove
the image pixel ambiguities. It utilises an approach that maps grey-level pixels
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of the clinical images into membership functions that can improve the clinical
image information representation and will be suitably manipulated to enhance
an image by minimising the noise due to nonhomogeneous illumination and con-
trast variation in the clinical image. The steps used are basically fuzzification,
inference engine and defuzzification [13]. The use of fuzzy in image enhancement
is efficient because the pixels, which are often in the spatial domain, are trans-
formed into fuzzy domain using membership function [27]. The transformation
involves three stages and they are: fuzzification process of the image, member-
ship function modification and the process of defuzzification. The image affected
non-uniform illumination is converted from in spatial domain to fuzzy domain
using the fuzzification process [25].

A fuzzy set (B) made up of its finite number of supports x1, x2, . . . xn is
defined as:

B = {(μB(xi), xi)} (1)

such that the membership function μB(xi) represents the degree of the mem-
bership of an event xi in ‘B’, and it ranges between the interval (0, 1). This
function reflects the ambiguity or fuzziness in B. The crossover point in B is
equal to xi when μB(xi) = 0.5. Equation 1 can be rewritten in a union form as:

B =
⋃

i

μi/xi, i = 1, 2, . . . , n (2)

The function p(xi), is defined as the degree of possessing property ‘p’ over
an event xi and it ranges between the interval (0, 1) [27].

The fuzzy set concept ia applied to the clinical greyscale image Gim which is
two dimensional (M × N) of K levels with each image pixel retaining a mem-
bership function value that typify the degree of having a certain brightness state
that has a relation to some level of brightness k, k = 0, 1, 2, . . . ,K −1. The fuzzy
set of the two dimensional greyscale image Gim is given by [32] as follows:

Gim =
⋃

m

⋃

n

Pmn/Xmn, m = 1, 2, . . . , M n = 1, 2, . . . , N (3)

where Pmn/Xmn, 0 � Pmn � 1 describes the degree of having the property Pmn

which is the property of brightness level by the pixel Xmn.
For the purpose of contrast enhancement, a different fuzzy set of A� is gen-

erated using the contrast intensification operator (INT) as:

A� = INT(A) (4)

The membership function is then computed as:

μA| = μINT(A)(x)

=

{
2[μA(x)]2, 0 ≤ μA(x) ≤ 0.5

[1 − 2(1 − μA(x))2] 0.5 ≤ μA(x) ≤ 1
(5)
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The set of values of μA(x) > 0.5 are increased and μA(x) < 0.5 are decreased
when the fuzziness of set A is reduced, thereby enhancing the contrast. Equation
(6) can rewritten by applying a transformation function Tr used continuously on
μ(x). In order to enhance the image X, the Pmn in equation (4) shall be modified
to P ′

mn and it is further computed as:

P ′
mn = Tr(Pmn) =

⎧
⎪⎨

⎪⎩

T ′
r(Pmn), 0 ≤ Pmn ≤ 0.5

T ′′
r (Pmn), 0.5 ≤ Pmn ≤ 1

r = 1, 2 . . . .

(6)

The crossover point xc is computed as:

xc = l + 0.5 (7)

such that all xmn ≷ xc obtainable in the spacial domain shall have the
values Pmn ≷ 0.5 obtainable in the property domain. Using Fd, which is the
denominational fuzzifier, and Fe, which is the exponential fuzzifier, the extraction
of the fuzzy property Pmn of the (m by n) pixel of the input greyscale clinical
image xmn of M � N image pixels is computed as:

Pmn =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[
l +

xmax − xmn

Fd

]−Fe

m = 1, 2 . . . , M ;
n = 1, 2 . . . , N ;

(8)

where the maximum grey level is xmax with Pmn = 0 means dark and Pmn =
1 means light. Given that xmn = 0, the value of Pmn is α which finite and
positive. The term α is then computed as follows:

α =
(

l +
xmax

Fd

)−Fe

(9)

The mth and nth pixel of the enhanced image is then computed as:

X1
mn = a0xmn + a1

∑

Q1

xpq + a2

∑

Q2

xpq + · · · ak

∑

Qk

xpq (10)

where Qv, such that (v = 1, 2, . . . k), are within or on the radius R1 that is
centred at the image data point (m,n).

A median filter of local window size k = 6 is applied on the results obtained
after applying the fuzzy transformation-based enhancement to remove different
artefacts such as illumination, skin hairs, small stains and lines.

P (p, q) = F (m,n) ∗ X1
k∗k(m,n) (11)

where X1(m,n) represents fuzzy enhanced image;P (p, q) signifies the differ-
ent convolved medical images respectively; also median filter is the convolution
mask F (m,n) and k = 6.
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Graph-cuts is an energy minimisation algorithm frequently used for the
automated segmentation of images [9,10]. Graph-cuts have been mentioned
extensively in the literature for the segmentation of different medical images
[14,29,31].

The graph-cuts technique is applied on results obtained from the fuzzy
enhancement method investigated in the pre-processing phase to ascertain its
effectiveness. A labelled graph denoted as ‘G’, and the collection of the graph
vertices represented as ‘V ’ that correspond to the data points of the image
denoted by ‘p’ of the enhanced clinical image obtained from the pre-processed
medical image ‘P ’ are utilised. The set of the different edges linking the differ-
ent vertices is specified as ‘E’, the sink or background is “T/0” while source or
foreground is “S/1” described as the two different terminal vertices.

The given set ‘N ’ represents all the different neighbourhood pixel pairs {p,
q} of the enhanced medical image indicated as ‘P ’ and let L = {l1, l2, . . . li . . . lp}
be the pixels labelled as ‘1’ & ‘0’ ( liε{0, 1}) that correspond to melanoma skin
cancer and the background of the medical image respectively.

In order to decide whether an image data point is melanoma or the medical
image and background, the finest label is then allotted to data point p ε P. Given
that the different terminals are alienated, the s/t cut is a collection of boundries
that delineates the set of pixels in the medical image into dissimilar classes. The
cut-cost denoted by ‘C’ is the total weights of all the edges of the melanoma
image graph which is portion of the cut. The minimum source/terminal note
cut that corresponds to the optimum detection of disease in the medical image
amongst the different cuts on the graph are then polynomially computed through
a Min-Cut/Max-Flow algorithm as discussed by [10] (see Fig. 2). Given that the
factor of relative importance amid the boundary term denoted by B(L) and the
regional term denoted by R(L) is α, the minimised function that corresponds
to the optimum detection of the melanoma skin cancer in the medical image is
computed as follows:

E(L) = B(L) + αR(L) (12)

where R(L) is calculated as:

R(L) =
∑

pεP

Dp(lp) (13)

and B(L) is calculated as:

B(L) =
∑

p,qεN

V (lp, lq) (14)

and Dp(lp), estimates the proportion to which allocating the label fp to image
data point denoted by p differs with intensity of the clinical image’s data point
denoted by (Ip).

Dp(lp) = − ln P (Ip|lp) (15)
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Fig. 2. Graph with S/T cut using Min-Cut/Max-Flow

Considering that (p, q) are neighbouring pixels V (lp, lq), the penalty is com-
puted as 0 whenever the labels of the pixels are the same. This is indicated
as:

V (lp, lq) =

{
1 If lp �= lq

0 If lp = lq
(16)

Morphological operation constructed utilising disc-shaped structuring ele-
ment is used on the resulting image obtained following the application of graph-
cuts method. This is implemented for the removal of the remaining noisy pixels
in the segmented image in order to enhance the accuracy level of the detected
melanoma skin cancer. It is established empirically that the radius 15 effectively
removes the noise.

3 Experimental Set-up, Results and Discussion

The algorithms for the delineation of melanoma cancer disease in medical images
investigated in this study were executed using MATLAB 2014aT M through an
Intel(R) Core(TM) i5 3210M CPU (2.50 GHz, 4GB RAM). The datasets used
for this study are Dermatology Information System (DermIS) [17] and Der-
mQuest [18] databases. The two databases contain 206 colour images, with their
corresponding benchmark images used as ground-truth similarly provided. Out
of all the images, 119 are contain melanoma while 87 medical images do not
contain melanoma. The medical images containing melanoma in the databases
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Fig. 3. a Colour medical images showing melanoma, b manually segmented ground-
truth, c melanoma segmentation results of fuzzy enhancement with graph-cuts tech-
nique

are considered for the evaluation of the multi-stage segmentation approach pro-
posed in this study. Figure 3 shows an original coloured medical image containing
melanoma, its ground-truth and the visual segmentation results obtained from
the method proposed in this paper.

The performance measures used include sensitivity, specificity accuracy, pre-
cision and F -score rates. The sensitivity metric indicates the ability of the pro-
posed segmentation method to rightly detect the diseased pixels in the medical
images, and the specificity metric indicates the ability of the automated seg-
mentation method to rightly detect pixels in the medical image background.
The accuracy metric indicates the degree that the detected melanoma disease
in the medical image matches the experts benchmark image pixelwise. Precision
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metric indicates the proportion of rightly classified diseased pixels to the aggre-
gate amount of pixels observed to be melanoma cancer in the medical image.
An F -score metric calculates harmonic mean value of sensitivity and precision
measure. These metrics are outlined in Eqs. (17)–(21) as follow:

Sensitivity = TP/(TP + FN) (17)

Specificity = TN/(TN + FP) (18)

Accuracy = (TP + TN)/(TP + TN + FP + FN) (19)

Precision = TP/(TP + FP) (20)

F -Score =
2 × Precision × Recall

Precision + Recall
(21)

where true positive is TP, false positive is FP, true negative is TN and false
negative is FN.

An instance is considered TP when an image data point is appropriately
detected as diseased in medical image containing melanoma, and TN is a situa-
tion where the non-diseased part of the medical image is appropriately segmented
as background. Also, an instance is presumed to be FN if a melanoma diseased
pixel is classified to be a non-diseased pixel, while it is FP when a pixel of image
background is erroneously detected as the pixel of melanoma.

Table 1. Performance comparison of the proposed method with some segmentation
methods in the literature

Method Average accuracy (%) Average sensitivity (%) Average specificity (%)

Dey et al. [19] 94.81 97.74 89.71

Celebi &

Zornberg [12]

71.70 61.60 75.80

Amelard et al.

[4]

86.89 91.60 89.46

Abbes & Sellami

[1]

76.90 97.40 48.40

Ashour et al. [6] 96.24 98.25 92.46

Proposed

method

graph-cuts and

fuzzy-enhanced

97.42 88.30 99.07

The results of the methods based on graph-cuts investigated in this research
are compared with the results obtained from some methods proposed in
the literature (see Table 1). The results obtained for melanoma detection in
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[1,4,6,12,19] are obtained from [6]. The graph-cuts-based technique investi-
gated this study achieved higher average specificity value when compared with
the results obtained in [1,4,6,12,19]. The graph-cuts-based technique investi-
gated this study achieved higher average accuracy value when compared with
the results obtained in [1,4,6,12,19]. The graph-cuts-based technique investi-
gated this study, however, achieved lower mean sensitivity value when compared
with the results obtained in [1,4,6,19], but achieved lower mean sensitivity value
when compared with the result obtained in [12].

4 Conclusion

The study conducted in this paper indicated that while various methods have
been proposed for the automatic detection of melanoma in medical images, prob-
lems such as noise due to illumination variation, varying low contrast and ambi-
guities in the normal skin and tumours of medical image region, intensities, edges,
features and boundaries. This paper proposed a multi-stage image segmentation
approach that utilises a fuzzy transformation-based enhancement to mitigate the
problem of non-homogeneous illumination in the clinical images and graph-cuts
technique for the automated detection of melanoma skin cancer in the clinical
images. This study showed that fuzzy enhancement combined with graph-cuts
technique achieved a very good segmentation performance on the overall image
(i.e. foreground and background) with an average accuracy rate of 97.42%.
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Abstract. In Wireless Sensor Networks (WSNs), the real-time data
which is highly sensitive, collected by sensor nodes. If anyone acquires
this real-time information illegally, then the privacy will be revealed.
Therefore, privacy, authentication, and data security are extremely
important to access real-time information over an unreliable channel.
Authentication is most common security mechanism to protect WSNs
data over an untrustworthy network. Recently, Amin-Biswas devised
two-factor remote user authentication protocol for WSNs and declared
that it is safe from various security threats. However, we identified that
their scheme has several security threats like password-guessing, identity-
guessing, user-impersonation, session-key temporary information, smart
card theft, and lack of forward-secrecy property. The computation cost,
smartcard storage cost, and communication cost are also presented in
the section of performance comparison.

Keywords: Authentication · Cryptanalysis · Security · Wireless
sensor networks (wsns)

1 Introduction

With the increasing development and popularity of the communication tech-
nologies, the wireless sensor networks have been broadly used in different envi-
ronments for obtaining the specific information [1–6]. WSNs are implemented
using sensor nodes which have limited transmission capacity energy and com-
puting resources. The sensor nodes are deployed in various geographical areas for
sensing and processing the real-time data. The sensor nodes communicate with
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each other and finally, they transmit the specific data over an insecure chan-
nel. On another hand, the open nature of the communication technology makes
WSNs more vulnerable to different threats. However, the security and privacy
are very sensitive issues in WSNs. Therefore, an authentication scheme is one
of the most common and simple security mechanism to facilitate these issues in
different network-based applications.

Recently, number of remote user authentication protocols have been devised
for WSNs [1,2,5–11]. Das et al. [12] developed a novel dynamic authentication
scheme for WSNs and demonstrated that their scheme facilitates appropriate
security with efficient computation and communication cost. Later, Wang et
al. [13] stated that the protocol [12] has various security threats like privileged
insider, server-masterkey disclosure and smartcard security breach. Turkanovic
et al. [14] also demonstrate that the protocol [12] is not useful for real-life
implementation due to various security weaknesses. Then, Turkanovic et al. [14]
devised another authentication scheme to override these-above security weak-
nesses. Vaidya et al. [6] also devised two-factor mutual-authentication protocol
using WSNs and ensured it is resisting security attacks and achieving efficient
complexity. After that Kim et al. [15] found that the protocol in [6] has security
flaws like gateway node bypassing and user-impersonation. Later, Deebak [16]
also identified Vaidya et al. [6] suffers from gateway node bypassing and userkey
impersonation attacks. To improve security, Deebak [16] developed an enhanced
scheme.

In 2014, a secure authentication protocol for WSNs is designed by Turkanovic
et al. [4]. In the protocols [2] and [17] described that the scheme [4] is having
various security pitfalls. Later, Amin-Biswas [17] illustrated that the scheme in
[4] suffer from password and identity guessing, user-impersonation, sensor node
impersonation and smartcard theft attacks. For resolving these issues, Amin and
Biswas [17] devised a new scheme for WSNs. In this article, we observed that
the scheme [17] does not defend many vulnerabilities like identity and password-
guessing, smartcard theft, user-impersonation, revelation of secret parameters,
failure to achieve forward-secrecy property and not secure against session-key
temporary-information attack.

The remaining of the paper is presented as follows. In Sect. 2, security pitfalls
of the scheme [17] are demonstrated. The performance comparison presents in
Sect. 3 and finally concluded in Sect. 4.

2 Security Pitfalls in Amin-Biswas’s Protocol

This section presents security pitfalls in Amin-Biswas’s protocol [17] which are
explained as follows:

2.1 Stolen Verifier Attack

In this attack, attacker theft the information stored in the database of HGWN
and later attacker launches various attacks against Amin-Biswas’s protocol [17].
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The HGWN maintains a database that stored the user-specific information such
as TIDi and DIDi, which are fixed for every session. The attacker uses TIDi and
DIDi to break the Amin-Biswas’s protocol, and we describe that their scheme
is susceptible to identity and password-guessing and user-impersonation attacks
which are described as follows.

Identity-Guessing Attack: Usually, Ui chooses low-entropy identity for easy
memorization, which is easily guessable by an A. Amin-Biswas proclaimed that
their protocol is secure against identity guessing attack. However, we identify
that Amin-Biswas’s protocol is suffering from off-line identity guessing attack.
Suppose attacker A steals the database of HGWN and obtains the all user-
specific information {TIDi, DIDi} from it. Then, A obtains Ui’s smartcard and
retrieves all the secret values {Regi, Ai, IDGWNh

, TIDi, h(·), r} from it. Now,
attacker can successfully launch identity-guessing attack, which is described in
Algorithm 1.

Algorithm 1
1: Attacker (A) extracts {Reg′

i, A
′
i, ID

′
GWNh

, TID′
i, h(.), r′} from smartcard.

2: A selects a pair of {TIDi, DIDi} from the stolen database of the HGWN .
3: if (TID′

i == TIDi) then
4: ID∗

i is choosen by A from the dictionary.
5: A calculates DID∗

i = h(ID∗
i ‖ r′)

6: if (DID∗
i == DIDi) then

7: Return (ID∗
i )

8: else
9: Goto Step 4 and chooses ID∗

i and executes the Steps 4 to 7, until the correct
IDi is not obtained.

10: end if
11: else
12: Goto Step 2 and selects another pair of {TIDi, DIDi} and executes the Steps

3 to 11, until the exact IDi is not obtained
13: end if

Password-Guessing Attack: Ui chooses a low entropy password for easy mem-
orization, but low entropy passwords are not secure and more chance to happen
password guessing threat. The A has obtained {DIDi, TIDi} from the database
and extract the smartcard’s confidential parameters {Regi, Ai, IDGWNh

, TIDi,
h(.), r}. Then, A executes Algorithm 2 to obtain the password.

User-Impersonation Attack: The A obstructs public messages and creates a
new modified login message and put forwards to the remote-server. If message
is accepted by remote-server, A is successful to compile this attack. Based on
stolen database {TIDi, DIDi} of the HGWN and extracted parameters {Regi,
Ai, IDGWNh

, TIDi, h(.), r} from smartcard then A can imitate as user easily.

Step 1: First, A executes Algorithm 1 and 2 to guess the identity and
password of Ui.
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Algorithm 2
1: Attacker A extracts {Reg′

i, A
′
i, ID

′
GWNh

, TID′
i, h(.), r′} from smartcard.

2: A selects a pair of {TIDi, DIDi} from the stolen database of the HGWN .
3: if (TID′

i == TIDi) then
4: PW ∗

i is choosen by A from the dictionary.
5: A calculates Reg∗

i = h(DIDi ‖ h(PW ∗
i ‖ r′))

6: if (Reg∗
i == Regi) then

7: Return(PW ∗
i ): PW ∗

i is exact password of Ui

8: else
9: Goto Step 4 and chooses PW ∗

i and executes the Steps 4 to 7, until the exact
PWi is not retrieved.

10: end if
11: else
12: Goto Step 2 and selects another pair of {TIDi, DIDi} and executes the Steps

3 to 11, until the exact PWi is not retrieved
13: end if

Step 2: After obtaining correct IDi and PWi of the user, the attacker cal-
culates DIDa = h(ID∗

i ‖ r) and PWRa=h(PW ∗
i ‖ r).

Step 3: After that A produces ra and evaluates Ba=Ai⊕h(DIDa⊕PWRa),
Ca=h(IDGWNh

‖ Ba ‖ ra ‖ Ta) and Da=Ba ⊕ ra, where Ta is current
timestamp.
Step 4: Finally, A forwards {IDGWNh

, TIDi, IDSNj
, Ca, Da, Ta1} to

HGWN over an untrustworthy channel.
Step 5: First obtaining the login request message, HGWN checks T2−Ta1 ≤
�T and it is confirmed that the Ta1 would pass the timestamp validity test.
Therefore, HGWN proceeds further and extracts DIDi corresponding TIDi

from the database. After that HGWN computes Ba∗=h(DIDi ‖ TIDi ‖ xk),
r∗
a=Da ⊕ B∗

a and C∗
a=h(IDGWNh

‖ B∗
a ‖ r∗

a ‖ Ta).
Step 6: HGWN compares if C∗

a=Ca, this condition would obviously true
due to the exact values of IDi and PWi.

2.2 Revelation of Secret Parameter

Suppose that A is wicked user who intercepts all the exchanged message between
SNj , HGWN and FGWN during the session from the unreliable channel. Thus,
we assume that A knows {Hj , Kj , T3}, {Ei, fi, Gi, yk, T2}, {TIDi, AAi, BBi,
TUi} and {ZSi, IDGWNf

}. We prove that A can get the secret parameter Pj of
sensor-node and Sran of the gateway-node as follows:

Step 1: Initially, malicious A runs the session as the legitimate user with
the SNj , HGWN and FGWN. A generates a login message M1 ={IDGWNh

,
TIDi, IDSNj

, Ci, Di, T1}, where Di=Bi ⊕ ri, Ci=h(IDGWNh
‖ Bi ‖ ri ‖ T1)

and Bi=Ai ⊕ h(DIDi ‖ PWRi) and sends this message to HGWN.
Step 2: From now on A monitors the session among HGWN and FGWN
and captures the exchanged message {ZSi, IDGWNf

} and {TIDi, AAi, BBi,
TUi} between HGWN and FGWN, where ZSi= Zi ⊕ Sran, BBi=Zi ⊕ ri.
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Step 3: Finally, A executes the following steps to obtain the secret key Sran

of gateway node and Pj of sensor node.

• A computes Zi = BBi ⊕ ri and Sran = Zi ⊕ ZSi.
• After that A computes Pj = PSj ⊕ Sran, where PSj is obtained from the

public channel.
• Therefore, A can get to obtain the secret parameters Sran and Pj

2.3 Failure to Achieve Forward-Secrecy Property

Forward-secrecy confirms that even if A got the secret key of the participant
entities by some means, the secrecy of the session-key is not disclosed from
this disclosure. We demonstrate two instances to prove that the Amin-Biswas’s
protocol fails to achieve this property.

Case 1: Assume that A is able to reveal the secret key Sran by some means, he
can get SK by performing the Algorithm 3 as given below:

Algorithm 3
1: Input: 〈Sran, IDSNj , PSj , fi, yk, Gi,Kj〉
2: Output: Session-key SK
3: Attacker computes Pj=PSj ⊕ Sran

4: Attacker computes the random number rk=Pj ⊕ fi, ri=yk ⊕h(rk) and rj=Kj ⊕ rk
5: Attacker computes DIDi=Gi ⊕ h(IDSNj ‖ rk)
6: Finally A calculates SK = h(DIDi ‖ ri ‖ rj ‖ rk)

Case 2: The attacker got the secret key Sran by some means and after that he
runs the following steps to achieve the session-key SK.

Step 1: Attacker intercepts the message {IDSNj
, PSj} from the public channel.

Step 2: Attacker computes Pj = PSj ⊕ Sran.
Step 3: Attacker intercepts the message {TIDi, ZSi, IDGWNf

, TIDi, AAi, BBi,
TUi, GGi, RRF }.

Step 4: A computes Zi=ZSi⊕Sran, Ri=BBi⊕Zi, RF=GGi⊕Pj and Rj=RRF ⊕
RF .

Step 5: Finally attacker computes SK = h(TIDi ‖ IDSNj
‖ Ri ‖ Rj ‖ RF ).

2.4 Known Session-Key Temporary-Information Attack

In this threat, the confidentiality of session-key will be revealed if the ephemeral
secret value of the session is disclosed. We provide two instances to prove that
Amin-Biswas’s protocol suffers from session-key temporary information attack.
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Case 1: In Amin-Biswas’s scheme, SK = h(DIDi ‖ ri ‖ rj ‖ rk), where ri, rj
and rk random number generated by the user, sensor node and home gateway
node respectively. We supposed that attacker got these ephemeral confidential
information by some means and after that he computes DIDi=Gi⊕h(IDSNj ‖
rk), where Gi and IDSNj

is easily obtainable through public channel. Finally,
A can easily compute SK = h(DIDi ‖ ri ‖ rj ‖ rk). Thus, the confidentiality
of the session-key is susceptible due to the disclosure of the session-specific
temporary-information attack.

Case 2: In Amin-Biswas’s protocol, the session-key SK = h(TIDi ‖ IDSNj
‖

Ri ‖ Rj ‖ RF ), where Ri, Rj and RF are random number generated by user,
sensor node and foreign gateway node. We suppose that these temporarily
generated random number are disclosed to the attacker then he can easily
calculate the session-key SK = h(TIDi ‖ IDSNj

‖ Ri ‖ Rj ‖ RF ), where TIDi

and IDSNj
are public parameters. Therefore, the secrecy of the session-key is

revealed due to the disclosure of the session-specific temporary information.

3 Performance Comparison

In this section, we have discussed the performance comparison of relevant
schemes [1,5,8–10,17,18] in terms of several security attributes, smart card stor-
age cost, communication and computation costs.

Table 1. The comparison of security features

Schemes Security Features Comparison

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

R∗[1] � � ✗ � � � ✗ ✗ � � � � � � �
R∗[9] � � � � � � � � � � � � � � �
R∗[10] � � ✗ � ✓ � ✗ � ✓ � ✓ ✗ � ✗ �
R∗[8] � ✓ ✗ � ✓ ✗ ✗ ✗ � ✓ � ✓ ✗ ✗ �
R∗[5] � ✓ ✗ � ✓ � ✗ ✗ � ✗ � ✗ � ✗ �
R∗[17] ✗ ✗ ✗ ✗ � � ✗ � � � � � ✗ ✗ ✗

R∗[18] ✗ ✗ ✗ - � ✗ ✗ � � � � � - ✗ ✗

Note R∗: Reference, 1 Prevent password-guessing threat, 2 Prevent
identity-guessing threat, 3 Prevent impersonation threat, 4 Prevent
smartcard stolen attack, 5 Prevent replay attack, 6 Prevent insider
attack, 7 Achieve forward-secrecy property, 8 Exact authentication
phase, 9 Prevent sensor-node capture attack, 10 Correct session-
key establishment, 11 Facilitate mutual-authentication property, 12
Exact password change phase, 13 Prevent smartcard theft attack, 14
Prevent session-key temporary information attack, 15 Prevent stolen
verifier attack.
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3.1 Security Features

In Table 1, the comparison of security features of relevant schemes is presented.
We have shown in table 1 that the protocols [1,5,8,10,17,18] are vulnerable
to impersonation attack, session-key temporary-information attack and also not
facilitate forward-secrecy property. Next, the protocols [17,18] are suffering from
password and identity-guessing attacks, and stolen verifier attack. The protocols
[8,18] are not defending the insider attack and the protocol [8] is not providing
exact authentication and password change phases. The protocols [8,18] are not
resisting insider attack. The protocols [8,17] are suffering from smart card theft
attack and the scheme [17] is also suffering smartcard stolen attack. The protocol
[5] is also not facilitating exact session-key establishment.

Table 2. The cost comparison of communication and smartcard storage (in bits)

Schemes Total SCSC

Ui GWN SNj

T R T R T R

R∗ [17] Case-1 960 800 1600 1440 480 800 800

Case-2 1600 1280 2720 2720 640 960

R∗ [10] Case-1 1120 960 1600 1600 480 640 800

Case-2 1760 1440 2880 3040 480 640

R∗ [9] Case-1 800 640 1600 1280 480 960 640

Case-2 1600 1280 3680 3680 480 800

R∗ [8] 672 672 1344 1344 672 672 640

R∗ [1] 1120 480 1280 1600 480 800 960

R∗ [18] 960 640 1120 1280 320 480 –

R∗ [5] 800 480 1120 1120 320 640 960

Note R∗ Reference, SCSC Smartcard Storage Cost; T Trans-
mit, R Receive

3.2 The Communication and Smartcard Storage Costs Comparison

In Table 2, the communication cost of relevant schemes [1,5,8–10,17,18] is dis-
cussed. In Table 2, we have elaborated the communication cost for the user,
gateway node and sensor node in the context of length of received and transmit-
ted messages. To compute the communication cost, we have presumed that the
size of hash function, identity, random number, password, timestamp, encryp-
tion/decryption (AES) all are 160 bits. The communication cost for Ui, GWN
and SNj in the scheme [17] for Case-1 are 1760, 3040 and 1280 bits, respectively,
and for Case-2 are 2880, 5440 and 1600 bits, respectively. Next, the communica-
tion cost in the scheme [9] for Case-1 are 1440, 2880, 1440 bits, respectively, and
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Table 3. The computation cost comparison

Schemes User Gateway Sensor node

R∗ [17] Case-1 7TH 8TH 5TH

Case-2 8TH 7TH 5TH

*R∗ [9] Case-1 9TH 14TH 7TH

Case-2 13TH 23TH 6TH

R∗ [10] Case-1 9TH 12TH 4TH

Case-2 11TH 13TH 4TH

R∗ [8] 7TH + 2TS 11TH + 4TS 4TH + 2TS

R∗ [1] 12TH 16TH 5TH

R∗ [18] 12TH 18TH 6TH

R∗ [5] 10TH 8TH 6TH

for Case-2 2880, 7360 and 1280 bits, respectively. The scheme [8] takes 1344,
2688 and 1344 bits for Ui, GWN and SNj . The protocol [1] requires 1660, 2880
and 1280 bits for Ui, GWN, and SNj . The communication cost of the schemes
[18] and [5] for Ui (1600 and 1280 bits), GWN (2400 and 2240 bits) and SNj

(800 and 960 bits). The protocol [10] requires 2080 (Ui), 3200 (GWN) 1120 bits
(SNj) for Case-1 and 3200 (Ui), 5920 (GWN) 1120 bits (SNj) for Case-2.

3.3 The Computation Cost Comparison

In Table 3, we have delineated the computation cost comparison of related proto-
cols [1,5,8–10,17,18]. This computation cost is described for Ui, SNj and GWN
for each authentication cycle separately. The computation cost for Ui of the
schemes are [1,5,8–10,17,18] are 7TH , 8TH , 9TH , 13TH , 9TH , 11TH , 7TH +2TS ,
12TH , 12TH and 10TH , respectively. Where TH presents the hash function and
TS shows the symmetric key encryption/decryption operation. The computation
cost of the protocol [17] for Case-1 are 8TH and 7TH for GWN and SNj respec-
tively, whereas for Case-2 both GWN and SNj takes 5TH . The protocols [9] and
[10] for Case-1 and Case-2 take 14TH , 23TH , 12TH and 13TH for GWN, 7H , 6TH

and 4TH for SNj . The computation cost of the protocols [1,5,8,18] for GWN
and SNj are 11TH + 4TS , 16TH , 18TH , 8TH , 4TH + 2TS , 5TH , 6TH , 6TH and
6TH , respectively.

4 Conclusion

Recently, Amin-Biswas developed a secure remote user authentication protocol
for WSNs. However, we have found that Amin-Biswas’s protocol is not resist-
ing password and identity-guessing, user-impersonation, smartcard theft and
known session-key temporary-information attacks. Moreover, it is not provid-
ing forward-secrecy property. Apart from it, we have shown the comparison of
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other existing relevant authentication protocols in terms of costs (computation,
smartcard storage, and communication) and security functionalities.
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Abstract. Recent years have been characterised by a rising interest in using enter-
tainment computing to monitor, maintain, and improve human health. This is
observed in many systems and applications that leverage the benefits of a playful
and enjoyable experience to provide a technology-enabled health intervention.
This paper reviews one decade of papers (679) published at the intersection of
health, entertainment and technology to determine trends, studies’ characteristics,
type of solutions, domains of application and study purposes. Results show that
there is a growing body of research in the area, with the majority of studies provid-
ing solutions for rehabilitation and addressing motor conditions related to stroke
and/or fitness. Where half of the solutions reported are custom made, the bulk
of those studies is performed with the purpose of evaluating the solutions pro-
posed or validating their efficacy. In 80% of the cases, the studies are performed
with subjects from the target population with sample sizes that have been steadily
increasing over the years.

Keywords: Health · Entertainment · Technology · Computing · Review ·
Games · Simulation · VR · AR

1 Introduction

Consumer technologies for gaming and entertainment havebecome soprecise, affordable
and pervasive that their application has gone well beyond pure entertainment. With a
variety of application domains, from education to business, entertainment computing
is increasingly used in the health domain. This gain in popularity has been explained,
e.g. with the proliferation of low-cost technologies, the realisation of the potential of
entertainment and playful elements in extending motivation, and the widespread access
to technology in general [1, 3–5].
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In health, entertainment computing has been used to support the monitoring, detec-
tion, treatment, rehabilitation and education of patients and non-patients alike [5]. These
technology-enabled solutions have taken the form of simulations, serious games or gam-
ified applications that leverage the potential of virtual/augmented/mixed reality and/or
game elements to support a variety of health domains and conditions. Because of the
applied research areas at the intersection of health entertainment computing have become
so wide, it is important to investigate the research that has been conducted in this area
to understand how the field of health entertainment computing has evolved over the
years and what specific contributions have been made by that field of research. To our
best knowledge, no such analysis has yet been done. This paper engages in a system-
atic review of the literature of the research published between 2004 and 2014 at the
intersection of health, entertainment and technology to develop an understanding of the
main contributions and areas of application in the field. Specifically, we investigate the
(i) characteristics of the studies, from purpose to participants involved, etc., (ii) types of
solutions that have been produced and iii) purposes of the interventions and their main
domain areas. A main research question guided the research: How has the field of health
entertainment computing evolved over the years? that we broke down into: (i) Which
are the most common domains of intervention? (ii) What type of solutions are being
produced? and (iii) What are the characteristics of the studies that are being conducted
with those solutions?

After presenting our search and data extraction strategy, we present our results and
findings, which are based on the full text analysis of 679 articles. We conclude with a
discussion and the identification of future avenues of research. This research brings a
shed of light into our knowledge and understanding of the multidisciplinary and vast
field of health entertainment computing, highlighting strengths and limitations as well
as general trends and characteristics.

2 Research Approach

The search strategy for this review was as follows: ((health OR rehab*) AND (((seri-
ous OR computer OR interactive OR video OR online) AND gam*) OR exergames
OR gamification OR (‘virtual reality’ OR ‘augmented reality’ OR ‘mixed reality’))). To
maximise coverage, the authors conducted a systematic search in three databases: IEEE
Xplore, PubMed and the ACM Digital Library. Articles included were dated between
January 2004 and December 2014; peer-reviewed; in English; involved five or more
subjects; were in an application domain related to health; and used entertainment tech-
nology. Articles were excluded when: not accessible/possible to locate; in form of book,
poster, demo, workshop, keynote, study protocol, review, editorial, letter, commentary,
clinical perspective or appraisal.

The above-described searches yielded a total of 6767 articles. Two reviewers
screened all titles, abstracts and type of publication for eligibility, according to the
inclusion and exclusion criteria. When necessary, the reviewers downloaded the article
and skimmed it to determine article eligibility. Articles that were deemed irrelevant were
discarded (5147). From the remaining 1485, 124 were not possible to locate/download
and 108 were dated outside the date range defined (2004--2014). The full texts of the
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1253 articles that remainedwere downloaded for full text eligibility assessment. Figure 1
shows an overview of the process.

Fig. 1. Overview of screening and selection process

Three pre-coding training sessions were carried out involving all reviewers cod-
ing five articles to refine goals, themes, concepts and a preliminary data extraction
form. Subsequently, a final version of the data extraction form was created that included
the following fields: year of publication, type of publication, venue, reason for exclu-
sion, study participants’ age/same as target/sex/health condition, health and application
domain, stage of the disease, type of intervention, type of technology, purpose of tech-
nology, sample size and purpose of the study. Later, reviewers independently coded four
articles and an agreement percentage of 93% among reviewers was computed, which
was deemed appropriate for subsequent independent coding. Three reviewers divided
the remaining articles and examined them independently. Questions and conflicts were
resolved by discussion and consensus in regular reviewers’ meetings. As a result of
this, 574 articles were excluded, and 679 articles were deemed relevant for the research
presented in this paper (Fig. 1).

3 Results and Findings

Figure 2 shows the yearly trends for the included articles. A tenfold increase of pub-
lications can be observed between 2004 and 2014, consisting mainly of conference
contributions until 2012, and later matched by journal publications.

Table 1 shows the top five conference and journal publication venues in this area.
Whereas there seems to be a large consensus on the most relevant conference venues in
the area (top five totalling 171 publications), this is not the case for journal venues (top
five totalling 73 publications). Interestingly, a larger number of conference publications
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Fig. 2. Yearly publication trends

are observed on odd years (Fig. 2). This may be due to two of the most contribut-
ing conferences taking place every two years, the International Conference on Virtual
Rehabilitation and the IEEE International Conference on Rehabilitation Robotics.

Table 1. Publication venues top five

Conferences---top five Journals---top five

• ACM SIGCHI Conference on Human
Factors in Computing Systems (60)

• Journal of NeuroEngineering and
Rehabilitation (18)

• International Conference on Virtual
Rehabilitation (51)

• IEEE Transactions on Neural Systems and
Rehabilitation Engineering (17)

• IEEE Annual International Conference on
Engineering in Medicine and Biology
Society (31)

• Studies in Health Technology and
Informatics (15)

• IEEE International Conference on
Rehabilitation Robotics (17)

• Disability and Rehabilitation: Assistive
Technology (12)

• ACM SIGCHI Conference on Interaction
Design and Children (12)

• Annual Review of Cybertherapy and
Telemedicine (11)

The analysis of the studies included in this review presented work at different stages
of development and with different purposes. We defined the following categories: con-
ceptualisation, user research (before development), prototyping, evaluation (of the sys-
tem itself) and validation (of the outcome of the system). Many contributions presented
multiple purposes or contributions in different stages. Figure 3 shows that most studies
contain a validation study (368) aiming at verifying if the proposed system fulfils its
health-related goal. Nonetheless, articles devoted to technical aspects, such as evalua-
tion (293) of the functioning of the system and prototyping (74) are also frequent. There
are, however, fewer contributions concerning the conceptualisation and user research
phases, which are crucial steps in the development of health entertainment technologies.

The largest sample size identified was 1943 participants, being the most frequent 10,
the average 41 and the median 19. Except for a few rare cases, conference publications



524 P. A. Silva et al.

Fig. 3. Purpose of the study

tend to present slightly larger sample sizes (mode: 20, mean: 45, median: 23) than
journals (mode: 10,mean: 37,median: 16).As for the evolution over time, the sample size
has increased during the 2004--2014 decade for both conference and journal publications
(Fig. 4), what is consistent with an increase of clinical and field trials and less proof-of-
concept studies.

Fig. 4. Average sample size across time and corresponding linear regressions

Although sample sizes have increased over time, the information provided on the
samples is often insufficient. Most studies do include male and female participants
(455), and only a few solely male (24) or female (18) participants. However, a large
number of studies (181) do not provide information on the sex of the participants.
Similarly, of the included articles, 120 do not report on the age of the participants. The
most frequent participants are, in this order, adults (18–49 years old), young senior
(50–64 years old) and senior (65–84 years old). Some studies include participants of
multiple age groups and hence have been accounted for in the different age ranges.
With respect to the condition of participants, 285 studies included patients, 211 included
healthy participants, 94 included both, and 73 studies did not indicate the condition of
their participants.

To analyse the stage of the disease of the study participants, we used Merril’s taxon-
omy, as summarised by Wattanasoontorn et al. [5], that considers the following stages:
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susceptibility, pre-symptomatic, clinical disease, recovery and disability. From the stud-
ies included in this review, 160 included participants in susceptibility stage, 24 in pre-
symptomatic stage, 249 in clinical disease stage (including transitory or acute condi-
tions), 228 in recovery stage (chronic conditions) and 18 in disability stage, meaning
the aim is not to recover from the disease but rather to increase quality of life. Studies
considering multiple stages were accounted for in each of the stages. For 63 studies, this
information was not available and for 75 this taxonomy was not applicable.

Each article focused on a specific type of digital solution, which we grouped under
one of the following categories: virtual reality, augmented reality,mixed reality, and other
types of solutions (e.g. games, mobile games, desktop applications, etc.). We found that
most studies used virtual reality (384) and few would refer to applications as augmented
reality (29) andmixed reality (18). Instead, a large number of studies would refer to other
types of technologies (249). It was not possible to determine the type of technology used
in 29 of the reviewed articles.

We were also interested in finding out whether the solution in use was (was not)
commercial. We found that 50% of the solutions were custom made, while 26% were
commercial; for 24% of the articles it was not possible to determine the nature of the
solution. While the fact that half of the papers report on custom made solutions is not
surprising, especially because this study is sourced on research papers, this also reflects
the potential that researchers perceive in embedding entertainment in technological solu-
tions targeting health and also a limited number of commercial alternatives. Hence, this
important investment by researchers may foresee an increase of solutions in the market
leveraging play, game elements or some sort of entertainment to attain health goals.

To determine the purpose of the technologies in the reviewed papers, we used Wat-
tanasoontorn et al. [5] classification, who created a taxonomy of serious games by target
group: patient/non-patient. Targeting patients, Wattanasoontorn et al. [5] considered:
health monitoring, detection, treatment or therapy, rehabilitation and education, while
for non-patients they considered: health and wellness games, training and simulation
games for professional, and training and simulation games for non-professional.

Overall, the results show that studies aiming at patients (664) seem to be more
expressive than those targeting non-patients (172). The greatmajority of articles targeting
patients reports on studies which purpose is rehabilitation (315); these are followed by
studies aiming at treatment or therapy (205). The smaller number of studies targets health
monitoring (50), detection (55) and education (39). When looking into technology for
non-patients, the health and wellness category gathers the largest number of studies
(156),while training and simulation games for professional (4) and non-professional (12)
show residual numbers (Fig. 5). For the correct interpretation of results, it is important
to mention that studies sometimes report on more than one single purpose. This is the
case of the combination of treatment or therapy plus rehabilitation (63) and of health
monitoring and detection together (20). Still, these numbers are less expressive than the
ones in categories such as rehabilitation, health and wellness and treatment of therapy
alone,which are the three areas that have been receiving themost attention by the research
community working in the intersection of health and entertainment technologies.

We also investigated whether interventions were tackling motor, cognitive, social
or other domains of intervention. Regarding this, results show that the vast majority of
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Fig. 5. Purpose of technology

studies focused onmotor (454) concerns, followed by studies addressing cognitive (132)
issues. A smaller number of studies dealt with social (47) or other types of issues (81).
In this category, we would include, for example, studies dealing with pain or general
health awareness. So far, there has been a tendency to focus on one single domain of
intervention, still it is important to note that some studies address more than one domain.
This is the case for studies focusing on motor and cognitive (16) or on motor and social
(14) domains. While still not expressive, there seems to be a tendency towards holistic
approaches in more recent years, where we found the above combinations as well as
others combining all three domains (2). It is noteworthy that from a total of 40 studies,
35 are dated 2009 or later.

Each study targeted one ormore intervention domains (e.g. balance, stroke, cognitive
rehabilitation), and those were labelled as reported by the authors of the articles. This
produced a heterogeneous number of labels for each article indicating one or more
intervention domains. We computed the co-occurrence of domains by first uniformising
the nomenclature for multiple terms referring to the same domain (such as TBI and
traumatic brain injury), and second producing a co-occurrence network diagram [2].
The resulting network diagram shows us the most frequent intervention domains as
nodes, its size according to the number of occurrences and colour indicating how central
the role each domain plays in the network (betweenness centrality). Nodes (domains)
are connected through edges according to the frequency of simultaneous appearance.
For this analysis, we only considered cases of three or more co-occurrences of domains.
This analysis shows that the most central domains were stroke and fitness followed by
ageing and Parkinson’s. However, the most frequent co-occurrence of terms was stroke,
fitness followed by balance, traumatic brain injury and spinal cord injury. The network
shows the relations between terms and how they cluster (Fig. 6).

4 Concluding Remarks

This paper reviewed health entertainment computing research published between 2004
and 2014. Results show that this area of research has been growing over the years
with a sustained increase in conference and journal publications. The largest subset
of contributions (~58%) still focuses on the development, prototyping and technical
evaluation, with only 54% of the reviewed publications evaluating the outcome of use of
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Fig. 6. Co-occurrence network diagram of domain of intervention

the proposed tools. This may mean that the impact of some tools is rarely assessed. On a
positive note, the sample sizes have grown through the years. More importantly, 80% of
the samples included their target population. We did not identify a preference towards a
specific type of technology, but data show that most solutions were designed for motor
interventions, and for rehabilitation purposes. Finally, the most common intervention
domains were stroke and fitness.

This study has some limitations that should be considered while interpreting the
results. First, the search criteria and chosen keywords used for identification of the
papers may have excluded relevant work. Furthermore, because of the long-time span
needed to review the 679 papers, the assessment criteria of the reviewers may have
changed over time. To this extends that, unless explicitly stated, information was tagged
as ‘not available’, and that, as in any review process, only the information available was
subject to interpretation. Finally, this research is time-bound to 2004--2014.

The authors are currently reviewing the literature up to 2018. Our goal is to expand
the results of this study to develop an overall understanding of the field of health
entertainment computing and identify strengths, weaknesses and future trends.
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Abstract. In the digital age, higher education varies widely from the educational
environment, the role of teachers and learners to teaching methods. Currently,
Vietnam as well as other countries around the world is facing the great challenges
of the shortage of a highly skilled workforce. The quality of workforce educated in
university has not met the demands of socio-economic development and interna-
tional integration. Besides, there is a lack of international experienced researchers
in higher education institutions. The connection between universities and busi-
nesses is not focused, which makes learners not be able to meet job requirements
after graduating. Therefore, it is critical to improve the quality of Vietnam’s higher
education in the context of Industry Revolution 4.0.

Keywords: Higher education · Training quality · Lecturer · Industrial revolution
4.0 · Solution · Curriculum · Evaluation

1 Introduction

In recent years, Vietnamese higher education has been recognized as a remarkable
achievement. Accordingly, there is an improvement in both the quantity and quality
of lecturers. By 2017, the number of lecturers was 72,792 which showed an increase of
11% compared to 2015. In particular, the percentage of lecturers with doctoral degrees
increased from 15.87% in 2015 to 22.68% in 2017.

University autonomy is considered as a global trend. It is three years since Resolution
No. 77/NQ-CP of Government on the pilot renovation of the operation mechanism of
public tertiary education institutions during 2014–2017 has been implemented. A good
news is that 23 higher education institutions have been successfully adopted. Their tran-
sition to the new model brings positive changes in the quality of lecturers and operation,
which helps the country’s higher education system to move toward university autonomy.

Quality assurance has been also strengthened. During the last two years, there has
been a significant increase in the qualified number of higher education institutions with
international and domestic accreditation standards. The developments of Industrial Rev-
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olution 4.0 present great challenges and opportunities for continued improvement of
higher education in Vietnam.

The position of Vietnamese universities in the Asian rankings has been enhanced.
In the school year 2017–2018, there are more Vietnamese higher education institutions
listed in different world rankings. In addition, they have made great efforts to gain
international rankings (Fig. 1).

Fig. 1. Vietnam has 42,000 educational establishments

Although theVietnamMinistry of Education andTraining also admits that the quality
of training as not high as desired, especially postgraduate and connected training, Viet-
nam has been making a lot of progresses in Education in general and Higher Education
in particular. However Research activities, technology transfer, and community service
have some limitations. Some universities after operating still do not meet the quality
assurance standards under the project of establishment of the university, which results
in the low quality of training and enrollment, and the lack of well-qualified resources.
Therefore, it is necessary to propose solutions to make full-scale transformation of edu-
cation and training with the aim of meeting the requirements of industrialization and
modernization in socialist-oriented market economy and international integration.

2 Objectives

This paper intends to highlight the challenges, opportunities, and direction for improve-
ment of higher education structures and activities in Vietnam as the Industrial Revolution
4.0 manifests its effects on the country, including:
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2.1 Fostering fundamental and comprehensive innovation in education from thinking,
perspectives to goals, systems, training programs (curriculum, methods, exams,
assessments), policies, mechanisms, and conditions for ensuring the quality of
education; encouraging innovation at all training levels, in the relationship between
the university, family, and society.

2.2 Shifting the training process from equipping only knowledge (people’s knowledge
improvement) to improving the competence and quality of learners (citizen capac-
ity). Performing objective “Learning with practice, theory with reality, connection
education between school, family and society”.

2.3 Shifting the education which focuses mainly on quantity objectives to the quality
and efficiency objectives. This aims to meet the demand of human resources in
society; Implementing standardization, modernization, and democratization of the
education system.

2.4 Changing from rigid and incoherent education system to open education sys-
tem; forming a lifelong learning mechanism associated with a learning society;
implementing socialization, democratization, and international integration.

2.5 Focusing trainingonhigh-level human resources, fostering talents, the qualities, and
competencies for self-study, knowledge self-enrichment, and creativity of learners.
Completing the industry structure and training level in line with the human resource
development planningof industries and countries andmake sure to include a number
of training majors at domestic and international levels.

3 Higher Education in the Context of Industrial Revolution 4.0

Industrial Revolution 4.0 is based on digital technology to build a hyperlinked world
and integrate intelligent technologies to optimize production processes and methods.
The most current advanced and innovative technologies are Artificial Intelligence (AI),
Big Data, 3D Printing Technology, Self-driving Cars, Robots, Internet of Things (IoT),
Nanotechnology, Materials and Sensors Technology and Biotechnology. Achievements
of Industrial Revolution 4.0 have beenwidely applied in production and life such as smart
cities, smart houses, transportation systems, hospitals, smart factories, and establishing
a connection between devices and machines, even between machines and people.

Industrial Revolution 4.0 provides an opportunity as well as creates an indispensable
requirement to build an education system 4.0. Education will accordingly become an
ecosystem that everyone can learn at anytime and anywhere with connected devices.
Educational institutions become an ecosystem to offer individualized creative products
with knowledge, innovation, and creativity of this person.

Education 4.0 is a major change in the goals and ways of training, which creates a
shift from transferring knowledge for a group of people to exploit potential and empow-
ering creativity for each individual. Teachers will take new roles as designers, catalysts,
mentors to create learning environments. Under the condition of digitalized learning
program, learners will have a separate learning path, which can be selected to suit the
training objectives. The digital learning system also provides feedbacks on learning
performance and suggestions for further learning content.

The range of interaction in education 4.0 is quite vast, the geographical distance,
space, and time are blurred. The educational environment does not only take place within
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the school but also on a global scale. Learners can actively study materials and interact
with teachers at any time with a computer or smartphone. The development of online
learning methods helps learners save time, effort, and cost. Augmented Reality/Virtual
Reality technology (AR/VR) iswidely usedwhich helps learners experience and practice
skills.

In education 4.0, thanks to the application of AI, Big Data and IoT technologies,
university board of management and lecturers can collect data, analyze and assess accu-
rately about learners. They can also monitor the students’ learning process at home,
check the homework completion, and report learning results to students and their fami-
lies. Even AI technology can replace teachers in some stages such as taking attendance,
marking papers, preparing lessons, and supporting foreign language teaching.

However, Industrial Revolution 4.0 also poses some significant challenges for society
in general and higher education in particular. The labor market is at risk of a complete
change as robots gradually replaceworkers.According to statistics from the International
Robot Federation, the speed of robot automation in the global industrial sector is reaching
a very fast threshold, led by South Korea at the rate of 631 robots per 10,000 employees
[1]. The International Labor Organization (ILO) also forecasts that robots put 56% of
workers in five Southeast Asian countries, including Vietnam at risk of losing their jobs
in the next two decades [2]. Much of Industrial Revolution 3.0 has not been realized and
will end up being leapfrogged as Industrial Revolution 4.0 is realized.

Vietnam is becoming one of the countries with the potential of advanced technology
development. Clearly, millions of new jobs come from the software sector. However,
automation gradually replaces manpower in many areas which make workers have to
adapt quickly to the change of production. Therefore, the university should be a place to
provide skilled human resources for society. This requires it to change comprehensively
both the model, curriculum, and the training method.

In Industrial Revolution 4.0, the interaction between devices and devices, and
between devices and people will bring out a new form of production. Some new skills
will be required for employees such as problem-solving skills, critical thinking, commu-
nication skills, collaboration, creativity, innovation [3]. This is an important feature that
not only guides changes in the training programs and creates new majors in universities,
but also sets out an essential requirement of “lifelong learning” for workers in Industrial
Revolution 4.0.

Under the development of Industrial Revolution 4.0, research and training activities
in higher education institutions also face challenges.Many technology corporations have
huge scientific, human, and financial potentials which are advantages in the race to turn
knowledge into products for life. They have a great deal of practical experience which
researchers and lecturers do not have. Moreover, free global trade in higher education
creates competition between domestic and foreign universities to attract students.
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4 Some Solutions to Improve Higher Education in the Industrial
Revolution 4.0

4.1 Continue to Foster Fundamental and Comprehensive Transformation
of Education and Training in the Direction of Focusing on the Competence
and Quality of Learners

Develop innovative training programs for undergraduate and postgraduate levels to meet
social requirements.

Update learning outcomes of each training majors. Revise and update the learning
outcomes to be appropriate with the finalized training programs.

Expand high-quality training programs in the direction of approaching advanced
technologies and achievements so that graduates are good at both professional and soft
skills, including foreign languages.

Improve students’ foreign language proficiency and encourage lecturers to teach
specialized subjects in foreign languages.

Open more training majors at postgraduate levels, increase training scale at both
undergraduate and postgraduate levels.

4.2 Comprehensively Renovate Forms and Methods of Assessing, Testing
and Evaluating to Ensure the Truthfulness and Objectivity

Change methods to evaluate learning results.
Develop a project to improve the content, form of assessing, testing, and evalu-

ating training results with a focus on evaluating the understanding and application of
knowledge and skills in solving academic and practical problems. Limit the require-
ment to learn by rote. Assess the improvement of attitude and capacity of learners.
Combine in-class evaluation with final-term evaluation, teacher evaluation and student
self-evaluation, school reviews, and social assessments.

Separate exam evaluation from teaching evaluation will motivate the renovating
the methods of assessing and testing during learning process. While learning must be
considered as a continuous process to accumulate knowledge, evaluation should be done
during the learning progress and at the final term by using a variety of fair and impartial
evaluation methods.

Assess the results of postgraduate education should focus on evaluating the com-
petencies of analysis, criticism, creativity, problem-solving, professional attitudes, and
capacity to do and apply scientific and technological research. Practical skills will be in
alignment with the training level and the capacity to adapt to the working environment.

4.3 Innovate the Evaluation of Training Quality

Study international accreditation systems to apply and evaluate the university’s training
programs according to international standards when possible.

Complete the quality management system according to ISO standards. Perfect the
organizational structure of the Quality Assurance and Training Quality Accreditation
Department.
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Enhance the participation of the community (Enterprises, faculty members, visiting
lecturers, researchers, professors) and students in curriculum development to ensure the
sharing and common understanding of the quality of training.

4.4 Perform Training Tasks to Make the National Education System to Be Better
Towards an Open Education, Lifelong Learning in a Learning Society

Carry out surveys to consider closing training programs that are no longer suitable.Adjust
inappropriate programs and develop new programs to meet the needs of production and
learners in practice.

Focus on building a number of high-quality training programs such as talented engi-
neers programs to improve the quality of training. Meet the requirements of high-quality
human resources. Meet the needs of learners and make a good learning environment and
further gradual integration with regional and international higher education.

Focus on high-quality programs to ensure the quality of outcomes but socialize these
training programs to improve the quality of training.

Develop training programs in the direction of ensuring the connection among training
levels. Focus on building open programs such as part-time training to encourage learners
with financial need to be able to work during their studying.

4.5 Develop Lecturers and Management Staff to Meet the Requirements
of Education and Training Innovation

Develop promotion plans and training plans for teachers and educational administrators
to ensure compliance with regulations.

Increase revenue to re-invest in improving the preferential regime for teachers and
educational administrators. The recruitment, employment, remuneration, and honor of
teachers and educational administrators must be based on the assessment of their pro-
fessional competence, their performance, and ethics. This will require a cultural change
as well as capital reallocation.

Strengthen the implementation of interconnection models, links between domestic
and foreign training institutions, especially universities, science and technology organi-
zations, and research institutes to create conditions for international experts and overseas
Vietnamese to participate in teaching and research.

Encourage lecturers to improve their professional qualifications by offering financial
supports. Facilitate their participation in programs, projects, and courses both at home
and abroad.

4.6 Accelerate the Process of Digital Transformation and Anticipate
the Application of New Technologies

Digital transformationmust ensure four elements, including empowering lecturers, inter-
acting with students, optimizing organization, and innovating methods. The university’s
digital transformation process takes place in all three stages including planning, formu-
lating strategies independently, implementing innovations, and monitoring the impact
of technology deployment.
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Currently, there are many tools for digital conversation such as Skype video con-
ferencing, GoToMeeting, Blue Jeans, Microsoft Teams conversation. Resource shar-
ing applications include OneNote application, Stream, Reader Analytics reader anal-
ysis application, and Look Up Tflat dictionary. Application supports include draw-
ing mindmap (Mindnode, Simplemind), Wolfram Alpha. Many online services support
learning such as Power BI tools, Blackboard, WebCT, Desire2Learn, ANGEL, Sakai,
and Moodle. Universities need to apply new technology, using versatile tools such as
computers, projectors, electronic lectures, smart electronic boards, electronic textbooks,
and especially teaching software (E-learning). Accordingly, organizing classes, assign-
ing assignments, limiting time, evaluating, providing documents, receiving feedback,
adjusting student activities are all operated on computers.

Build mini studio models using new technology, virtual classrooms, virtual labora-
tories, virtual equipment, virtual libraries with the support of smart devices. Research
and apply AI technology, especially in synthesizing learning information to give useful
hints for learners and teachers, enable learners to access standardized curriculum for
each individual; in assessing capacity and needs of learners, or overcoming the shortage
of teaching staff (such as teaching foreign languages).

5 Conclusion

In the current era of scientific and technological revolution and the trend of globalization
and development of knowledge economy, higher education plays an important role in
the country’s education system. However, the current development of Vietnamese higher
education does not match with the development of the economy. The issue of reforming
the higher education system is always mentioned in all the mass media, educational
conferences and seminars andparliamentary forums, etc. It has also attracted the attention
of not only lecturers, experts, and educational managers but also the leaders, scholars,
organizations, and social groups in country and all around the world. This shows the
urgency of the problem and proves the tradition of studiousness and appreciation of
talent development in Vietnam as well.
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Abstract. Advanced Driving Assistant Systems (ADAS) are mature in
vehicles. At the same time, automatic driving technology is starting to be
applied. But compared with those intelligent cars, old vehicles without
any assistance are exposed to the dangers of accidents. And by the fact
that, it is unsuitable to install ADAS on old motor vehicles, we are in
dilemma to monitor their behaviours of while driving. This paper intro-
duces an intelligent behaviour monitoring and safeguard system with
high accuracy, robustness and convenience for drivers in their regular
vehicles to guarantee both public’s and their own safety. It merges com-
puter vision,and multiple biosensors to collect both drivers behavioural
data and health data. Considering the influence of emotion of drivers
while driving, their facial expression and driving aggressiveness will be
detected as well. For data from biosensors, we use a Statistical-based
Bayes data fusion Method to deal with data from multiple sensors and
different kinds of data. Using the cloud and Internet of Things (IoT)
technology to concentrate those data, the visualized data can be checked
and managed on a smartphone. Drivers in unsafe driving states will be
warned by a voice assistant. The system can be connected to smart city
system in progress, and drivers behaviour and health data is valuable for
future data mining as well.

Keywords: Driver behaviours · Internet of things · Facial
recognition · Advanced driver assistance systems

1 Introduction

In recent years, Advanced Driving Assistant Systems (ADAS)and automatic
driving technology are in their rapid development, vehicles with smart systems
are becoming more and more prevalent. But those technologies concern more
about the data from vehicles themselves (OBD data,GPS,etc.) and the surround-
ing environment (pedestrians, other vehicles, etc.),data from drivers is less con-

c© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer
Nature Singapore Pte Ltd. 2021
X.-S. Yang et al. (eds.), Proceedings of Fifth International Congress on Information
and Communication Technology, Advances in Intelligent Systems
and Computing 1183, https://doi.org/10.1007/978-981-15-5856-6_53

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5856-6_53&domain=pdf
http://orcid.org/0000-0003-0275-6998
http://orcid.org/0000-0001-8249-7126
http://orcid.org/0000-0001-6012-9269
http://orcid.org/0000-0002-9486-6862
http://orcid.org/0000-0002-5735-8711
https://doi.org/10.1007/978-981-15-5856-6_53


Access to Smartness: An Intelligent 537

cerned. In fact, most (94% [1]) accidents are estimated to be caused by human
factors,and the bad driving behaviour of drivers is the direct cause of many seri-
ous traffic accidents,including fatigue driving, distraction, smoking, using mobile
phones, not holding the wheel etc. Other special conditions of drivers, such as
sudden diseases of drivers,human interference etc., also the cause accidents. How-
ever, current driver assistant systems only can warn the driver under the limited
circumstances, and cannot detect special situations and potential dangers at all;
when an accident occurs, they rely entirely on manual to cry for help, resulting
in the delay of rescue time. Besides, there is a great data gap between smart
vehicles and unintelligent ones. On the other hand, smart vehicles have little
chance to access information from regular ones, bringing inaccurate judgments
or difficulties in making decisions.

The purpose of this system is to help urban traffic managers, managers of
motorcades and other intelligent systems such as ITS to make decisions, evaluate,
supervise drivers, and analyse driving conditions. At the same time, it uses an
effective methodology to guarantee the safety of drivers and passengers.

2 Related Works

The Method of driver monitoring, which has become one of the key research
areas under the umbrella of Intelligent Traffic System (ITS), includes vehicle
data monitoring, physiological signal monitoring, and action monitoring.

Vehicle data monitoring is traditional and widely used in modern vehicles.
They use sensors to measure the internal status of the vehicle like steering wheel
angle, acceleration, rotational velocity etc. The use of mobile smartphone inbuilt
sensors to monitor driving behaviour [2] also one of the choice.

For complex states of drivers, such as distraction while driving, physiological
signals can be utilized which is the most studied monitoring system. Usually, it
is divided into contact method and contactless method. The former one includes
the extraction of bio-features such as breathing, electroencephalogram (EEG),
electrocardiogram (ECG) etc. In methods of digital signal processing (DSP), the
theory of Operational Research is used to assess drivers states [3].

The second one is done by facial detection through cameras. One classic
method is using face tracking and PERCLOSE (percentage of eye closure) rate
as a real-time measure of fatigue [4]. But, these systems need to be enhanced in
weak light conditions and have a low accuracy and robustness.

But the simple fatigue detection cannot meet the satisfaction of monitoring
and predicting drivers behaviours. Al Machot et al. put forward a method [5]
that uses speech instead of facial detection to recognize emotion. After that, a
new type of framework named advanced driver monitoring for assistance systems
(ADMAS) [6]is proposed to monitor their emotions and safeguard.

Early prediction of a driver’s actions might correct drivers bad behaviours.
The article [7] presents an improved deep learning technique to predict a driver’s
a few seconds early action before the action is performed.

However, less willing is shown in users to install a complex system. More-
over, the efficiency of drivers monitoring systems is questioned, both for their
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accuracy, of environmental disturbance, convenience,high expense, lacking the
automatic cry-for-help function while an accident occurred. In addition, facing
the disturbing from humans, which is proved to be a critical cause of serious
accidents [8],can not be detected as well.

3 System Structure

This section describes the structure of the system and its modules in detail.
The system has to be able to monitor and manage the driver’s abnormal driv-
ing behaviour in real-time and have a safeguard function. The comprehensive
framework of the system consists of the following 4 layers:

(a) Physical cabin equipped with IoT terminal and steering wheel with sensors to
be connected to the cloud server by Wireless Local Area Networks(WLAN);

(b) Cloud server to store the data of behaviours in a cloud database,and evaluate
behaviours of drivers;

(c) An ITS can access the information from cloud database through Application
Programming Interface(API);

(d) Client Side where the users (including drivers and manager)can log in and
check the visualized data using a smartphone application.

The sketch of the framework is shown in Figure 1. Firstly, the image data
of the driver is analysed by the camera, the biological signal is collected by
the sensor,thus,the driver’s state is detected in real time. After the processing
and fusion of data in the vehicle terminal,the data will be transformed into
JavaScript Object Notation (JSON) format and sent to the cloud server. The
mobile application gets the data from the server and visualizes it. When an
abnormal driving behaviour appears, a voice warning will be carried out. When
an accident occurs or the driver is injured, an alarm and a GPS position can be
automatically sent to police or hospital.

3.1 Devices in the Cabin

The equipments inside consist of 2 sections: IoT Terminal and Steering wheel
with sensors. Figure 2 depicts an inner layout of the cabin. This physical layer
collects data from the driver while driving.

The sensors on the steering wheel are capable to obtain Pulse Oxygen Satu-
ration (SpO2) and Pulse,which are valuable for drivers health monitoring. The
most effective scheme is using photoplethysmograph (PPG). Embedded in a
transparent outer case made of flexible material,multiple sensors are distributed
around the steering wheel. This structure enables the collection of data easy,for
driver have to keep touching the wheel while driving. The IoT Terminal equipped
in front of the driver serves as the main monitor. The camera collects the real-
time image flow. After the facial characteristic analysis, the human body anal-
ysis,it obtains the state data and the expression data. The microphone is used
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Fig. 1. Overall framework of system

Fig. 2. The equipment structure in the cabin

for speech recognition. After being converted to text,it can be used not only for
instructions to interact with terminals but also for emotion analysis. Acceleration
Transducer and Gyroscope are used to judge whether the driver has aggressive
behaviour or not. All those data will be processed by CPU inside and sent to
cloud server in a JSON format using WLAN.



540 Z. Wu et al.

3.2 Cloud and Application

Cloud Server will contain a Database. The back-end of the server is written in a
Java program and has high concurrency, which can respond to a large number
of requests at the same time. The client is an Android Application. It contains 2
modules of the individual and the enterprise. As it shows in Fig. 3, the interfaces
include the location and route of the vehicle, the real-time states statistics and
data management of the driver at a certain time. Abnormal states of the driver
recorded according to the time. The emotion of drivers can be shown to improve
drivers comfort if necessary. The communication logic and flow among terminal,
server and application as shown in Fig. 4, In the enterprise module, a manager
of a fleet or a company is able to create a “fleet” after being certificated. The
information of each member will be viewed if the one is added into the fleet.

(a) Individual model (b) Enterprise model

Fig. 3. A data visualized application indicating drivers’ behaviour while driving

4 Data Processing and Fusion

4.1 Image Analysis

For drivers fatigue and expression on their face, facial recognition will be used.
It includes following 5 steps.
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Fig. 4. Logic and flow chart of mobile application communication

(1) Face Image Acquisition and Preprocessing.
(2) Facial Landmark Detection: For drivers in their process of driving, distur-

bances, like trembling and changing of environment, will occur. Thus, the
accuracy and robustness of large poses,exaggerated expressions and partial
occlusions is acquired. A Fully End-to-End Cascaded Convolutional Neu-
ral Network (FEC-CNN) method proposed in [9] significantly improves the
accuracy of landmark prediction.

(3) Fatigue and Recognition: We exploit the classic PERCLOSE, which is
defined as a parameter where the driver’s eyes are closed over a period of
time, mentioned in Sect. 2 to recognize fatigue.

(4) Expression Recognition: We make use of a method of recognizing emotions
through Facial Micro-Expression (FME) by learning Landmark Features
(LMFs) using CNN and Long-Short Term Memory (LSTM)[10].

(5) Driving Behaviours Recognition: Other states including smoking, using
phones, not holding the wheel, not facing front,human disturbance and no
seat belts are also classified in a trained model in advance.

All those states will be contained in a one-dimensional matrix Si (7 attributes:
fatigue, smoking, using a mobile phone, not facing front, not holding steering
Wheel, no seat belts, human disturbance), and expressions are included in a
one-dimensional matrix Ei (7 attributes: anger, fear ,disgust, happiness, sadness,
surprise and neutral).

4.2 Health Data

Heart Rate Variability (HRV) will occur when a driver is of drowsiness. Although
PPG signal represents an effective solution in order to measure the HRV, its
sampling pipeline shows some noise and distortion even after being filtered. In
addition,considering that our PPG sensors are separated from the skin surface
by a transparent material, its effects may be affected. Thus, after filtering, the
feature level fusion is used, and the heart rate and blood oxygen concentration
measurement method based on depth learning is used to learn more features by
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constructing multiple hidden layer model and a large number of training data,
so as to improve the accuracy. The health data will be included in the Hi.

4.3 Data Fusion

The image information and biological information are fused at the decision level.
Data fusion algorithm based on the Bayesian reasoning.

The main idea of designing multi-sensor data fusion method based on
Bayesian reasoning is to set n different types of sensors to identify m attributes
of the same target. Firstly, the data observed by n sensors for m hypothet-
ical Aj (i = 1, 2, . . . ,m) are classified. Get a set of object declaration for
different attributes: Bi (i = 1, 2, . . . , n); Second, calculate the conditional
probability (likelihood function) of each description in the case where each
hypothesisAj (i = 1, 2, . . . ,m) holds.

Considering that each sensor is observed independently, so each target
description Bi is also independent of each other, then it is necessary to calculate
the joint likelihood function of n target descriptions under m conditions.

Finally, the posterior density of all kinds of assumptions Aj in the case of n
target descriptions is calculated by using Bayesian formula. And then the maxi-
mum posterior density can be obtained. Use it as a basis for deciding whether to
accept assumption Aj . abandoning redundant information and completing data
fusion.

5 Application Scenarios

This monitoring and safeguard system combines various technologies including
facial expression recognition, biosensors, IoT and data fusion to enable regular
vehicles to be smarter to some extent. Regular vehicles and their drivers will be
linked to an ITS or a Vehicle Networking. A city ITS platform can easily access
our driver behavioural database. For users of diverse demand, we designed the
following 2 scenarios:

(1) For individual users, in addition to getting feedback on their driving
behaviour from the mobile application, they can also create car fleet with
relatives or friends to view their driving data to protect the personal safety
of family and friends. Their injuries in accidents will be informed at once.

(2) For enterprise users, they can manage a group of vehicles and their drivers.
By supervising the behaviours of employees, enterprises can solve the prob-
lems of performance evaluation on the road at regular periods. All the unsafe
actions will be quantified and visualized. If expression data is allowed to be
accessed, it will be utilized to improve the interior condition or service by
enterprises like automobile service companies. Also, the monitoring of drivers
behaviour can be exploited in the training and assessment of intern drivers.
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6 Conclusion

This work aimed to overcome some defects of existing systems and provide
smart access to regular vehicles. The system combining the facial expression
and speech recognition,biosensors,data fusion and IoT equipment increases the
accuracy,robustness and efficiency of management,and is easy to implement and
use by both individuals and enterprises. The design of the system is valuable
to the construction of intelligent traffic system network, which can use the col-
lected data from drivers to solve many driving problems and to provide a more
convenient and safe road transportation environment.

Future works foresee the validation of the monitoring and safeguard sys-
tem in the improvement of safe driving. Besides,more value of those data from
drivers is still waiting for mining. Considering the lack of support of large scale
data,analysis and prediction of unsafe behaviour still remain to be done.
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Abstract. The advent of Information and Communication Technologies (ICTs)
brought a fast development of urban centers, and a debate emerges on how to
use ICTs to enhance the development and quality of life in cities and how to
make these more efficient. The object of this paper has as the analyze whether or
not the traditional regulatory model, based on a system of sanctioning behavior
divergent from the normative prescription by the postulates of digital governance.
For the elaboration of this paper, we use the method of deductive approach. This
way, along with the prominent literature and the experience of good international
practices, wemust recognize the need for an “intelligent” regulatorymodeling thus
being, we presented a contribution to building a new legal paradigm toward the
enhancement of democratic processes in smart cities, structured on the postulates
of Crowdlaw (collective production of the legislative process). Last, we believe
that the contributions arising out of this work may fill some of the gaps existing
in terms of legal theory production on the regulatory modeling for participative
governance.

Keywords: Regulatory modeling · Participatory governance · Smart cities ·
Crowdlaw

1 Introduction

The quick introduction of new technologies, associated with the acceleration of urban
development, led to the creation of smart cities. In the legal sphere, there was a normative
profusion on the subject of technological development and administrativemodernization.
However, the practice of the majority of administration shows that the reproduction of
hierarchical normative production’s structure (top down) is not enough and is inefficient
in terms of taking advantage of the creative potential of people. In this sense, this work
justifies the need to incorporate the citizen in the axis of this transformation.
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In the face of this, the traditional normative structure becomes questioned and even
(why not say it?) challenged to (re)design its models, well aware of the current social
values, not limited to the “cold letters of the law.” Thus being, this study approaches the
“new” formof normative production in the light of directives that embodywhatCanotilho
[1] called “Modern Statehood.” This aims at adapting and widening the constitutional
principles of the State of Law to the new demands coming from society.

Thus, diverse forms of integration of organs and entities in the perfor-
mance/development of public policies are connected toward broader participation and
democratic openness. In face of this, the write contribution and novelty are part of the
outstanding literature and the experience of good international practices on the need for
a “smart” regulatory modality (in which governments—in collaboration with companies
and citizens—are able to adopt experimentation policies such as enabling or dialogue,
learning and adapting, in favor of a more efficient regulatory ecosystem).

From this side, and with the aim to reach the proposed targets, this study was divided
in four items. The first one is destined to discourse about the contemporary settings;
next, the study is directed to presentation the regulatory modeling for the enchantment
of democratic processes in smart cities; in the third item it is made an analysis of the
Crowdlaw legal system. Finally, upon this, it is intended to show the ways to be explored
for the enhancement of democratic processes in smart cities.

2 Contemporary Settings

Following the teachings of Castells [2], contemporary societies experience a structural
process of transformation, in different axes, with reflections mainly in the economic,
cultural, and political dimensions. Thus being, such changes led humanity to a new age,
the informational age.

Concerning the legal sphere, Canotilho [1] points out that the main traditional prin-
ciples of State of Law go through a process of widening (as it happens with “geological
layers”) and, from that, they sustain the material and processual bases of what he called
“Modern Statehood.” This form of Statehood would be characterized, in general terms,
for the capacity of institutionalizing new channels of intercommunication between State
and society, seen from the understanding that knowledge must not be centralized.

The revision of the State model thus occurs within the emergence of a new model of
economic, social, and technological development—the informational model. This new
paradigm is allied to urban development, understood through the phenomenon of smart
cities.

It is now clear that the configuration of urban contexts in a network has affected
organizational and institutional tools of governance, which is becoming more and more
insufficient and inadequate in the current situation. What corroborates the increase of
a democratic deficit, mainly due to a lack of legitimacy of institutions with relation to
social demands.

That means that smart cities predicate plurality, complexity, and dynamics and that
these requirements are in counter-cycle with the traditional hierarchical, centralized
normative production ways, operating on the logic of a binary system with assigning
conducts and sanctions.
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We must register that it is not enough a whole principled construction around this
Modern Statehood if there is no concrete mechanism for its effectiveness. Moreover, it is
to note that specific regulatory modeling to deal with the specificities and challenges of
the new state paradigm is just one of these instruments. However, if well used, it maywell
be fundamental in order tominimize the governance deficits toward renewed processes of
individual and collective autonomy, either in the context of the State or in the relationship
State/Market/Society (Citizen). In this perspective, the theories on regulatory modeling
are adequate for the understanding of this thematic. From the decade of the 80s, the issue
of governance assumes that each regulated environment has a logic of its own.

3 Regulatory Modeling for the Enhancement of Democratic
Processes in Smart Cities

As we have seen, the regulation system cannot stay (anymore) restricted to the figure
of the State that centralizes power and regulates the market and society through static
criteria. Such a system must open to including in it the agents to be ruled.

Thus being, the proposals for analysis of a reformulation of the regulatory mod-
eling, in the current situation, are analyzed from three fundamental theoretical sides:
Responsive Regulation, Smart Regulation, and Really Responsive Regulation.

3.1 Theory of Responsive Regulation

The theory of Responsive Regulation was conceived, in the decade of the 80s, by Ayres
and Braithwaite [3]. The scholars have departed from the assumptions of the Theory of
the Behavioral Law and Economics (BLE), confronting it with the classical theory of
regulation.

So, from an empirical study, the authors concluded that the classical theory of reg-
ulation, anchored on the utilitarian paradigm (that a norm will be effective just if it is
advantageous), could not be applied to all the regulated agents consistently. From the
verification that state entities should be sensible and responsive to how each regulated
agent is organized, Ayres and Braithwaite [3] proposed a methodology of structured
dialogue, involving the regulatory entity and the regulated agents in a perspective of
supervising and collaboration.

This way, they depart from the assumption that the hierarchical regulatorymodel (top
down) and imposed (assigning negative sanctions) is important for themaintenance of the
regulatory system, but it is not enough to ensure the effectiveness of the law (compliance).
The authors then propose multiple strategies, with different levels of intervention and
coercion, translated to the figure of a responsive regulatory pyramid.

We must refer that the theory of Responsive Regulation keeps in the State the role
of regulation, seen as a factor of normative effectiveness, but also of maintenance of the
state figure as an entity concentrating the regulatory function. Moreover, there remains
the primary focus falling upon the theory of the Responsive Regulation, considering that
the State must exercise the regulatory function. Nevertheless, in the same measure, it
must combine regulatory measures that assign to the market itself the power of solv-
ing problems and auto-regulating itself, and these were some reasons that justified the
development of the theory of Smart Regulation, as follows.



548 M. B. Bernardes et al.

3.2 Theory of Smart Regulation

As we have seen, responsive regulation was presented as an alternative in order to
overcome the gaps in the classic model of state regulation. Regardless of its practical
application, the final aim of auto-regulation started to be questioned in what concerns
the capacity to give answers to demands and to highly complex social problems. For
instance, environmental issues and theproblemsof collusionbetweendifferent normative
instruments regulating these issues must consider that the divergences turn unfeasible
an effective compliance with the norms.

Within this debate, it becomes clear the doctrine of Gunningham et al. [4] charac-
terized mainly by the “regulatory pluralism” aiming at enhancing the performance of
responsive regulation. The authors propose that this must be encompassed in the self-
regulation or co-regulation mechanisms. In this sense, the theorists of Smart Regulation
propose that other agents, besides the state regulator, should participate actively in the
regulation process.

It is, we may say, a regulatory technology based on the pyramidal model of sanctions
(possibility of echeloning of sanctions). Meanwhile, the regulatory pluralism is built
from the interlocution between State (mechanisms of command and control), market
(auto-regulatory mechanisms), and society. It is thus a tridimensional structure.

Such strategieswere not exempt from critics, based asMoreno states on the following
arguments. First, theories that are sustained by normative effectiveness alone are not
enough to comply with all the requirements of the legal order (considering the difficulty
of establishing objective parameters in order to assess whether the regulated agents
comply with the norm). Following the regulatory pluricentric of Smart Regulation, we
may face difficulties in operationalization, namely from the lack of clarity concerning the
responsibility of the regulated agent. Regulating agents may adopt actions and behaviors
not conforming with the scope of the norm; the process of construction/adaptation of
the regulatory system, involving a multiplicity of actors and of interests, will tend to be
time-consuming and costly.

For all those reasons, Moreno [5] postulates that such strategies must incorporate,
in the step of regulatory production, communication system/debate, these and other
measures are postulated by the theorists of the Really Responsive Regulation.

3.3 Theory of Really Responsive Regulation

The Really Responsive Regulation considers the complexity of social-technical interac-
tions (with effect on the current regulatory paradigm). It departs from premise according
which the State must be responsive to the specificities of the market (Responsive Regu-
lation) and promote the dialogue between multiple regulated agents—State, market and
society (Smart Regulation); Baldwin and Black [6] postulate that regulation must also
be responsive to the regulated system (to its own effects), meaning that there must be a
monitoring and periodic review of the effectiveness of the regulatory strategy.

The main idea of the proponents of RRR is that a regulatory theory is only important
if it does help to overcome the challenges with which the regulatory agents are faced in
practice, justifying the need to adopt strategies previously to the creation of the norm
(ex ante), of monitoring (pari passu), and supervise and enforce the norm (ex post). With
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this, the authors point out that really smart standards should explore and deepen the
debate on “transparency, evaluation and monitoring” [6].

For this, the theoretical supporters of RRR sustain that the design of the regulatory
modeling must consider five circumstances: (1) Cognitive and Operational Structures
of the regulated agents. “Configurations of attitude”: The social signs that the regu-
lated agents send to the regulator for communicating the level of acceptance of the
regulating agenda and of the regulator itself in the performance of its functions. (2)
Wider institutional regulatory environment: to recognize and to answer to restrictions
and opportunities presented by the institutional environments. (3) Different logics and
strategies of regulatory tools: Each regulatory modeling may have its own logic, such as,
for instance, punishment, rehabilitation, and restauring. An intelligent regulation must
offer strategies to balance the tensions1 between the norms. (4) The own design of the
regulatory regime: By the application of the regulatory model the regulator must be
capable of measuring whether or not the tools are efficient in order to reach the desired
goals. (5) The changes eventually may occur in each one of these circumstances: The
regulatory strategies need to adapt to changes and new priorities, either arising out of
internal or of external factors [6]

That said, RRR is based on a new form of regulatory modeling, more flexible. With
a holistic vision, involving the market and also society. In a perspective of collaboration,
through the participation in public policies. And, besides that, the construction of the
regulated system in your different phases (diagnosis, modification, and evaluation of the
normative scenario).

From the synthesis of the models and respective critics, it may be said that the
theory of Really Responsive Regulation was the one that better synthesized the critics
directed both to themodel of hetero-regulation and themodels of auto-regulation and co-
regulation. Moreover, it has evolved in a way to encompass the complex social demands,

1 The tension among the norms are referred to as responsiveness between regulation and the legal
system ingeneral. In this sense, Saddy andGreco [7] illustrate this scenario on the study "Termsof
Adjustment of Conducts in sanctionative procedures in theBrazilian State)." Inwhich the authors
discourse on the different logics of legislations that regulate the economic activity, foreseeing
divers normative species (fines, warnings) on the Federal Law of Administrative Procedure in
this country. Such sanctions may be commuted, meaning that it is up to the legislator to apply
the sanctions or to dissuade the infractor from celebrating agreements (replacement/suspension)
through the Agreement of Adjustment of Conduct. Greco illustrates this scenario in the study
"Terms of Adjustment of Conducts-TAC in sanctionative procedures in the Brazilian State,"
according to the best public interest. Meanwhile, these authors punctuate that not always Brazil-
ian laws allow the use of TAC, through regulatory agencies, identifying three possible situations.
"(I) cases in which sectorial legislation expressly establishes the possibility of TAC by regula-
tory agencies. (II) cases in which sectorial legislation does not establish such possibility, but
regulatory norms authorize negotiation, case by case, to overcome infractions established at
an infra-legal plan. Furthermore, (III) cases in which there is no provision in legislation, nor
normative resolution to the case." It is thus suggested that in complex scenarios, it is up to the
administrations to adopt a vanguard position, electing consensual strategies of regulation, also
called soft-regulation. The current position of the administration must be tied "not only with the
act of decision, as it was the administrative tradition, but well beyond that, also with the result
of what was decided." Saddy and Greco [7].
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thus being elected as this study’s paradigm in the construction and of regulatorymodeling
for the enhancement of democratic processes in smart cities.

Next, itwill be presented some international cases that are establishing the connection
between these new paradigms (responsive laws, incorporation of technologies in its
routine and management of the problems of administration in a shared way), toward
intelligent and participative governance.

4 Crowdlaw: Legal System Qualified by “New”2 Agents

In front of the scenario mentioned above, it is proved the thesis according to which
smart cities are nor just technology: It is not enough the presence of the municipal
administration in a government portal. Smart cities are those that developed its planning
by integrating leadership and political commitment and placing social factors at the
core of its approach. This issue is confirmed by the postulates of the theory of Really
Responsive Regulation, when it is supported that, in intelligent environments, the citizen
assumes a central role—and “active” one. However, it must also be “responsive” to the
conditions of the system.

The “active” role of citizens echoes in legislative processes and gets strength with the
movement “Crowdlaw,3” a strategy of collective production of the legislative process,
“creating opportunities for the persons to provide knowledge, information and opinions
in search of the law production, of better informed regulation, towards enhancing the
quality of legislative results and efficiency of government” GovLab [9], as it is shown
in Fig. 1.

As illustrated, the process of citizen participation may operate in each of the five
phases of the legislative process. The first phase “formation of the agenda”; the second
phase “Insertion in the political agenda”; third phase integrates the “formulation of public
policy”; the fourth phase “implementation” at last, the fifth phase “policy’s evaluation,”
ends the cycle of participation with supervision and monitoring of the results of the
adopted legislation by the citizens.

Still, according to GovLab researches, the main trend of Crowdlaw in present days is
the use of tools and channels to allow various types of digital interactions with citizens.

2 Although the figure of the agents is not a new one, (citizens, private agencies, universities
have always existed), they assume an important role in the intelligent urban context. After all,
they are "new," considering the function they assume, which was before exclusively assumed
by the public power regulator.

3 Crowdlaw is an emerging practical field developed by GovLab, a research and action center
based on Tandon School of Engineering of New York University. Beth Simone Noveck and
Stefaan Verhulst founded the referred Center, in 2012, to promote the design of more open, more
efficient, and networked governmental institutions using data, technology, and crowdsourcing.
In the year of 2014, GOVLAB adopted the term Crowdlaw to refer to every possibility of
citizens becoming collaborators and co-creators of all types of legislative activities, including
legislation, regulation, and constitution. Available information in http://www.thegovlab.org/pro
ject-crowdlaw.html. Access in: August 2019. GOVLAB [8].

http://www.thegovlab.org/project-crowdlaw.html
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Fig. 1. Phases of the legislative process and the aspects of governance that the public can help to
enhance each GovLab [8]

For that, it may be referred to the experience4 about the Government of Taiwan (Min-
istry of the Digital Government of Taiwan), which has been “developing solutions for
intelligent interactions of social commitment, using tools developed with open-source
software.”

So, it must be identified which actions the municipal administration must adopt in
order to ensure this virtuous circle. From this perspective, GovLab presents a script with
the main elements of a legal system turned to popular participation, which is: (1) Cre-
ating a Laboratory of Open Assemblies: placed within the municipal Assembly, with
powers to bind the actions of this one, and with different responsibilities (to moderate
and to facilitate the commitment and to undertake training for the active popular partic-
ipation); (2) to declare popular participation as a right: fomenting co-responsibility and
recognizing that every citizen has the right to participate; (3) to articulate the purpose
of participation: to include individuals, civil society organizations, corporations, and
public servants in all the steps of the legislative process; (4) to promote active participa-
tion: adopting measures to promote an active posture of the citizens in the development
and implementation of the law; (5) transparency and responsibility: Active participation
assumes that persons have the right to know how legislation is promulgated, what is
promulgated, by whom, and with what purpose; (6) incorporating commitment in all
phases of the legislative process: Participation must be a praxis of the legislative pattern;

4 Many other interesting projects came to our knowledge. Just tomention a fewmore, we highlight
a project from Iceland, a country that is considered bymany as a "Better Reykjavik," and popular
participation in the different steps of the legislative process, see the case ofMadrid, Law 39/2015,
article 133. "Participation of citizens in the procedure of elaboration of norms classified as laws
and regulations. 1. Before the elaboration of the project of law or the law, a public consultation
must be undertaken through the portal of the respectiveAdministration, in order to get the opinion
of individuals and more representative organizations that might be affected by the future norm."
Moreover, still, the case of Brazil, Resolution Project nº 217, of 2017, whose aim is to modify
the Regulation of the Chamber of Deputies, in a way to include dispositions that turn the public
consultation (of the phase of the report of projects law) into a phase of the legislative process.
Ferri [10].
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(7) evaluation and test: The law must require continuous researches with participants
in order to evaluate the level of consciousness in the community on the law of popular
participation GovLab [8].

As may be seen, this project aims to highlight the possibilities of qualifying the
legal system by the involvement of “new” agents. It is important to stress the role of the
centrality of the citizen, as an “active” subject of the process of formulation of public
policies (the legislative process in itself). And, besides that, as a “responsive” subject in
front of the policy, the citizen must thus change his attitude for the prosecution of the
normative finalities.

5 Final Considerations

The scenario presented here has made possible to launch the bases for the construction
of a new legal paradigm, such as presented in the third item of this paper. Following this
approach, we had a great contribution of the theories of Responsive Regulation, Smart
Regulations, andReally Responsive Regulation.Moreover, we got the perception that (in
a world in which public functions migrate to the digital environment), governments and
regulators must “find ways to adapt continuously to a new fast-changing environment.
They must reinvent themselves in order to understand better what it is being regulated,”
Schwab [11].

From this logic, and to ensure passage from a vicious circle to a virtuous circle, it is
recommended that the municipal public sector adopt the following strategies:

• Regulating the right of popular participation, considering the technological poten-
tialities and, mainly, ensuring the participation in all these phases of the legislative
process, in order to legitimate the decisions taken by regulators;

• Foreseeing the creation of a permanent institution, the Urban Innovation Laboratory
(v.g “Open Assemblies Laboratory”5), with the responsibility of implementing all the
cycle of popular participation strategies;

• Ensuring the participation of diverse actors involved in the “innovation ecosystem”
is possible (and even desirable) the inclusion of government, citizens, academy, and
private sector.

Such regulatory acting and design of popular participation—in all the phases of the
legislative process (not just in the physical world but even in the digital environments
v.g. government portals)—would thus serve as a minimum warranty of leverage of
participative governance. Entirely responsively committing the involved parties.

5 By way of illustration, it may be referred the case "City Observatory," adopted by the City
of Madrid/ Spain, characterized by a permanent organ of citizen’s participation competent
for debating the cities issues, to propose the convocation of widespread consultation and to
make recommendations to the municipal organs. The referred Observatory was regulated by
"Acuerdo del Pleno," of the 20 January 2020. Available in: https://www.madrid.es/UnidadesD
escentralizadas/UDCMedios/noticias/2019/01Enero/29Martes/Notasprensa/Reglamento%20O
bservatorio%20de%20la%20Ciudad/ficheros/Acuerdo%20de%20Pleno%20Rto%20Observa
torio%20original.pdf. Access in: Jan 2020.

https://www.madrid.es/UnidadesDescentralizadas/UDCMedios/noticias/2019/01Enero/29Martes/Notasprensa/Reglamento%20Observatorio%20de%20la%20Ciudad/ficheros/Acuerdo%20de%20Pleno%20Rto%20Observatorio%20original.pdf
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Abstract. The research objective measures the muscle lower body of level of fit-
ness included in armed forces cadet commissioner inMalaysia. This research uses
standing broad jump as test battery to measure muscle lower body fitness and to
gauge the sample power of fitness. 212male respondents (N = 212) comprising of
military cadet commissioner of the NDUMwere chosen into research. The stand-
ing broad jump test was utilized as an instrument for this research. Quantitative
research as a quasi-experiment is the technique embraced for this research. The
quasi-experiment technique is utilized to gauge and assess the degree of physical
fitness of muscle lower body especially for leg power fitness among the military
cadet officers. The research plan is a quasi-experiment studywith pre- and post-test
where data were gotten through down to testing at the outdoor. The information
broke down utilizing the SPSS programming adaptation 20.0 to figure standard
deviation, mean and paired sample t-test in measure the lower body of physical
fitness of the military cadet officers. The result appears that the standard deviation
and mean for measure the muscle lower body fitness is (m = 204.01), (SD =
23.197) for pre-test and (m = 222.21) (SD = 20.716) for post-test. The paired-
sample t-test for assessing the level of fitness in muscle lower body for pre- and
post-test is significantly different (p < 0.05). The ramifications of research the
military cadet officers can recognize the degree of physical fitness of their muscle
lower body especially for leg power fitness.

Keywords: Physical fitness · Armed forces cadet officers · Standing broad jump

1 Introduction

Throughout different exercises or day-by-day schedules, respect lacking of physical
activity performance or entertainment, direct or substantial physical activity, we won’t
have the option to actualize it without ideal level of fitness. This is the motivation behind
why level of fitness is significant in individual being.Level of fitness is likewise a situation
that somebody can do his day-by-day work without torpidity, utilizing negligible vitality
while having additional vitality that empowers him to perform all the more testing
exercises [1]. The entire task involves in our day by day in life, we need well-being that
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incorporates body, psychological, physiological and community viewpoints. This is all
inclusive idea that enables an individual to live superbly and vivaciously [2].

Level of fitness is the capacity to contend in a decent and excellent living. What’s
more, fitness additionally incorporates different viewpoints, for example, social, mental
and physiology fitness, which are dictated by the person’s condition, heredity, qualities
and way of life. Physical fitness exercises are the epitome of learning characteristics and
qualities contained in the instructive projects.

It is commonly understood that military workforce requires a particular level fit-
ness to fulfill the physical need of war. Officers are required to bounce, crawl, hop,
climb, push, run from spread to cover, and convey overpowering burdens over exten-
sive stretches in their missions. These are the necessary endeavors put upon the military
faculty. Thus, from the military point of view, the key quantifiable fitness segments
incorporate versatility, quality, perseverance and adaptability [3].

The individual component and well-being in army workforce is the benchmark and
are remain as the noticeable attributes of officers the world over, even to the degree of
being better than weapons upgrades and development [4, 5]. In view of occasions ever,
physical planning is of most extreme significance for the two troopers and officials in
guaranteeing a considerable order and authority.

Well-being is a significant guide on the security workforces and military health [6].
Security powers faculty ought to have an elevated level of physical fitness since they
are constantly occupied with physically requesting exercises particularly in military
exercise and during war [7]. Observing of the physical fitness level into security forces
and military vigor is significant from the exhibition perspective, yet in addition to survey
their battle capacity.

Power as the capacity to express high paces of force improvement, which is fre-
quently, identified with a competitor’s general quality levels and capacity to express
high power yields [8, 12]. Furthermore, he likewise recommended capacity to convey
big paces of power advancement and big force yields are basic execution attribute key
to the accomplishment in most games [8]. This announcement is upheld by [9], who
expressed that these capacities are viewed as among the most significant games execu-
tion qualities, particularly in exercises that depend on bouncing, altering of course, and
additionally run execution. Power is the aftereffect of strong solid quality as a flitting
motivator in the midst of a given improvement. The last referenced, routinely implied as
peak power (PP), is regularly associated with touchy developments, for example, run and
hopping, can be an essential variable identified with achievement in a given preparing.

2 Research Statement

Well-being measure is the basis to utilized aid to translate volume of fitness individual
in an athletic ability [10]. Well-being measure will assist physical trainer with checking
the volume of fitness level of armed force officials occupied with physical exercises.
Moreover, through fitness measure, armed force physical exercise can recognize of
qualities and shortcomings of armed forces staff in the Malaysian Army.

Information on the volume of fitness among army staff can assists armed force vigor
coaches give suitable army preparing to build the degree of well-being [3]. Creating
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physical fitness measure for military officials in Malaysia is critical in order to evaluate
and keep up presentation volume of fitness of Malaysian military officials [3].

The nonattendance of a physical fitness measure brings about the act of utilizing tests
that do not fit in with standard technique for estimating the physical fitness level [5]. This
canmessmajor up to Physical Trainers. Up until this point, no physical fitnessmeasure is
received in deciding the physical fitness level, particularly relating to intensity of armed
force officials in Malaysia [5]. As of now, there are no test techniques and standard
physical fitness measure being presented and actualized in the Malaysia Armed Forces.

Thus, military officials who experience physical preparing or physical fitness session
could not realize their physical fitness level in light of the fact that their exhibition was
not estimated and evaluated methodically. Since there is no standard physical fitness
measure, the military physical trainer needs to depend on conflicting estimation tests, in
this manner the test scores acquired do not exhibit the real degree of physical wellness
of the real military officials.

Thus, the researcher intends to research the volume of fitness among the armed forces
Cadet Officer in Malaysia along of improvement of a standard physical fitness measure
among Military Cadet Officers.

3 Research Objective

This study is conducted with the aim of measuring a physical fitness level for muscle
lower body and to evaluate the muscle power level among the Malaysian Military Cadet
Officers.

4 Method of Research

The design of this research is a quasi-experiment of quantitative research. This technique
is utilized gauge, assess the degree of well-being, and create level of fitness measure.
This trial perception research utilizes a power component of physical fitness test battery.

The structure of this research is quasi-experimental study that formpre- and post-test.
In a quasi-experimental research structure, information is gotten through the useful test
in the field [11]. This research including 20–22-year-old Military Cadet Officers from
the National Defence University of Malaysia partook in this study. A sum of 212 male
Military Cadet Officers were chosen as a sample. Themotivation behind the examination
is to measure vigor of muscle lower body utilizing the standing broad jump test battery
(Tables 1 and 2).

Table 1. Fitness test battery

Physical fitness component Test battery

Power Standing broad jump
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Table 2. Analysis of data

Part A Analysis type Measurement tool

A Sample background Frequency, percentage

B Pre- and Post-test fitness level for muscle lower body Mean, standard deviation
Paired sample T-test

5 Finding Result

Every single crude information including outcome of chosen vigor test battery were
gathered and dissected utilizing SPSS adaptation 20.0 to get the outcome of the standard
deviation and mean to be utilized in measure the physical fitness level. Paired t-test is
utilized to evaluate pre- and post-test muscle lower body power level for the Military
Cadets Officers. This examination utilized the standing broad jump test to find out the
leg explosive force.

This regularizing research is utilized to build up a physical fitness measure utiliz-
ing a chose testing equipment and factual derivation is utilized to examine degree of
vigor as indicated by lifetime and sexual orientation. Paired T-test sample were utilized
watch distinction allying pre and post-test vigor volume of the subjects. Physical fitness
volume of sample was examined with taking a gander of the outcome during the presen-
tation of the battery tests. The data analysis process included a few stages, for example,
putting away, uncording, disconnecting, and computing the information. Every one of
the estimations of the test battery was gathered and recorded. Corrections were made
to fitness tests information to guarantee the information is finished and as per built up
techniques. For this examination, the researcher set three degrees of estimation. First, the
pre-estimation level. Preceding the estimations, the researcher informed the respondents
on the motivation behind the estimation.

Second, is the level estimation, where the subjects were separated into three gather-
ings dependent on their age (20 years, 21 years and 22 years). In the wake of separating
the subjects into three gatherings, the subjects were required to fill the example score
structure.

Third, is the process of study where each test battery was estimated by the fitness
segments. Information taken from estimations made during the pre- and post-test was
then investigated to decide the fitness level of the subjects.

5.1 Sample Background

See Table 3.

5.2 Data for Measure for Power Fitness Level

Table 5 appears level of fitness measure create to the standing broad jump test results
where the mean and standard deviation is 204.01 and 23.197, respectively. There are
5 categories used to classify the grade in the physical fitness measure: Excellent (5),
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Table 3. Age descriptive data

Subject N Age Frequency Percentages Valid percent Cumulative percent

Male 212 20 43 20.3 20.3 44.3

21 94 44.3 44.3 79.7

22 75 35.4 35.4 100.00

Table 4. Analysis descriptive on sample standing broad jump

Descriptive statistic Test score

Minimum 150

Maximum 285

Mean 204.01

Standard deviation 23.197

Skewness 0.167

N 212

Good (4), Fair (3), Poor (2), and Very Poor (1). Evaluating of physical fitness empowers
the various degrees of potential in a specific gathering as per the capacities of every
person to be distinguished. Scores from 5 (most elevated) to 1 (least) are given to show
the accomplishment level. From Table 5, the good performance is ‘Excellent’ having
outcome of 5 starts from 241 cm, ‘Good’ with the outcome of 4 is from 216 to 240 cm,
‘Fair’ with the outcome of 3 is from 192 to 215 cm while ‘Poor’ with the outcome of 2
is from 168 to 191 cm and lastly, ‘Very Poor’ with the outcome of 1 is from 167 cm and
below (Table 4).

Table 5. Physical fitness measure for muscle lower body of power

Category Distance (cm) Score

Excellent 241< 5

Good 216–240 4

Fair 192–215 3

Poor 168–191 2

Very poor <167 cm 1

Note cm—centimeter
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5.3 Data for Muscle Lower Body Power Level of Fitness

Paired sampleT-test perusal utilized to analyze the score ofmeanof pre-testmuscle lower
body of power and post-test muscle lower body of power. The discoveries demonstrated
the mean score of post-test muscle lower body of power (m = 222.21, sd = 20.716) is
more greater contrasted with the score of mean of pre-test (m = 204.01, sd = 23.197),
t (211) = −11.306, p < 0.05. From the finding, it was found that the level of muscular
fitness of the lower body of the Malaysian Military Cadet Officer was in good stead with
the increase from pre- to post-test. This indicates that military cadet officers have high
leg muscle power in performing tasks as security forces (Tables 6, 7 and 8).

Table 6. Frequency and percentages for level of fitness level for power amid Military Cadet
Officers NDUM

Frequency Percent Valid percent Cumulative
percent

Excellent 38 17.9 17.9 18.9

Good 100 47.2 47.2 65.1

Fair 61 28.8 28.8 93.9

Poor 13 6.1 6.1

Very poor 0 0.0 0.0

Total (N) 212 100.0 100.0

Table 7. Analysis of Paired Samples for pre- and post-test level of fitness for muscle lower body
power

Pair 1 Mean N Std. deviation Std. error mean

Pre-test explosive power 204.01 212 23.197 1.593

Post-test explosive power 222.21 212 20.716 1.423

6 Conclusion

Physical fitness for the most part incorporates psychological, body, physiological, schol-
arly, profound and social perspectives. Level of fitness is a complete idea to enables
people to reside a superior, invigorated and sure life. Along these lines, in this cutting
edge and propelled age, physical fitness is significant for an individual’s well-being.
Disintegration of the physical state of an individual will affect the person’s social mental
quality. As it were, a person’s psychological capacity and capacity to respond might be
influenced in the event that he is physically less dynamic.
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Table 8. Paired samples test for pre- and post-test level of fitness for muscle lower body power

Paired differences t df Sig.
(2-tailed)Mean Std.

deviation
Std.
error
mean

95% confidence
interval of the
difference

Lower Upper

Pair 1 Pre-test
power–Post-test
power

−18.203 23.443 1.610 −21.377 −15.029 −11.306 211 0.000

By distinguishing the physical fitness level, one can pick the sort of sports and
profession intrigue fittingly. The aftereffects on trial and estimation permit mentors and
specialists of sport science to operate level of fitness execution data to be the reason for
putting gatherings of people dependent on their genuine physical fitness level during
instructional courses. Information on the person’s level of fitness brings mentors and
sports science professionals plan a techniques and plan of action that are successful for
the competitors or players.

This research was led to build up the physical fitness measure for the Military Cadet
Officers dependent on Malaysia’s segment factors. This investigation additionally helps
the exercise physical of army evaluate a degree level of fitness between the Malaysian
Military Cadet Officers particularly at National Defense Universities of Malaysia. The
foundation of a standard level of fitness measure may upgrade the nature level of fitness
between armed force officials when all is said in done. In addition, the physical fitness
measure can be utilized by physical coaches to design and recognize proper sorts of
preparing for Military Cadet Officers.
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Abstract. With advances in medicine and healthcare systems, the average life
expectancy of human beings has increased to more than 80 years. As a result, the
demographic old-age dependency ratio (people aged 65 or above relative to those
aged 15–64) is expected to increase, by 2060, from ~28 to ~50% in the European
Union and from ~33 to ~45% in Asia [1]. Therefore, the percentage of people
who need additional care is also expected to increase. Geriatric health care, which
pertains to care for the elderly, has gained a lot of prominence in the recent years,
with specific focus on fall and sleep apnea detection systems because of their
impact on public lives. In the recent years, there has been widespread application
of Internet of things (IoT) and machine learning in the geriatric healthcare domain
because of the potential cost reduction such technologies can bring in. In this
paper, we present the architecture and design of an end-to-end geriatric health-
care system, with focus on wearable device based fall detection using machine
learning. We explain the major components of the system architecture, under a
certain deployment scenario, and present the communication protocol between
these system components. We also present the salient aspects of the multi-channel
variable time-division multiple access (multi-channel V-TDMA) MAC protocol
designed to suit the requirements of such a system. This protocol combines the
strengths of both standard time-division multiple access (TDMA) that is modified
to support flexibility and frequency-division multiple access (FDMA).

Keywords: Health care · Machine learning · Fall detection · MAC protocol ·
Multi-channel V-TDMA

1 Introduction

In this paper, we explain the design of an end-to-end geriatric healthcare system that can
be deployed in elderly care homes. The design presented here focuses on the application
of machine learning (ML) in fall detection and describes the system components that
enable this, and the communication mechanism required between these components.
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While this paper explains the design and the work done from the perspective of fall
detection, the same architecture can be extended to include other functionalities such as
sleep apnea detection and long-term health monitoring.

There has been substantial research into the design and development of end-to-end
healthcare systems. For example, a system architecture for smart health care for contin-
uous monitoring of assisted-living residents is proposed in [2]. The system comprises
of sensors for biophysical and environmental monitoring, backend databases and end
devices for visualization, and all components are connected by a backbone networkwire-
lessly or overlaid on to an existing wired infrastructure. Other architectures for remote
healthcare monitoring include [3, 4].

The application ofmachine learning in fall detection, using data generated by various
means such as wearable devices, environment sensors, and vision based systems, is also
being actively researched. The main challenge is to create a model that detects falls
accurately, while keeping the design of the fall detection system minimal and non-
intrusive. Wearable devices equipped with kinematic sensors and vital signs sensors are
commonly used to enable analysis around performance of machine learning models.
Hence, in our system, the device that enables monitoring of vitals is a wearable device,
worn by the elderly in an elderly care home. Many papers have been published which
use one or more of the kinematic sensor parameters with threshold-based or ML-based
techniques. For example, Li et al. [5] proposed a three-step algorithm based on activity
intensity analysis, posture analysis, and transition analysis, with signals reported by
accelerometer andgyroscope, in order to separate falls fromactivities of daily life (ADLs)
and near-fall conditions. In [6], the data set used was generated from accelerometer
and gyroscope, placed at the waist level. After feature extraction and feature selection,
classification was performed using Naïve Bayes, least squares method (LSM), artificial
neural network (ANN), support vector machine (SVM), and k-nearest neighbor (kNN)
algorithms. Hossain et al. [7] attempt to distinguish falls from ADLs and compares
SVM, kNN, and complex tree algorithms applied on data generated by accelerometers.
The paper compared the performance of these algorithms with respect to accuracy,
precision, and recall, on ADLs and four types of falls (forward, backward, right, and
left). It was observed that the accuracy and precision of SVM were the highest, while
complex tree performed better in terms of recall analysis. In [8], the authors performed
experiments using an Android application deployed on a smartphone, to detect falls.
The parameters monitored included pulse rate and oxygen saturation in addition to
accelerometer readings. Sensor fusion techniques have been experimented in some cases,
where more than one type of sensor is used, such as in [9].

In our system, a wearable device collects various parameters of the person wear-
ing the device at periodic intervals. The deployment scenario we assume is an elderly
care home comprising multiple rooms for the elderly. The network topology of the sys-
tem consists of three levels of components hierarchy---the first comprising individual
wearable devices, the second comprising data collection points per room, and the third
comprising a data collection and analysis point for the whole elderly care home. Since
the system is time critical, it is important to have a network protocol stack that offers low
latency and reliable communication between the entities of the system. The shortcom-
ings of the traditional time-division multiple access (TDMA) and carrier sense multiple
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access (CSMA) schemes render them inefficient for the network design for this system.
Many MAC protocols have been developed which addresses the shortcomings of the
TDMA and CSMA schemes, along with optimizing energy consumption. Some of these
protocols include B-MAC [10], S-MAC [11], WiseMAC [12], T-MAC [13], E-MACS
[14], and L-MAC [15]. Flexible TDMA (FTDMA) [16] is developed for mobile sensor
networks. In this, the leader broadcasts the number of available slots and fixed slots to
the mobile nodes. The mobile nodes send a request message in any one of the free slots.
The leader acknowledges the request, allocates slot to the mobile node, and broadcasts
the updated schedule in the next cycle. However, the mobile nodes in the communication
range of two or more leaders will suffer interferences and collisions.

The scope of this paper is to explain the architecture of the healthcare system, present
results from our analysis of application of machine learning for fall detection, describe
the design of the network protocol stack, and results from simulation of the same.

2 Architecture

The healthcare system we are working on is based on wearable devices. The wearable
sensor node measures various parameters of the person wearing the node, and it consists
of the following sensors: three-axis accelerometer, gyroscope,magnetometer, and optical
heart rate sensor. Since these nodes are mobile because they are worn by the residents,
we refer to them as mobile nodes (MN). Each room is equipped with a room coordinator
(RC) that collects the data reported by the wearable device. The RCs relay the collected
data to a central coordinator (CC), which is a single, powerful node deployed for the
entire elderly care home. The CC analyzes the data from each wearable device and
applies machine learning classifiers to detect abnormalities such as a fall.

A tree-based network is formed where CC is the root of the tree. Several RCs are
connected to CC directly or through a multi-hop path formed via intermediate RCs and
multipleMNs are connected to individual RCs. Figure 1 represents the network topology
of the healthcare system.

Fig. 1. Network topology diagram
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3 Methodology

3.1 Machine Learning for Fall Detection

In order to train machine learning classifiers, we generated our own data set, from exper-
iments performed by 10 different volunteers, in controlled environment. We used the
TicWatch S smartwatch, which included a three-axis accelerometer, three-axis mag-
netometer, three-axis gyroscope, linear acceleration, and optical heart rate sensor. The
volunteers were aged between 20 and 25 years and were of good health condition. The
height ranged from 5′1′′ to 5′8′′, and weight from 40 to 75 kg. The activities simulated
by the volunteers included different types of falls and ADLs. A total of 14 ADLs and 6
fall activities were simulated, on two separate rounds by each volunteer, resulting in a
data set of about 110,000 lines. A software application was developed on the TicWatch
S device to collate the collected data into a csv file.

We applied five classifiers---ANN, kNN,Naïve Bayes, XGBoost, and random forest-
--for fall detection using this collected data set and observed their accuracy for fall
detection. In order to improve the performance of the classifiers, we performed feature
engineering on the data set, by using a rolling window technique. This was suited to the
time series data that we are analyzing, and the window size we applied was 20. For every
window, features based on statistical models were derived, for the values reported by the
magnetometer, gyroscope, accelerometer, and heart rate sensors, within that window.
The features thus derived included mean, median, standard deviation, variance, skew,
and kurtosis, of the attribute values within a window. The features that were the most
important in making the classifiers perform best were noted.

3.2 Design of Network Protocol Stack

We designed a multi-channel V-TDMA protocol, in which there are two levels of hier-
archy in the network: one level between RC and MN and the second level between RC
and CC. Data collected by the MNs includes kinematic and biological parameters of the
elderly personwearing the device. This data is relayed by theMNs to the RC via a single-
hop communication path. The RCs collect data transmitted from all the MNs within its
range, and relays the same to the CC, where the data is analyzed. This is enabled by
a multi-hop path between RCs and CC. The major design considerations of the multi-
channel V-TDMA protocol are with respect to network discovery, timeslot allocation
map advertisement, data transmission and forwarding, and frequency switching.

(i) Network discovery: Network discovery is performed using a broadcast message
initiated by the CC, which is received by the RCs closest to the CC. This message
is rebroadcast by those RCs, to the RCs at the next level, and subsequently by them
further away, in a hierarchical manner. This flooding of the broadcast messages
with the broadcastingnode’s IDand location coordinates helps forming the network
topology.

(ii) Timeslot allocation map advertisement: Once the network formation is com-
plete, each RC broadcasts a timeslot allocation map which publishes the total
number of slots, occupied slots, the frequency of communication (channel) for
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MN-RC data transmission and IDs of MNs to which the slots are allotted (MN1
to MNm). This message will be received by all MNs which are present in the
communication radius of the RC. This message enables the MNs to know which
time slots they can use to transmit data to the RC.

(iii) Data transmission: Each MN scans through the list of fixed slots in the message
broadcast by the RC, to look for its time slot in the timeslot allocation map. If
the MN finds its ID in the list of occupied slots, it sends the data in that slot; else
it picks up random slot from the free list of slots and sends a time slot request
message to RC. RC upon receiving the timeslot request message marks that time
slot against the MN.

(iv) Data forwarding: The process of data forwarding from RC to CC happens via
the multi-hop path between RC and CC. RC at Level (i + 1) transmits data col-
lected from its MNs to its neighboring RC at Level (i), during its RC-CC data
transmission slot. This cycle is repeated every fixed time interval, after the RC-CC
communication.

(v) Frequency switching in multi-channel V-TDMA: In order to ensure minimal
packet loss in the network, each individual RC-MN subnetwork uses a unique fre-
quency for data transmission. All other communications (RC-RC, CC-RC) occur
at a different frequency. An appropriate frequency switching mechanism for RCs
and MNs is implemented to support this.

4 Simulation and Results

4.1 Machine Learning for Fall Detection

We analyzed the performance of five different classifiers (ANN, kNN, Naïve Bayes,
XGBoost, and random forest) on the raw data set, after minimal preprocessing. Subse-
quently, in order to improve the accuracy of the classifiers,we applied feature engineering
using statistical techniques and feature extraction, on the raw data set. We observe that
this improved the accuracy of XGBoost, Naïve Bayes, and random forest classifiers.
The performance of the classifiers were compared before and after feature extraction.
Figures 2 and 3 show the results. We also note that among the five classifiers we ana-
lyzed, random forest gave us the best accuracy across all scenarios we experimented
with. This was in the case where the feature set consisted of the mean and median of
parameters reported by accelerometer, gyroscope, magnetometer, and optical heart rate
sensors, while using a size of 20 for the rolling windows.

4.2 Multi-channel V-TDMA

The design for multi-channel V-TDMAwas simulated on Cooja simulator for a network
topology containing 1 CC and 6 RCs. The RCs were scattered across three different
levels, with 2 RCs per level. The following densities of MNs per RC were simulated:
5, 10, 15, and 20, corresponding to different patterns of mobility and topology changes.
The overall frame size considered was 1000 ms. The network was simulated for 15 min,
and the results were averaged across 5 runs of the simulation. Mobility of MNs was
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Fig. 2. Performance Summary of ML classifiers before and after feature engineering

Fig. 3. Confusion matrix for random forest before and after feature engineering

induced every one minute to simulate changes in network topology. Figures 4 and 5
show the screenshot of the simulated network.

The performance parameters collected were average delay, maximum delay (where
delay is the time taken for a data packet originated by an MN, to reach the CC), and
packet loss ratio. The performance was then compared with the standard TDMA and
FTDMA [1]. The results are shown in Figs. 6, 7 and 8.

It was observed that multi-channel V-TDMA performs better than standard TDMA
and FTDMA with respect to average delay, maximum delay, and packet loss ratio, for
the two-level hierarchical network.

5 Conclusions

In this paper, we presented the system architecture for an end-to-end geriatric healthcare
system, for a given deployment scenario. Machine learning techniques and the impact of
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Fig. 4. MN-RC communication

Fig. 5. RC-CC communication

feature engineeringwere evaluated for fall detection, on an experimental data set that was
collected using wearable devices. The communication between the components of the
hierarchical system is enabled via the proposed multi-channel V-TDMAMAC protocol.
We simulated this protocol on Cooja and compared the performance of multi-channel V-
TDMA with basic TDMA and FTDMA. The results show that multi-channel V-TDMA
performs better than basic TDMA and FTDMAwith respect to average delay, maximum
delay, and packet loss ratio. As future work, we plan to develop the prototype of a
wearable device with STM32 interfaced with appropriate sensors for data collection.We
plan to implement the multi-channel V-TDMA on real-time test bed for further analysis,
with appropriate hardware boards for room coordinators and central coordinator. The



System Architecture of a Smart Fall Detection System 569

Fig. 6. Average delay

Fig. 7. Maximum delay

trainedmachine learning classifier will be deployed on the central coordinator to analyze
the data for detection of falls.
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Fig. 8. Packet loss ratio
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Abstract. Schedule length minimization in TDMA protocols for single-
channel raw data aggregation convergecast is a topic that is often studied.
Many algorithms that solve this problem have been proposed. However,
the impact of interference introduced with parallel transmissions in such
networks was not studied in detail so far. Most of the protocols use a
simple 2-hop interference model, which considers the interference range
to be equal to the transmission range. We show that this model does not
provide satisfactory results, and we propose an adaptable interference
model, derived from real-world measurements. Using extensive simula-
tions, we prove that the proposed model can significantly increase net-
work throughput when used to calculate conflict graphs for any of the
existing parallel scheduling algorithms.

Keywords: Wireless sensor networks · Medium access protocols ·
Time division multiple access · Graph coloring algorithms ·
Convergecast · Interference

1 Introduction

A very common data collection scenario is the raw-data convergecast, a scenario
in which one node, the sink, collects the data from a multi-hop network. For
routing packets to the sink in such a network, a tree-shaped routing topology
is used. When data generation is high, time division multiple access (TDMA)
medium access protocols (MAC) are used for resolving medium access. These
protocols divide time into slots and assign a certain number of time slots to each
node in the network. When a node has data to transmit, it may only transmit
it during the assigned time slot. Such a slot assignment is called the schedule.
Assigned time slots form a cycle, and cycles are repeated until the protocol is
terminated.
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Some examples of this application scenario are traffic monitoring [10], envi-
ronmental monitoring [15], and industrial process monitoring and control [11].
All those applications require the measured data to be transferred to the network
sink quickly and reliably. If a random access MAC protocol is used, a large num-
ber of collisions are caused by many simultaneous transmission attempts; and
this in turn results with low packet delivery ratios and high latency. To solve this
issue, TDMA protocols that allow high data traffic without collisions are used.
To be efficient, a TDMA protocol must allocate an appropriate number of slots
to each node, consider traffic flow, and minimize the schedule length. Schedule
length reduction is achieved by the utilization of parallel transmissions. Whether
two transmissions can be scheduled at the same time or not is decided by con-
sidering an interference model. If the interference model is not accurate, parallel
transmissions might interfere with each other, potentially causing a significant
packet loss.

Though finding the minimal schedule for convergecast is proven NP-complete
by Choi et al. [2], many scheduling algorithms that find approximate solutions
were proposed [6,13,14]. These algorithms find a schedule with a length close to
the minimal, or even equal to it when the network topology meets certain require-
ments. However, these solutions fail to consider the real interference conditions
in the network. Instead, they use the 2-hop interference model that assumes the
interference range to be equal to the communication range. Some studies, how-
ever, suggest that the interference range can be up to three times larger than
the communication range [19], depending on the physical environment. On the
other hand, the 2-hop model allows simple and distributed protocol implemen-
tation, resulting in short network setup time, lower implementation costs, and
higher reliability. In this paper, we propose an adaptable interference model,
which keeps all these benefits, while effectively eliminating the interference in
the network.

The proposed model was derived from a wireless sensor network for gathering
traffic data from sensors located alongside the highway. We had access to an
existing network on the highway that consists of a number of measuring stations,
each of which is provided with a solar panel for energy supply and a GSM module
for data transmission. With the intention of replacing the GSM modules with
868 MHz radio modules, we have already used this infrastructure to measure
radio range and packet reception error rates [17]. Based on these results, we
have obtained a realistic path loss model and bit error rate (BER) model for our
radios. Since interference model evaluvation requires measurements from many
different networks with different topology, we have performed evaluation in the
simulator, using this radio model.

The main contributions of this paper are the evaluation of the 2-hop inter-
ference model and the proposed adaptable interference model. Using extensive
simulations, we show that the 2-hop interference model does not eliminate inter-
ference effectively. We then study how the chosen interference range affects net-
work performance. Based on the theoretical analysis and the simulation results,
we propose an adaptable interference model that selects the interference range
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size in hops based on the application scenario. The comparison of our measure-
ments with the simulations we did clearly shows that our adaptable model fits
well with real-world conditions.

2 Related Work

The problems of schedule minimization and interference elimination in converge-
cast networks are most commonly studied together. Because real interference is
hard to determine, some authors suggest dividing the network into clusters and
then using different radio channel for every cluster [7,18]. Schedule for each
cluster is then calculated without the utilization of parallel transmissions. Such
an interference-free schedule provides good results for small network sizes, but
its performance decreases drastically with the network size. In [9], the authors
assume that interference in the network is already known, and then propose the
graph coloring algorithm that adjusts the number of colors assigned to a node
to its traffic demand. Ergen and Varaiya start from the same assumption and
then improve the algorithm to consider data flow in the network [3].

A large number of protocols use the 2-hop interference model [1,6,13,14,16].
Some of them use this model to calculate the interference and create conflict
graphs, while the others combine this model with minimum spanning tree routing
topology to eliminate the need for constructing conflict graphs. In such topology,
the minimum distance between two nodes in the routing tree is the same as the
minimum distance between them in the network graph, allowing each branch to
be scheduled independently. TreeMAC uses this property to produce schedule
length of 3N , where N is the number of total nodes in the network excluding the
sink. Protocol designs based on the 2-hop interference model provide important
theoretical conclusions. However, they fail to consider real interference ranges in
the network leading to reduced performance.

Apart from this, several other interference studies have been conducted. Inter-
ference models can be node-based or link-based. A node-based model defines
interference neighborhood for each node in the network. If two nodes cannot be
scheduled in parallel, they are in each other’s interference neighborhoods. For
link-based models, a set of interfering links is defined in a similar way for each
link in the network. A summary of different interference models in use is given
in the following subsections.

2.1 The 2-Hop Interference Model

The 2-hop interference model is a node-based model built on the assumption
that the interference range is equal to the communication range [16]. According
to this model, interference neighborhood of a node is comprised from its 2-hop
neighbors, as depicted in Fig. 1. Since this is a node-based model, two nodes
are in the interference range if any of the transmissions from one node affects
any of the transmissions from the other. This means that some of the possible
parallel transmissions are not allowed. For example, when node T in Fig. 1 is



Determining Optimal Parallel Schedules in Tree-Based WSNs 575

transmitting, node N2 could transmit to node N3 in parallel; but this transmis-
sion cannot be scheduled when this model is used. This problem can be solved
by utilization of link-based scheduling [2,8].

Fig. 1. Interference neighborhood obtained using the 2-hop interference model

2.2 Protocol Interference Model

This model defines interference neighborhood based on physical distances
between the transmitter, the receiver, and the source of interference [4]. Let
vt1 and vt2 be two nodes transmitting in parallel, and vr1 the receiver for the
transmission from node vt1. The transmission is considered interference-free if
the following is satisfied ‖vt1 − vr1‖ ≤ β · ‖vt2 − vr1‖, i.e., the distance from the
transmitter to the receiver is at least β times smaller than the distance to the
interference source. This model can only be used if all nodes have a positioning
system, or if node locations are programmed before deployment.

3 The Adaptable Interference Model

To solve the aforementioned issues, we propose the interference model based on
the distance between nodes in hops. The proposed model efficiently eliminates
the interference in the network while keeping all the benefits provided by the
simplicity of the 2-hop model. Since interference range depends heavily on the
radio medium characteristics, we propose that the number of hops is adjusted
to the application scenario and give the guidelines on how can this be achieved.

3.1 Path Loss Modeling

When the network is located outdoors, the two-ray ground-reflection model can
be used to model path loss. This model calculates path loss as:

L = Gt Gr
h2
th

2
r

dk
(1)

where Gt is transmitter antenna gain, Gr receiver antenna gain, ht transmitter
height and hr receiver height. Term d is the distance between the nodes, and k
is the path loss coefficient that depends on the distance. In the far-field region,
when d � 4πhthr

λ , the path loss factor is equal to four. In the near field region, it
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is equal to two, reducing the path loss model to the free-space path loss model.
In indoor networks, the characteristics of the physical environment have a big
impact on path loss. Nonetheless, in [12], it is shown that a satisfactory path loss
model for the indoor environment can be obtained by adjusting the coefficient
k. For large open buildings (like factory halls) it is equal to two, whereas for
buildings with many rooms it is between three and four.

3.2 Selecting the Interference Range

Since only distances between nodes in hops are known and not physical dis-
tances between them, the size of the interference range in hops should be chosen
in such a way to ensure that a particularly unfavorable node arrangement cannot
create significant interference. We identify such arrangements for different inter-
ference ranges and chose the lowest that allows interference-free transmitting.
Since interference range depends on the path loss, we distinguish two scenarios;
the outdoor network with two-ray ground reflection path loss, and the indoor
network with free-space path loss. We assume that there is no interference if SIR
value is larger then 10 dB. In the outdoor case, this is satisfied when the distance
from the receiver to the transmitter is two times smaller than the distance from
the receiver to the interference source. This was obtained in the same way as
in [19], using (1).

The worst-case for the 2-hop range is shown in Fig. 2a. Here, node N4 is the
receiver, and node N2 is the interferer. In this case, the distances are almost
equal, meaning substantial packet loss due to interference. The required dis-
tance ratio larger than two can only be guaranteed when four hops are used as
interference range as it can be observed from Fig. 2b. Therefore, we propose the
4-hop interference range for outdoor networks. For indoor networks, because of
the lower path loss, the distance ratio larger than three is required. For that
case, using similar analysis, we find the 5-hop interference range to be sufficient.

Fig. 2. Worst-case scenario when: a 2-hop interference range is used; b 4-hop interfer-
ence range is used
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4 Evaluation

The correct evaluation of the interference model requires that the model is tested
on many networks with different topology. We first evaluate the proposed model
on a large number of randomly generated linear networks, assuming that the
same will hold for tree networks. The schedules used for the evaluation are
generated using the TreeMAC protocol, but they hold for any other protocol.

4.1 Radio Model

To obtain relevant simulation results, we have fitted the radio model using the
measurement results from our previous work [17], in which the dependency of
the packet loss rate (PER) and RSSI on the distance for 868 MHz radios was
measured. The two-ray ground reflection model was used to model the path loss,
and the simulated results matched the measurements, as it can be seen on upper
graph in Fig. 3. The bit error rate (BER) model of the radio was then adjusted
to match the measurements. The comparison of the measured and simulated
dependency of PER on the distance is shown in lower graph in Fig. 3.

Fig. 3. Comparison of the radio model used for simulations with measurement results.
The x axis is shared by both graphs

4.2 Performance Parameters

To evaluate the results, two metrics are used, data delivery fairness, and maximal
throughput. To calculate the fairness, we adopt the model from [5], which defines
it as:

φ =
(
∑N

i=1 ni)2

N · ∑N
i=1 n2

i

(2)

where φ is fairness, N is the network size without the sink, and ni is the number
of packets the sink received from the node with index i. The value of fairness
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defined in this way ranges from 0 to 1. Fairness shows if data is equally collected
from all nodes in the network. If interference between parallel transmissions is
not successfully eliminated, fairness will be reduced when throughput increases.
When interference is high in tree networks, throughput will still continue to
rise because sink’s children can send their own packet instead of forwarding lost
packets from other parts of the network. This means that when lower interference
range is used, maximum achievable throughput will be higher, but fairness will
be much lower. As we are interested in maximizing throughput while keeping
fairness high, we define the maximum acceptable throughput as the throughout
at which fairness drops to 0.95.

4.3 Outdoor Network Case

To test the proposed interference model, ten linear random networks comprised
of 24 nodes and one sink were generated. The networks were generated in such
a way that every node can communicate with only two other nodes, it’s parent
and child. In such a network, the maximum number of hops a packet needs to
travel to the sink is 24. This is a large value, and successful data gathering can
be achieved only under minimal interference. To conduct the simulations, the
previously introduced radio model was used, with the data rate of 100 kbps.
Packets were generated randomly over a period of 100 s and total packet length
including the headers was 20 bytes and TDMA slot size including guards was
set to 3 ms. The simulations were repeated for different traffic generation rates
and different values of interference range for each of the generated networks. The
resulting values were averaged to obtain results shown in Figs. 4 and 5.

Fig. 4. Average fairness of linear network versus packet generation rate for different
interference ranges and for schedule without parallel transmissions (interference-free)

The results confirm the assumption that the 2-hop criterion is not sufficient
for parallel scheduling. Figure 4 shows that when this model is used, significantly
lower network throughput can be achieved. Larger interference ranges provide
better results despite longer schedules because fewer number of packets are lost
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Fig. 5. Average fairness of linear network versus packet generation rate for different
interference ranges and for schedule without parallel transmissions (interference-free)

due to interference. As packet generation rate increases, the throughput obtained
using interference range of 3-hops is initially low, but it increases afterward,
surpassing all the other ranges at the end. However, this does not mean that
this range performs better, because the fairness starts dropping much sooner
than for higher ranges. The throughput value becomes larger than in the 4-hop
case only when fairness drops significantly. This occurs because nodes close to
the sink have many time slots assigned for forwarding data and if this data is lost,
they can send their own packets in these slots (when available). When generation
rate is very high, nodes close to the sink will always have their own packet to
send, thus resulting in low fairness and high throughput. We can conclude that
the 4-hop range provides the best results as assumed. In the lower part of the
range, it provides the highest values of both interference and throughput. The
3-hop range provides higher throughput in the upper part of the range, but
significantly lower fairness.

To determine how protocol performance scales with the increased number of
hops, the simulations were performed for different network sizes. For every net-
work size, ten different networks were generated and tested with random traffic.
For each network size, the maximum throughput was calculated as through-
put value when fairness drops to 0.95. The simulated dependency of maximum
throughput on the network size for different interference models is shown in
Fig. 6. The results show that for networks with size of up to 12 nodes, protocols
without parallel transmissions (interference-free) achieve good results. This is
because for small networks only a few nodes can be scheduled in parallel. The
3-hop range also performs better for smaller network sizes. The reason for this is
that in a network of small size it is less probable for a significantly inconvenient
network topology to occur. An important observation is that for the 4-hop inter-
ference range, the network throughput is nearly constant. This is in accordance
with theoretical results, as it delivers one packet to the sink in every frame (one
frame equals 5 slots when 4-hop range is used), when there is no loss due to
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interference. Hence, the results show that 4-hop interference range eliminates
interference due to parallel transmissions.

Fig. 6. Maximum throughput versus networks size for different interference ranges

4.4 Indoor Network Case

Since path loss depends heavily on the physical medium characteristics, the
interference range needs to be adjusted to the application scenario of the net-
work. Indoor networks are the most challenging because of very irregular signal
propagation due to the presence of various obstacles. As mentioned in [12], the
path loss can be roughly approximated by varying the path loss coefficient k
in (1). The proposed 5-hop interference range for this case was based on the
worst-case scenario in terms of both topology and the value of k. Therefore, it
represents a safe choice, and it should be adjusted to the particular network if
possible. To verify the assumed values, the same simulations as in the outdoor
case were performed. The dependency of maximum throughput on the network
size is shown in Fig. 7. In this case, the results show a higher dependency on the
network size. For large networks (with large tree height) the interference range
has to be increased to six, while for smaller ones five hops are sufficient.

5 Conclusion

In this paper, we discussed different single-channel raw data convergecast
scheduling algorithms. We identified imprecise interference models as the main
issue in the existing protocols of this type. We then proposed an interference
model that can efficiently eliminate interference without introducing additional
complexity. We have performed extensive simulations to prove the effectiveness
of the proposed model. The results show that the proposed model offers signifi-
cantly improved performance in terms of both throughput and fairness compared
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Fig. 7. Maximum throughput versus networks size for different interference ranges

to the commonly used 2-hop interference model. We varied the interference range
size in hops to confirm that the proposed ranges offer the best performance. The
results show that there is a trade-off between fairness and throughput. The pro-
posed ranges provide high fairness. If shorter ranges are chosen, the throughput
might increase, but fairness will decrease because interference will be high in
some parts of the network.
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Abstract. This research focuses on the behavior of isolated payment systems.
Our previous analysis of the isolated ‘consumer-to-business’ (C2B) and ‘peer-to-
peer’ (P2P) payment systems has shown that their behavior can be analyzed using
modifications of the Bass equations. In this paper, this approach is extended to
the analysis to ‘hybrid’ payment systems with both C2B and P2P functionality
using Ricatti equations. We derived universal solution which contains previously
obtained C2B and P2P solutions as particular cases. The results are illustrated by
analytical solutions for different system parameters and practical examples.

Keywords: P2P · B2C · Payment system · The dynamics of auditorium spread ·
Bass equation · Ricatti equation

European Central Bank in [1] defines a payment system as a complete set of instruments,
intermediaries, rules, procedures, processes, and interbank funds transfer systems which
facilitate the circulation of money in a country or currency area. Particular case of
payment system is retail payment system where payer is an individual and payee is an
individual (so-called peer-to-peer or P2P payment systems) or legal entity, for example,
an online shop (so-called C2B payment systems). According to Laffont [2], the principal
difference between these two types is existence of cooperation of both sides of the
payment process. In C2B (according to Laffont—‘one-sided’) systems, customers make
payments to the stores with infinite capacity. In such situation, payer acts independently
from the payee.

P2P payments (considered by Laffont [2] as ‘two-sided system’) are made between
individuals within limited audience and payer and payee mutually defines each other’s
behavior. International remittances between individuals are pure example of P2P pay-
ments. Local card-to-card transfers between individuals implemented by Sberbank in
Russia and other players [3] are also a good example.
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Retail payments are developing in modern society very fast. According to BCG 2019
report [4], the volume of non-cash payments is now growing by 5,9% per year average
worldwide, but for young economies, e.g., forRussia andEasternEuropean countries, the
annual growthmaybe around 10%.This growth follows fast functional and technological
transformation, completely new systems, like cryptocurrencies, arise. Internally, such
systems may be very complicated, but, as it was demonstrated by different authors,
for example, by Dostov and Shust [5] that from customer’s point of view their main
function is reduced to fund transfers from a payer to a payee: the process often called
‘commodization.’ As we show below, sometimes only three parameters are enough to
accurately describe payment system real-life behavior.

In our previous papers [6, 7], we studied a general evolution of payment system
audiences, both classical and cryptocurrencies using simple Baas-like equations. By
solving these equations, we derived expressions which demonstrated good quantitative
approximation to real data in different geographies and payment system types. Also,
by analyzing very basic mathematical properties of such equations we explained few
quantitative phenomena, such as inability to predict long-term payment system behavior
of payment systems based on early stage (startup) behavior data and extremely strong
competition in remittance systems. In latest decades, the idea of using simple mathe-
matical models for description of social--economy behavior became quite popular, e.g.,
for explaining of uneven distribution of wealth in society [8, 9], just to mention an
example. Inspired by this trend, we decided to generalize models used in [6, 7] for more
complicated types of payment systems.

In [6, 7], we considered idealized payment systems with following parameters:

1. current number of users x;
2. the maximum number of users, for example, the entire audience of a given country,

N;
3. audience capture rate, which reflects the probability that a given user will start using

the service: a > 0 within a given period.
4. audience fatigue rate, which reflects the probability that a given user will stop using

the service: b > 0 within a given period.

Parameters a and b may also as an average reverse time of corresponding user
decision start or stop to use the payment system.

Using the above parameters and assumptions, by mathematical and logical analysis,
we were able to draw equations that describe well enough the dynamics of growth and
development of payments in pure B2C and P2P markets. For pure C2B markets, we
derived differential equation:

dx

dt
= a(N − x) − bx (1)

The solution of (1) yields:

x = x∞
(
1 −

(
1 − x0

x∞

)
e− t

T

)
(2)
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x∞ =
(

a

a + b

)
N (3)

T = 1

a + b
; (4)

where x∞ is an asymptotic value of x for t → ∞. For P2P markets, the same approach
leads to the equation, known in mathematics as Ferhulst equation

dx

dt
= a(N − x)x − bx (5)

which is well-studied in relation to biological models and innovation diffusion processes
[10]. It has an analytical solution which can be written as:

x = x∞x0ert

x∞ − x0 + x0ert
(6)

where x0 is initial user auditorium at t = 0 and

x∞ = (aN − b)

a
(7)

is an asymptotic stationary solution (6), and reverse system evolution time

r = aN − b. (8)

In current practice, most payment systems allow both C2B and P2P transactions.
For example, the biggest e-money system, PayPal, from very beginning of its oper-
ation allowed both wallet-to-wallet transactions as well as payments from wallets to
online shops. Recently, the trend toward this ‘universalization’ became very common.
Card systems, such as VISA or Mastercard, originally focused on C2B transaction,
later introduced card-to-card (essentially, P2P) transfer functionality. On the other hand,
remittance systems that specialized in P2P transfers now allow payments to online shops.
Such changesmay yet not have drastic effects on their business butwill definitely reshape
their business models in future. For example, the largest Russian commercial bank Sber-
bank saw the value of card-based P2P transactions exceed card payments in stores in
2018 [11].

To provide empirical description of such hybrid payment system, we combine (1)
and (6) introducing two capture rates ap and ab corresponding to P2P and C2B payments
obtaining the following equation:

dx

dt
= ap(N − x)x + ab(N − x) − bx (9)

Or, combining powers of xwe obtain well-known Ricatti equation [12] with constant
coefficients

dx

dt
= −apx

2 + (
apN − ab − b

)
x + abN (10)
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Its stable stationary solution x∞ is defined by equation

0 = apx
2 − (

apN − ab − b
)
x − abN (11)

as following

x∞ =
(
apN − ab − b

) +
√(

apN − ab − b
)2 + 4abapN

2ap
(12)

Or, introducing D as

D2 = (
apN − ab − b

)2 + 4abapN (13)

we can rewrite (12) in more compact form as

x∞ =
(
apN − ab − b

) + D

2ap
(14)

with corresponding choice of sign of D.
With ab → 0

x∞ = abN

(ab + b)
(15)

With ap → 0

x∞ = (
apN − b

)
/ap (16)

These expressions coincide evidently with early obtained (3) and (7).
For arbitrary parameters Eq. (10) allows analytical solution

x = 1

2ap

(
−D tanh

((
C − 1

2
tD

))
+ (

apN − ab − b
))

(17)

where C is an arbitrary constant. It is interesting that audience growth rate curve shape
depends only on limited number of parameters, constant C and reverse time of system
evolution D

dx

dt
== D2

4apcosh
(
C − 1

2 tD
) (18)

A maximum of audience growth rate, if being achieved, is reached at

tmax = 2C

D
. (19)

If the initial condition is x(0) = 0, then arbitrary constant C is

C = arctanh
(
(apN − ab − b

)
/D) (20)
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Dominating C2B Compatible C2B and 
P2P

Dominating P2P 

Fig. 1. Transition from dominating C2B type, ab � apN to dominating P2P type, ab � apN for
number of users (red) and auditorium growth rate (blue)

In limited cases of ap → 0 or ab → 0, (17) reduces to previously obtained pure B2C
and P2P solutions. In Fig. 1, we can see a transition from C2B-like to P2P-like solution
for different relation between ab and apN, depending on which type of transactions is
overcoming.

Of course, due to empirical character of themodel, this development should be rather
considered for qualitative description of payment systems rather than as deep quantitative
analysis. However, as previously demonstrated in [6], this is a good basis for quantitative
description and further improvement of formulae may strengthen interpolation quality.
As an advantage to previous approach, we do not need to make assumption about which
type of transactions dominate, as we can just apply (17) or (18) to real data. As an
example, we applied (18) to Webmoney e-money wallets statistics [13] with quite good
coincidence as shown in Fig. 2. Calculated values of C = 2.2 and D = 0.33 yield C/D
� 1 which means dominance of P2P transactions, as previously proven in [6].

We also applied our calculations to Russian Central Bank data on prepaid payment
cards [14]. We used (17) and obtained with C = 2 and D = 0.19 quite good coincidence
shown in Fig. 3.

One should not overestimate detalization of model and always should take its empir-
ical origin into account. However, good agreement with real data and qualitative trends
allows to use the approach as a basis for more detailed investigations. In future, we plan
to extend this approach to describe competition of payment systems which we started in
[6] by introducing systems of differential equations similar to (1) for B2C segment and
equations similar to (5) for P2P segment. More general approach will also allow to eval-
uate the stability of solutions. We also expect that proposed generalization of Baas-type
equations might be useful for drawing more accurate models for explaining dynamics of
customer acquisition in much wider class of models beyond payment system segment.
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Abstract. Current research suggests that using gamification in a pedagogical
context canprovide a positive learning experience to students. Integrating teachers’
pedagogical input into the early stage of game design is an understudied area, and
although the teachers’ role is acknowledged, the way of communicating teachers’
input is still undetermined. The current literature suggests the practice of using a
Gamification Design Document (GDD) to illustrate a game requirements plan is a
useful approach. In this paper, we discuss the development of a Pedagogical Game
Design Document (Ped-GDD) using an Agile Holistic Framework to Support
Teachers in Pedagogical GamificationDesign. The paper also suggests the benefits
of extending the research of the Ped-GDD further to be part of an e-Government
scheme in theKingdomof SaudiArabia (KSA) to promote resources collaboration
among teachers in educational software tool developments.

Keywords: Gamification · Pedagogical game design document · Educational
games · E-government · Kingdom of Saudi Arabia

1 Introduction

Current literature suggests that gamification can promote students’ engagement and
influence their experience positively [1–3]. This paper discusses the development of a
Pedagogical Game Design Document (Ped-GDD) using an Agile Holistic Framework to
Support Teachers in Pedagogical Gamification Design (AH-PGD) which is illustrated in
Fig. 1. The framework is composed of four distinct stages: Stage 1 Requirements; Stage
2 Gamification design; Stage 3 Implementation; and Stage 4 Testing and evaluation.
The focus of this research is the gamification design (which is shown as the second
stage in Fig. 1). The process of developing the framework elements and sub-elements
has been documented in earlier research [4–6]. The aim of Ped-GDD is to facilitate
communication among teachers and game developers.
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Fig. 1. An agile holistic framework of pedagogical gamification design (AH-PGD)

For futurework, it is proposed to develop this concept as part of e-Government imple-
mentation for educational software tools development to promote teaching collaboration
on a national level in the Kingdom of Saudi Arabia (KSA) which will contribute to a
dramatic improvement in resourcing and help improve educational support to teachers
and educational institutions in KSA.

This paper is organized as follows: Sect. 2 discusses the previous related work and
provides a literature review. Section 3 outlines the Pedagogical GamesDesignDocument
(Ped-GDD) and gives an example of its application for teaching English in a school
environment. Finally, the conclusion and proposed future work are presented in Sect. 4.

2 Related Work/Literature Review

2.1 Pedagogical Gamification

Previous work suggests [4] a collaborative approach to facilitate teacher engagement in
the design process of gamification and enable a better fit for pedagogic requirements.
Teachers recognize the importance of collaboration with game developers in turning the
conceptual design into an electronic game for teaching purposes [6]. However, the form
of communication between teachers and game developers was yet to be determined. The
paper proposes a template that can be used to communicate the pedagogical input of
teachers to the game developers to help facilitate collaboration to achieve a pedagogical
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gamification approach. The template will contain an example of an educational game
requirements list for a particular lesson. The intention is for the teacher to be able to
use that example to convey the gamification concept into their choice of educational
material, as outlined in Sect. 3 of this paper. Consequently, the AH-PGD Framework
Stage 2 Gamification design template with associated elements as illustrated in Fig. 1,
will be used to assist teachers in communicatingwith games developers. The next section
will discuss the current GDDswhich are templates generated for games in general, while
this paper aims to develop a GDD that also serves pedagogical purposes from a teaching
perspective.

2.2 Game Design Document (GDD)

The current literature identifies a Game Design Document (GDD) as a template used in
the game development industry to gather game requirements [7–9]. The developed AH-
PGD Framework has eleven gamification elements that are mapped to the current GDD
components outlined in Table 1. One of the challenges of the current GDD to teachers is
the use of technical terms, e.g., mechanics, gameplay, dynamics, without further illus-
tration, which might be challenging for teachers to address. The Ped-GDD is designed
to accommodate different levels of teachers’ computer literacy. Another challenge for
teachers is the inclusion of commercial and business aspects, e.g., marketing, which is
applicable in [10].

Table 1. Mapping the proposed Ped-GDD to the existing examples of GDD from the literature

There are similar elements among the Ped-GDD and the current GDDs with differ-
ences in the wording with the meaning remained the same. For example, Goals in this
Ped-GDDwas referred to as objectives by [7], as a milestone by [11], challenge by [10],
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as illustrated in Table 1. Another example of social engagement in Ped-GDD is referred
to as enemies by [7, 8], team size by [11], as illustrated in Table 1.

The overall number of gamification elements studied in Ped-GDD is eleven. The
number of elements that were mapped to the existing GDD and the equivalent ranged
from one to seven, as illustrated in Table 1. Ped-GDD has eleven gamification elements
that include some sub-elements built into the framework frompedagogical consideration,
which supports the holistic aspect of the framework.

3 Pedagogical Game Design Document (Ped-GDD)

The Ped-GDD is a document that has two major collaborators, teachers and game devel-
opers. Teachers’ task encompasses nine elements which are as follows: Goals, mul-
timedia choice, timing, social engagement, reward structure, replay option, controls,
storyline, and learning progression presentation. Each of these nine elements has at least
one sub-element, as illustrated in Table 2. The Ped-GDD provided in Table 2 includes
an example of a game to teach English letters.

4 Conclusion

There is a need to develop a Pedagogical Game Design Document (Ped-GDD) template
that facilitates collaboration between teachers and game developers by including ped-
agogical gamified requirements. A flexible template is required that allows teachers to
use the elements collectively or separately while giving game developers a chance to
modify and or add the supporting requirements. The Ped-GDD template provides illus-
trations and examples to simplify the process for the teachers and assure consistency
with elements’ and sub-elements’ meanings.

As research suggests that gamification is ‘a modern educational approach’ [3], this
paper suggests future work to combine the benefits of pedagogical gamification with
e-Government educational initiatives to enable more extensive collaboration among
teachers nationwide in educational software tools development. The intention is that
e-Government educational initiative from Vision 2030 of Saudi Arabia will also help to
build a national repository of Ped-GDD examples of lessons to minimize the effort and
maximize the impact and improve resources. The repository will hold the examples of
gamification applied to lessons that can be shared andmodifiedwithout the need to dupli-
cate the effort. Abu-Shanab and Al-Sayed [12] suggested using gamification mechanics
such as points or coupons to promote the use of e-Governments among citizens. The
adoption of technology has been an area of study on emerging technologies, which
also applies to e-Government. Alloghani et al. [13] suggest that applying the gamifica-
tion concept into the e-Government application would help to overcome the technology
adoption barrier. Furthermore, [13] mentioned the positive experience of gamification
in education on a governmental level, such as providing feedback and allowing better
planning for improvements.
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Abstract. The thesis development is a combined process that requires the stu-
dent’s knowledge, skills, and self-determination to complete the thesis and reach
the desired degree. Despite the efforts made by students, research supervisor and
the abundance of information that exists on research methodologies, a good per-
centage of the students complete the studies but do not complete the research. This
research shows the results of a study directed at sixty-six undergraduate students
with advanced abilities and knowledge to develop their thesis. The conclusions
of the research show the necessity to supplement the knowledge and need for the
reinforcement of a research supervisor.

Keywords: Limitations · Thesis · All but thesis · Supervisor

1 Introduction

The thesis is the last formal step to complete a professional career, but few students finish
their research. “A considerable number of students struggle with the thesis elaboration
process, resulting in delays, interruptions, and non-completion of their degrees” [1].
This situation suggests paying more attention and proactive planning on the part of the
study centers [2]. The development of the thesis has been called by various authors
as a combined process and requires a series of research skills, knowledge, and self-
determination on the part of the student to complete it successfully. An academic degree
is obtained, after successful completion of the studies [3]. Non-tangible indicators can
measure success, such as “the development of research skills, the growth of personal
development, and the contribution to your country” [4].However, not all studentsmanage
to complete the thesis in time, a situation that is known as all but thesis (ABT).

In spite of the abundant bibliographyof researchmethodology that exists, the students
do not present the thesis in the expected time, and the thesis development is difficult [5].
Also, several authors acknowledge that in this process, the assistance of a supervisor is
necessary. In this regard, several studies agree to consider thesis supervisor as a factor to
complete the thesis successfully [6–8]. These studies highlight the relationship between
the thesis and the supervisors as a critical factor to complete their candidacy.
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With the promulgation of the University Law, 30220 [9], students must carry out
research work to complete university studies and establish obtaining of professional
degree will only be achieved with the preparation, approval, and support of an inves-
tigation. To achieve this goal, the different specialties of the universities teach courses
aimed at supporting the student in the elaboration of the research work or thesis.

In systems engineering, the undergraduate research is so important because it allows
the student to apply the scientific method and develop research skills, the development
of new knowledge, and critical thinking skills to solve problems of different sectors
through the incorporation of Information and communication technologies (ICT) and
improve user experience. Besides, the thesis is the instrument that evidences the stu-
dent’s learning, since in this process, the student applies knowledge or acquires new and
develops research skills.

The purpose of this study is to find the challenges that students face when they
prepare the thesis. Knowing them is essential to help reduce the ratios of students who
have finished their studies, but have not obtained the degree. The motivation to carry
out this research is because there are few works on the difficulties faced by students to
complete the thesis in Peruvian universities. This study focuses on the activities in the
development of the research, level of knowledge, and skills achieved by undergraduate
students.

This article has been structured into five sections. Section 2 describes the theoretical
framework. In Sect. 3, the research methodology is presented. Section 4 shows the
results. Finally, Sect. 5 presents conclusions and future work.

2 Related Work

2.1 Thesis Development Process

The thesis is the result of a rigorous and systematic process of scientific analysis to obtain
an academic degree and contribute to a field of research. In the elaboration of the thesis,
there are other actors with different weights beside the student [8, 10]. This process
is in four aspects: informative, methodological, technological, and communicative. The
informative is related to state of art and critical analysis of information. Themethodology
is relevant to knowledge and application of the process to develop the research, the
technological one with the use of technology as processors of text, spreadsheets, tools
for data exploitation, and communicative is related to competences to establish structure
and content, organization of the thesis, and grammar [8].

The writing of a thesis to be taken as a piece of research to be completed as part of a
degree [11]. It requires accuracy and order, so that students’ knowledge, skills, attitudes,
and values are evident in the thesis work [12]. Thus, the thesis is an effort that requires
skills, abilities, determination, and aptitude for successful and timely completion [13].
Writing the thesis in the form of research work is considered one of the challenges of a
researcher’s life [12], and this process is termed as complex [14]. This process followed
by the dissemination of thesis results to the scientific community and peer-reviewed and
indexed journals; however, not all these are disseminated.



598 S. Bayona-Oré

2.2 Limitations in the Thesis Preparation Process

Ensuring that students enrolled in undergraduate programs can obtain their degrees
promptly are of interest to students, institutions of higher education, and society. Among
the variables that influence student performance in the development of the thesis, we can
mention (1) relationship between the candidate and the thesis supervisor [1], (2) attitude
and motivation of the student, (3) the average entrance of students [15], and (4) language
skills and communication [16] among others. Among the variables of the supervisor, it
has been shown that a person with experience on supervision, research experience, and
workload constitute success factors of the thesis [17].

Other aspects that have been discussed in the research, in order not to complete the
thesis, are aspects of health (illness, pregnancy), psychological, related to the preferences
established by the student or difficulty of balancing the activities of personal life and
professional activities. In events of working scholars, they may choose not to want to
balance and not devote significant sectors of their personal life. The decision will be
intentional and conscious but that affects them because there are external influences, for
example,mandatory legal frames. Studies on determinants to complete the research using
the qualitative approach and few contemporary studies analyze the factors of success
and failure related to the thesis works. Existing studies focus on completion variables
and not non-completion variables [18].

2.3 Thesis Development Supervisor

The supervisor is the person who helps the student in his research and maintains a
teaching and learning relationship with one or more of his peers. He is the one who
evaluates the research critically and constructively. It is not who does the exposition to
the student, but it does provide time, experience, and support to the person preparing the
thesis.

According to the literature, the failure of the supervisor is related to manage the
negative feelings of the supervised. That is the reason why they stay in the middle of the
process due to solo work, and lack of self-motivation, organization, and independence.
Self-motivation, being organized, and independent are factors of success to complete
the thesis.

The supervisor must deal with issues such as (1) the average admission to grade [16]
reported as a factor to complete the thesis, in addition to establishing strategies to achieve
the social and academic integration of the student that has been considered another factor
by [19], (2) with communication skills and language proficiency skills [16] considered as
limiting in the thesis development process, (3) provide constructive and timely feedback,
as well as encourage in these cases with the phenomenon of blocking the writer, and (4)
supporting the thesis supervisor through all stages of the thesis development process is
an indispensable factor [16].

2.4 Research Methodology and Thesis

The research methodology is an important matter because the understanding of research
techniques contributes to the development of an academic discipline that integrates
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knowledge, concepts, theories, and tools related to how social and natural systems and
entities can be studied [20]. The teaching of research methodology not only requires
theoretical knowledge but also to participate in field research and contribute to its growth
and progress. Its importance lies in the fact that this subject provides the student with
the knowledge and skills necessary to solve various problems in society [21, 22].

Several authors agree that the learning outcomes associated with the courses of
research methods are lower [23–25]. This situation may occur because some students
may question the usefulness and benefits of the courses at the end of the degree. How
these courses are designed and taught is diverse, and there is a tendency to define the
classes to qualitative and quantitative approaches. Taken into account that the elaboration
of the thesis in many cases is the student’s first contact with scientific research.

Another aspect to mention is that research methodology teachers have a wide range
of students in different disciplines. Some teachers are specialists both in the area of
knowledge related to the thesis and research methodology. However, in their vast major-
ity, they have not acquired a formal degree in the field, also, that few are also considered
experts in research methodology [20].

Another study [12] shows the difficulties that students have in selecting the most
appropriate research methodology to conduct their research, present problems with data
collection, in ensuring the validity of the questionnaire, perform the data analysis or
determine the sample. Define the problem, review the literature, build the theoretical
framework, design a strategy, and verify the hypothesis mentioned as highly complex
processes [26]. That is, as part of the research methodology, students are expected to use
systematic proposals and procedures to investigate well-defined problems [23].

3 Research Methodology

The research carried out is of the quantitative type. It is transversal because the data
is collected and analyzed at a given time. The population consisted of undergraduate
students of the systems engineering, offered by a private university. The students par-
ticipating in the research were in the last year of their professional career and were
studying research subjects. The research courses are designed to provide the knowledge
and skills for research and the gradual development of the undergraduate thesis. Also,
students have a statistics course whose content includes: descriptive statistics, quanti-
tative and qualitative methods, and study design. The sample is non-probabilistic and
consists of 66 students. Two instruments were applied: one linked to the adviser and the
other related to the knowledge and skills developed for the thesis development by the
student. In this article, we will focus on the second instrument.

The questionnaire consists of two parts: the first part oriented to sociodemographic
data and the second part to the thesis development process. This article studies the
thesis development process in the phases of literature review, problem definition, and
methodology. The collected data were processed using SPSS statistical software. A
descriptive analysis of the study variables, through frequency tables for the qualitative
variables and measures of central tendency for the quantitative variables, were obtained.
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4 Results

This section presents the results of the research carried out to know the knowledge
and skills developed by the students who develop theses. The results correspond to 66
students of which, 17% are female, and 83% are male, 62% between 21 and 22 years,
8% 23 years, and 10% 24 years. Figure 1 shows the distribution of students by gender,
who participated in the research.

17%

83%

Female Male

Fig. 1. Distribution of students according to gender

In examining the results, students anticipated developing abilities and necessary
knowledge of techniques and tools for the development of the thesis. In other words, the
ideal percentage expected for each activity is 100% on the Likert scale 4 (totally agree).

4.1 Literature Review/Theoretical Framework

Once the idea of the research problem is conceptualized, the state of art of the topic is
reviewed. The results related to the literature review activities show that the percentages
on the search for information relevant to the research to be carried out do not reach
the ideal value. There is a need for students to improve their research skills to extract
relevant information from the databases by using extraction sheets. Having relevant
data extraction sheets is a good practice used in the systematic review of the literature.
Likewise, the knowledge and skills of teachers and students improved in the use of
tools to make automatic references in the text. Table 1 shows the results for each of the
activities by scale expressed as a percentage.

4.2 Problem Definition

Students must have the skills to examine the information from the literature review and
develop critical thinking to contrast the positions and approaches of different authors.
Likewise, redefine the problem to be solved and the variables that intervene. In practice
in thesis supervision, students show challenges in the final approach to the problem and
inwriting the research objectives. In the supervision process, these aspects are reinforced
so that students reach the desired level. Table 2 shows the results for each of the activities
by scale expressed as a percentage.
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Table 1. Activities related to literature review

Literature review/theoretical framework 1 2 3 4

Search for relevant information in electronic journals 1.5 6.1 56.1 36.4

Create data extraction sheets 0.0 24.2 48.5 27.3

Use a referral system 0.0 24.2 45.5 30.3

Use tools to make automatic references 9.1 25.8 36.4 28.8

1 totally disagree, 2 disagree, 3 agree, 4 totally agree

Table 2. Activities related to problem definition

Problem definition 1 2 3 4

Contrasting approaches and positions of various authors 0.0 21.2 50.0 28.8

Make a critical evaluation of the different positions 1.5 21.2 53.0 24.3

Pose the research problem to be solved 0.0 3.0 74.2 22.8

Write the research objectives 0.0 3.0 66.7 28.8

1 totally disagree, 2 disagree, 3 agree, 4 totally agree

4.3 Methodology

The methodology focuses on research questions erected, how essential data is collected,
processed, analyzed, and interpreted [20]. Knowing the types of research allows you to
respond appropriately to research questions. Defining the population and defining the
sample are important aspects that students should know. In this case, teachers are knowl-
edgeable about the subject related to the thesis but have not acquired a formal degree of
supervisors. Likewise, these results reveal the importance of an interdisciplinary work
in which the specialist in the subject, a specialist in methodology, and the statistical
professional participates. Table 3 shows the results for each of the activities by scale
expressed as a percentage.

Table 3. Activities related to research methodology

Methodology 1 2 3 4

Choose a type of research to answer the question posed 0.0 10.6 54.5 34.8

Define the variables to study 0.0 7.6 60.6 31.8

Make sufficient delimitation of the population 0.0 13.6 60.6 25.8

Make an appropriate selection of the sample to be performed 0.0 16.7 48.5 34.8

1 totally disagree, 2 disagree, 3 agree, 4 totally agree
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4.4 Thesis Supervisor

Different authors agree on the importance of the supervisor-supervised relationship. The-
sis supervisors should not only know but also proven research experience. The behavior
of the supervisor is crucial in the stages of the thesis work, in which the student must
collaborate with the fulfillment of the tasks. The experience and research production
of the supervisor is a factor that positively affects the culmination of the thesis. The
results show that teachers know the rules and regulations of thesis supervision (mean=
3.4), demonstrate knowledge in research methodology (mean = 3.3), and demonstrate
confidence in their ability as supervisor and researcher in an average vaster than 3.3 of
an ideal value equal to 4.

5 Conclusions

Various studies conducted on factors that condition that a student does not culminate from
an emotional, family, organizational, supervision, and amongothers.An important aspect
is the knowledge anddevelopment students’ research skills for thesis development. In this
article, the results of quantitative research presented to show the situation of knowledge
and skills developed by undergraduate students on a Likert scale from 1 to 4 (4 the
ideal value), in three aspects: literature review, problem definition, and methodology.
The results of the study show the need for students to improve their knowledge and
research skills to prepare the thesis. The supervisors should not only know about the
subject but also about research methodology coupled with the experience in research
and statistics. As future work, studies continued on the limitations that students have in
the thesis development process, in each of its stages, as well as identifying the technical,
organizational, personal, and social factors that impact the thesis development process.
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Abstract. In the present study, the relationship between hedonic capacity and
online shopping is explored through a Swedish nationally representative sample.
A survey was distributed to 3000 citizens. The number of respondents was 1591
(response rate: 53%). Ordinal regression analyses were conducted in order to test
the association between hedonic capacity and online shopping. The dependent
variable was online shopping frequencies. Gender, age, and individual income
were control variables. Our findings indicated that hedonic capacity was posi-
tively associated with online shopping (p < 0.001). The findings propose that
online shopping primarily is triggered by emotions and affect rather than reason-
ing and cognition. Such insights can be used in strategical marketing and tech-
nological decisions by academy and industry, as well as in Web site design and
communication.

Keywords: Online shopping · E-shopping · Hedonic capacity · Hedonic
shopping

1 Introduction

The number of citizens who shop online, the number of online purchases per citizen, and
the total amount of money that citizens spend on purchases via the Internet has increased
in Sweden as well as in other developing countries [6, 7, 11, 17, 21]. In 2018, the total
Swedish retail sales was SEK 787 billion, while the total retail sales on the Internet was
SEK 77 billion. This means that retail sales on the Internet represented 9.8% of total
retail sales in Sweden [20]. According to the Swedish Trade Federation, the Swedish
retail sales on the Internet will grow rapidly the coming years and correspond to one
third of the total retail sales already in 2025 [25]. The number of occasions that Swedish
citizens, on average, shop something online has increased noteworthy in the last decade,
from 9 occasions in 2008 to 24 occasions in 2018 [20].
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Clearly understanding online shoppers are advantageously in ICT design, marketing
communication, and overall strategical decisions [28]. Traditionally, online shopping
has been perceived as utilitarian rather than hedonic [28]. People in general differ in
their hedonic capacity, which is the capability for experiencing pleasure, excitement,
enthusiasm, and enjoyment in everyday life [15]. The aim of the present study is to
explore the relationship between hedonic capacity and online shopping. Since online
purchases primarily seems to be associated with utilitarian shopping and not hedonic
shopping [28], people with a low degree of hedonic capacity are expected to shop more
online than people with a high degree of hedonic capacity. Therefore, the following
hypothesis has been formulated:

Hedonic capacity is negatively related to online shopping.

2 Theoretical Framework

2.1 Utilitarian- and Hedonic Shopping

In the off-line environment, consumer researchers have for a long period of time recog-
nized that consumers shop differently depending on whether they shop for fun, so-called
hedonic or experiential shopping, or for efficiency, so-called utilitarian or goal-directed
shopping [1]. In utilitarian shopping, consumers are looking for functional, instrumen-
tal, and practical benefits. In general, utilitarian shopping begins with a problem that the
consumer needs to solve (e.g., something has broken). Utilitarian shopping is normally
linked to necessary requirements that must be fulfilled [5, 14]. In the marketing litera-
ture, utilitarian shopping has been described as efficient, rational, and task oriented [13].
Utilitarian consumers are transaction oriented and desire to purchase what they want
fast and without distraction.

In hedonic shopping, consumers are looking for esthetics, joyful, and pleasurable
benefits [5]. Hedonic benefits are related to expectations that consumers aspire to meet
and are perceived as luxuries and pleasure in the consumption experience [4, 5, 14].

2.2 Online Shopping as Utilitarian Shopping

The traditional view of online shopping is that it has been more related to utilitarian
shopping than to hedonic shopping. Online shopping is traditionally perceived as “work”
and evaluated in terms of work-related performance (e.g., success and accomplishment)
[26]. One reason for this is that pioneer users of the Internet tended to be task and goal
oriented, with a strong internal locus of control, rather than spontaneous with a strong
external locus of control [12]. There are at least four reasons to why online shopping is
more utilitarian than hedonic [28]:

1. Convenience. Online shopping saves time and effort.
2. Selection. Online shopping offers an enormous supply, and thereby a better

opportunity to optimize the utility of the purchase.
3. Information. Online shopping facilitates search for information such as product

specifications and prices.
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4. Lack of sociality. Online shopping offers shopping absent of influences and
distractions from others, such as sale people, spouses, crowd, and lines.

Online shopping has primarily been related to cognitive consumer decision models,
while affective consumer decision models are more commonly related to shopping in
brick-and-mortar stores [28].

3 Methodology

3.1 Sample and Procedure

The data were collected by the SOM Institute, a survey research organization at the
University of Gothenburg. For more than 30 years, the institute has gathered data that is
representative of the Swedish population. The data covers several areas, such as polit-
ical views, media habits, and consumer behaviors. The SOM Institute use systematic
probability samples based on registration addresses [24].

The present study consists of data from the cross-sectional National SOM survey of
2012 [27]. The survey included measures of hedonic capacity, online shopping, individ-
ual income, age, and gender. The survey was distributed to a nationally representative
sample of 3000 selected individuals in Sweden, aged 16–85. The number of respondents
was 1591 (response rate: 53%). The average age was 50.7 years. Of the 1591 respon-
dents, 819 were women and 772 were men. The surveys were sent out on September
14, 2012, followed by a series of reminders distributed via post and telephone, ended on
February 21, 2013 [27].

The National SOM survey of 2012 is in accordance with the Swedish law on research
ethics and approved by the regional ethical review board in Gothenburg [27].

3.2 Measures

Online shopping was measured through a one-item question: “How often have you
purchased an article or a service on the Internet the last twelvemonths?”. The respondents
were asked to indicate purchase rate on a seven-point scale, from “Never” (1) to “Every
day” (7). In total, 1567 respondent answered the question related to online shopping.
Among them, 30.3% had not bought anything online during the last 12 months; 14.2%
had bought something online one time during the last 12 months; 25.1% had bought
something one time per 6 months; 25.7% had bought something every month, 3.8% had
bought something every week, 0.4% had bought something several times a week, and
0.4% had bought something online every day.

Hedonic capacity was measured by a three-items scale [9, 10]. A four-point Likert
scale ranging from 1 (“strongly disagree”) to 4 (“strongly agree”) was used for the three
items: “I often feel exhilarated,” “I often enjoy life,” and “I am in good mood when
socialize.” The hedonic capacity measure was constructed by averaging the responses to
the three items.Only respondentswhohad answered all three items received amean score
and were thereby included in the analyses (N = 1482). The measure of Hedonic capacity
shows a satisfactory level of validity in terms of construct, convergent, and discriminant



Mapping the Relationship Between Hedonic Capacity and Online … 607

validity. The reliability in terms of test-retest reliability is also satisfactoriliy high [9, 10].
Previous researchers [10] reported Cronbach alpha coefficients of 0.54 and 0.65 in two
different samples of the Hedonic capacity scale, while the Cronbach alpha coefficients
in the present study was 0.62. (α = 0.62, p < 0.01, M = 3.14, SD = 0.50, N = 1482).

Prior research has found that gender and age influence Internet usage; men use the
Internet more than women and younger people use the Internet more than older [12,
22]. Previous research has also shown that individual income is positively related to
overall Internet usage [16, 18, 19], and especially to online shopping [8, 21]. Therefore,
the respondent’s age, gender, and individual income were used as control variables in
the present study. Gender was coded as a dummy variable (male = 0; female = 1).
Age was measured through an open question. Individual income was measured through
a seven-point Likert scale, ranging from 1 (< SEK 10,000 per month) to 7 (> SEK
60,000 month).

4 Findings

Two ordinal regression models were conducted in order to explore the relationship
between hedonic capacity and online shopping. In the first model, hedonic capacity was
used as a single predictor, reasoning that hedonic capacity is in focus for the present
study. In the second model, gender, age, and individual income were added as control
variables, in order to investigate potential influences on the relationship between hedonic
capacity and online shopping.

Hedonic capacity was positively associated with increasing odds ratios (OR) for
online shopping, both in the univariate model 1 (OR, 1.62; 95% confidence interval [CI],
0.30–0.67; p < 0.001) and in the multivariate model 2 (OR, 1.43; 95% CI, 0.17–0.56; p
< 0.001) (Table 1).

Higher individual income (e.g., an increase of 10,000 SEKpermonth)was associated
with increasingOR for online shopping (OR, 1.49; 95%CI, 0.32–0.48; p< 0.001).Aging
(in the range of 16–85) was associated with decreasing OR for online shopping (OR,
1.06; 95% CI, −0.05 to −0.07; p < 0.001). We did not find any significant (p < 0.05)
association between gender and online shopping (Table 1).

5 Discussion

5.1 Discussion of the Findings

Hedonic capacity was positively associated with online shopping. This observed associ-
ation between high levels of hedonic capacity and more frequent online shopping went
in the opposite direction to our hypothesis.

A tentative explanation for the positive relationship between hedonic capacity and
online shopping is that peoplewith a higher hedonic capacity to a larger extend can utilize
the advantages from online shopping (e.g., convenience, selection, and information) in
order to make their everyday life even more pleasurable and excitement. Several online
shopping activities seem especially suited for people with a high degree of hedonic
capacity, such as auctions, involvement with a hobby, and bargain hunting [28]. The
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Table 1. Ordinal regression analysis to predict online shopping

Predictors Estimate SE p value OR 95% CI

Model 1

Hedonic
capacity

0.48 0.09 0.000 1.62 [0.30, 0.67]

Model 2

Hedonic
capacity

0.36 0.10 0.000 1.43 [0.17, 0.56]

Individual
income

0.40 0.04 0.000 1.49 [0.32, 0.48]

Age −0.06 0.00 0.000 1.06 [−0.07, −0.05]

Gender
(male)

−0.02 0.10 0.880 0.99 [−0.21, 0.18]

Note Bolded values entries statistically significant effects (p < 0.001).
SE = standard error; OR = odds ratio; CI = confidence interval. The
scales are as following: online shopping, 1–7; hedonic capacity, 1–4;
individual income, 1–7; age, 16–85; gender, 0 or 1

hypothesis is based on a bygone era, 1990–2001 [13, 26, 28]. Since then, the Internet
landscape has changed drastically, especially with regards to electronic commerce (e.g.,
supply of more luxury goods, marketing, Web design, and Big Data consumer tracking).
It is likely that online shopping from the beginning was particularly suitable for people
with a low degree of hedonic capacity and that online shopping were perceived as a
work-related task, rather than a leisure activity [13, 26].

We suggest further research in order to understand why people with a high degree of
hedonic capacity shop online more frequently? Perhaps, hedonic capacity is positively
related to high frequent shopping in general, both online and in brick-and-mortar stores.
Perhaps, people low on hedonic capacity are doing a larger amount of their shopping
online, compared to people high on hedonic capacity. The design of the present study is
insufficient for answering these questions, but we suggest that further research focuses
more on a comparative analysis of online shopping and physical store shopping. Such
researchmight also gain from including a personality trait related to utilitarian shopping,
such as need for cognition (the degree to which a person likes to think about things
and process information) [23]. Furthermore, we do not know if people high on hedonic
capacity primarily are doing utilitarian shopping online and hedonic shopping in physical
stores. In other words, it might be that online shopping primarily is related to utilitarian
shopping even if it is positively related to the consumers’ hedonic capacity. There are
still many questions without answers and therefore good reasons for further research.
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5.2 Discussion of the Methodology

We would like to discuss some methodological limitations with the present study. First,
the cross-sectional sample only allowsus exploring relationships betweenhedonic capac-
ity and online shopping, and not causal effects. However, it might be argued that hedonic
capacity (as other personality traits) causes online shopping (as other behaviors) and not
vice versa [3].

Second, online shopping is measured by a one-item question: “How often have you
purchased an article or a service on the Internet during the last twelve months?”. We
recommend future researchers to use an index or query battery instead, which would
also allow for comparative analyses between hedonic and utilitarian shopping, and across
consumption categories such as clothes [6], consumer electronics [7], and groceries [11,
17].

Third, online shopping is measured by self-reported purchase frequencies and not
actual purchase frequencies. Estimating actual behavior through self-estimation causes
a well-known problem in social psychology [2].

Fourth, although the goal was to represent the Swedish population in the 16–85 age
range, the sample includes slightly fewer younger citizens. Furthermore, married people
are slightly over-represented, while foreign citizens are slightly underrepresented [27].

Finally, caution should also be taken regarding the generalization of the study’s
results to other places and times. Online shopping varies between different cultures,
among other things, depending on economic and technological developments [20, 21,
23]. We suggest more up-dated nationally representative studies on hedonic capacity
and online shopping in Sweden and elsewhere.

6 Conclusion

The key finding of the present study is that high-frequent online shoppers are hedonic
in their characters. If academy and industry are perceiving online shoppers as primary
utilitarian, they might miss their most important target group – people with a high degree
of hedonic capacity. Furthermore, they might develop and use inappropriate business
models, which overemphasize the role of cognitive aspects in consumers’ online deci-
sions and underemphasize the role of affects and emotions. Insights on the relationship
between hedonic capacity and online shopping can and should be used in strategical
marketing and technological decisions, as well as in Web design and communication
[28].
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Abstract. This work describes a virtual testbed of a heating, ventilation, and air
conditioning (HVAC) system that has been developed. The testbed incorporates
a programmable logic controller (PLC) and is applicable to Internet of Things
(IoT) devices. The PLC’s ladder logic program uses hysteresis control and multi-
ple modes of operation. This form of control was selected because of its common
use in industry and even in residential applications. The purpose of this work
is to demonstrate that by using modern tools and platforms, such as OpenPLC,
a controller for an HVAC system can be prototyped and used to research and
explore possible cyberattacks and their effects in various cyberphysical systems.
In particular, possible and plausible implementations of the aforementioned hys-
teresis controller in ladder logic are studied and described to the reader. Also, in
the experimental results, this work explores how these implementations can be
compromised by an injection attack to change settings and by a malicious ladder
logic upload in the virtual testbed. The impacts of cyberattacks in terms of safety
and cost are discussed also.

Keywords: Cybersecurity · Virtual testbed · OpenPLC · HVAC · IoT · PLC

1 Introduction

In recent times, cyberphysical systems—a generic term encompassing industrial con-
trol systems (ICS) and Internet of Things (IoT) devices—have been compromised by
cyberattacks. There have been many examples of cyberattacks targeting ICS and IoT
according to the research literature [1] and even the news [2]. Despite not being a case of
a cyberattack that directly involved a cyberphysical system, the attack on the main net-
work of Target stores is also noteworthy. Hackers were believed to have compromised
the company servicing the HVAC system who had access to the network for billing
purposes. Malicious software could then be installed on Point of Sale (PoS) machines
involved with debit/credit transactions at target [3]. A cybersecurity expert stated that
heating, ventilation, and air conditioning (HVAC) systems are sometimes connected as
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computerized devices to the main network of businesses to allow information concern-
ing the HVAC systems, such as energy usage and cost, to be collected. The expert also
speculated that the HVAC company serviced the HVAC system through its network cre-
dentials [4]. Although Target was likely not set up this way, this description allows for
interesting possible scenarios to study.

The idea and desire behind IoT is to have devices and appliances used in everyday life
more connected through computer networks and the Internet to facilitate ease of use. IoT
devices have similarities to ICS in that they are embedded devices andmay interfacewith
the physical world.With this development, however, comes risks due to vulnerabilities to
cyberthreats. Although the above example of an HVAC does not include the case where
the adversary is able to hack the HVAC system to affect the physical world, the example
does illustrate that there is a concern for such cyberphysical systems if the HVAC is
linked to other devices through networks. This current work will explore the following
situation: A malicious entity has access to the HVAC device by means of a network and
therefore can maliciously alter the HVAC’s settings and programming.

The study of cyberphysical systems, including cybersecurity of these systems in
particular, is an interdisciplinary pursuit. Concepts of control systems and computer
science as well as those of many engineering fields have become intertwined. Malicious
changes to software or to settings in programmable logic controllers (PLCs) or other
devices and computer systems associated with the PLC have implications in the physical
world that fall under the domains of electrical, mechanical, civil, chemical, and control
systems engineering as well as others.

A literature search of related works was conducted. To better understand the impli-
cations of computerized control systems and their impacts in various physical domains,
Hahn et al. describe a useful framework consisting of a model of a cyberphysical system
and a kill chain [5]. The model consists of three main layers: (1) cyberlayer, (2) control
layer, (3) and the physical layer. When an electrical engineer or specifically a control
system engineer designs a control system for a given cyberphysical system, the engineer
uses mathematical abstractions or creates a block diagram in special design software.
The designs must be directly compiled or written in some common programming lan-
guage which will then be compiled for the actual hardware of the PLC that will control
the physical process. The control layer is thus mapped to the cyberlayer, and it exists in
actuality as a compiled program in binary machine code form. It resides in the memory
of the PLC’s hardware and is processed by the CPU of the hardware. The hardware
itself is connected to actuators that influence a physical process that can be described
by an appropriate domain expert. Sensors allow the PLC to have information about the
physical process. The kill chain described in Hahn’s work can be used to understand
how violations of one or more of the components of cybersecurity (availability, integrity,
and confidentiality) can lead to violations of properties of the physical process, namely
stability, safety, and efficiency. Also, the paper by Huang et al. [6] is a seminal work
from the past that investigates the physical and economic consequences of cyberattacks
against integrity and availability in control systems. Other recent works focus on cyber-
security experiments with HVAC systems. The work [7] discussed an actual testbed of
an industrial blower representing an HVAC system. This is in contrast to this work,
which uses a virtual testbed as an inexpensive means of prototyping. Also, the work
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[8] discusses simulations of smart HVAC devices and how they optimize energy usage
based on cost and how they can be compromised by misleading reported prices due
to cyberattacks. This current work, on the other hand, focuses on more direct attacks,
namely malicious changes in settings and uploaded programs.

The remainder of this paper is organized as follows. Section 2 covers background
material on pertinent theory. Section 3 covers modeling the HVAC system and its
implementation. Section 4 consists of the experimental results, and Sect. 5 is the
conclusion.

2 Background

2.1 Virtual SCADA Testbeds

To experiment with various scenarios of ICS and IoT, virtual testbeds may be developed
and used. This work employs the virtualized framework of a supervisory control and data
acquisition (SCADA) system described in the work by Alves et al. [9]. This framework
consists of five components with an emphasis on OpenPLC to serve as the platform to
emulate PLCs on a virtual network. These five components are the (1) physical system,
(2) cyberphysical link, (3) PLC, (4) network, and (5) human-machine interface (HMI)
or centralized computer system for remote monitoring and control. For a virtual testbed,
the PLC and HMI exist as virtual machines on a virtual network, and the physical system
is represented by a simulator, such as MATLAB Simulink. These are illustrated in Fig. 1
along with important flows of information.

Fig. 1. SCADA system decomposed into major components

2.2 PLCs and Their Function

One of themain focuses of this work is the PLC (or IoT device) itself, which has the local
ladder logic program responsible for controlling the physical system or plant through
sensors and actuators. It is important to understand the PLC’s role and function in the
SCADA system and how the PLC is programmed and designed to control the physical
system. A PLC typically has a set of registers and coils that make up its memory. These
may be used for input and output and for general information and settings used by the
internal program running on the PLC. OpenPLC, the tool used in this work, emulates this
setup [10]. As far as the programs are concerned running on the PLCs, PLCs in various
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engineering domains (i.e., electrical, chemical, robotics, etc.) are typically programmed
with a form of feedback control [11]. In this scheme, the sensor information that is
indicative of the current state of the physical process under control is relayed to the
PLC, so that the PLC can act through its actuators to influence the behavior of the
physical system according to a desired objective. The state of the physical system may
include such physical quantities as temperature, voltage, and pressure depending on the
application. This state is typically referred to as the process variable (PV). Generally,
the control algorithm or program in the PLC has a certain goal or set point to achieve
that is determined by an engineer or user. The set point (SP) is the desired value for the
process variable. The controller must manipulate the actuators, which directly act on
the controlled variable (CV) to influence the process variable to reach the set point or in
some cases to be maintained between two set points. PLCs are connected to actuators
and sensors through wires or simple network protocols. The programs designed for
PLCs are typically made in ladder logic or at least one of the five languages for PLCs
according the IEC 61131-3 standard, which OpenPLC is compliant with [10]. A diagram
that illustrates these feedback control systems can be seen in Fig. 2.

Fig. 2. Feedback control system

2.3 The PLC/Ladder Logic Program

The hysteresis controller, also known as an on-off controller, is a common type of
controller implemented as a program for the PLC. This controller uses twomain discrete
states for the actuator, rather than a range of values that the actuator may take on. The
actuator is said to be either “on” or “off” in other words. A well-known example is
a thermostat, which can either turn on or off the heat according to its programming.
With a thermostat, as well as other on-off controllers, there is typically a main set point
determined by a user and two set points—high and low set points—that are at offsets
slightly above and below the main set point. With the two states of the actuator, this
type of controller can cause the process variable to either increase or decrease to keep
the process between the two set points. If the PV reaches or goes below the low set
point (SPLow). Then, the controller must choose the actuator state that causes the PV to
increase (CVinc). On the other hand, if the PV reaches the high set point (SPHigh) or is
above it, the control must choose the actuator state that causes it to decrease (CVdec).
The following piecewise Formula (1) defines the behavior that the controller must have
for its actuator, which affects the control variable:

CV(t) =
⎧
⎨

⎩

CVinc, PV ≤ SPLow
CVdec, PV ≥ SPHigh
unchanged, SPLow < PV < SPHigh

(1)
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Modes of Operation in PLCs The type of controller described above may be consid-
ered automatic since the controller can regulate a physical process without direct inter-
vention except for changes in settings done at a supervisory level. Examples of settings
are the high and low set points. The ladder logic implemented in a PLC may consist of
multiple modes that can be selected by the user. One mode is manual where an operator
who is communicating with the PLC via an HMI over a network has more direct control
of the actuators. The automatic modes could be, for example, hysteresis control as in
the case of this work. The current mode may be stored as an integer in a register of the
PLC. The value “1” for example may represent manual mode and a “2” may represent
automatic mode, etc.

Safety and Cost Concerns For a given plant, there are general ranges of values for
the process variable that are acceptable from a safety consideration. In the context of an
HVAC system, this may be considered more of a matter of comfort than avoiding danger.
However, there is the case when an HVAC system is used to regulate the temperature of
a server room or supercomputer, where it is paramount to keep the temperature within a
certain range. Otherwise, equipment may be damaged. There are some ways to choose
parameters in the hysteresis controller that would be unacceptable since such values
of parameters could lead the physical process to veer outside of a safety region. For
example, a high set point could be chosen that is above an upper bound of a safe region
of behavior for the process variable. If the PLC were to drive the PV outside of these
safety conditions based on its program or settings, this would be unacceptable. Also,
there may be some control schemes that are more optimal in terms of cost. The reason
that there is a cost associated with the control system is that actuators generally have a
cost associated with them when they are active or switched on. In that case, the actuators
are consuming fuel or electricity, which cost money.

2.4 Cyberattacks

If the adversary desires to take advantage of the controller by changing settings to make
the controller unstable, the attacker will have to have gained access to the network
and proceed to inject command packets into the PLC to change the values of various
registers. These registers may represent the various parameters of the on/off or pro-
portional/integral/derivative (PID) controllers. However, it is possible that the designer
of the software does not have those parameters as register values but simply has them
stored as constants in the program. To change these constants, the hacker would need
the ability to change the memory that the code resides on or to modify the code before it
is uploaded to the PLC or to spoof the computer running the engineering software and
send the code to the PLC [12]. Other methods include performing Man-in-the-Middle
(MitM) attacks to change parts of the code when it is in transit to the PLC.Many of these
types of attacks are described in [13], where experiments were conducted using an Alan
Bradley or a Siemens PLC. What differentiates this current work from that one is that
this work uses a virtual testbed environment and OpenPLC to emulate the PLC. Also
those previous works do not examine the many ways the integrity attack can influence
the PLC that this work does in terms of impact to the physical system. The major attacks
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selected in this work are based on the threat model described in [14] where the attacker
seeks to cause harm by choosing values for parameters used by the ladder logic program
to lead to instability or a violation of a safety condition. These parameters may exist as
registers in the PLC or as constant values embedded in the ladder logic. Works [15, 16]
also include similar attacks. Note that other relevant attacks for this work may not just
simply change parameters, but also the control logic.

3 Modeling an HVAC System

The focus of thiswork is anHVACsystembecause of the importance ofHVACsystems to
society.Manybusinesses and residential areas useHVACsystems to keep the temperature
of the building at a level reasonable to occupants. A “smart home” would most likely
have the HVAC controller networked with a centralized computer system or server.
The HVAC systems are generally controlled using an on-off controller to maintain the
temperature near a set point chosen by the user. From this set point, a high set point and a
low set point are determined, where the high set point is the user-defined set point added
to some constant value. Similarly, the low set point is a constant value subtracted from
a user-defined set point. The physical system under control of the HVAC is governed
by Newton’s laws of heating and cooling. In this work, a model of the physical system
is developed in MATLAB based on a paper by Balan et al. [17] and an example in
MATLAB Simulink [18], which rely on these laws. The model of this work uses heating
and cooling systems to influence the temperature inside of the building. When hot air
from the heating system flows into the surrounding air, the rate of heat transferred is
proportional to the difference between the temperature of the hot air and the temperature
of the roomor the surrounding air. The document [18] describes the equations that govern
this behavior, which are implemented in a Simulink model. They are also implemented
in the Simulink model of this work (Fig. 3) in the red block (The heating system) in
Fig. 3, which is similar to the original Simulinkmodel except for the color. In this current
work, an additional block was added nearly equivalent to the heating system. This block
shown in blue is the cooling system. There is only one main difference between the two
blocks. The heating system involves blowing air at a temperature of 50 °C. However,
for the cooler, the value is changed to 0 °C to simulate cooled air flowing from the fan.
Also, the Simulink model used in this work, which is based on the example provided in
MATLAB takes into account heat loss to the external environment of the building. A key
difference between the model used in this work and the example is that the original block
for hysteresis control was replaced with a block that allows for UDP communication
with an OpenPLC virtual machine as described in [9]. Two digital actuators are used for
turning on the heater and the cooler. These directly manipulate the controlled variables.
One analog sensor is used for measuring the temperature, which is the process variable.

For this work, instead of the attack originating from the HVAC system to affect the
payment system, where both systems are on the same network, the focus of this work
is to affect the physical world. Potential attacks against the HVAC would be those that
change settings in adverse ways such as merely changing the set point to a high value or
low value, where the attacker has the goal of either causing discomfort or to increase the
energy bill. Another potential attack would be for the attacker to reprogram the device
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Fig. 3. MATLAB Simulink model of thermal system

with new ladder logic. The following is the MATLAB diagram (Fig. 3) for this type
of physical system. For this work, a virtual testbed is used, where the PLC is emulated
with OpenPLC running the ladder logic, and the physical system is implemented and
simulated in MATLAB.

In this work, the PLCOpen editor [19] is used to create the ladder logic. An explana-
tion of the ladder logic of the HVAC system is shown in Fig. 4: To aid in this discussion
of the ladder logic for this testbed, the ladder logic is divided into several sections as
indicated by the comments within the ladder logic. These sections are (1) Off Mode, (2)
Manual Mode, (3) Auto Mode—Heat, (4) Auto Mode—Cool, (5) Output.

For the first section, which corresponds to “off mode,” when the register mode is set
to 0, the output of the “EQ” block in the rung of that section is set to one or “High.”
The “EQ” works by comparing both of its inputs to determine if they are equal. If they
are, the output is “High.” Otherwise, the output of the “EQ” block is set to “Low.” A
“high” value for output of the “EQ” block causes the “heat” and “cool” coils to be reset
meaning both coils are set low. These specific coils are associated with the states of the
actuators for the heating and cooling systems.

For the second section (Manual Mode), there are two rungs. For the first rung, when
the heat register is set to 1, the output of the “EQ” block in the rungs becomes “High.”
Thus, the coil (“Heat_man”) is set high. Likewise, when the cool register is set to 1, the
coil (“Cool_man”) is set high. These coils serve as flags for the output section of ladder
logic. The two registers (heat and cool registers) are considered settings that may be set
by user at an HMI that can send command packets to the PLC to set these registers.

For the third section (AutoMode—Heat), two rungs are used to implement hysteresis
control. If the temperature as indicated by the temp register is equal to or greater than
the high set point, then the “heat_auto” coil is reset to “Low” or false. The “GE” block
is used to make this comparison. If, on the other hand, the temp register is equal to or
less than the low set point, then the “head_auto” coil is set to “High” or true. The “LE”
block is used to achieve this.

For the fourth section (Auto Mode—Cool), two rungs are used to implement hys-
teresis control like the previous section, but the set and reset operation is performed in
reverse for the “cool_auto” coil. Using this mode assumes that the outside temperature
is higher than the inside temperature, and there is a tendency for the inside to become
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Fig. 4. Ladder logic for hysteresis control of HVAC with multiple modes of operation
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warmer until an equilibrium is reached. Therefore, the PLC must maintain the desired
temperature by cooling the building.

The remaining fifth section of the ladder logic is the portion that deals with the
output. The logic of this section is such that the following operations are performed: If
the mode register is equal to 2 (“Auto Mode—Heat”) and the “heat_auto” flag which is
determined by section 3 is set “High,” then “heat” coil is set “High.” If the mode register
is equal to 3 (“Auto Mode—Cool”) and the “cool_auto” flag which is determined by
section 3 is set “high,” then “heat” coil is set “High.” Also when the mode register is set
to 1 for manual mode, the flags “heat_man” and “cool_man” determine the states of the
“heat” and “cool” coils, which direct the actuator states.

4 Experimental Results

4.1 Setup

Several experiments in this work were performed for the HVAC system to illustrate
various scenarios where a cyberattack can induce harm physically. The experiments
were performed on a virtual testbed that included the Simulink model of the HVAC
system as well as virtual machines for the PLC and a malicious rogue device on the
network. The attacks were designed to be launched from the rogue device, which runs
the Linux operating system and has Python-based tools to launch the cyberattacks. One
of the tools uses the pymodbus library to be able to inject Modbus write command
packets to registers in a given PLC target. The scenarios were (1) normal conditions, (2)
malicious ladder logic upload, and (3) injection attack to change settings.

4.2 Discussion

In normal conditions, the HVAC system is running in automatic heat mode, which is a
hysteresis mode with a user-defined setting of 22 °C. The program can use this value to
compute high and low set points at offsets above and below the user setting. The goal
of the ladder logic program in that mode is to maintain the temperature between those
two set points. An illustration of this is seen in Fig. 5 on the left. What can be observed
is that the temperature rises when the heater is turned on as expected until it is slightly
above the user-defined set point. At which point the heater is turned off allowing the
room temperature to decrease until it reaches a point slightly lower than the user-defined
set point. The decrease in temperature is expected because of the heat transfer from
the inside of the building to the outside, which is colder. This pattern repeats itself. In
the case of a malicious upload, a program is sent with some changes to the rungs in
section 3 of the ladder logic that causes the heat to always be turned on. At the same
time, the cooling system is activated to regulate the temperature. If the temperature is
greater than or equal to the high set point, the cooling system is turned on to bring the
temperature down. If the temperature falls to a level equal to or less than the low set
point, the cooling system turns off to allow the heat of the other system to bring the
temperature up. This can be seen in Fig. 5 (center). In this case, the goal of the attack
is to regulate the temperature and deceptively fool the user that everything is normal
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since the HVAC systemmaintains the desired temperature. However, the cost of running
HVAC becomes much greater because the heating and cooling systems are used to a
greater extent. For a scenario involving a cyberattack, a change in a register or multiple
registers can influence the behavior of the system adversely. In this case, a rouge device
on the network can send a command to the PLC to switch to manual mode and then
to turn on the heat, which can lead to unfavorable conditions (Fig. 5 on right), where
the temperature becomes high. Operating costs associated with the three scenarios over
time can be seen in Fig. 6.

Fig. 5. Scenarios

Fig. 6. Operating cost of running HVAC over time

5 Conclusion

This work demonstrates how OpenPLC and an overall virtual testbed may be used as
a prototyping tool for a controller and its ladder logic. In particular, this work showed
that a testbed can be constructed for hysteresis control used for an HVAC system with
multiple operating modes. This virtual testbed can allow for a researcher to gain insight
into the impacts of cyberattacks that include harm in terms of safety or cost as in the
case of this work. Future work will be to investigate more advanced and extensive
attacks that can include MitM attacks to deceive HMIs which were used in [9, 20].
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For example, an attack can perform an MitM attack, so that the packets that contain
information regarding the current temperature or energy usage as detected by the PLC
are modified in transit before traveling to the HMI. This is done to deceive the HMI
concerning the true state of process variables. Possible mitigations or security controls
to prevent or deter cyberattacks have also been investigated in the literature that include
encryption, authentication, and intrusion detection systems [21]. These may be applied
to the testbed to study the effectiveness of these mitigations. Other control systems, such
as PID controllers, may be studied to have a greater understanding of how a cyberattack
can manipulate gains, which may be stored in registers in the ladder logic or as constants
embedded in the code of the PLC. Some of the methods of attack described in this work
may also be applied to the PLC with PID control to study impacts to the cyberphysical
system.
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Abstract. A probability distribution is constructed using a determinis-
tic method by gradually slicing a fuzzy number and incrementally trans-
forming a set of α-cuts into high density intervals. The test of the pro-
posed method was conducted by artificial examples to make a comparison
arbitrarily with other commonly used methods and measured by common
statistics. The result showed a good, however not the best, possibility-
to-probability transformation.
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1 Introduction

Representing knowledge from an expert is frequently, conveniently, and
efficiently achieved by a fuzzy set. A lack of statistical data leads to a
reliance on subjective evaluation in representing unknown quantity in a
problem. This type of data is mainly in a form of expert opinion that
could be decoded from a linguistic term into mathematical quantity by
fuzzy set theory. Essentially, the use of fuzzy number, A, is to map each
variable, θ, in a universe of discourse, Ω, to the corresponding possibility,
π(θ), due to the uncertainty inherited from expert’s incomplete knowl-
edge, A = {θ ∈ Ω|π(θ) ∈ [0, 1]}, where π = 0 indicates the impossible
and π = 1 indicates the most possible. The common shapes of fuzzy
number are the triangle and trapezoid and can be written in the general
form of fuzzy number, A = (a, b, c, d), as, for instance, A = (0, 5, 10) and
A = (0, 3, 5, 10), respectively.

However, there exist some inconveniences in processing the possibility
data, especially on the application side of tools for fuzzy data. Thus,
the transformation from possibility to probability emerges to bridge such
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deficiencies. The obvious benefits are the more standardized and the more
widely accepted in applying probability over fuzzy set. One of our applied
areas is data fusion by Bayes theorem. In this case, instead of assuming
a prior probability in a traditional way, we present the informative prior
translated from linguistic terms.

The following subsections contain discussions on possibility-to-
probability transformations (Sect. 3), examples (Sect. 4), and conclusion
(Sect. 5).

2 Possibility-to-Probability Transformation

In this research, we considered only one-way transformation from pos-
sibility to probability due to our specific requirement. Three methods
of the transformation are included as companions. Let P be a probabil-
ity and π be a possibility of parameter, θ. First, the rule of consistency
implying the more possibility, the more probability [5] suggests a heuris-
tic with the transformation by

Pi(θ) =
πi(θ)

∑N
j=1 πj(θ)

; i, j = 1, . . . , N ; (1)

where N is number of parameters with indicators, i and j. Another
widely adopted method [1], that is also used as a major baseline in this
work, relies on a stochastic experiment that is governed by three rules of
(1) probability–possibility consistency that increases or, at least, keeps
information after transformation or P (θ) ≤ π(θ); (2) preference preser-
vation that maintains the order between possibility and probability, i.e.,
π(θ) > π(θ′) ⇔ P (θ) > P (θ′); and (3) least commitment stating that
the transformation is as uncertain as possible, P (.) ∼ Unif(0, 1) that
can be seen as [1]:

Pi(θ) =

T−1∑

k=i

(
πk(θ) − πk+1(θ)

k

)

; i = 1, . . . , T − 1; (2)

where k and T are the transforming order and number of loops required
for the simulation, respectively. May the abovementioned transforma-
tions be referred later as Zadeh’s [1], Dubois’ [2], and Klir’s [3], respec-
tively. On the other hand, an interesting method that maintains the level
of information before and after transformation is written by the equation
[3]

Pi(θ) =
π
1/δ
i (θ)

∑N
j=1 π

1/δ
j+1(θ)

; i, j = 1, . . . , N ; (3)

where δ is between the range of (0,1) and used in controlling the degree
of change probabilities or shape of distribution.

It must be noted that the transformation might be misleading. The
quantities of the two are known standing on different concepts. While the
possibility reflects incomplete knowledge about a problem, the probabil-
ity represents the outcome of stochastic experiment, i.e., epistemic and
aleatory uncertainties, respectively. As a result, the domains of applica-
tion are restricted in reality and must be utilized carefully.
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3 Proposed Transformation

Our fundamental concept has been evolved from the idea of interpreting
confidence interval as corresponding alpha-cut [2], however implementing
such an idea is fairly difficult in terms of computation complexity. Several
interval-based statistics were experimented. The best alternative appears
to be the simplest in computation, formula, and interpretation.

Let P (θ) be a probability function of a random variable, θ. High den-
sity interval (HDI) is a set of variables whose probabilities are greater
than or equal to a threshold probability, (γ ∈ [0, 1]), as indicated by the
following expression:

γH(Pγ) = {θ ∈ Θ|P (θ) ≥ Pγ}, (4)
where Pγ is the largest probability such that

P (γH(Pγ)) ≥ 1 − γ.

On the other hand, alpha-cut (α-cut) is a set of all variables whose
possibilities are greater than or equal to the specified constant (α ∈ [0, 1])
as defined by the following equation:

αA(α) = {θ ∈ Θ|π(θ) ≥ α}, (5)
where α is a constant of possibility level.

Based on the pattern observed from Eqs. 4 and 5, the resemblance
between the two concepts is noticed and leads to our proposal that “A
corresponding probability of high density interval would be equal to and
could be derived from a particular (α-cut) level of possibility”, given the
expert’s judgment is correct. The proposed transformation is based on
such a notion and expressed mathematically as follows:

1−αH(P1−α) = αA(α), (6)
where γ = 1 − α.

For a convincing example, the estimation of a financial asset of 100–
120 dollars with 0.95 or high possibility (.95A) should consequently result,
for a number of time, in the same price bracket with top-5-percent prob-
ability (.05H). Thus, the 5-percent HDI could be built by the values of
100–120 dollars at 0.95 possibility level. We, therefore, propose the con-
struction of probability distribution by gradually slicing fuzzy number
and incrementally transforming α-cut into HDI as shown in the following
steps:
(a) Divide a unit possibility into a set of alphas (αi ∈ [0, 1]; i =

0, 1, 2, . . . , N . The number of increments, N , is sufficiently large in
order to accommodate the linear operation. N = 100 produces the
appropriate result as graphically shown in the examples (Sect. 4));

(b) Initialize i = 0 at α = 1, calculate the α-cut (αAi);
(c) Interpret, via Eq. 6, the range of variables obtained in the previous

step as an HDI for the new probability distribution (Pi(θ));
(d) Move to the next i and repeat step (b) to obtain the α-cut (αAi);
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(e) Compute the relative position of probability (the initial probabil-
ity recommended is p0 = 1) of the incremental HDI by a simple
geometric calculation:

ΔPi =
P

(1−α
Hi(P1−α))

) − P
(1−α

Hi−1(P1−α))
)

.5
(
1−αHmax

i −1−α Hmin
i −1−α Hmax

i−1 +1−α Hmin
i−1

) , (7)

where Δ.pi is the increment in probability of HDI from i − 1 to i.
The 1−αHmax

i is the short form of the maximum HDI at a particular
probability, max((1−α)Hi(P1−α)), and so on;

(f) Calculate
Pi = Pi−1 + ΔPi, (8)

which is a cumulative HDI at order i;
(g) Repeat the above steps from (d) to (e) for every i until α = 0; and
(h) Reset the probability axis to the origin by

P ∗
i (θ) = Pi(θ) − min(Pi(θ)):∀i, (9)

where P ∗
i (θ) is the transformed probability, thus the new or trans-

formed probability distribution is obtained.
Although this work is developed under the framework of Bayesian

statistics, the same technique can be applied to the frequency-based
statistics as well.

4 Examples

We continued our ongoing investigation in the domain of prior probability
distribution for the applications in Bayesian statistics [4] by transforming
fuzzy number into prior probability distribution. In this research, we
experimented the transformations with two commonly used shapes of
fuzzy number, i.e., triangle and trapezoid. Fuzzy data demonstrated in
the computation were artificial, however, were sufficient in representing
most common cases in actual priors such as expert estimation of financial
data of stock, real estate, and trading. The data and results are shown
in Table 1.

Moreover, in order to compare the results of different methods, some
operations were set in place for a purpose of comparison by

• Instead of separately sampling from the each support of transforma-
tion, we selected a fixed set of samples for every experiment.

• The transformed probabilities were normalized for a better visu-
alization and had no effect in our usage of prior in the Bayesian
framework.

• Currently, to our best knowledge, there is no standard technique
of the transformation; therefore, the examination was not on any
baseline but, rather, to find out the characteristics of each method.

Each sample was run on 10, 100, and 1000 transformations
on each test. The examples were observed in three criteria, i.e.,
shapes of the transformed probability distribution, point estimations
(mean/median/mode), and variation or interval estimation (variance).
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Table 1. Data and statistical results of the transformed probabilities

No Shape Fuzzy data Method Size Mean Variance Median Mode

i(L) Triangular (0,5,10) Zadeh 10 5.00 4.12 4.42 4.87

Dubois 10 4.53 2.89 3.33 4.87

Klir 10 5.00 2.55 4.42 4.87

Proposed 10 5.00 2.79 4.42 4.87

i(R) Trapezoidal (0,3,5,10) Zadeh 10 4.60 4.30 2.65 2.92

Dubois 10 4.05 2.48 1.34 2.92

Klir 10 4.42 2.78 2.65 2.92

Proposed 10 4.47 3.20 2.65 2.92

ii(L) Triangle (0,5,10) Zadeh 100 5.00 4.17 5.00 5.00

Dubois 100 4.99 2.68 5.00 5.00

Klir 100 5.00 2.50 5.00 5.00

Proposed 100 5.00 2.78 5.00 5.00

ii(R) Trapezoidal (0,3,5,10) Zadeh 100 4.59 4.30 3.00 3.30

Dubois 100 4.43 0.36 2.77 3.23

Klir 100 4.39 2.66 3.00 3.30

Proposed 100 4.46 3.28 3.00 3.30

iii(L) Triangle (0,5,10) Zadeh 1000 5.00 4.17 4.99 5.00

Dubois 1000 4.97 2.80 4.99 5.00

Klir 1000 5.00 2.50 4.99 5.00

Proposed 1000 5.00 2.78 4.99 5.00

iii(R) Trapezoidal (0,3,5,10) Zadeh 1000 4.59 4.30 2.99 3.29

Dubois 1000 4.08 0.42 2.77 3.29

Klir 1000 4.40 2.66 2.99 3.29

Proposed 1000 4.46 3.28 2.99 3.29

Remark The (L) and (R) indicate Left and Right columns shown in Fig. 1

First, the visual inspection primarily captured the patterns of changes
in the transformations of triangles and trapezoids resulting in the trans-
formed probability distributions as demonstrated in Fig. 1 in the left
and right columns, respectively. There was no much to say about the
results from the Zadeh’s approach (dotted-dash) since the transforma-
tion of then fuzzy numbers gave the exact shapes of probability distribu-
tions. By such an indifference, this method would not be included in our
detailed consideration. The Dubois’ (dashed) gave coarse edges of dis-
tributions in smaller number of transformations but became smoother
once the number grew. In the case of Klir’s (dotted) and proposed trans-
formation (solid), both yielded robust outcome that was not varied on
different number of transformation across the experiments. It may be
able to claim a consistent property from the proposed methodology for
the fact of deterministic type of computation.
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Fig. 1. Comparison between the results of transformed probabilities from triangu-
lar (left) and trapezoidal (right) fuzzy numbers by the Zadeh’s (dotted-dash/gray),
Dubois’s (dash/red), Klir’s (dotted/blue), and proposed (solid/black) methods on dif-
ferent number of transformations
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Second, most of the transformations had an agreement on the mean
(e.g., 5.00 on i(L)). However, the method of Dubois’ resulted in a different
output (4.53 on i(L)). This would be more different in the actual work
due to more randomness added from the stochastic steps. In contrast,
there was not much difference in the other cases of the higher number
of transformation (4.99 and 4.97 in ii(L) and iii(L), respectively, versus
5.00 by other methods).

Third, the comparison was also made numerically in Table 1. However,
some biases may be noticed in the medians and modes due to the values
sampled inclined by the intended asymmetrical shapes of the samples.
Although we see some disadvantages of the Dubois’ earlier, the consid-
eration on the variation was advantageous. The variations were quite
different as can be seen in the case of trapezoids (as lowest in a group
as 0.42 in iii(R) and 0.36 in ii(R)). Even though the transformation of
the Dubois’ required more work and, therefore, was slower than other
methodologies, the variances were quite lower comparing to other meth-
ods. Additionally, the HDI transformation performs equally well in the
triangular samples.

5 Conclusion

The deterministic and interval-based type of possibility-to-probability
transformation was proposed as an alternative prior in another ongoing
research. Comparing to the three commonly used methods on the criteria
of processing time, robustness, and consistency, it was found that there
was still no best transformation available for every case. The interval-
based transformation showed, however, a good solution in most cases.
In other words, through the experiments in different iterations, the pro-
posed method kept the satisfied, not the best, performance. However,
the accuracy between the new and conventional method has not been
confirmed due to various standards of transformation at the moment
which, therefore, needs more elaborated examinations in future work.
At the current stage of implementation, however, the transformation is
sufficient for our current research interest.
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Abstract. The Indian subcontinent is a south geographic part of Asia continent
which consists of India, Bangladesh, Pakistan, Sri Lanka, Bhutan, Nepal, and
Maldives. Different rulers or the empire of different periods have built various
buildings and structures in these territories like Taj Mahal (Mughal Period), Sixty
Dome Mosque (Sultanate Period), etc. From archaeological perspectives, a com-
putational approach is very essential for identifying the construction period of the
old or ancient buildings. This paper represents the construction era or period iden-
tification approach for Indian subcontinent old heritage buildings by using deep
learning. In this study, it has been focused on the constructional features of British
(1858–1947), Sultanate (1206–1526), andMughal (1526–1540, 1555–1857) peri-
ods’ old buildings. Four different feature detectionmethods (CannyEdgeDetector,
Hough Line Transform, Find Contours, and Harris Corner Detector) have been
used for classifying three types of architectural features of old buildings, such as
Minaret, Dome and Front. The different periods’ old buildings contain different
characteristics of the above-mentioned three architectural features. Finally, a cus-
tom Deep Neural Network (DNN) has been developed to apply in Convolutional
Neural Network (CNN) for identifying the construction era of above-mentioned
old periods.
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1 Introduction

Building detection and feature detection are vital research areas in the study of com-
puter vision. There are numerous old and ancient building sites in the Indian subcontinent
region, such as Taj Mahal (Mughal era), Sixty Dome Mosque (Sultanate era), etc. Gen-
erally, the archaeologists can identify the construction period of old building by using its
architectural characteristics or features. In this point of view, this research has established
a computational technique for recognizing the construction period of old architectures
by differentiating the building’s architecture.

In previous years, some researches have been published, where computer vision is
used in archaeology sections [1, 3]. An artificial neural network based feature recognition
technology is used to identify the features of the ancient structure [4]. A CNN method
focuses on visualization for primitive Maya hieroglyph [5]. The deep learning method
is being utilized for recognizing the ancient Roman coin [6]. China’s ancient warrior
terracotta has been visualized by computer vision [7] and it is effective for 3D modeling
[8]. Photogrammetric method has been enabled the image analysis of the Turkish ancient
heritage site [9]. Moreover, some researches have been revealed where machine learning
is also used in period identification [10, 11].

Furthermore, any technique for recognizing the building period of old architectural
structures like the old building, mosque, and temple is not available. That’s why this
research has committed a technique that helps the archaeologists for recognizing the
construction period by detecting the old spectacular architecture.

For establishing the CNN, a deep learning model has been developed where four
features detection methods are applied. These are Canny Edge Detector [12], Hough
LineTransform [13], FindContours [14], andHarrisCornerDetector [15].After utilizing
these methods, three diverse architectural features have been classified which are Dome,
Minaret, and Front because different old structures contain different forms of these
three features. A deep feed-forward neural network [16] model has been developed
where three features have been used for identifying the era. Moreover, this research has
identified three ruler periods, such as the Mughal period (1526–1857), Sultanate period
(1206–1526), and British period (1858–1947).

Recently a deep learningmodel has been expressed [17] for identifying the old era for
ancient buildings. Here, only Canny Edge Detector method and two eras’ (Mughal and
Sultanate) datasets have been used. The updated research has developed a more custom
neural network where the remaining methods (Hough Line Transform, Find Contours,
and Harris Corner Detector) has been utilized. Moreover, the British dataset is used here
in addition to Mughal and Sultanate datasets.

The contributions of this manuscript are in three areas: (1) Identifying construction
era based on Dome, Minaret and Front features of Mughal (1526–1857), Sultanate
(1206–1526) and British (1858–1947) eras’ buildings; (2) Edge, Line, Contour and
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Corner elements are raised for identifying the different features (Dome, Minaret and
Front) of different heritage buildings; (3) A Deep Neural Network (DNN) has been
developed and applied in CNN where three features (Dome, Minaret and Front) of four
different methods (Canny Edge Detector, Hough Line Transform, Find Contours, Harris
Corner Detector) have been used for classifying old periods.

2 Era Identification Process

This research has illustrated a computational archaeological model that has described
how a program can identify the construction era of an old building. At first, a photo
was sent to Canny Edge Detector, Hough Line Transform, Find Contours, and Harris
algorithm functions. These techniques have been used for collecting the features of
Dome, Minaret, and Front from the old building image. The architecture and process of
the era identification model have been illustrated in Fig. 1.

Step 1:  Select an image which contains 
ancient architecture. For example: Taj 
Mahal, Tomb of Jahangir, etc.

Step 3:  Apply the Canny Edge Detector, 
Hough Line Transform, Find Contours 
and Harris Corner Detector methods for 
acquiring the features of Dome, Minaret 
and Front structures.

Step 4:  After applying previous step, 
four techniques provide four different 
images and are sent to the input layer of 
Deep Neural Network (DNN).

Step 5:  A training set connected with 
the DNN. Four activations (Bias, 
Mughal, Sultanate and British) of the
hidden layers are preceded with the 
training set. 

Step 6:  DNN contains three hidden 
layers and every layer exists four 
activations (Bias, Mughal, Sultanate and 
British). Here, first hidden layer for 
‘Dome’, Second hidden layer for 
‘Minaret or Tower’ and Third hidden 
layer for ‘Front’ features.

Step 2:  A CNN approach which 
consists of multiple hidden layers
having convolution and pooling layers. 3 
convolution layers, 2 max pooling 
layers, 2 fully connected layers and a 
dropout. Input image is inserted into the 
first convolution layer of CNN.

Fig. 1. Process and steps of the era identification for Indian subcontinent old buildings

3 Experimental Methods

3.1 Canny Edge Detection

Edge recognition covers a diversity of mathematical processes that goals at identifying
the points in an image. In this experiment, Canny edge detectionmethod has been utilized
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for acknowledging the edges from a photo. At first, vertical direction (Gy) and horizontal
direction (Gx) were filtered by finding the gradient intensity of an image. After applying
the Canny algorithm, gradient was constantly perpendicular to edges and it was rounded
to the angles for illustrating vertical, horizontal, and diagonal directions. The direction
and edge gradient [18] for each pixel were found as follows:

Edge_Gradient (G) =
√
G2
x + G2

y (1)

Angle (θ) = tan−1
(
Gy

Gx

)
(2)

3.2 Hough Line Transform

Hough line transform is a feature extraction technique. It was related to the line identifi-
cation on the picture. In this technique, the parametersm, bmentioned [19] for Cartesian
coordination and parameters r, θ for Polar coordinate system [20]. These coordination
approaches were used for identifying the line of ancient buildings. In this research, a
line had been represented as y where, y = mx + b or in parametric form, as r = x cos θ

+ y sin θ. Hence, the line equation for an image is as follows:

y =
(
−cos θ

sin θ

)
x +

( r

sin θ

)
(3)

3.3 Find Contours

Contours can be narrated entirely as a curve or turn joining all the continuous points’
boundary and it is an adjuvant tool for shape or object detection. Image Moment tech-
nique has been used for finding the counters of an image. The spatial structure moment
of an image was declared as mij where i and j are nested for loop order. This image
moment had detected different features from the ancient buildings by matching different
shapes. The image moment [21] was computed as:

mij =
∑
x,y

(array(x, y) · xj · yi) (4)

3.4 Harris Corner Detection

Harris corner detection method extracts the corners and concludes the features of an
image. It generally searches the corners in image intensity for a prolapsed of (u, v). In
this method, there is a Window function that is Gaussian Window and gives weights to
the image pixels down. In Eq. (5) [22], E is the distinction between the original and the
moved window. Here, I parameter is the image intensity. The window’s translocation
in the direction x is u and the direction y is v. Window w(x, y) is at (x, y) position. The
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I(x + u, y + v) portion is moved window’s intensity. Last portion I(x, y) is the original
intensity. The window function w(x, y) is a Gaussian function.

E(u, v) =
∑
x,y

w(x, y)[I(x + u, y + v) − I(x, y)]2 (5)

3.5 Training Dataset and Classification

For recognizing the construction period or era three classifications had been created for
Sultanate, Mughal, and British periods. After using the feature detection techniques, a
Decision Tree [23] had been created based on output of above techniques. Decision tree
creates classification in the form of a tree formation. It improves an “if-then” ruleset
which is reciprocally exclusive. These rules are learned orderly using the training data
one at a time. Table 1 showed the types of data classification of the training dataset.
Here, the data were classified by three periods (Mughal era, Sultanate era, and British
era). Every era contains three different features (Dome, Minaret, and Front) of four
different methods (Canny Edge Detector, Hough Line Transform, Find Contours, and
Harris Corner Detector).

4 Deep Neural Network (DNN) Model

In this experiment, a DNN approach has been developed. In the input layer of DNN,
there are five nodes (x1, x2, x3, x4, and bias unit). The inputs of the input layer have been
displayed in Table 2, Figs. 1 and 2. The mathematical structure [24, 25] of the node at
neural network in this experiment has been illustrated in Fig. 2. Here, a is Activation, b
is Bias and W is the ‘Weight’ of input layer. A bias unit allows changing the activation
to the left or right, which is used for successful learning.

From Fig. 2, the equation for each activation node (a) is as follows:

For hidden layer 1: a(L)
i = WL−1

i xi + bL−1
i (6)

After hidden layer 1: a(L)
i = WL−1

i a(L−1)
i + bL−1

i (7)

Here, Index = i; Activation = a; Current Layer = L; Previous Layer = L − 1;
Input node = x; Bias Unit = b. The computational algorithm of the developed DNN is
represented as follows:

Layer, L = 2 (Hidden Layer 1):

a(2)
1 = f (W (1)

1 x1 +W (1)
4 x2 +W (1)

7 x3 +W (1)
10 x4 + b(1)

1 ) (8)

a(2)
2 = f (W (1)

2 x1 +W (1)
5 x2 +W (1)

8 x3 +W (1)
11 x4 + b(1)

2 ) (9)

a(2)
3 = f (W (1)

3 x1 +W (1)
6 x2 +W (1)

9 x3 +W (1)
12 x4 + b(1)

3 ) (10)



636 M. S. Hasan et al.

Table 1. Training dataset and classification of Mughal, Sultanate and British eras

Features Canny edge
detection

Hough line
transform

Find contours
technique

Harris corner
detector

Mughal era (1526–1540, 1555–1857)

Dome

Minaret

Front

Sultanate era (1206–1526)

Dome

Minaret

Front

British era (1858–1947)

Dome

Minaret

Front

Layer, L = 3 (Hidden Layer 2):

a(3)
1 = f (W (2)

1 a(2)
1 +W (2)

4 a(2)
2 +W (2)

7 a(2)
3 + b(2)

1 ) (11)

a(3)
2 = f (W (2)

2 a(2)
1 +W (2)

5 a(2)
2 +W (2)

8 a(2)
3 + b(2)

2 ) (12)

a(3)
3 = f (W (2)

3 a(2)
1 +W (2)

6 a(2)
2 +W (2)

9 a(2)
3 + b(2)

3 ) (13)
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Table 2. Input and inputs of DNN

Input layer Input image

x1 Canny edge detection image

x2 Hough line transform image

x3 Find counter image

x4 Harris corner detection image

Bias unit (b) +1

Fig. 2. Deep neural network (DNN) for construction era identification

Layer, L = 4 (Hidden Layer 3):

a(4)
1 = f (W (3)

1 a(3)
1 +W (3)

4 a(3)
2 +W (3)

7 a(3)
3 + b(3)

1 ) (14)

a(4)
2 = f (W (3)

2 a(3)
1 +W (3)

5 a(3)
2 +W (3)

8 a(3)
3 + b(3)

2 ) (15)

a(4)
3 = f (W (3)

3 a(3)
1 +W (3)

6 a(3)
2 +W (3)

9 a(3)
3 + b(3)

3 ) (16)

Layer, L = 5 (Output Layer):

hW ,b(x) = a(5)
1 = f (W (4)

1 a(4)
1 +W (4)

2 a(4)
2 +W (4)

3 a(4)
3 + b(4)

1 ) (17)

In Fig. 2, we have applied node to also denote the inputs to the network. The nodes
labeled “+1” are called bias units corresponding to the intercept. We denoted ni, the
number nodes (without bias unit) in neural network. WeightW (L−1)

i denoted the param-
eter which connected with the link between i unit in layer L and this weight comes from
previous layer L − 1. The bias units don’t have inputs and links going into them. The
bias units always output the value+1. Here, we have denoted the activation a(L)i of unit i

in layer L. For L = 1, we declared a(L)i = xi to denote the ith input. The parameters W,

b defines the hypothesis h(x)w,b that outputs a real number.
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5 Convolution Neural Network (CNN) Model

A CNN has been created which is based on the developed DNN model. Generally, the
CNN consists of multiple hidden layers having convolution and pooling layers. Here,
CNN has been developed on three convolution layers, two max-pooling layers, two fully
connected layers, and a dropout (Fig. 3). After using the feature detection methods we
had got two datasets: training set and test set. Then the neural network model provides
the prediction result of the old period.

Fig. 3. CNN model for era identification of the old or ancient building

6 Results and Analysis

The outputs of the developed model consist of identifying the construction era, where
a program provides a probable output by learning the ancient buildings’ features. This
work has indicated how a computer program learns several old buildings’ features such
as Dome, Minaret, and Front. For evaluating the performance of such systems, the data
in the matrix has been used. The CNN model has been trained with the modified dataset
and calculated the accuracy. Figure 4 has shown the composition of the CNN model,
where the process successfully predicted the period from the picture of the ancient or
old heritage building. Accuracy is also used as a statistical grade of the test calculations.
The law for calculating accuracy is as follows:

Accuracy = (TP+ TN)

(TP+ TN+ FP+ FN)
× 100% (18)

where, TP = True Positive; FP = False Positive; TN = True Negative; FN = False
Negative.

In this research, total tested 500 images data have been used. The Sultanate era
contains 270 data, Mughal era 130, and British era 100 data. We get TP = 254, TN =
227, FP= 3, FN= 16. Following the above Eq. (17) for the raw data, 96.20% accuracy
achieved from this research.
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(b) Result of Mughal construction era identification(a) Result of Sultanate construction era identification

Fig. 4. Results of construction era identification of old buildings by using CNN model

7 Conclusion

This study has represented a model that demonstrates how an intelligent program can
identify the construction era from an ancient or old heritage building. This research is
mainly focused on the construction period and features of the heritage building by using
artificial neural network and feature detection techniques. This research achieved much
better accuracy over the previous method by using three periods (Mughal, Sultanate,
and British eras) and four feature detection methods (Canny Edge Detector, Hough Line
Transform, Find Contours, and Harris Corner Detector).

Still there are some limitations to this study. There are further issues to be resolved.
Furthermore, if the model is tested on the low pixel picture, it cannot determine the target
result. This drawback would also lead this research to the future work to make the raised
model more robust and more significant to recognize precise objects from the image.
These issues will be looked forward to solve in the future experiment.
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Abstract. Theatre is a control-based actor system currently developed in Java,
whose design specifically addresses the development of predictable, time-
constrained distributed systems. Theatre, though, can also be used for untimed
concurrent applications. The control structure regulating message scheduling and
dispatching can be customized by programming. This paper describes a novel
implementation pTheatre (Parallel Theatre), whose control structure can exploit
the potential of parallel computingoffered bynowadaysmulti-coremachines.With
respect to the distributed implementation of Theatre, pTheatre is more lightweight
because it avoids the use of Java serialization during actor migration, and when
transmitting messages from a computing node (theatre/thread) to another one. In
addition, no locking mechanism is used both in high-level actor programs and
in the underlying runtime support. This way, common pitfalls related to classic
multi-threaded programming are naturally avoided, and the possibility of enabling
high-performance computing is opened. The paper demonstrates the potential of
the achieved realization through a parallel matrix multiplication example.

Keywords: Actors · Reflective control structure · Theatre · Java · Lock-free data
structures · Multi-core parallel computing · Dense matrix parallel multiplication

1 Introduction

Actors [1] represent a well-established formal computational model for the development
of general concurrent distributed systems. The model is founded on the concept of
an actor, which is a basic, modular, and isolated software entity that shares no data
and communicates with its peers solely by asynchronous message passing. In its basic
formulation, the actor model features one thread per actor and admits an input mailbox
where all the incoming messages get stored. It is the responsibility of the thread that of
extracting, if there any, one message at a time from the mailbox and processing it by
updating the local data status and possibly creating new actors and sending messages
to known actors (acquaintances) including itself. Message processing is atomic and
follows themacro-step semantics [2]: a newmessage can only be processedwhen current
message processing is finished. In the last years, the actor model emerged as a valid
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alternative [3] to classical multi-threaded programming with data sharing and the use of
locks, which are notoriously prone to subtle synchronization errors and deadlocks [4].

Actors are currently supported by such frameworks as Salsa, ActorFoundry,
Scala/Akka, Erlang, CAF, Rebeca, etc. some of which have been experimented in the
construction of large web-based software systems.

Classical actors, though, aremore suited to untimed systemswhere non-determinism
regulates message delivery. Extensions to actors have been defined to allow modelling,
analysis and implementation of distributed time-constrained systems [5–8].

Theatre [6–8] distinguishes from similar actor-based frameworks by its control-
centric character, which in turn favours time predictability and model transformation in
development, thus facilitating a smooth transition from analysis down to design, proto-
typing and final, model compliant, implementation of a system. A general, distributed
implementation of Theatre was achieved in pure Java and it is described in [9]. The
possibility of supporting hybrid actors during modelling and analysis of cyber-physical
systems has recently been shown in [10, 11].

The work described in this paper argues that Theatre can effectively also be used for
parallel untimed applications. The paper specifically proposes Parallel Theatre (pThe-
atre), an original realization of Theatre which optimizes the implementation in [9] so as
to enable high-performance computing on today’s multi-core machines.

The rest of this paper is structured as follows. In Sect. 2, the basic concepts of Theatre
are briefly presented. Then the design and lock-free implementation of pTheatre are
discussed in Sect. 3. Section 4 proposes a scalable application of pTheatre to parallel
matrix multiplication. Section 5 discusses the performance issues of the case study.
Finally, Sect. 6 concludes the paper with an indication of future work.

2 The Theatre Actor System

2.1 Programming Concepts

Theatre actors have no internal thread and no local mailbox. Rather, actors execute on
computing nodes said theatres. In a theatre, a reflective control layer (control machine) is
used which, transparently, captures sent messages, buffers them and regulates message
delivery according to a strategy that ultimately depends upon the application require-
ments. The control machine can reason on time (simulated time or real-time). A library
of control machines was developed (see [9]). An Actor is at rest until a message arrives.
Message processing is atomic and cannot be pre-emptednor suspended. In Java, aTheatre
actor is programmed by a normal class that derives from the Actor base class. Selected
methods (said message servers -msgsrv- as in [5]) specify how corresponding messages
will be responded. For initialization purposes (see also Fig. 1), instead of relying on
class constructors, an explicit message like init() can be used. Differently from normal
Java methods, which have a synchronous invocation semantics, message servers can
only be invoked by a non-blocking send operation, which can carry timing information
[8, 9]. Therefore, message servers have an asynchronous invocation semantics. Message
servers can have arguments but have no return type. To return a result, a message server
must send back to its requestor an explicit message with the result as an argument. As
a basic assumption, a message server is expected, normally, to have a negligible time
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duration. The control machine of a theatre provides the execution context (stack frame)
to local actors. Therefore, concurrency, within a theatre, is cooperative not pre-emptive,
and naturally emerges from message interleaving. The control machine repeats a basic
control loop. At each iteration, a pending message is selected and dispatched to its tar-
get actor by invoking a corresponding message server. At message server termination,
the control loop is re-entered, any sent messages scheduled, then the next iteration is
started. The control loop is actually continued until a final condition eventually holds:
for example, in a concurrent application, message exchanges are exhausted; in a simula-
tion application, the assigned simulation time limit is reached. A real-time application,
instead, typically executes in a non-stop way. A time-sensitive control machine ensures
timestamped sent messages are delivered in timestamp order. When messages have the
same timestamp, a Lamport’s logical clock is used (added meta-data in messages) to
deliver messages according to their logical clock (generation time). A concurrent con-
trol machine ultimately delivers messages according to their sending order. Controlling
the message delivery order contributes to the determinism of a Theatre application.

2.2 System-Level Concepts

A distributed Theatre system is a federation of theatres (logical processes, e.g. JVM
instances or address spaces) currently implemented in Java [9]. Each theatre hosts a
transport layer, a control layer (control machine) and a collection of local application
actors. Theatre is based on global time. A time server component can be used (attached to
a given theatre) to ensure global time is kept updated. Theatres (their control machines)
coordinate each other with the time server, to preserve the notion of global time. The
transport layer can be based, in a case, on the TCP transport, thus ensuring sent messages
from a theatre and directed to the same destination theatre are received in first-in-first-out
order. Whereas concurrency in the same theatre is cooperative, actors (message servers)
belonging to distinct theatres, allocated, e.g. to distinct physical processors of a multi-
computer, can be executed in truly physical parallelism. At initial configuration time,
a socket network is established among theatres which, in a case, can be a complete
mesh. Required socket connections are specified in an xml configuration file, which
also declares the control machine type to instantiate on each theatre. A master theatre
is elected which actually supervises the creation of the socket network and bootstraps
system execution by creating and initializing first actors. In a Theatre system, actors
are assumed to have universal names, that is unique system-level identifiers (strings).
Actors are created in a theatre, then they can bemigrated (move() operation) on a different
theatre for load-balancing issues. Inter-theatremessages andmigrated actors use the Java
serialization mechanism. Intra-theatre messages, instead, are normal Java objects. When
an actor is migrated, a proxy version of itself is kept in the originating theatre, which
stores the last known address (theatre URL) of the migrated actor, and acts as a message
forwarder. Dispatching a message to a proxy actor, causes an external message to be
generated and routed to its destination through the transport layer. A local actor table
(LAT) is maintained into each theatre to store information about proxy/actual actors.
When a migrated actor comes back to a theatre where a proxy version of it exists,
the proxy gets replaced by the actual actor along with its full data status. Messages
exchanged by theatres can be control messages or application messages. Application



644 C. Nigro and L. Nigro

messages refer to the core business of the system. They are dispatched and processed
by actors. Control messages, instead, are transparent to actors. They are intended to be
received and processed by the control machine themselves. Control messages are used
to start/stop a federation system, to interact (according to a protocol) with the time server
to keep global time aligned, etc.

3 Implementing pTheatre in Java

pTheatre (Parallel Theatre) represents an optimization of basic distributedTheatre, aimed
at enabling high-performance parallel computing onmulti-coremachines. The following
are some main points about the design and implementation in Java of pTheatre.

1. Theatres are mapped onto Java threads (one thread per theatre).
2. A Theatre system coincides with one JVM instance. Therefore, all theatres of a

parallel application share a common address space.
3. Actor universal naming reduces to the use of Java actor references. An actor’s

reference persists when the actor is moved from a theatre to another.
4. The message communication mechanism is lightweight and highly efficient because

transferring a message (or migrating an actor) reduces to transferring a message
object reference. No object serialization is needed.

5. No local actor table (LAT) per theatre is now required. Actors hold in an internal
field the identity of the execution theatre. The move() operation just changes the
running theatre reference in the moved actor.

6. The transport layer of a theatre no longer uses socket connections. It only contains a
lock-free message queue (inputBuffer) managed by a couple of send/receive opera-
tions. The inputBuffer is used by external theatres for sending inter-theatre control
or application messages. The inputBuffer is emptied, one message at a time, if there
are any, at each iteration of the control machine loop. Control messages are directly
managed by the control machine. Application messages get scheduled on the local
message queue of the control machine.

7. Being untimed, a pTheatre application does not need a time server component.
However, a “time server”, implemented as a passive object, is still used as a global
detector of the termination condition of awhole pTheatre application.When a control
machine finds it has no messages in its local message queue, a stop control message
is sent to the theatre hosting the time server. No further stop messages are sent,
provided no new external messages are received. Would an external message arrive,
a subsequent stop message will be re-issued when the message queue empties again.
The stop message carries the control machine counters of sent/received external
messages. The time server holds in two maps the identity of the stop requesting
theatre and the values of its message counters.When all the theatres of an application
have requested a stop and there are no in-transit messages among theatres (the total
number of sent messages is found equal to the total number of received messages),
the time server broadcasts a terminate control message to theatres which then break
the control machine event loop.
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8. Newly developed classes include Theatre, PConcurrent, PCTimeServer, PTransport-
Layer. Theatre extends Thread. Its default run() method just activates the control
machine event loop (the controller() method). The run() method is redefined “on-
the-fly” when the Theatre instance acts as the master theatre which configures and
launches a parallel application (see Fig. 1). PConcurrent is a control machine which
processes messages in the sending order. PCTimeServer implements the protocol
for system termination.

9. Considering that actors have no built-in thread, a whole pTheatre system runs with-
out any use of locks. All of this simplifies and contributes to safe concurrent pro-
gramming, and it has the potential to deliver a high execution performance (see the
example in the next section).

4 An Example Using Parallel Matrix Multiplication

The goal of the following case study is twofold: to illustrate the actual programming style
of pTheatre in Java, and to show the achievable execution performance. The example
is concerned with the Geoffrey Fox dense parallel matrix multiplication algorithm [12,
13], which is one of the most memory efficient algorithms [14]. Two squared matrixes
N ×N of doubles a and b are considered, and their product matrix c calculated. Toward
this, matrixes are decomposed into squared sub-blocks of N√

P
∗ N√

P
elements, where

P is the number of available processors and
√
P is assumed to be an integer number.

Processors are organized into a
√
P ∗ √

P toroidal grid. Each processor Pij is initially
assigned the sub-blocks aij, bij and it is responsible of computing the sub-block cij of
the product matrix. In the practical experiment, P = 4 processors (cores) are assumed.
The Java model is split into three classes: Configurer, Collector and Processor. In the
main() method of the Configurer (see Fig. 1) four theatres are created. Theatre 0 is the
master theatre (it redefines the run() method) and creates actors, initializes them and
activates the parallel system. The Collector actor (not shown for brevity) receives from
the processor actors the computed sub-blocks cij and composes them into the final result
matrix c. The Processor actor class realizes the Fox algorithm. The configurer, as well
as the time server, are allocated to theatre 0. Each separate processor is allocated to a
distinct theatre (core) from 0 to 3.

The processor class is shown in Fig. 2. It is realized as a finite state machine. Each
processor computes its sub-block cij by iterating p times, where p = √

P, three basic
phases expressed as internal states: broadcast, computing and rolling-up. During broad-
cast, only one processor in a row, starting from the diagonal position, broadcasts (by
right piping and toroidally) its sub-block aij to all the remaining processors in the row.
In the BROADCAST state, either a processor is sending its aij sub-block or it is wait-
ing a sub-block from the left (toroidally) processor in the row. Let t be the received
sub-block during a broadcast phase. In the computing phase, each processor updates its
cij sub-block as: cij = cij + t ∗ bij. In the subsequent rolling-up phase, each processor
rolls up in the grid (upper in the column and always toroidally) its bij sub-block. As
the iterations end, the processor sends its cij sub-block to the collector actor through a
“report” message. Due to the asynchronous nature of the algorithm in Fig. 2, in the case
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public class Configurer{ 
 static double[][] block( double[][] m, int d, int i, int j ){…} 
 public static void main( String[] args ){ 
  new Theatre( 3, 4, new PTransportLayer(), new PConcurrent() ); 
  new Theatre( 2, 4, new PTransportLayer(), new PConcurrent() ); 
  new Theatre( 1, 4, new PTransportLayer(), new PConcurrent() ); 
  new Theatre( 0, 4, new PTransportLayer( new PCTimeServer() ), new PConcurrent() ){ 
   public void run() { 
    final int N=…; 
    double[][] a=new double[N][N]; 
    double[][] b=new double[N][N]; 
    //fill values to a and b 
    int P=4; //nr of processors 
    int dim=N/(int)Math.sqrt(P); //sub-block dimension 
    long start=System.currentTimeMillis(); 
    Collector c=new Collector(); 
    c.send( "init",N,P ); c.move(0); 
    int p=(int)Math.sqrt(P); //nr of processors in a row/column 
    Processor[][] grid=new Processor[p][p]; 
    for( int i=0; i<p; ++i ) 
     for( int j=0; j<p; ++j ) 
      grid[i][j]=new Processor(); 
    for( int i=0; i<p; ++i ) 
     for( int j=0; j<p; ++j ){ 
      grid[i][j].send( "init",i,j,p,block(a,dim,i,j),block(b,dim,i,j), 
       grid[i][(j+1)%p] /*right*/, grid[(i-1+p)%p][j] /*above*/, c ); 
      grid[i][j].move(i*p+j); 
     } 
    for( int t=0; t<P; ++t ) Theatre.getTheatre(t).activate(); 
    Theatre.getTheatre( Thread.currentThread().getName() ). 
     getControlMachine().controller(); 
    System.out.println("Parallel WCT="+(System.currentTimeMillis()-start)+" msec"); 
   } 
  }; 
 }//main 
}//Configurer 

Fig. 1. The configurer class for the pTheatre implementation of the Fox algorithm

a processor receives a message which is not expected in the current state, the message
is later postponed by re-sending it to itself.

5 Experimental Analysis

The pTheatre implementation of Fox’s algorithm for parallel matrix multiplication
was executed on a Win 10, Intel Core i7-7700 CPU@3.60 GHz, 32 GB of memory,
by varying the matrix size N from 100 to 3000. The emerged execution time (par-
allel wall clock time P_WCT) was then compared with that (sequential wall clock
time S_WCT) of the classical sequential implementation of the matrix multiplica-
tion based on three nested for loops. Each experiment was repeated five times. The
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public class Processor extends Actor{ 
 private int i, j, p, it=0, broadcastIteration; 
 double[][] a, b, t, c; 
 private Processor right, above; 
 private Collector collector; 
 private static byte CREATED=0,  
  BROADCAST=1, COMPUTE=2,  
  ROLLING_UP=3, STOP=4; 
 private byte cs=CREATED; //current status 

 @Msgsrv 
 public void init( Integer i, Integer j,  
     Integer p, 
     double[][] a, double[][] b,  
     Processor right, Processor above,  
     Collector collector){ 
  this.i=i; this.j=j; this.p=p; this.a=a;  
  this.b=b; this.right=right;  
  this.above=above; 
  this.collector=collector; 
  this.c=new double[a.length][a.length]; 
  broadcastIteration=(i-j+p)%p; 
  if( it==broadcastIteration )  
   send( "broadcast", a, i, j ); 
  cs=BROADCAST; 
 }//init 

 @Msgsrv 
 public void broadcast( double[][] a,  
  Integer i, Integer j ){ 
  if( cs!=BROADCAST )  
   send( "broadcast", a, i, j ); 
  else{ 
   this.t=a; 
   if( j!=(this.j+1)%p )  
    right.send( "broadcast", a, i, j ); 
   send( "compute" ); cs=COMPUTE; 
  } 
 }//broadcast 

 @Msgsrv 
 public void compute(){ 
  if( cs!=COMPUTE ) send( "compute" ); 
  else{ 
   update(); it++; 
   above.send( "rollingUp", b );  
   cs=ROLLING_UP; 
  } 
 }//compute 

 @Msgsrv  
 public void rollingUp( double[][] b ){ 
  if( cs!=ROLLING_UP )  
   send( "rollingUp", b ); 
  else { 
   this.b=b; 
   if( it==p ){ send( "stop" ); cs=STOP; } 
   else{ 
    if( it==broadcastIteration ) 
     send( "broadcast", a, i, j ); 
    cs=BROADCAST; 
   } 
  } 
 }//rollingUp 
 @Msgsrv 
 public void stop(){ 
  collector.send( "report", c, i, j ); 
 }//stop 
 private void update(){ 
  //c=c+t*b 
  for( int row=0; row<t.length; ++row ) 
   for( int col=0; col<t.length; ++col ){ 
    double tmp=0.0D; 
    for( int k=0; k<t.length; ++k ) 
     tmp+=t[row][k]*b[k][col]; 
    c[row][col]+=tmp; 
   } 
 }//update 
}//Processor 

Fig. 2. The processor actor implementing Fox’s algorithm

speedup of the parallel implementationwas then calculated, for each experiment, as best-
case(S_WCT)/worst_case(P_WCT), to smooth out Operating System dependencies.
Experimental results are collected in Table 1.

As one can see from Table 1, for low values of the matrix size, the speedup is low
because the sequential implementation outperforms the more complex parallel imple-
mentation. Some super speedups emerge when a matrix size of 900–1500 is adopted.
A speedup value close to the ideal value of 4 (according to the Amdahl law, when 4
cores are used) occurs for N = 2000. Obviously, such values are the result of complex
combinations of hardware features (cache contents) with the efficient implementation of
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Table 1. Speedup of parallel versus sequential program (4 cores)

Matrix size N S_WCT (ms) P_WCT (ms) Speedup

100 3 33 0.09

200 10 40 0.25

300 36 63 0.57

400 88 81 1.1

500 170 98 1.73

600 296 152 1.95

700 506 213 2.38

800 858 252 3.4

900 1827 448 4.07

1000 5364 812 6.61

1500 30,445 6352 4.79

2000 81,972 20,907 3.9

2500 205,064 55,237 3.71

3000 350,438 106,753 3.28

pTheatre.On the other hand, similar super speedupswere reported, for the Fox algorithm,
also in [14].

6 Conclusions

This paper proposes pTheatre, an original, efficient, and totally lock-free Java imple-
mentation of the Theatre actor system [6–9]. pTheatre mission is that of supporting
high-performance computing on modern multi-core machines. The potential of pThe-
atre was demonstrated in the paper by an actor-based, asynchronous implementation of
the Geoffrey Fox parallel matrix multiplication algorithm [12, 13].

Prosecution of the research is directed to the following:

• Improving the implementation of pTheatre and applying it to complex parallel
algorithms.

• Completing a specialization of pTheatre for high-performance agent-based mod-
elling and simulations over multi-core machines, according to a conservative
synchronization strategy.

• Porting pTheatre over the GPU, for supporting massive, data-parallel applications.
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