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Abstract. The data used in cloud applications is directly exposed to the cloud
service provider, and because of the potential compromise of the cloud, could
also be learned by adversaries. When encrypted data is hosted on cloud provided
that there are large amount of data files, utilization of encrypted data effectively
becomes a very challenging task. In a cloud computing environment, where
outsourced data of organizations is shared with a large number of users. These
variety of users might be interested in retrieving certain specific data files during
a given session. A popular and interesting way to do so is by using keyword-
based search. These search techniques facilitate users to search and retrieve data
files selectively in which the users are interested. These keyword-based searches
are being widely used for plaintext searches. But data encryption poses a
challenge to perform keyword search using existing paintext search methods to
be used for encrypted outsourced data on cloud. In this paper, we have analyzed
the searchable indexes that could be used to make a fast and effective search on
encrypted outsourced data and proposed a scheme that could make fast and
accurate searches over encrypted outsourced cloud data. Simulation results have
revealed that the proposed scheme takes much less time in generating the
searchable index as compared to already existing techniques. The vector space
model being used earlier for keyword based searches on encrypted data, is
relatively time consuming and hence leads to very high time complexity during
relevance score calculations as well as index generation for large datasets. Hence
the proposed scheme achieves a fast and secure relevance scoring for large
number of datasets also and in much less time as compared to the vector space
model.
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1 Introduction

Data outsourcing is a service provided by a CSP to store the data of the organizations
on the cloud server itself. However, such outsourcing raises some serious issues of
securing the privacy of outsourced data.
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As a new innovation, major IT vendors such as IBM, Microsoft etc. are now
incorporating the facility of data outsourcing in their service offerings. Outsourcing is
an IT facility provided by cloud technology, where an individual or an organization is
able to store their somewhere else using the Internet on a pay per use basis. The term
‘cloud computing’ as defined by NIST [1] as a “model for enabling convenient, on-
demand network access to a shared pool of configurable computing resource…. that
can be rapidly provisioned and released with minimal management effort or service
provider interaction”.

With cloud computing almost every IT facility is provided to its users over the
Internet as a service which includes infrastructure including storage & servers, plat-
forms, memory applications etc. Cloud is capable of offering us the private clouds as
well as public clouds where we can outsource our data depending on its sensitivity.
Outsourcing to a public cloud, where the provider serves multiple customers simul-
taneously using resource pooling, may share many of the risks of traditional out-
sourcing. These risks are difficult to alleviate using contract negotiation due to limited
opportunities to customize the service delivery.

2 Inverted Index

An inverted index [10] is a data structure that is virtually used in most of IR systems. It
is sometimes also known as an inverted file. In a collection C of text files, an inverted
index contains the information about mapping of the terms in a file to their corre-
sponding location of occurrence. In contrast to a forward index, that is used to store the
information about mapping a particular document to its contents, an inverted index
stores a mapping from content to its location. These are generally used for fast full text
searches.

When a data user wishes to access the outsourced cloud data using queries, inverted
indices are more practical for large collections. For any information retrieval problem
one cannot predict the keys in advance that people will use in queries. Therefore, every
word in a given document is an equally important search term and the only feasible
solution is to index by all keys (words). The big advantage of inverted indexes over
forward or normal indexes is that they’re excellent for representing values which are
appearing frequently and hence a good candidate for search engines.

The big downside of inverted indexes is their fastest implementations are hard to
update, and often have to be fully rebuilt every time the database is updated. In
practice, most relational databases that implement these types of indexes are columnar
databases, which implement the whole table using inverted index structures to store the
column values (Fig. 1).
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3 Information Retrieval

Information retrieval (IR) could be stated as an activity of finding documents or con-
tents which is unstructured (usually text) [10]. Search is a central part in information
retrieval whose goal is to predict the relevant documents as per needed by the user. An
Information retrieval model must encompass documents, queries by user and if possible
some sort of ranking functions to rank the documents retrieved according to relevance
for users.

Information retrieval from inverted indexes could be Boolean or statistical.
A Boolean retrieval is based on whether the keywords entered in the search query are
present or absent in the documents or statistical that applies certain rank order criteria in
order to arrange the documents according to their relevance to the user.
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Fig. 1. Process for creating inverted index
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4 Vector Space Model

In a vector space everything, such as words, documents, queries and even user pref-
erences, is a vector in some high dimensional space. In order to understand a vector
space model one should know what are the dimensions of that space, how to project
words, documents and queries to that space and then finally how to compare documents
and queries. In a vector space every document represents a new dimension and hence
the number of dimensions is constantly growing. Therefore for m documents in the
document collection we have an n dimensional vector space. The terms in the docu-
ments represent the axes of the space and documents are points or vectors in this space.
When this model is applied to a web search engine a very high dimensional vector
space is created consisting of tens of millions of dimensions. The vector model created
is very sparse that contains a number of zeros.

If we have this vector space of documents we also represent the queries by users as
vectors in the space and rank order according to their proximity, to the query in this
space, where proximity refers to the similarity of vectors which can be calculated as
inverse of Euclidean distance between the two vectors. This is done to come out of the
Boolean model and to rank more relevant documents higher than less relevant docu-
ments. Using Euclidean distance may always not be a good idea because Euclidean
distance is large for vectors of different lengths (Table 1).

The Fig. 2 shows the vector space model for two terms Internet and Domain
representing two different axes in the vector space. Here, the document vector d1 is
closer to the term Network and nothing to do with Domain while d3 is closer to the
term Domain and nothing to do with Network. If we want to find out a document that
contain both the terms the document d2 should be the answer to the query.

Table 1. Term-document incidence matrix (Vector Space Model Information Retrieval)

Documents
Terms

Research
foundation
F1

Network technology
F2

Abstract
awards
F3

Cloud technology
F4

Internet 0.79 0.69 0.423 0.004
Spy 0.197 0.78 0 0.645
Teaching 0.231 0 0 0.254
Beware 0.85 0 0.466 0
Domain 1.987 0 0.120 0.342
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Using Euclidean distance between q and d2 for calculating relevance of documents
based on queried keywords may not be a good choice as the Euclidian distance
between them is large even though the distribution of terms in the query q and dis-
tribution of terms in the document d2 are very similar. The cosine similarity between
the document and the query is calculated. As a ranking function we can use tf-idf
weighting scheme.

In order to retrieve information a function for ranking the documents [10] known as
tf-idf rule is used. Depending on the number of times a term appears in file or a
document, each term is assigned a weight. A score between the query term and the
document is calculated.

Let, for any keyword in a query, a keyword t present in a file f has a term frequency
denoted by tft,f. In order to calculate the term frequency, we ignore the exact ordering
of terms in a file and we count number of times a term appears in it.

dft the document frequency can be calculated as the total files in a collection of files
denoted as C in which the keyword t appears. If in a collection of files, denoted as C,
there are m files, an IDF the inverse document frequency of a term t is calculated as

idft ¼ logmdft

Now tf-idf rule is used to assign the weight to a term t in a file f as

tf-idft; f ¼ tft; f � idft

The relevance score for file f is calculated as the sum of tf-idf weight for each term
in a file. Therefore,

Relevance Scoref;q ¼ tf � idft teq ð1Þ

After calculating the scores, top-k documents with highest score are picked up and
presented to the user.
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Fig. 2. Vector space model
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5 Related Work

Before being outsourced, data is encrypted by the users. Traditional search algorithms
for searching the data based on some keywords fail to search on this encrypted data and
also raise a concern for privacy of keywords being searched [2].

In order to search the keywords an inverted index is created [9, 10]. An inverted
index is a matrix that contains the list of all the unique terms that appear in any
document in the collection, and for each term, a list of the documents in which it
appears.

A VSM (Vector Space Model) was used by TRSE scheme [6] where authors
represented each file in the collection as a vector and each term appearing in the file a
new dimension for the vector. If a term appears in the file authors assigned a non-zero
value to it otherwise a value zero is assigned for each term. Similarly, the query
generated by user is represented as a vector. For each file if a term that appears in the
query a non-zero value is assigned otherwise for a term present in file but not in query a
zero value is assigned to it.

6 Proposed Scheme

A scheme based on rank order search is proposed for searching multiple keyword.
A O(nt � 3) order index is created. The proposed scheme [11] is described as follows:
An entity data owner has a file collection containing m number of represented as
F = {f1, f2, f3, ….., fm) that are required to be outsourced to the cloud server. The
tokenization process is applied to chunk the document into terms or tokens before
outsourcing. AES is used for symmetrically encrypting F. After removal of defined stop
words from the file tokens are collected into an index table in sorted sequence. The
sorting is done so that similar identifiers from different files with different relevance
scores must be collected together in the index. This helps in reducing search time. The
index table contains nt rows and 3 columns containing the tokens, file identifiers,
relevance score of each file with respect to the token. The tokens are represented as a
set of n values T = (t1, t2, t3, …, tn). The proposed scheme creates an inverted index
having file id, index term and relevance scores. In contrast to vector space matrix it
creates index as shown in figure below.

Whenever a data owner uploads a new file or deletes an existing file on the cloud
server the server updates the relevance scores. If there is any change or modification in
an already existing file a new copy of file is created with a new file identifier and older
one is automatically removed from the database (Table 2).
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7 Experimental Evaluation

We created an experimental evaluation for generating the index using vector space
model and our proposed scheme for overall performance evaluation on a real data set:
National Science Foundation Research Awards Abstracts 1990–2003 [12]. Our
experiment environment includes data owner, data users and a cloud server. We used
c#. Net platform on a windows 7 machine with core i5 processor. The doubly
encrypted index, I’ and the encrypted collection of files F’ is stored on the commercial
public cloud on a virtual instance hired from Microsoft Azure. The client application
was installed on a machine(with windows 7 operating system and core i5 processor)
and overall scenario was simulated on c#. Net platform.

We evaluated the performance based on following parameters:

a) Time to Generate Index

Time taken to create the inverted index and to calculate respective relevance scores is
taken into consideration here.

In a vector space model, a term document incidence matrix is created where each
term represents a new dimension to the document vector. Hence, the complexity of
creating such a vector is of the order O (D � T). Where D represents the number of
document to be outsourced and T represents the number of tokens to be uploaded in the
index. For 5 documents having 500 tokens vector space model requires 2500 elements
to be uploaded. Whereas, for the inverted index created for the proposed scheme the
complexity is of the order O (nt � 3), where nt represents the number of rows in the
index for T number of tokens and there are 3 columns in the generated index. For 5
documents having 500 tokens, the number of terms (representing number of rows) in
index is 643, the proposed scheme needs to upload 1929 elements (Fig. 3).

Table 2. Index Structure for proposed scheme

Term File Id Rel. Score

Network F1 0.996
Network F2 0.993
Network F3 0.234
Network F4 0.034
Species F1 0.087
Species F2 0.876
Species F4 0.456
Technology F1 0.017
Foundation F1 0.523
Foundation F3 0.466
Domain F1 1.987
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For 5 documents having 500 tokens vector space model requires 2500 elements to
be uploaded it takes 142 ms to generate the index. Whereas, for the inverted index
created for the proposed scheme the complexity is of the order O (nt � 3). For same
number of documents having same number of tokens, the proposed scheme needs to
upload 1929 elements can be uploaded in 129 ms. Whereas, with D = 1,000 having
approximately 20000 tokens D � T i.e. 1,000 � 20000 = 20,00,000 (approx) ele-
ments and these elements takes 1852 s for index generation. For the same set of 1000
files, with 20000 distinct tokens, having approximately 300000 terms, C = 3, nt �
C = 300000 � 3 = 9,00,000 elements takes 568 s to compute an index generation in
proposed scheme. Hence vector space model, index generation time is more in com-
parison with proposed scheme.

b) Score Calculation on retrieval (Search Efficiency)

In the ScoreCalculate stage, for vector space model, dot product of the query vector
from the query with each row in the encrypted index I’ is calculated by the cloud server
(Fig. 4).
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Fig. 3. Time taken to generate index on the scale of number of tokens.

Fig. 4. Time taken to search queried keywords based on the number of tokens.
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To calculate the inner product, for an n-dimensional query vector, each row needs n
multiplications and n − 1 additions. Hence, the complexity to calculate relevance
scores is O(nm) for m files in the document collection and n keywords in the collection.

For the proposed scheme, no vector product is being generated and the proposed
scheme uses binary search trees for searching the encrypted queried keywords in the
encrypted index, hence for j number of terms in the encrypted request generated, the
time complexity to search the required keywords and calculate the relevance scores is
O(j(log nt)).

8 Conclusions

Rank ordered information retrieval in a secure way according to the relevance of
documents to the users of data outsourced to the cloud is one of the major issues in
cloud computing environment. A detailed survey of existing IR schemes was done.
Retrieving data efficiently from cloud is one of the major issues, which makes the
clients reluctant to store their data in cloud environment. Searching over encrypted data
has been made possible by using vector space model and inverted indexes. For, VSM,
queries and documents are converted to vectors in encrypted form and their dot product
of relevance scores is calculated using the cosine similarity algorithm that provides the
users with relevant documents. Number of encryption schemes could be applied such
as OPE (order preserving encryption), homomorphic encryption etc. to encrypt the data
and use the vector space information retrieval model. The proposed scheme creates an
inverted index that makes information retrieval possible to the user comparatively
faster, simpler in a secure way than using a vector space model for index generation.
The proposed scheme is not only secured but has reduced the time complexity and
space complexity to much larger extent. In contrast to earlier proposed schemes the
proposed one can be applied to huge datasets also. The simulation results show that the
vector space model for indexing does not works effectively for huge datasets and take
huge time that becomes out of scope for calculations on the application created. The
proposed scheme works for text files only. This could be extended to support various
file formats including images for improving access control to enhance the security. One
of the missing functions in current secure indexes is phrase search. Current multi-
keyword search schemes are capable of testing the existence of the query keywords but
not able to tell the relative positions of the query keywords. Because of the importance
of the phrase search, one of the future research objectives is to provide the capability of
phrase searching on data in encrypted form in a secure manner.
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