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Voice as a Parameter to AssessMizāj

Huma Noor, Ferasat Ali, and Yasser Rafat

Abstract The need for this article is to strengthen the observational hypothesis and
to find out the correlation between voice and Mizāj (Temperament). Voice is one of
themost important physiological functions of the bodywhich has some characteristic
features for the differentiation of human body on the basis of Mizāj. Science needs
continuous progression in every filed. Hence, many civilizations have been working
to understand human body almost on every aspect of it, namely, anatomy, physiology,
biochemistry, etc. to keep them alive and healthy. In search of the same, Unani
scholars found out seven basic constituents of human body, where Mizāj comes on
second number. There are some parameters to diagnose temperament; physiological
function is one of them. Voice is a physiological function of the body and has various
characteristics which are present in all the individuals according to theirMizāj. Mizāj
could be either H. ar (hot) or Barid (cold) associated with passive properties Rut.ūbat
and yubusāt (moistness and dryness). To see the history and course of Mizāj with
respect to voice, ancient classical Unani literature was reviewed on this topic. Voice
samples were collected, and time taken to speak a specific sentence in healthy female
volunteers having different types of temperament was determined. With the help of
the literature, it can be concluded that H. ar Mizāj (Hot Temperament) has stronger
characteristics thanBaridMizāj (Cold Temperament) as various previousworks done
on different parameters of temperament proved it. Here, with respect to voice, also
results are in favour of the above conclusion. The results show significant difference
between different temperaments with respect to time given to them to complete the
sentence for the assessment purpose.

Keywords Unani · Voice · Temperament · Ajnās ‘Ashara · Voice parameters
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Unani system of medicine has been one of the most accepted systems of medicine
throughout the world until the introduction of allopath. The role of Unani medicine
in the progress of medical sciences is well known. The government of India has been
extending its support and funds for the multidirectional progress of Unani medicine
along with other indigenous systems of medicine. India is the world leader in the
Unani System of Medicine, having the widest network of educational, research,
health care and pharmaceutical institutions of the system. The central council for
research in Unani medicine (CCRUM), an autonomous system of government of
India, under the ministry of health and family welfare is engaged in developing
scientific research on various fundamental and applied aspects of Unani medicine.
The growth of the council has attracted attention of the scientific community in both
the country and abroad. It is heartening to note that WHO since the declaration of
Alma Ata (1978) has been taking great interest in the revival of traditional medicine
including Unani medicine.

1 Introduction

Unani medicine is based upon the theory of humours given by Hippocrates, which
presupposes the existenceof four humours in the body, namely, blood, phlegm, yellow
bile and black bile. The temperament of an individual is expressed as sanguine,
phlegmatic, choleric and melancholic according to predominance of the respective
humours. The humours have their respective temperaments. Blood is hot and moist;
phlegm is cold and moist; yellow bile is hot and dry; and black bile is cold and
dry. Categorization of the subjects for any kind of study or research is the neces-
sity of work for easiness. In various civilizations, human body and its functions
were studied. The Greeks also studied the human body, with respect to its struc-
ture and functions. There are seven primary factors, viz., Arkān (Elements), Mizāj
(Temperament), Akhlāt (Humours), A’d. a (Organs), Arwāh. (Life spirit, pneuma),
Quwā (Faculty) and Afa‘l (Action) which comes under Umūr T. abῑ‘yya; no one can
escape even a single from these seven fundamentals. Mizāj occupies second place
among these factors. Human body is divided into four types ofMizāj (Temperament):
H. ar Rat.ab (hot and wet), H. ar Yabis (hot and dry), Barid Rat.ab (cold and wet) and
BaridYabis (cold and dry). In these four qualities, two are active, H. ararāt andBūrudāt
(hotness, and coldness), while two are passive Rut.ūbat and yubusāt (moistness and
dryness). Temperament is a vast term which encompasses all matchless traits of
an individual. Every individual has a unique temperament that acquires distinctive
characters. Specific temperament is inherited by every human being and encounters
environmental assaults while interacting with transformed atmosphere in the second
phase of life, i.e. post-natal. The significance of this predestined interaction results in
acquired temperament. Every cell/tissue/organ possesses their own temperament and
thusworks distinctively. Functionally, organs of all human beings are comparable, yet
their capacities are not identical. This functional variability results in physiological
extent of variations [1].
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2 The Human Temperament

About hundred trillion cells organised into different functional structures that work
together as a single unit in a human body. Each cell, tissue, organ, and the whole
body is governed by an innate power called Tabi’at which helps in Tadeel-e-Mizāj
(homeostasis) through thousands ofmechanisms for the preservation of the individual
as well its species [2]. Every species has a specific temperament with the range
that is confined in all the members of that species. So, human being also possesses
Mizāj which is just equable to their required normal functions within a normal limit.
Diseases are the result of alteration or derangement in the equable temperament. It
is obvious if the temperament gets altered, and then the body functions get disturbed
too.

3 Determination of Human Temperament

Ancient Unani physician described certain parameters in their manuscripts which
are related to the morphological, physiological and psychological conditions of the
human body. Jalinoos (130–200 A.D)mentioned five determinants of temperament,
i.e. Head configuration, qualities of his sense of perception, how a person acts/reacts,
reasoning power and function of the body [3]. Rabban Tabri (770–850 A.D.) had
described the following five parameters: body colour, body hairs, muscles and fat,
touch, and functions of five parameters: touch, complexion, hairs, physique and
body function [5]. Mohammad Bin Zakariya Razi (841–925 A.D.) describes the
following five parameters: complexion, physique, touch, functions and excreta [6].
Jurjani had described the following five determinants: touch, flesh and fat, state of
organs, texture and colour and distribution of hairs, complexion [7]. According to
Arzani, the determination of temperament was done through sense of touch, body
muscles and fat, hairs and skin complexion [8]. Ibn-e-Rushd had described the
following parameters: functions of organs, body or skin complexion and physique
[9]. The most accepted one is that of Ibn-e-Sina (980–1037 A.D.), who had given
ten parameters known as Ajnās ‘Ashara. [10–12]. These are as follows: (1) Malmas
(Touch): The hotness, coldness, softness and hardness of the body are to be checked
by this parameter. The hotness of the skin is an indicator of hot temperament, whereas
the colder skin is of cold temperament people. The quality of having soft and smooth
skin indicates the moistness of temperament and vice versa. The combination of
warm as well as soft skin is found in the hot andwet temperament. Those who
are cold and moist in their temperament have cold and soft skin, while cold and
rough skin points towards the cold and dry temperament [12]. (2) Lah. m-wa-Shah. m
(Muscles and Fat): The high amount of flesh in a person indicates heat while that
of fat indicates cold. It is described in Unani literature that the excess of muscle is
present in hot and moist temperament, while fat in excess amount is an indication of
cold and moist temperament [13]. (3) Sha’ar (Hairs): Growth rate, i.e. rapid or slow,
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hair colour, texture (smooth or rough), distribution and density are seen for assessing
temperament [12]. (4) Lawn-e-Badan (Body Complexion): Tabri has mentioned the
dominance of a particular humour (Khilt.) being real cause of body colour and its
diversion towards the skin at the time of embryo formation. If the S. afrā (yellow bile)
is the dominating humour, then the body colour would be yellowish; blackish colour
of skin is due to Sawdā (black bile), reddish colour is due to Dam (blood) and whitish
colour is due to Balgham (phlegm) [4]. Climate and zones always have their impact
on skin and hair colour. One should keep this factor also inmindwhile assessing their
colour. That is why one should not expect a person of central Africa origin to have fair
skin colour. (5)Haiyat-e-A’d. ā (Physique): Indicators of hot temperament are chest to
be broad, veins and joints being prominent; muscles are well-developed pulse found
rapid and strong, larger extremities and tall in height.Opposite qualities of it are found
in cold temperament that is narrow and small chest, shorter extremities, slow and
weak pulse, hidden joints and veins, shorter stature and excessive fat deposition [12,
14]. (6) Kayfiyāt-e-Infi’al (Responsiveness of organs): Reaction of organs as well as
whole body is seen through this parameter. How the body reacts towards the states of
hotness, coldness,moistness or dryness?Quickness of the body in reacting to a certain
state tells about the preponderance of that particular quality in the body [15]. If an
organ possesses hot temperament in itself, then considerable response will be given
by that organ to the stimuli which is of hot quality. Similar reaction will not be given
by the cold organ [16]. (7) Nawm-o-yaqz. a (Sleep and Wakefulness): Balanced sleep
and wakefulness show equability of temperament, especially of the brain. Moisture
and cold results in excessive sleep, while wakefulness is due to increased heat and
dryness in the brain and body, and thus results in hot and dry temperament of a
person. This is because the individuals of phlegmatic temperaments have excess
of sleep and people with bilious temperament having less sleep [17]. (8) Afa’l-ul-
A’d. ā (Functions of the body organs): Organs work with the pace as demanded by
the physiology, and then they are considered to be normal. Similarly, assessment
of perfection in somatic functions indicates balanced temperament. Acceleration of
functions and actions of the body beyond physiological limits becomes indicative of
hot temperament of the organ and vice-versa. [17]. (9) Fuzlat-e-Badan (Excreta of
the body): The body excreta are one of the transparent windows in the diagnosis of
temperament in both healthy and in diseased state. The body excreta are urine, stool,
sweat, various body discharges, etc. The characteristics like colour, consistency,
odour, taste, etc. help in assessing temperament as they are different in different
individuals [1]. Preponderance of hot qualities in the bodymakes excreta acrid, strong
or foul smelling and deep in colour and hence is an indication of hot temperament,
while less smell and dull colour indicate coldness. Due to increased body metabolic
rates, there is excess sweating which also signifies body hotness. (10) Infi’ālāt-e-
Nafsāniyya (Psychic reactions): The nervous functions are taken into consideration
through this determinant. This gives information about the psychological and mental
setup of an individual. The intensity of anger, depth as well as persistence of sadness
and sorrow, retentive power or memory status, decision-making power, over trust,
confidence, insensitivity, attention/alertness, kindness and active habits all indicates
the hot temperament. A cold temperament is characterised by the qualities opposite to
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thosementioned before. If there is persistence of happiness, anger and goodmemory,
dryness of temperament is the cause, while forgetfulness is due to excessive moisture
[17, 18].

4 Voice as One of the Body Functions (Afa‘l-e-Badan)
and Temperament (Mizāj)

Afa‘l-ul-A’d. ā’ are important determinants of temperament. Unani physicians have
always been trying to extract clues about the individual temperament by observing
the functional state of the body. It is believed that the individuals having hot temper-
ament have more rapid physiological functions because of the dominance of hotness
which symbolises the active property in comparison to the body functions of the indi-
viduals of cold temperament. Classical Unani literature includes many quotes and
philosophical facts about the voice in different temperaments, which shows that voice
is an important body function and it had been used as a determinant of temperament
in previous time. In this regard, while describing the qualities of hot temperament
Majoosi mentioned that the signs of hot temperament with respect to voice are that
they talk rapidly and do not pause during conversation. Similarly, regarding the cold
temperament, it was mentioned that the individuals having cold temperament owns
a heavy tongue and pauses during conversation [5, 9–11]. Unani Philosophers have
mentioned that voice is one of the strong aspects among the functions which can be
used for characterisation of the temperament. Strong and loud voice (within normal
range), frequent speaking pattern, can speak for long, short-tempered, rapid body
movements, rapid blinking of eyes are all in support of hot temperament [5, 9, 19].

5 Voice in Unani System of Medicine

The following quotations are mentioned in Unani literature, showing voice charac-
teristics with respect to temperament as mentioned above.

(1) “….one whose temperament is hot, the voice of that person will be loud or
high and clear…..” (Kamil-us-Sana) [5]. In addition, it is also mentioned in the
literature that in wet temperament (Rat.ab Mizāj) the person will be unable to
make his/her speech louder. In dry temperament (Yabis ul Mizāj), voice would
have harshness; if this kind of a person is asked to make his/her speech loud, its
resemblance will be with a bird whose name is tehu [5, 9–11].

(2) RAZI “……loud voice indicates hot temperament while soft and low voice is
the indication of clod temperament…..” At another place, Razi has mentioned
that “….fluent speech shows the hotness of the temperament….” (Kitab-ul-
Mansoori) [6].
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(3) GHULAMHUSAIN KANTOORI “……when a human body has cold temper-
ament then the walking style of such a person is lazy, poor intelligence, he will
own a heavy tongue which will make him to take pauses while conversation,
his activities will be slow and he will feel a burden to do any work……” [10].

(4) HKM.AZAM KHAN “……hotness makes voice loud while coldness makes it
dull or low. Dryness makes voice clear or in other words harsh, while wetness
makes it quite unclear and soft…..” (Akseer-e-AA’d. ām) [20].

(5) IBNRUSHD—“….if the temperament of lungs is equable/moderate (moatadil),
then the respiration is neither too fast nor too slow but it is normal and the voice
of such a person is alsomoderate, neither too high (loud) nor too low (dull)……”
(Kitab-ul- Kullῑyat) [5, 6, 9].

The elaboration in support of the above quotes is given in literatures with some
detail: Soft and low voice indicates wet temperament, while loud, clear and sharp
voice indicates dry temperament. Person having wet temperament of lungs; if they
start speaking with little efforts, then their voice would not be clear due to wetness
of the lungs which disrupts the movement and action of trachea because of the
phlegmatic secretions. Dry temperament of lungs helps to produce clear voice. Only
hotness and coldness are not responsible to make voice high and low. The anatomy
of trachea is also responsible for this, so if lumen of trachea is wide then it will help
to produce high pitch, and the narrow lumen is responsible for low pitch quality.
Coldness and hotness of trachea are temporary and come under the influence of
lungs; hot temperament of lungwhich is given byT. abı̄’at widens the trachea, because
hotness dilates andwidens the lumen. Cold temperament of lungs contracts the lumen
of trachea because Burūdat has the property to contract the lumen. Soft voice is due
to wetness of trachea, and rough voice is a result of dryness of trachea [5].

According to Ali Ibne Abbas Majoosi, there are five parameters to diagnose the
individual’s temperament. One of them is body function: Under this parameter, he
stated that H. ar Mizāj person’s speech will be fluent with lesser pause, and speech
would be loud and clear. Barid Mizāj person’s speech will be less fluent with more
number of pauses [5]. If the functions of the body are slower than normal, it indicates
coldness. Rapidity in functions of the body indicates hotness. There is a strong
relationship between movement and hotness (H. arārat) [12].

6 View of Voice in Ayurvedic System of Medicine

Unani as well as Ayurvedic system of medicines is based on ancient principles.
So, there is similarity between Ayurvedic and Unani medicine as they share similar
ideas based on the basic principles. As in Unani System of medicine there are four
humours in the body which are responsible for assigning the unique temperament to
the person, similarly in the Ayurvedic System of medicine there are three kinds of
humours, these are Vata, Pitta and Kapha which are responsible for different body
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types [15]. They have described the voice features according to the type of humours
which are as follows:

i. Vata—Voice of people having vata as the prominent humour among all the
tridoshas have a dry, hoarse and high-pitched or loud voice. They are fast talker,
jumps from topic to topic with erratic rhythm and focus. Vata is very sensitive
to excess noise.

ii. Pitta—People having pitta as the major humour have a loud and sharp voice.
They are well focused, persuasive, dominates conversation, argumentative,
challenging and due to their impatience they tend to finish other people’s
sentences.

iii. Kapha—Those who have kapha as the dominating humour in their body, they
have a moist, soft, deep and calm voice. Their voice is sweet and melodious
which is pleasant to listen.

Ayurveda shares the Vedic concepts like Prana, Panchakoshas, Chakras, Pancha
Mahabhootas, Mind and nadis. They have described four types of Voice from gross
to subtle—Vaikhari, Madhyama, Pashyanti and Para. Sound occurs in four levels and
dimensions. These four levels of sound relate to frequency, fine quality, perceiving
level and power as follows:

1. Vaikhari—The coarse voice which is the ordinary, audible and material sound.
It is this level of Nada that is used in singing.

2. Madhyama—The mental sound with even little practice of music or Yoga. A
common man can hear, understand and feel this level of Nada. To understand the
concept of shruti, one should practice inner awareness to reach this level.

3. Pashyanti—The visualised sound.
4. Para—The magnificent sound [21].

On the basis of octaves and registers for voice, Ayruveda has defined six limbs or
qualities of good voice. A balanced voice in all the three octaves and registers is one
which is well heard (loud enough), well tuned and richly textured and smooth and
that which is not harsh is sweet and harmonious. These six limbs are as follows:

i. Shravaka—Voice which is loud enough, well heard by the audience even at a
long distance when necessary is called shravaka. Even today the importance
of such voice is not less, but the advanced sound projection technologies are
available nowadays which has minimised its use.

ii. Ghana—Voice which is very pleasing and tuned. This voice has a rich texture
(especially which has a ‘bass’ effect).

iii. Snigdha—The voice which sounds smooth, soft and sweet that which is not
harsh is snigdha.

iv. Madhura—Musical and pleasant voice is called as madhura.
v. Avadhanavan—A voice that is sweet and harmonious, a voice which knows

how to tune itself perfectly is termed as avadhanavan.
vi. Tristhanashobhi—This voice is properly balanced in all the octaves and

registers. The quality of this voice has stability in all three registers.
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Sangeet Ratnakar: Sharangadeo in his text ‘Sangeet Ratnakar’ gives more than
30 qualities of the voice. He says that basically voice is of three types, which bear
the qualities of kapha, pitta and vata. Further, he says, they can be combined into
infinite qualities of mishraka (combination) like Khahula—derived from kapha—
having qualities of snigdha, madhura and komala, i.e. soft, sweet and tender. This
type of voice in lower (mandra) and middle (madhya) octave is called as adilla.
Narata—derived from pitta—has qualities of ghana, gambhira and Lina (asphuta),
i.e. rich textured, having good bass effect and humble. Bombaka—derived from
vata—has qualities of nihssara, kathora and tara, i.e. dry, harsh and high-pitched.
Mishraka is any combination of the above three qualities [22].

The various concepts about the voice and its qualities in different traditional
sciences, i.e. Unani, Ayurveda and other sciences, have been reviewed in the previous
sections. The whole literature was compared and deeply analysed to look at the
base for an experiment. After going through theories and concepts of the different
traditional sciences, it was observed that the uniqueness of Unani system ofmedicine
is its theory of temperament which is based on four qualities H. ar, Barid, Rat.ab
and Yabis. From the above-compiled literature, it can be easily understood that the
voice is an important parameter to assess temperament of a person. It has a lot of
characteristics on which experimental and scientific researches should be done for
the benefit of human being and such an attempt is being done by this study.

7 Methodology

A meeting was held by Institutional Ethics Committee (IEC), Ajmal Khan Tibbiya
College, Faculty of Unani Medicine, Aligarh Muslim University, Aligarh on 21 June
2016, with the reference to dispatch number 215/FUM. Prof. Qayyum Husain was
the chairman along with other members of the committee. The committee did not
find anything objectionable/unethical as the study was totally noninvasive and did
not harm any kind of ethical issue. The proposal is therefore awarded ethical clear-
ance. Voice parameters were analysed scientifically and experimentally. In the study
presented here time taken to read a sample sentence chosen as one of the parameters
to assess the quality of voice among different temperaments. For this purpose, a
study is carried out on healthy volunteers. Firstly, all the volunteers were categorised
into four groups by assessing their temperament through a well-designed pro-forma
which includes all the ten determinants essential for temperament differentiation.
The criteria to assign volunteer, a specific temperament, were based on scores. The
pro-forma and consent form shown in Table 4. Then, the study was done by cross-
checking their temperament on the basis of their voice qualities as mentioned in
literature. A sample of 69 females with no history of any voice disorders was taken.
A self-made sentence was recorded (two-time repetition) in an acoustically treated
room by condenser microphone and then analysed for different voice parameters by
PRAAT software. The sentence was made according to the points of articulation for
getting all the possible physiological human sounds during conversational speech.
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After obtaining data, it was statistically interpreted by applying unpaired t-test, and
significance was noticed among different groups of temperaments.

8 Statistical Analysis of Time as One of the Parameters
of Voice to Assess Temperament

The data regarding time taken by female volunteers of different temperaments to
speak a sentence is given below:

Among 69 females, there were 19 bilious, 23 sanguine, 22 phlegmatic and 5
melancholic, respectively, as shown in Table 1.

Table 2 shows mean and standard deviation of the time variation among different
groups. Significance between groups is shown in Fig. 1.

Mean and S.D. of time in bilious, sanguine, phlegmatic and melancholic
volunteers were 4.54± 0.43, 4.30± 0.52, 5.19± 0.74 and 4.80± 0.48, respectively.

The above table shows the significance of time in different temperaments. The
result shows that there is statistically no significant difference between bilious to
sanguine, bilious to melancholic, sanguine to melancholic and phlegmatic to melan-
cholic, as time (which shows the rate of speech of the volunteers) taken by volun-
teers when compared was very much close to each other. But the difference is highly
significant in case of bilious to phlegmatic and sanguine to phlegmatic because as
mentioned in the literatures the people of phlegmatic temperament speaks slowly, so

Table 1 Number of females in different groups of temperaments

Sex Bilious Sanguine Phlegmatic Melancholic Total

Female 19 23 22 05 69

Table 2 Mean and standard deviation of time in females of different temperaments

TIME Bilious Sanguine Phlegmatic Melancholic

Mean ± S.D 4.54 ± 0.43 4.30 ± 0.52 5.19 ± 0.74 4.80 ± 0.48

Fig. 1 Significance of time
in different groups of
temperament

4.54 4.3
5.19 4.8

Time (Sec)

Significance of Time In Females of Different 
Temperaments

Bilious Sanguine Phlegmatic Melancholic
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Table 3 Comparison of time
to check the significance
between different groups of
temperament

Comparison
between

t-value p-value Significance

Bilious to
Sanguine

1.533 0.1332 Insignificant

Bilious to
Phlegmatic

3.396 0.0016 Highly significant

Bilious to
Melancholic

1.188 0.2475 Insignificant

Sanguine to
Phlegmatic

4.676 0.0001 Highly significant

Sanguine to
Melancholic

1.957 0.0612 Insignificant

Phlegmatic to
Melancholic

1.125 0.2711 Insignificant

the time taken by themwas longer in comparison to others. The result is in accordance
with the logic-based theory (Table 3).

Consent of The Volunteer (The participant should complete the whole of this sheet
himself/herself)

Title of experiment: A study to assess Different Temperaments Through Voice
Analysis

Name of the Experimenter: Huma Noor

Please tick boxes

1. I confirm that I have read and understood the information sheet for the above
experiment.

2. I have had opportunities to ask questions and my questions have fully been
answered.

3. I understand that my participation is voluntary and that I am free to withdraw at
any time, without giving any reason.

4. I have received enough information about the experiment.

5. I agree to take part in the above experiment.

This experiment has been explained to me to my satisfaction, and I agree to take part.
I understand that I am free to withdraw at any time.

–––––––––– ––––––––– –––––––––

Name of the Participant Date Signature

I have explained the experiment to the above participant and he/she has agreed to
take part.
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Table 4 Mizāj assessment pro-forma
Parameter 

(Evidence)

Damwi

(Sanguineous)

Balghami 

(Phlegmatic)

Ṣafrawi 

(Bilious)

Saudāwi

(Melancholic)

MORPHOLOGICAL

Skin texture/temperature

Score:01

Warm & Smooth Soft & Moist Hard & Hot Rough & Cold

Complexion

Score:05

Reddish Whitish Pale Blackish

Body built

Score:5

Muscular Fatty Moderate Lean & Thin

Texture of hairs

Score:0.5

Thick & Lusty Thin & Smooth Curly Straight

Growth and distribution of 

hairs

score:0.5

Rapid, Average Slow, Scanty Moderate/profuse Excessive

Colour of hairs

Score:0.5

Blackish Brownish Yellow-Black 

(Golden)

Black & White 

(Mixed)

PHYSIOLOGICAL

Urine

Score:01

Moderate in Quantity White, More in 

Quantity

Yellow, Less in 

Quantity

Turbid, Less in 

Quantity

Tolerate well

Score:01

Dryness Summer Cold Dampness

Remains well in

Score:03

Spring Summer Winter Autumn

Appetite 

Score:01

Strong Appetite (Can  Skip 

a  meal)

Less Appetite (feel 

heaviness after 

eating) 

Strong Appetite 

(Can’t  Skip A 

Meal)

Irregular Appetite

Thirst 

Score:01

Average (++) Poor (+) Increased (++++) Low (+++)

Digestion 

Score:01

Average Slow Strong Irregular

Movements and 

activities

Score:03

Average in Physical 

Activity

Dull Laziness Brisk, 

Hyperactive

Less

Sleep 

Score:01

Average Excess Disturbed Sleep Insomnia

PSYCHOLOGICAL

Dream 

Score:01

Blood, Red Objects Water, Snow Fire, Yellow 

Objects

Black, Fearful 

Dreams

Anger /joy

Score:01

Comes On Easily & Easily 

Lost 

Comes On Hardly Frequent, Severe 
& Persists For 
Long

Infrequent But 

Persist 

Response to external 

stimuli in adverse 

condition

Score:01

Aggressively Respond Weekly Respond Bravely Respond Cowardly 

Respond

Decision taking power 

Score:01

Take Boldly Hesitate in Taking 

Decisions

Take Quickly Afraid in Taking 

Decisions

Memory 

Score:01

Good, Retention Also 

Good

Not Good Good, But Can’t 

Retain For Long

Can’t Learn 

Easily But 

Excellent 

Retention
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Huma Noor

–––––––––– ––––––––– –––––––––

Name of the Experimenter Date Signature

Name of the volunteer……….. Father’s name……..Age…..Gender……….Height
…..

Weight ……….. Pulse …… B. P ……. Occupation……. Mobile no :…… Address
………..

Total Collection:––––––– Damwi:––––––– Safrawi:––––––– Balghami:––––
––– Sawdāwi:–––––––

Diagnosed Temperament:–––––––– Signature of the Investigator:––––––––

9 Conclusion

This study is done to ascertain some updated parameters to diagnose the human
temperamentwith respect to voice. Those parameters of voicewere taken into consid-
eration which are measurable and can be obtained digitally with maximum ease. At
the same time, it was also an objective that these all parameters must be very precise
and easily applicable; also they must be free of bias and errors. Human temperament
is a very unique aspect of Unani system of medicine. A false diagnosis of tempera-
ment will be misleading or may be of no use as it is not helpful in curing diseases or
bringing back the misbalanced temperament to the equable temperament. For this,
above result of the digital examination of voice is giving direction to go to quantitative
aspect of voice instead of qualitative which is more correct and validated.
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8. Azrani A (1939) Ikseerul Quloob, Urdu translation ofMufarrehul Quloob byBaqar,MS,Matba
Munshi Nawal Kishore. Lukhnow, pp 54, 308, 317
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Neuro-Physiological Correlates of Voice
Onset Time in Kannada and Tamil
Speaking

T. Jayakumar and Vijay Kumar Narne

Abstract Voice Onset Time (VOT) refers to the time difference between two
events—one articulatory and the other laryngeal. VOT is measured as the time differ-
ence between the onset of the burst (articulatory event) and the onset of vocal fold
vibration (laryngeal event) Lisker [14]. The cross-linguistic variation with respect to
voicing perception is more inmultilingual countries like India. For example, in Tamil
language, there is no good distinction between voiced and unvoiced stops; however,
inKannada, Telugu, andHindi, there exists a difference. To verify the cross-linguistic
difference, the behavioral response for VOT continuum in native Kannada and Tamil
speakers, and the neuro-physiological changes forVOTcontinuum in nativeKannada
and Tamil speakers were taken as objective of the study. Two groups of subjects were
participated in the study. Group I consisted of ten male Kannada speakers in the age
range of 20–35 years. All the subjects were native speakers of Kannada language,
and they belong to Mysore dialect and they are fluent speakers in Kannada only.
All though they were exposed to English, they were not fluent speakers of English
or Hindi. Group II consisted of ten male Tamil speakers in the age range of 20–35.
All the subjects were native speakers of Tamil language, and they belong to Coim-
batore/Chennai dialect and they are fluent speakers in Tamil only. Although theywere
exposed to English, they were not fluent speakers of English or Kannada or Hindi.
From the naturally recorded speech sounds, /da-ta/ continuumwas created using copy
past synthesis method. This continuum had 10 tokens. Using this stimulus, behav-
ioral identification curve was generated. Also electrophysiological, N100 potential
was recorded using Neuro-Scan instrument (Compumedies, AUS) with five tokens,
which covers the entire dynamic range of the /da-ta/ continuum. The recording was
done with 16 channels. The behavioral result showed there was difference between
Tamil and Kannada languages; however, electrophysiological results showed that
there was a change with N100 latency with changing VOT but there was no language
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difference found. The author concluded that N100 may not be an effective measure
to indicate to represent the voice /voiceless categorical perception. May be higher
potential might give better information.

1 Introduction

The term voice onset time was coined and described by Abramson and Lisker [2].
VoiceOnset Time (VOT) refers to the time difference between two events—one artic-
ulatory and the other laryngeal. VOT is measured as the time difference between the
onset of the burst (articulatory event) and the onset of vocal fold vibration (laryngeal
event) Lisker and Abramson [1]. In case of voiced stop consonants, voicing starts
before the onset of the burst, and hence VOT is negative or leads VOT. In case of
unvoiced stop consonants, voicing starts after the burst, and hence VOT is positive
or lags VOT. It is known that VOT is one of the cues in the perception of voicing
in stop consonants Liberman et al. (1982), [3], Shankweiler (1961), Williams [4,
5], Savithri et al. [6], Satya [7]. However, the change in the percept from voiced
to unvoiced stop consonant depends upon the classification of stop consonants in a
language. For example, in English, the percept changes at +20 ms VOT, whereas
in Kannada and Telugu, the percept change at lead VOT and in Tamil the voicing
contrast is negligible in spoken language.

Kannada language is one of the important Dravidian languages of India, spoken
majorly in the state ofKarnataka. Kannada language is native language of peoplewho
live in the State of Karnataka, India. Their population is roughly 38 million, making
it the 27th most spoken language in the world. It is one of the scheduled languages
of India and the official and administrative language of the state of Karnataka (http://
www.en.wikipedia.org/wiki/Kannada_language), and Tamil is a major Dravidian
language spoken by Tamil people of the Indian subcontinent. It has official language
status in the Indian state of Tamil Nadu and in the union territory of Puducherry.
Their population is roughly around 66 millions of people. (http://www.en.wikipedia.
org/wiki/Tamil_language).

Few researchers investigated the neural encodingofVOT in the brain through audi-
tory evoked potentials. Sharma and Dorman [8] measured cortical auditory evoked
potential (CAEP) in conjunction with behavioral perception of /da- ta/ continuum.
Neuro-physiological correlates of VOT encoding were investigated using the N1
CAEP which reflects sensory encoding of stimulus features, and they found distinct
changes in N1 morphology which was related to VOT encoding. For the stimuli that
were behaviorally identified as /da/, a single negativity (N1) was apparent; however,
for stimuli identified as /ta/, two distinct negativities (N1 and N1’) were apparent.
This difference in N1morphology seen in the region of the /da-ta/ phonetic boundary
appears to provide neuro-physiological correlates of categorical perception for VOT.

Since speech perception abilities are altered by experience with a particular
language and the lack of experience with a particular phonetic contrast has the effect

http://www.en.wikipedia.org/wiki/Kannada_language
http://www.en.wikipedia.org/wiki/Tamil_language
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of reducing sensitivity to contrast, Sharma and Dorman [9] investigated neurophys-
iologic correlates of VOT perception of native and nonnative phonetic categories.
Using Hindi and English listeners in response to a /ba-ta/ continuum of naturally
produced bilabial CV stimuli that were different in VOT from –90 to 0 ms. The
changes in N1 latency which reflected the duration of pre-voicing across the stim-
ulus continuum were not significantly different for Hindi and English listeners. On
the other hand, in response to the /ba–pa/ stimulus contrast, a robust MMN was
seen only in Hindi listeners and not in English listeners. These results suggested that
neurophysiologic levels of stimulus processing reflected by the MMN and N1 are
differentially altered by linguistic experience. The authors also checked the relia-
bility of N1 onset response from a single to double peak using /ga-ka/ and /ba-pa/
continuum [9]. Behavioral identification result from ten subjects revealed a mean
category boundary at a VOT of 46 ms for the /ga-ka/ continuum and at a VOT of
27.5 ms for the /ba-pa/ continuum. ERP showed single N1 component for stimuli
withVOT of 40ms andmore for both continua. That is, the change inN1morphology
(from single to double) coincided with the change in the perception from voiced to
unvoiced for stimuli from /ba-pa/ continuum, but not for stimuli from the /ga-ka/
continuum. Horev et al. [10] also researched on the behavioral measures and audi-
tory event-related potentials (ERPs) were measured from 14 normal-hearing Hebrew
speakers. This speaker voicing distinction is different from English, during iden-
tification and discrimination stimuli: a VOT continuum, created by editing natural
productions of /ba/ and /pa/. The above research results supported the voicing percep-
tion, and voicing boundaries are controlled mainly by linguistic experience rather
than by innate temporal sensitivity.

Above studies indicate the evidence for neuro-physiological change concurrent
to change in phonetic perception. However, first the reliability of the N1 double
peak (change in N1 morphology) still needs investigation. Second, the differences
in the properties of stop consonants could bring about a change in the behavioral
and neuro-physiological response. Third, the cross-linguistic variation with respect
to voicing perception is more in multilingual countries like India.

In the present study, Kannada and Tamil languages were selected. These two
languages are specifically selected because Kannada is different from English in that
it is a four-way language. Therefore, any differences in the results could be attributed
to the difference in language especially with respect to any speech continuum.
Second, Tamil is selected because the voicing contrast is poor in this language.

The objective of the present study will be to investigate (a) the behavioral
response for VOT continuum in native Kannada and Tamil speakers, (b) the neuro-
physiological changes for VOT continuum in native Kannada and Tamil speakers,
and (c) the existence and the reliability of double peak (morphological change (N1,
N1’) with the change in stimulus property.
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2 Method

The present study got clearance from AIISH ethical committee (All India Institute
of Speech and Hearing, Mysuru), and written consent was taken from individual
participants of the study before starting the study.

I. Behavioral experiment

Subjects: Two groups of subjects were participated in the study.
Group I consisted of ten male Kannada speakers in the age range of 20–35 years

(Mean age 26.8 years). All the subjects were native speakers of Kannada language,
and they belong to Mysore dialect and they are fluent speakers in Kannada only.
Although they were exposed to English, they were not fluent speakers of English or
Hindi.

Group II consisted of ten male Tamil speakers in the age range of 20–35 years
(Mean age 25.3 years). All the subjects were native speakers of Tamil language and
they belong toCoimbatore/Chennai dialect and they are fluent speakers in Tamil only.
Although they were exposed to English, they were not fluent speakers of English or
Kannada or Hindi.

Common criteria for Group I and II

• All Subjects had completed minimum of 10+2 or PUC.
• All subjects had completed their schooling (till 10th) in their native languages

(Group I is in Kannada and group II is in Tamil).
• None of the subjects had history of speech and hearing disorders which was

verified through the oral interview.
• Ling sound test was used to screen their hearing by the audiologist and speech

language pathologist.

Stimuli: Stop consonants, retroflex voiced /da./, retroflex unvoiced unaspirated
/ta/, were selected to check the voicing contrast in both the groups. These stop
consonants were uttered five times by a normal female Hindi speaker who has audio-
recorded and stored into the computermemory.Authors had selectedmore intelligible
and clearly articulated speech sounds based on the perpetual judgment and spectro-
gram. Figure 2 shows the waveform of the selected speech sounds for the purpose
of making speech continuum.

Using the waveform display of the PRAAT software, voice onset time (VOT)
was measured. VOT was measured as the time difference between the onset of burst
and the onset of voicing. The measured VOT was used to make the continuum for
behavioral experiment. VOT was truncated from the voiced stops. However, it was
made sure that VOT always starts with zero cross only. When VOT was 0 ms or it
reaches the burst, silence was introduced between burst and onset of voicing for the
following vowel. Each modified stimulus was called as token. Each continuum had
10 number of tokens. In this manner, there were two continua. The tokens in each
continuum were equated in intensity and iterated thrice. An inter-stimulus interval
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Table 1 VOT details of the
/da-ta/ continuum

/da-ta/ continuum

Token VOT

Token1 −60

Token2 −45

Token3 −25

Token4 −10

Token5 0

Token6 +10

Token7 +20

Token8 +30

Token9 +40

Token10 +50

+ indicates lag VOT and – indicates lead VOT

of 500 ms was maintained using Adobe Audition Version 3 software. Table 1 shows
the VOT details of the /da-ta/ continuum and procedure.

Procedure

All subjects were tested individually. They were instructed to listen to the edited
tokens (CV syllables) through headphones and identify each token as a voiced or
unvoiced; otherwise, voice or unvoice aspirated in a binary-forced choice format.
These experiments were carried out in the sound-treated room. Subjects were given
an initial practice session. Each continuum token was randomized, and three sets
were made. Each subject listened to each token three times in a random order for
each continuum.

Analysis

The response of the subject for all the binary-forced choice listening task was
averaged, and percent response was calculated using the following formula:

For example, /ga-ta/continuum = Obtained/ga/or/ta/response for each token

Total no. of iteration ofthe tokens
× 100

The percent identification response for the target syllables was tabulated for each
subject for VOT continuum and based on this, identification curve was drawn. Fifty
percent crossover, lower limit of phoneme boundary (LLPB), upper limit of phoneme
boundary (ULPB), and phoneme boundary width (PBW) were obtained (Doughty
1949) from identification curve. Fifty percent crossover is the point at which 50%
of the subject’s response corresponds to the voiced (unvoiced or unvoiced aspirated)
category. Lower limit of phoneme boundary width is the point along the acoustic cue
continuum where an individual identified voiced (voiceless or voiceless aspirated)
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Fig. 1 Illustration of 50% crossover, lower limit, and upper limit of phoneme boundary on an
identification curve

75% of the time and upper limit of phoneme boundary width defined as the corre-
sponding point of the identification of the unvoiced or unvoiced aspirated (voiced)
75% of the time. The VOT value corresponding to 75% identification, immediately
before/after the 50% crossover, was considered as LLPB/ULPB for both single and
multiple crossovers. Phoneme boundary width was determined by subtracting the
lower limit from upper limit of boundary width. Figure 1 illustrates the identifica-
tion curve with x-axis representing VOT and y-axis representing the percentage of
identification.

II. Electrophysiologic experiment

Subjects: The same subjects who participated in the behavioral experiment were
involved in electrophysiologic experiment.

Stimuli: The same stimulus used for behavioral experiment (/da-ta/ continuum)
was used for electrophysiological experiment. However, in behavioral experiment,
each speech stimuli continuum had 10–13 tokens but for the electrophysiological
experiment only five tokens were selected which covered the entire dynamic range
of continuum. Similarly, for non-speech stimuli, only three tokens were selected.
Repeated presentation of each token separated by an inter-stimulus interval of 800ms
was used to elicit the N1. The order of presentation of stimuli will be counterbal-
anced across subjects. Tables 2 and 3 show the details of the tokens used for each
continuum in electrophysiological experiment, and Figs. 2, 3, 4, 5, 6, 7, 8, 9 show
the waveform of the tokens used for electrophysiological experiment.
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Table 2 Details of the tokens
used for speech continuum in
electrophysiological
experiment

/da-ta/ continuum

Token VOT

Token 1 −60

Token 2 −25

Token 3 0

Token 4 +30

Token 5 +50

Table 3 Comparison of /da-ta/ continuum response across Kannada and Tamil

Language Identification curve for /da-ta/ continuum

50% crossover Phoneme boundary
width (PBW)

Lower limit of
phoneme boundary
(LLPB),

Upper limit of
phoneme boundary
(ULPB)

Kannada −09 VOT 31 ms −27 VOT 04 VOT

Tamil 03 VOT 36 ms −25 VOT 11 VOT

Recording Procedure

N1-evoked potential component was recorded using a Neuro-Scan (Compumedics,
USA). The responses were recorded using Scan 4.3 software. Quick Cap silver chlo-
ride electrodes were used to obtain 16 channel recordings. ERPs were recorded from
standard electrode sites over both hemispheres (International 10–20 System sites Cz,
C4, C3, T8, T7, C5, C6, FCz, Fz, Pz, CP4, CP3, FC4, FC5, FT7, and FT8), referenced
to the left mastoid during recording. Impedance was 5 k� or less at all sites. The
stimuli were presented binaurally through calibrated ER 3A insert receiver at 75 dB
SPL. Figure 3 shows the 16-channel montage of electrodes on scalp-based 10-20
system.

Subjects were seated comfortably in a sound-treated room. They were asked to
fix their eyes at one position and were instructed to refrain from making large eye
movements. Evoked responses were bandpass filtered online from 0.1 to 30 Hz. The
recording window includes a 100-ms pre-stimulus period and 600 ms post-stimulus
time. To control for arousal, subjects were made to watch silent videotaped movies
with subtitles of their choice. The stimulus (tokens) was presented binaurally through
an insert earphone at 75 dB SPL. Evoked responses were bandpass filtered online
from 0.1 to 100 Hz. Responses that are judged noisy or that are greater than 100 mV
was rejected offline. For the N1 recordings, 300 sweeps elicited in response to each
stimulus (tokens) from the continuum (voiced to unvoiced and unvoiced aspirated)
were collected.

Data analysis
Data analysis was carried out individually for each subject. For individual subjects,
sweeps were averaged to compute an individual average waveform. All the contin-
uous waveforms (.cnt) recorded through Scan 4.3 were first preprocessed through
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Fig. 2 Waveform of the five tokens of /da-ta/ continuum used for electrophysiological experiment

scan software itself. The preprocessing involved three steps—epoching of the contin-
uous files (–100 ms to 600 ms), baseline removal, and artifact rejection. In order to
remove extraneous noises from the ERP waveforms, Independent Component Anal-
ysis (ICA) was performed. The algorithm used was Runica (EEG toolbox). This
performs ICA decomposition of input data using the logistic infomax ICA algorithm
by Bell and Sejnowski (1995). The components which were noisy were removed
from the ERP including eye and scale muscle artifices. All 16 waveforms (poten-
tials) were digitally high-pass filtered offline at 4 Hz (filter slope12 dB/octave). In
the group mean waveforms, N1 was identified visually as a prominent negative peak
within the first half of the time window. In order to aid in peak identification and
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Fig. 3 Montage of electrodes on scalp
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Fig. 4 Identification curve for /da-ta/ continuum for Kannada language

measurement in data from individual subjects, response windows of 150 ms were
created around the peak in the group mean waveforms. Peak latencies and ampli-
tude were detected based on the auto peak detection program from Scan 4 software.
When thewaveform contains a double peakwithin the defined time frame, the latency
and amplitude were measured at the prominent peak visually. Group averaged wave-
forms were computed by averaging across the individual average waveforms. The 16
channels were grouped into 3 groups—average auditory potential across electrodes
within each of three regions of interests (ROIs): Right channels, center channels, and
left channels. The channels were grouped as follows—Right channels (C4, T8, C6,
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Fig. 5 Identification curve for /da-ta/ continuum for Tamil language

Fig. 6 N1 potential at Cz electrode for each token of the /da-ta/ continuum for Kannada
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Fig. 7 N1 potential at Cz electrode for each token of the /da-ta/ continuum for Tamil

CP4, FC4, FT8), center channels (Fz, FCz, Cz, Pz), and left channels (C3, T7, C5,
CP3, FC5, FT7). The rationale for including three separate ROIs was to check any
difference exist between these three places which were already investigated by the
Daliri and Max (2015a, b). Those researchers showed that the effect was larger at
electrodes located over the central region and over the left hemisphere than over the
right hemisphere (Daliri and Max 2015a). Hence, the present study also tried to find
effect if any in N100 potential. It is important to note that there is no straightforward
correlation between the neural generators of the EEG signal and the scalp location
of surface electrodes where maximally strong signals (Michel et al., 2004).

Statistical analysis: For electrophysiological analysis, Shapiro–Wilk test was used
to check the normality. Descriptive statistics (Mean, Median, and SD) was used
to describe the basic data variance. Mann–Whitney U test was used to compare
the N100 latency and amplitude across the two groups of participants for different
tokens and thiswas performed separately for different regions of interests (ROIs), that
is, right, center, and left scalp position. Friedman test was used to compare across
region of interests (ROIs) for N100 latency and amplitude, and the same statistic
test (Friedman) also was used to compare across the tokens for N100 latency and
amplitude. The variables which showed significant difference in Friedman test have
subjected to pairwise comparison using Wilcoxon signed-rank test. All the above
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Fig. 9 N1 potential at Cz electrode of /da-ta/ continuum for 0 VOT token of Kannada and Tamil
(Green–Kannada and Tamil–Red)

statistical tests were separately done for each speech continuum and non-speech
continuum.

3 Results

The present study aimed to investigate the behavioral response changes in relation
to voice onset time (VOT) and neuro-physiological changes in relation to voice
onset time by measuring N1-evoked potential. Main objectives of the study were (i)
behavioral response for VOT continuum in Kannada and Tamil speakers, (ii) neuro-
physiological changes for VOT continuum in Kannada and Tamil speakers, (iii) the
existence and the reliability of double peak (morphological change in N1) with the
change in stimulus property (VOT), and (iv) the neuro-physiological changes for
non-speech stimuli that mimic the speech stimuli. The results of the study were
presented under the following titles:

Behavioral experiment
Electrophysiological experiment

Behavioral experiment

In behavioral experiment, VOT continua (/da-ta/) were used. A binary-forced choice
identification task was used. Participants were instructed to listen to the tokens in
the continuum and provide the response as which end of the continuum is heard.
Each participant listens the same token three times randomly. The responses of the
binary-forced choice identification task were averaged for each participant, and all
the participants’ responses were averaged to draw an identification curve for VOT
continuum across the languages.
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Speech Stimuli

In the present study, four VOT continua under speech stimuli were investigated. The
behavioral results were represented separately for each VOT continuum.

/da-ta/ continuum

Figure 5 shows the identification curve for /da-ta/ continuum for Kannada language.
The result indicated that the precept shifted from voiced /da/ to unvoiced /ta/ as the
lead VOT moved to lag VOT on the continuum. Thus, VOT cue voicing of stop
consonants /da-ta/. The 50% crossover occurred in the lead VOT region at –09 ms.
The lower limit of phoneme boundary was –27 ms, and the upper limit of phoneme
boundary was +04 ms. The phoneme boundary width was 31 ms.

Figure 6 shows the identification curve for /da-ta/ continuum for Tamil language.
The result indicated that the precept shifted from voiced /da/ to unvoiced /ta/ as the
lead VOT moved to lag VOT on the continuum. Thus, VOT cue voicing of stop
consonants /da-ta/. The 50% crossover occurred in the lag VOT region at +03 ms.
The lower limit of phoneme boundary was –25 ms, and the upper limit of phoneme
boundary was+11 ms. The phoneme boundary width was 36 ms. Table 3 shows the
comparison of /da-ta/ continuum response across Kannada and Tamil.

Electrophysiological experiment

The same VOT continuum used in the behavioral experiment was used in the elec-
trophysiological experiment, that is, two VOT continua (/da-ta/, /da-tha) were used.
However, the number of tokens used in theVOTcontinuumwas reduced to five tokens
for each continuum. These five tokens were covering the entire dynamic range of
that particular VOT continuum.

The electrophysiological data were subjected to the normality test using Shapiro–
Wilk test. The data was categorized for Kannada and Tamil for N100 latency and
amplitude. Also, it was further sub-divided for five different tokens and three regions
of interests (ROIs), that is, center, right, and left scalp positions. The similar type
of normality check was done for each VOT continuum separately. Results showed
that nearly half of the data falls under normal distribution (where p > 0.05) and
other half falls under non-normal distribution (where p < 0.05). Since nearly half
of data were non-normal distribution and the number of participants in the present
study was ten individuals for each group (Kannada and Tamil), the non-parametric
tests were selected for further statistical analysis. Similar to behavioral experiment,
electrophysiological experiment results were also presented for eachVOTcontinuum
separately.

VOT continuum of /da-ta/

The descriptive quantitative result of N1 (N100) obtained from the electrophysiolog-
ical experiment for /da-ta/VOT continuum was given in Tables 4 and 5 for Kannada
and Tamil, respectively. The table shows the mean median and standard deviation
values. Result of Tables 6 and 7 shows that N1 latency was different for all the tokens
in the continuum. This variation was present in both the languages. However, there
was no noticeable difference for N1 amplitude for all the tokens in the continuum.
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Table 4 Mean, median, and standard deviation of /da-ta/ continuum for Kannada language

/da-ta/ continuum–Kannada

Stimulus N1-latency N1-amplitude

Mean Median SD Mean Median SD

Central Token 1 171.91 172.08 15.45 −2.54 −2.45 1.25

Token 2 131.73 132.02 17.45 −1.61 −1.35 1.50

Token 3 118.45 119.00 18.93 −2.32 −1.93 2.12

Token 4 143.75 147.38 13.75 −2.43 −2.24 1.87

Token 5 152.59 152.05 21.24 −2.69 −2.73 1.92

Left Token 1 173.03 174.50 16.83 −2.33 −2.04 1.21

Token 2 137.74 141.61 24.83 −1.69 −1.08 1.44

Token 3 119.62 116.91 14.89 −2.26 −1.91 1.76

Token 4 140.68 145.12 18.67 −1.84 −2.04 1.32

Token 5 158.51 160.72 30.26 −2.37 −2.68 1.75

Right Token 1 168.60 165.98 17.33 −2.15 −1.74 1.33

Token 2 127.55 131.10 21.66 −1.17 −1.07 1.29

Token 3 114.43 116.49 14.86 −2.25 −1.60 1.91

Token 4 145.27 147.71 18.98 −2.21 −2.38 1.79

Token 5 156.36 157.39 27.19 −2.26 −2.42 1.70

Table 5 Mean, median, and standard deviation of /da-ta/ continuum for Tamil language

/da-ta/ Continuum—Tamil

Stimulus N1-latency N1-amplitude

Mean Median SD Mean Median SD

Central Token 1 172.07 175.08 17.63 −2.68 −2.94 0.90

Token 2 133.96 134.69 18.36 −1.81 −2.26 1.71

Token 3 126.63 131.35 22.49 −2.48 −2.73 1.56

Token 4 131.57 128.84 18.01 −2.49 −3.04 1.98

Token 5 157.72 165.23 31.26 −1.99 −2.20 2.01

Left Token 1 168.37 172.32 16.25 −2.25 −2.71 1.04

Token 2 136.79 142.11 38.07 −1.96 −2.11 0.61

Token 3 127.49 130.85 13.93 −2.61 −2.87 1.05

Token 4 136.47 147.37 35.15 −2.38 −2.44 1.11

Token 5 148.76 150.21 33.56 −1.92 −2.13 1.39

Right Token 1 171.04 176.16 21.25 −2.64 −2.79 1.23

Token 2 132.49 141.95 30.61 −1.33 −1.10 1.37

Token 3 122.71 124.00 16.35 −2.38 −2.45 1.53

Token 4 139.84 149.37 26.64 −1.88 −2.58 1.47

Token 5 157.22 167.65 38.69 −1.81 −1.94 2.16
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Table 6 Z- and P-values of Mann–Whitney U test for /da-ta/ continuum for the comparison of
Kannada and Tamil

Mann–Whitney U test for /da-ta/ continuum–(Kannada versus Tamil)

Stimulus N1-latency N1-amplitude

Z-value p-value Z-value p-value

Central Token 1 0.129 0.897 0.516 0.606

Token 2 0.258 0.796 0.775 0.438

Token 3 1.551 0.121 1.809 0.070

Token 4 1.939 0.053 0.516 0.606

Token 5 0.582 0.561 0.645 0.519

Left Token 1 0.516 0.606 0.258 0.796

Token 2 0.258 0.796 0.775 0.439

Token 3 1.549 0.121 0.517 0.605

Token 4 0.452 0.651 0.647 0.518

Token 5 0.516 0.606 0.387 0.699

Right Token 1 1.420 0.156 0.904 0.366

Token 2 1.033 0.302 0.129 0.897

Token 3 1.034 0.301 1.551 0.121

Token 4 0.065 0.948 0.065 0.948

Token 5 0.516 0.606 1.291 0.197

Table 7 Chi-square value for N100 latency and amplitude comparison across regions of interests
for tokens of /da-ta/ continuum

Friedman test for /da-ta/ Continuum across channels (center, left, and right)

Stimulus N1-latency N1-amplitude

Chi-square p-value Z-value p-value

Token 1 0.143 0.931 1.857 0.395

Token 2 1.857 0.396 2.714 0.257

Token 3 4.000 0.135 4.571 0.109

Token 4 1.857 0.395 1.857 0.395

Token 5 2.286 0.319 4.714 0.093

But only token 2 shows the less amplitude compared to other tokens in both the
languages. This trend was common among the two groups of participants.

Figure 7 shows the N1 potential for each token of the /da-ta/ continuum for
Kannada language. Similarly, Fig. 8 shows the N1 potential for each token of the
/da-ta/ continuum for Tamil language. From Fig. 7, it was observed that as the lead
VOT reduces the N1 latency decreases, on the other hand, as the lag VOT increases,
the N1 latency increases. Also when the VOT is zero, the N1 latency was minimum.
The similar trend was observed in both the languages.
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Mann–Whitney U test was used to compare the N100 latency and amplitude
across the two groups of participants for different tokens and different regions of
interests (ROIs), that is, right, center, and left scalp positions. Results showed no
significant difference across group of participants. Table 6 shows Z-value of N100
latency and amplitude comparison between Kannada and Tamil across different
tokens and regions of interest (ROIs). Since there was no difference between the
groups (Kannada and Tamil), both the groups were combined for further analysis.

Friedman test was used to compare across regions of interests (ROIs), that is,
center, left, and right scalp position for N100 latency and amplitude. Kannada and
Tamil data were combined for Friedman test, since group did not show significant
difference in Mann–Whitney U test. The results of the Friedman test showed that
there is no significant difference in N100 latency and amplitude across the tokens of
/da-ta/ Continuum. Table 7 shows N100 comparison across the regions of interests
for N100 latency and amplitude for tokens of /da-ta/ continuum.

Again, Friedman test was used to compare across the tokens for N100 latency
and amplitude. The groups and the region of interest (ROIs) data were companied
for Friedman test because they did not show significant difference. The results of the
Friedman test showed that there is significant difference (p < 0.05) in N100 latency
and amplitude across the tokens for /da-ta/ continuum. Table 8 shows N100 latency
and amplitude comparison across the tokens of /da-ta/ continuum.

Since there is significant difference in N100 latency and amplitude across the
tokens of /da-ta/ continuum, pairwise comparison was done using Wilcoxon signed-
rank test separately for latency and amplitude. The latency comparison showed that
token 1 showed significant difference with all other tokens in /da-ta/ continuum.
Token 3 showed significant difference with tokens 4 and 5. Also, token 2 showed
significant difference with token 5. Table 9 shows the result ofWilcoxon signed-rank
test for N100 latency across tokens for /da-ta/ continuum.

Pairwise comparison (Wilcoxon signed-rank test) was separately done for N100
amplitude. The amplitude comparison showed that token 1 showed significant differ-
ence with token 2. Also, token 2 showed significant difference with token 3 in /da-
ta/ continuum. Table 10 shows the result of Wilcoxon signed-rank test for N100
amplitude across tokens for /da-ta/ continuum.

Table 8 Chi-square value for
N100 latency and amplitude
comparison across tokens of
/da-ta/ continuum

Friedman test for /da-ta/ continuum across stimulus token

Chi-square p-value

N1-latency 35.257 0.000a

N1-amplitude 10.686 0.030b

aP<0.01, bP<0.05
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Table 9 Z-value and p-value
of Wilcoxon signed-rank test
for N100 latency across
tokens for /da-ta/ continuum

Wilcoxon signed-rank test for /da-ta/ continuum across
stimulus N1 latency

Z-value p-value

Token 1 versus Token 2 3.296 0.001a

Token 1 versus Token 3 3.384 0.001a

Token 1 versus Token 4 3.286 0.001a

Token1 versus Token 5 2.198 0.028b

Token 2 versus Token 3 1.224 0.221

Token 2 versus Token 4 0.973 0.331

Token 2 versus Token 5 3.296 0.001a

Token 3 versus Token 4 2.040 0.041b

Token 3 versus Token 5 2.605 0.009a

Token 4 versus Token 5 1.726 0.084

aP<0.01, bP<0.05

Table 10 Z-value and
p-value of Wilcoxon
signed-rank test for N100
amplitude across tokens for
/da-ta/ continuum

Wilcoxon signed-rank test for /da-ta/ Continuum across
stimulus N1 amplitude

Z-value p-value

Token 1 versus Token 2 2.794 0.005a

Token 1 versus Token 3 1.475 0.140

Token 1 versus Token 4 0.471 0.638

Token 1 versus Token 5 0.094 0.925

Token 2 versus Token 3 2.480 0.013b

Token 2 versus Token 4 1.005 0.315

Token 2 versus Token 5 1.350 0.177

Token 3 versus Token 4 1.475 0.140

Token 3 versus Token 5 0.847 0.397

Token 4 versus Token 5 0.596 0.551

aP<0.01, bP<0.05

4 Discussion

The aim of the present is to investigate the behavioral and neuro-physiological
response for VOT continuum in native Kannada and Tamil speakers, also to check
the existence and the reliability of double peak (morphological change in N1) in
response toVOT continuum.Apart from those, the present study also investigated the
neuro-physiological changes for non-speech stimuli that mimic the speech stimuli.

The behavioral response of the speech stimuli VOT continuum (/da-ta/) shows
that there is noticeable difference in behavioral responses between Kannada and
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Tamil languages. The 50% cross over for Tamil speaker is always lagged compared
to Kannada, that is, Tamil speaker requires more length of VOT to discriminate the
speech sounds from voice to unvoiced and voice to unvoiced aspirated. Secondly, the
Kannada speaker had lesser boundary width compared to Tamil speaker except in
voiced–unvoiced non-speech continuum. In Tamil language, voicing contrast is an
allophone, that is, the meaning of the word will not change if the voicing feature of
speech sound is replaced with unvoiced feature. Similarly, aspiration contrast is also
an allophone in Tamil language. However, the voicing contrast and the aspiration
contrast are being used in the spoken language but it is very negligible. Since Tamil
language did not have good distinction between voiced and unvoiced and aspirated
and unaspirated, Tamil speakers’ discrimination of voiced to unvoiced continuum
and voiced to unvoiced aspirated require more VOT clues to identify the change
of voicing and aspiration features. Hence, there used longer lag VOT to perceive
the invoicing and aspiration compared to Kannada speaker. For the same above
reason, Tamil speaker had wider boundary width compared to Kannada speaker. This
shows that Tamil speaker had longer duration of confusion to discriminate voicing
and aspiration compared to Kannada speaker. The present finding is supported by
Sreevidya and Savithri [11] studied perception of voicing and place contrasts in 90
adults. Participants were equally divided into three groups—Malayalam monolin-
guals, Tamil monolinguals, and bilinguals with Tamil as their native language and
Malayalam as their second language. Result showed that voicing was well discrimi-
nated by Malayalam monolinguals and bilinguals with Tamil and Malayalam as first
and second language, respectively. Voicing contrasts were poorly discriminated by
Tamil monolinguals. Jayakumar et al. [12] investigated the perception of voicing
in Tamil and Hindi speakers, using /ga-ka/ VOT continuum. Ten adult native Hindi
speakers and ten adult Tamil speakers with normal hearing participated in this study.
The subjects listened to the edited tokens and responded to a binary-forced choice
response sheet. The results indicated thatVOTwas acute for the perception of voicing
in both the languages. Also, Tamil speakers had wider boundary widths compared
to Hindi speakers indicating perceptual inconsistency over a longer period of time.
The 50% crossover of /ga-ka/ VOT continuum for Tamil speaker was –11 ms.

The results of electrophysiological test showed that there is no significant differ-
ence between Kannada and Tamil languages for N1 latency and amplitude for any
of the speech stimuli and non-speech stimuli in the present study. Although these
two groups of speaker belong to different native languages which had variation in
voicing and aspiration perception of speech sounds, they did not show significant
difference in electrophysiological test. However, they showed noticeable difference
in the behavioral results of the same VOT continuums. This result strengths the
viewpoint that N1 potential is obligatory evoked response which reflects sensory
encoding of auditory stimulus attributes. The N1 component is often described as
an onset response because it signals the neural encoding of sound onset [13]. The
N1 component is majority affected by the stimulus properties rather than anything
else like language or the linguistic exposer. This may be the reason why there was
no significant difference between Kannada and Tamil speakers in terms of electro-
physiological test. Probably, the potential which tabs the higher level processing
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like MMN and P300 would have been shown the stimulus discrimination ability
more effectively than N1 potential. Sharma and Dorman [9] investigated native and
nonnative phonetic categories using behavioral and electrophysiological responses
from Hindi and English listeners. Bilabial CV stimulus that differed in VOT from
–290 ms to 0 ms was used as stimulus. The pre-voicing (negative VOT) is not present
in English language, which is present in Hindi language taken as stimulus to create
a native and nonnative groups. The result showed that the change in N1 latency
reflected the duration of pre-voicing across the stimulus continuum. This change
in N1 latency was not significantly different for Hindi and English listeners. This
study supports that language influence is not having the effect on the N1 component.
This present result supports the neurophysiologic base for the perception of voicing
which is not depending on language-specific [14]; Simos et al. 1997; [15–17], and
this supports the notion that voicing distinction is determined by the capability to
discern the sequential order of transient acoustic events.

In the present study, electrophysiological result of the N1 latency showed that
as the lead VOT reduces, the N1 latency decreases, on the other hand, as the lag
VOT increases the N1 latency increases. Also, when the VOT is zero, the N1 latency
was minimum. This trend was seen for voice to unvoiced speech stimuli. This result
suggests that the N1 potential is generated for the onset of the vowel from the VOT
continuum or stop consonants. When the VOT continuum has a lead VOT (nega-
tive VOT or pre-voicing), there was no onset response (N1) for lead VOT, however,
for the same stimulus from the time point of vowel onset, the N1 response gener-
ated. This may be the reason for the increment in the N1 latency as the lead VOT
increases. This result was supported by [9]. They investigated native and nonnative
phonetic categories using behavioral and electrophysiological responses from Hindi
and English listeners. Bilabial CV stimuli (/ba/ to /pa/) that differed in VOT from
-290 ms to 0 ms (pre-voicing which is not present in English language) were used
as stimulus. The result showed that the increment in N1 latency reflected the dura-
tion of pre-voicing across the stimulus continuum. As the lead VOT increases in the
duration, the latency of the N1 potential was increased. Horev et al. [10] studied
the perception of a VOT continuum in Hebrew with the perception of an analogous
non-speech continuum, using N1 electrophysiological measures. They used the VOT
continuum which varies from –20 ms to + 40 ms on seven adults’ participants. The
results showed that VOT value had a significant effect on N1 latency.

The present study also showed that as the lag or positive VOT increases, the
N1 latency increases. However, the lag VOT increment did not generate change in
the morphology of the N1 waveform (N1& N1’ or double peak) in the voiced to
unvoiced continuum of speech stimulus and non- speech continuum. The possible
reason can be vowelmasks the neural response to the preceding, much softer acoustic
event (i.e., lag or positive VOTs and the pre-voicing in negative VOTs) and also the
backward masking of the long vowel on the N1 onset response) Horev et al. [10].
Previous research on longer positive VOT suggests that bifid N1 response. The first
peak coincides with the release burst, and the second with the onset of voicing.
Thus, N1 reflects the VOT value of the evoking stimulus in two ways: double N1
to long VOTs [8], Sharma et al. (2000) and/or an increase in N1 latency with an
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increase in VOT [9], Tremblay et al. (2003b). In the present study, the burst did
not evoke the N1 responses for any of the voice to unvoiced VOT continuum. This
result was supported by Tremblay et al. (2003b) investigated the synthetic speech
tokens of /ba/-/pa/ voice-onset-time (VOT) continuum on adults with hearing loss
and without hearing loss using N1 potential. The results of their study supported
that as VOT increases, the latency of the N1 increase, and they did not find any
morphological change in the N1 potential. King et al. [18] recorded cortical auditory
evoked potentials (CAEPs) from six electrode sites in 10 participants. The stimulus
used was a /da/-/ta/ continuum in which voice onset times (VOTs) varied from 0
to 60 ms. A forced choice identification task was performed. The point of 50%
identification occurred at 32.5 ms. Cortical evoked responses elicited by stimuli with
VOT values ranging from 0 to 60 ms (i.e., by stimuli perceived as /da/ and /ta/) were
similar in morphology. There was no evidence of a “double-on” morphology for
stimuli with long VOTs which is observed in adults. However, latency changes in
the P1 and N2 components were observed as a function of VOT changes, i.e., shorter
VOTs elicit a shorter peak latency than stimuli with longer VOTs.

The present study had one more group of VOT continuum, to explore more about
theN1morphological change or double peak ofN1 (N1 andN1’)was used, that is, the
voice to unvoiced aspiration continuum. Voice to unvoiced aspirated speech stimuli
and non-speech stimuli (/da-tha/, /ga-kha/and non-speech continuum) showed that
N1 latency was decreased as the lead VOT reduces, on the other hand as the lag VOT
along with aspiration increases, the N1 latency did not show noticeable change. But
there was wading of N1 peak which was the morphological change observed. Also
when the VOT is zero, the N1 latency was minimum. In the present VOT continuum
(voice to unvoiced aspiration), as the lag VOT with aspiration increases, there was
no noticeable change in N1 latency but there was wading of N1 peak that is different
from the voice to unvoiced continuum. There were two reasons that can be postulated
for this result. First one is that the aspiration in the present VOT is strong enough in
the present VOT continuum and that the participant did not perceive the burst and
vowel onset as two distinct events or in other words, the aspiration stimulated the
auditory impulses as equal as vowel. Due to this reason, there was no change in N1
latency although logVOTwas increased. The second reasonmay be that the aspirated
lag VOTmight have generated double N1 peak (N1 and N1’) but when the averaging
technique across the participants is employed for the purpose grand average of the
waveform, the double peak would have got merged and generated the wider N1 peak.
To investigate more details about the possibility of merged double peak, individual
waveform has been subjected to the visual examination by three experienced persons
in the field of auditory electrophysiology. The individual participant’s visual exam-
ination N1 waveform showed that some (one-third participants) of the participants
showed appearance of the double peak in N1 morphology; however, appearance
was not consistent across participants. The double peak appears relatively frequent
for non-speech continuum than speech continuum. The present double peak for the
longer VOT and especially for the voice to unvoiced aspiration was supported by
[8] and Sharma et al. (2000). Sharma and Dorman [8] examined neural correlates
of VOT perception at the level of the auditory cortex in 16 adults in conjunction
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with behavioral testing using the /da/-/ta/continuum. The N1 response was measured
for each stimulus from the /da/-/ta/. They observed that for stimuli with short VOTs
(0–30 ms), a single negativity was apparent. However, for stimuli with long VOTs
(50–80 ms), two distinct negative components (N1’ and N1) were apparent. These
data demonstrate a discontinuity in morphology of the AEP waveform in the region
of the boundary between perceptual categories /da/ and /ta/.

To conclude, the present study showed noticeable behavioral difference across
languages for the speech VOT continuum but N1 electrophysiological potential did
not show the significant language differences, which suggests voicing distinction is
determined by the sequential order of transient acoustic events rather than influence
of language when we use N1 as potential measure. The presence of double peak for
the longer VOT or change in the categorical perception was partially accepted with
the present result; however, it was not consistent across participants and stimulus.
N1 latency and morphology for the present study suggest no greater difference in
the processing of speech.

5 Summary and Conclusion

Speech is transmitted in the formof acoustic energy. Speech perception is the process,
wherein speech is decoded temporally and spectrally at the lower centers. The
linguistic components are added only at the higher centers of the cortex. Speech
perception requires tracking the acoustic features onto phonetic categories and
ignoring the unwanted variability among signals that convey information about the
same particular phoneme. Categorical perception means mode of speech perception
in which participants can only discriminate between stimuli that they identify differ-
ently. Most common examples of categorical perception are between voiced and
voiceless of initial stop consonants.

The aim of the present is to investigate the behavioral and neuro-physiological
response for VOT continuum in native Kannada and Tamil speakers, and also to
check the existence and the reliability of double peak (morphological change inN1) in
response toVOT continuum.Apart from those, the present study also investigated the
neuro-physiological changes for non-speech stimuli that mimic the speech stimuli.
Present study had behavioral and electrophysiological experiment on ten adult native
Kannada and Tamil speakers. Two types of stimuli were used in the present study.
Type one was with speech VOT continuum (/da-ta/ continuum) these stimuli belong
to voiced to unvoiced continuum and voice to unvoiced aspirated continuum. For
behavioral experiment, nearly 9 tokens were used for each continuum, but for
electrophysiological experiment only 5–3 tokens only used for each continuum.

The behavioral response of the speech stimuli VOT continuum (/da-ta/) shows
that there is noticeable difference in behavioral responses between Kannada and
Tamil languages. The 50% cross over for Tamil speaker always lags compared to
Kannada, that is, Tamil speaker requires more length of VOT to discriminate the
speech sounds from voice to unvoiced and voice to unvoiced aspirated. The same
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result was found for non-speech stimulus. The reason may be Tamil language did
not have good distinction between voiced and unvoiced and aspirated and unaspi-
rated, Tamil speakers discrimination of voiced to unvoiced continuum and voiced
to unvoiced aspirated require more VOT clues to identify the change of voicing
and aspiration features. Hence, there used longer lag VOT to perceive the invoicing
compared to Kannada speaker.

The results of electrophysiological test showed that there is no significant differ-
ence between Kannada and Tamil languages for N1 latency and amplitude for any
of the speech stimuli and non-speech stimuli in the present study. Although these
two groups of speaker belong to different native languages which had variation in
voicing and aspiration perception of speech sounds, they did not show significant
difference in electrophysiological test. However, they showed noticeable difference
in the behavioral results of the same VOT continuums. This result strengthens the
viewpoint that N1 potential is obligatory evoked response which reflects sensory
encoding of auditory stimulus attributes. The N1 component is often described as
an “onset response because it signals the neural encoding of sound onset” [13]. The
N1 component is majorly affected by the stimulus properties rather than anything
else like language or the linguistic exposer. This may be the reason why there was
no significant difference between Kannada and Tamil speakers in terms of electro-
physiological test. Probably, the potential which tabs the higher level processing like
MMN and P300 would have been shown the stimulus discrimination ability more
effectively than N1 potential.

In the present study, electrophysiological result of the N1 latency showed that as
the lead VOT reduces, the N1 latency decreases; on the other hand, as the lag VOT
increases the N1 latency increases. This trend was seen for voice to unvoiced speech
stimuli and non-speech stimuli (/da-ta/). This result suggests that the N1 potential is
generated for the onset of the vowel from the VOT continuum or stop consonants.
When the VOT continuum has a lead VOT (negative VOT or pre-voicing), there
was no onset response (N1) for lead VOT; however, for the same stimulus from
the time point of vowel onset, the N1 response generated. This may be the reason
for the increment in the N1 latency as the lead VOT increases. The present study
also showed that as the lag or positive VOT increases, the N1 latency increases.
However, the lag VOT increment did not generate change in the morphology of the
N1 waveform (N1& N1’ or double peak) in the voiced to unvoiced continuum of
speech stimulus and non-speech continuum. The possible reason can be vowel masks
the neural response to the preceding, much softer acoustic event (i.e., lag or positive
VOTs and the pre-voicing in negative VOTs) and also the backward masking of the
long vowel on the N1 onset response Horev et al. [10].

The present study had one more group of VOT continuum, to explore more about
the N1 morphological change or double peak of N1 (N1 and N1’) was used, that
is, the voice to unvoiced aspiration continuum. Voice to unvoiced speech stimuli
showed that N1 latency was decreased as the lead VOT reduces; on the other hand,
as the lag VOT along with aspiration increases, the N1 latency did not show notice-
able change. But there was wading of N1 peak which was the morphological change
observed. In the present VOT continuum (voice to unvoiced aspiration), as the lag
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VOT with aspiration increases, there was no noticeable change in N1 latency but
there was wading of N1 peak different from the voice to unvoiced continuum. There
were two reasons to be postulated for this result. First one is that the aspiration in
the present VOT is strong enough in the present VOT continuum and that the partic-
ipant did not perceive the burst and vowel onset as two distinct events, or in other
words, the aspiration stimulated the auditory impulses as equal as vowel. Due to
this reason, there was no change in N1 latency although log VOT was increased.
The second reason may be that the aspirated lag VOT might have generated double
N1 peak (N1 and N1’) but when the averaging technique across the participants is
employed for the purpose grand average of the waveform, the double peak would
have got merged and generated the wider N1 peak. To investigate more details about
the possibility of merged double peak, individual waveform has been subjected to the
visual examination by three experienced persons in the field of auditory electrophys-
iology. The individual participant’s visual examination N1 waveform showed that
some (one-third participants) of the participants showed appearance of the double
peak in N1morphology; however, appearance was not consistent across participants.
The double peak appeared was relatively frequent for non-speech continuum than
speech continuum.

To conclude, the present study showed noticeable behavioral difference across
languages for the speech VOT continuum but N1 electrophysiological potential did
not show the significant language differences, which suggests that voicing distinction
is determined by the sequential order of transient acoustic events rather than influence
of language when we use N1 as potential measure. The presence of double peak for
the longer VOT or change in the categorical perception was partially accepted with
the present result; however, it was not consistent across participants and stimulus.
N1 latency and morphology for the present study suggest no greater difference in
the processing of speech and non-speech signals.
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Entropic Analysis of Garhwali Text

Manoj Kumar Riyal, Rajeev Kumar Upadhyay, and Sanjay Kumar

Abstract In the present study, a systematic statistical analysis has been performed
by the use of words in continuous Garhwali speech corpus. The words of Garhwali
in continuous speech corpus are taken from different sources of Garhwali, viz.,
Newspapers, storybooks, poems, lyrics of songs and magazines, and it showed that
there is a quantitative relation between the role of content words in Garhwali and
the Shannon information entropy [S] defined by the probability distribution. So far,
very few researches have been conducted in Garhwali language. There is no previous
knowledge about the syntactic structure of Garhwali language. We have taken finite
continuous corpus of Garhwali language. The occurrences of words (frequency) are
almost an inverse power law functions, i.e. Zipf’s law and very close to 1.

Keywords Entropy · Garhwali · Rank · Frequency

1 Introduction

The randomness of the system is measured with the help of entropy. In our case,
entropy measures the measure of randomness of different words present in our
corpus. In many subjects viz. language, Science, Physics, Biology, Social Sciences
and Computer Science entropy play an important role. Entropy has been measured
on the basis of frequency of words or occurrences of words in the text. In scientific
analysis of any language, words have more accurate and specific information about
that language [1]. The entropy measure is a technique which fulfils a lot of natural
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language tasks [2]. This technique is widely used without previous knowledge as
well as external knowledge. Therefore, this is the unique solution and it plays key
role for text analysis of any language.

The most popular discipline in the domain of quantitative linguistics is word
counting than latter or character. We have analysed number of occurrences of words
and entropies of those words used in our corpus, which is very useful. This study is
very helpful in usages and birth of newwords as well as language teaching, analysing
the pattern of the language, get information of most informative words, develop
automatic speech recognizer, speech interface of Garhwali, grammatical studies and
scientific analysis of the language. Garhwali dialect belongs to Indo-Aryan language
family which is spoken in Garhwal region of the Uttarakhand state of India. Entropy
analysis is themost powerful and informative tools in statistical physics and computer
science during the many past decades, i.e. it describes the existence of randomness
and order of the complex structure and behaviour characterized by the statistical
systems. Entropy analysis is the critical phenomena for the investigation of such
behaviour [3]. By the help of this type of study, we can develop language modelling
through simulation. The Shannon entropy is a numerical representation of written
text and the symbolic sequences generated are examined. It was found that entropy
studies were sensitive to both language and text [3]. The dependencies of Shannon
entropy reflect the dependencies of the text used in inverse law. Entropy may also
give much more information about the quality of translation of the language.

One of the most powerful tools used for the comparison of literary text for trans-
lation to another language is Shannon entropy which provides the most accurate and
useful information related to the quality of translation [1]. It is a tool to measure the
average information (stored information) from the source in a single message [4].
The Shannon entropy gives the idea and information about language, i.e. information
content of a particular word or letter in a language. The role of word length distribu-
tion in the natural language was examined on the basis of n-gram entropies and found
that theywere sensitive in the text language. The probability distribution for the single
word length is changing crucially, and long words having length between five and ten
words have the uniformity in probability distribution [5]. The n-gram entropy tells
about word lengths, i.e. the role of distributions and their corresponding correlations
of the length of the word in the specific language [5]. For finite-size text, the long-
range correlation of pairs of letter and entropy were studied and found that entropy
per letter and decay with a power law [6]. For ten European languages, the correla-
tion of word length distribution and frequency distribution of words was studied and
found the entropy of word length distribution of short words; the mean value of the
Uralic (Finnish) corpus differs from others [7]. The rank–frequency distribution of
occurrence of character of Garhwali language from continuous corpus having limited
dictionary size has been analysed and found that the distribution of occurrences of
consonants, vowels and all characters together followed Zipf–Mandelbrot law [8].

The objective of the study is to measure the Shannon entropy of document used
in the study. This measures the randomness of the words used in the document.
In this document, as the occurrences of different words increase, the entropy of
the document is also increased. In the present study, we have measured entropy
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of different words of continuous corpus of Garhwali language. This study is very
useful for the growth of new words, demise and origin of new words. This study
is also useful as well as beneficial for the process governing the usages of new
words, new language learning and teaching, time series analysis, frequency-domain
analysis, grammatical studies, improved quality of translation, word length entropies
and correlations between pairs of words of language. In the modern era, information
is the most unpredictable in relation to the previous states of the important sources.
Entropy also tells the uncertainty of appearing the words in the corpus [9].

1.1 Zipf’s Law

Zipf’s law tells about the relation between frequency of words (number of occurrence
of words) and rank of the word, i.e. f(n) ~ 1/n, i.e. the frequency f(n) of the nth
commonest word in a database. The most basic statistical approach is by which
some quantitative information about the use of words in a corpus of written language
can be obtained by Zipf’s law [10]. Basically, it consists of counting the number
of occurrences of each different word or letter or symbol in the corpus, and then
producing a list of these words sorted according to decreasing frequency. In more
generalized form, if a large corpus is considered and ranks assigned to all words
according to the order of decreasing frequencies of those words, then the frequency
f(n) of a word of rank n satisfies the relation given below:

f (n) = pnq

where p and q are constants and q is the Zipf’s exponent.

2 Methodology

The continuous speech corpus of Garhwali language was collected from different
Garhwali sources, i.e. Garhwali newspaper, magazine, poems, lyrics, articles of the
e-magazine by Bhishma Kukreti, songs, proverb, poems and stories [16]. All the
corpus was collected from Internet. Then number of occurrences, i.e. frequency of
each word has been calculated and the rank of corresponding word was given. A
graph was drawn between frequency and entropy. For each word, it is possible to
define a probability measure Pi over the partition as

Pi = fi
∑p

j=1 f j
(1)

The quantity Pi stands for the probability of finding the word in part i, given that
it is present in the corpus. The Shannon information entropy associated with the
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discrete probability distribution Pi reads

S = −
P∑

i=1

Pi log Pi (2)

The maximum entropy measure was computed as

Emax = − log
1

n
(3)

Equation 3 represents the numerical value of maximum entropy present in our
document.

Generally, the value of S is different for each word, and its value lies between
0 and 1(0 ≤ S ≤ 1). As discussed below, the entropy of a given word provides a
characterization of its distribution over the different partitions. All measurement and
analysis and plots have been done with the help of MATLAB software.

3 Results and Discussion

A graph was plotted between number of occurrences and entropy of the words
(Fig. 1), and the curve fitting it showed that the power law was the best fit, i.e. f(x) =
a*xˆb having coefficients (with 95% confidence bounds) a= 0.001564 (–0.001536,–
0.001581), b = 0.8672 (0.865, 0.8793) and Goodness of fit is SSE: 0.0008221,
R-square: 0.9762, adjusted R-square: 0.9766 and RMSE: 0.000649 (Fig. 1).

The graph between rank and frequency of occurrences was plotted on log–log
scale [Rank–frequency graph (log–log scale)], and it followed inverse power law
or Zipf’s law, i.e. f(x) = a*xˆb having coefficients (with 95% confidence bounds) a
= 0.09842 (0.09701, 0.09813), b = –0.7898 (–0.7981, –0.7811) and for Goodness

Fig. 1 Graph between number of occurrences and entropy of the words
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Fig. 2 Graph between rank and frequency of the words (log–log scale)

of fit is SSE: 0.001091, R-square: 0.9574, adjusted R-square: 0.9584 and RMSE:
0.0008145 (Fig. 2).

The R-square 0.9762 (Fig. 1) and R-square 0.9574 (Fig. 2) showed the good fitting
in power law and inverse power law, and having the coefficient of determination
was equally good. This showed that Garhwali language showed that the entropy of
words followed the inverse square law. The graph between number of occurrences
and entropy of the words (Fig. 1) was found to have the same behaviour as by
graph of block entropy H(n) versus block size n [5]. The same linear behaviour is
exhibited through the symbol sequences used in the text [3]. The graph of entropy
versus the number of occurrences n for plays William Shakespeare also showed the
same characteristics as in Fig. 1 [8]. In Fig. 2, the words (log–log scale) showed
inverse power law, i.e. Zipf’s law. This result is in agreement with other languages
like Chinese, Japanese, English and Korean which also followed the power law
with exponent close to 1 [11]. The power law is also followed for the population
of lower tail cities in India [12]. From Figs. 1 and 2, curve fitting and value of
R-square(coefficient of determination) showed that our results followed Zipf’s law
[13–15]. Therefore, randomness of the system, i.e. entropy, increases. In normal
distribution, curve between frequency and entropy was right skewed or positive
skewed, i.e. long tail is on right side. Therefore, Zipf’s law gives the better fit for
lower rank region [14].

4 Conclusion

We calculated the Shannon entropy and rank–frequency of continuous speech corpus
downloaded from web and found that both exhibit the same pattern of dependencies
on the text category and language. The Shannon entropy showed linear behaviour
with number of occurrences, and inverse power law between rank and frequency.
In Garhwali language, there are lot of single characters which are word in itself,
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i.e. many words have less than 10 frequency so those words have lower rank. The
study would also be helpful for increasing the dictionary size of Garhwali language
as well as language modelling, text segmentation and part-of-speech tagging. This
study will be also beneficial for the study of average word lengths and sparsity
in the Garhwali. The understanding developed through this scheme could motivate
new word formation and motivate language evolution. The research on Garhwali
language is very meagre so far. Garhwali is one of the endangered languages of India
as identified by UNESCO [17]. This study is very beneficial to develop automatic
speech recognition (ASR) system, voice interface of Garhwali, text to speech, speech
to text, birth and death of words, and stochastic model for vocabulary growth of
Garhwali language. This study is beneficial for common people (native people) of
Uttarakhand (Garhwali speaking) as well as the farmers and rural natives of the area
to get relevant information in their own language.
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Effect of Age on Formant Frequencies
in Kannada Speakers

V. Namitha, V. Namratha, and R. Rajasudhakar

Abstract Formants are the concentration of the acoustic energy around a frequency
in the speech wave. Kaur and Narang (1) have noted the variation of pitch and
formants in the different age groups in the English language. The current study
aimed to find the relation between the aging and formant frequency (F1 and F2) in
the Kannada language. The methodology of the study involved eight males and eight
females (2 of 8–10 years of age, 2 of 18–20 years of age, 2 of 48–50 years of age,
and 2 of above 60 years of age) who were native Kannada speakers. The participants
were instructed to repeat the non-sense words V1CV2 in which V2 was /a/always.
V1 consisted of three short vowels and three long vowels. The non-sense words used
were aka, ika, uka, a: ka, i:ka, and u:ka. The subjects were asked to repeat thrice. In
total, 288 tokens were collected for the study. The speech sample is recorded in the
Praat software in an acoustically treated room and being the microphone placed 3 cm
away from the mouth. The mean of the F1 and F2 of the steady part of the initial
vowel (V1) excluding the onset and offset of the three trials is considered. Then, the
F1 and F2 were compared across the age group and gender. The present study found
that the F1 and F2 decrease as age increases in both males and females.

Keywords Formant frequency · Vowels · Kannada · Acoustic analysis · Aging
effect

1 Introduction

Fant (1960) defines formant as the spectral peaks of the sound spectrum |P (f)|. It
corresponds to resonant frequencies or pitch overtones of the vocal tract for articu-
lating different types of voiced sounds, most notably vowels. The first peak in the
vowel spectra is referred to as first formant frequency (F1) and the second peak in
the spectra is referred to as second formant frequency. The specific formants F1
and F2 are typically evaluated for comparison of different vowels. F1 is the lowest
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formant and is inversely related to vowel height (or how close the tongue is to the
roof of the mouth); the difference between F1 and F2 correlates roughly with tongue
advancement.

Each human being goes through the process of aging. Our voice and speech
patterns change from early childhood to old age. It is well known that acoustic and
linguistic characteristics of children’s speech are widely different from those of adult
speech. Furthermore, characteristics of children’s speech vary rapidly as a function
of age due to the anatomical and physiological changes occurring during a child’s
growth and because children become more skilled in co-articulation with age.

Many researchers in the field of speech acoustics have studied the effects of
age on the formants. Robb et al. (3) studied the developmental aspects of formant
frequency and bandwidth in infants and toddlers. A cross-sectional study was done
on 20 children who were in the age range of 4–25 months. The authors concluded
that there was a slight rise in F1 at age of 18 months and average F1 and F2 values
changed a little while the average bandwidths for F1 (B1) and F2 (B2) were found to
significantly decrease as the age increases.

Sreedevi [6] studied formant frequency in three different age groups from children
to adults in Kannada-speaking individuals. The sentences which had meaningful
disyllabic test word (C1V1C2V2) with a carrier phrase were used for the study and
results revealed that the formant frequencies (F1, F2, and F3) decreased from children
to adolescents markedly and there was a further gradual decrease in adults. Further,
the author noticed that there was a larger drop in F2 and F3 than in F1 from children
to adults.

Mwangi et al. (2) studied the effect of vocal aging on the fundamental frequency
and the formant in a longitudinal study wherein the speech of the Queen Eliza-
beth II’s was considered over 50 years of age was considered. The results of this
study revealed that vocal aging causes the decline of the fundamental frequency (F0)
and first formant frequencies (F1) while second and third formants do not have an
influence on aging.

Kaur andNarang [1] had studied the variation of pitch and formants in the different
age groups in the English language. They analyzed the first three formants of vowels
produced by the child, younger, and older of the same gender. This study showed
that the child’s formants are found to be higher than adults and it was more scattered.
The older speakers had a significantly greater and larger numbers of inflections than
the younger persons. The older women exhibit significantly higher minimum and
significantly lower maximum intensity than the younger women. The voice of the
aged female is characterized by a decrease in fundamental frequency.

Eichhorn et al. (4) aimed to study the effect of aging on vocal fundamental
frequency (F0) and the vowel formants in men and women. Authors considered
96 participants (43 males and 53 females) who were in the age range of 20–90. The
results indicated that as age increases therewas a significant decrease in F0 inwomen.
Significant differences in F1, F2, and F3 were noticed between vowels and gender.
No significant differences in women were observed for the highest fourth formant
(F4). The authors concluded that the women experience a significant decrease in F0,
which is likely related to menopause.
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From the above studies, it is clear that the effect of aging and development on
formant frequencies in Indian languages are very few. Hence, the need of the present
study arise.

2 Aim of the Study

The present study made an attempt to determine the effect of age on formant
frequencies (F1 and F2) in Kannada-speaking individuals.

2.1 Method

Participants: The study involved eight males and eight females. They were divided
into four age groups. Group I included four children of 8–10 years of age; Group II
included the young adolescents of four in number whose age was between 18 and
20 years; Group III consisted of four subjects of 48–50 years of age; and Group IV
consisted four subjects of above 60 years of age who were native Kannada speakers.
Each group had two males and two females. Also, all the participants had Kannada
as their mother tongue. Also, the participants did not report of any speech, language,
and hearing difficulty at the time of study.

Material: The participants were instructed to repeat the non-sensewords (V1CV2)
in which V2was always /a/. V1 consisted of three short vowels and three long vowels
(aka, ika, uka, a: ka, i: ka, u:ka). V1 was succeeded always by the consonant /k/in the
middle of the non-sense word. Hence, a total of six non-sense words were considered
as material for the study.

Procedure: The objectives of the study were explained to the participants and
informed written consent was obtained from them. All the participants were tested
individually in a noise-free room. Participants were asked to repeat each non-sense
word thrice in a normal rate. PRAAT software was used to record the samples by
using a laptop (Lenovo G500). The microphone to mouth distance was maintained
as 10 cm constantly for all the participants. A total of 288 tokens (16 participants ×
6 vowels × 3 repetitions) were made for the study.

Analysis: The first (F1) and second (F2) formant frequencies were extracted by
using PRAAT software. The steady portion of the vowel (V1)was selected tomeasure
F1 and F2, excluding the onset and offset of the vowels. The average of the F1 and
F2 was calculated by averaging the three repetitions for each participant and each of
the vowels. Then the F1 and F2 were compared across the age groups and gender.
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3 Results and Discussion

The results of the present study are discussed under the following three sub-headings:

(a) First formant frequency (F1) across different age groups,
(b) Second formant frequency (F2) across different age groups,
(c) Gender difference in F1 and F2, and

(a) F1 across different age groups.

Table 1 shows the averageF1values for both short and longvowels betweenmales and
females across different age groups. From Table 1, the average F1 values were higher
for low vowel /a/when compared to vowels /i/and /u/(high vowels). Also, average F1
values tend to decrease from Group I to Group IV, that is, as age increases, the F1
value decreases.

The present study found that low vowel (/a/) had high F1 value compared to high
vowels (/i/& /u/). This was observed in both short and long vowels and across both
genders. The results of the present study are in consonance with the findings of Fant
(1960) study who reported F1 is inversely proportional to tongue height. That is,
when the height of the tongue is low, F1 would be higher and when the tongue height
is high, the F1 would be lower. The results of present study are in consonance with
the findings of Abolhasanizadeh, Karimabadi, Ayazi, andMoghadam’s (2014) where
they found that F1 decreases with age.

(b) F2 across different age groups

Table 2 shows the average F2 values for both males and females across different
age groups. From Table 2, it can be observed that F2 values were lower for back
vowel (/u/) when compared to mid and front vowels /i/. The front vowel (/i/) had
the highest F2 value compared to mid /a/and back vowel (/a/). This was observed
in both short and long vowels and in both genders. Also, average F2 values tend to

Table 1 Average F1 of short and long vowels across different age groups and genders

Groups Gender F1 value in Hz

Short vowels Long vowels

/a/ /i/ /u/ /a:/ /i:/ /u:/

Group I M 1004 405 475 1125 395 439

F 1105 375 485 1173 326 526

Group II M 683 336 748 1377 2129 876

F 895 420 467 946 373 490

Group III M 642 470 453 765 400 464

F 950 464 501 1092 398 504

Group IV M 664 324 440 820 332 383

F 740 367 427 760 406 464
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Table 2 Average F2 of short and long vowels across different age groups and genders

Groups Gender F2 value in Hz

Short vowels Long vowels

/a/ /i/ /u/ /a:/ /i:/ /u:/

Group I M 1703 1636 1329 1782 1853 1147

F 1378 1651 876 1497 1729 1008

Group II M 723 2289 384 1256 2253 1519

F 1478 2679 1008 1387 2610 1005

Group III M 1347 2274 963 1355 2452 807

F 1574 2501 1096 1444 2180 1088

Group IV M 1225 2386 1002 1214 2420 799

F 1394 2266 941 1390 2348 950

decrease from group I to group IV. That is, as age increases, the F2 value decreases.
The results of present study are in consonance with the findings of Abolhasanizadeh,
Karimabadi, Ayazi, and Moghadam (2014), where they also reported reduced F2
values as a function of age (increase in age leads to decrease in F2 values).

The present study found that front vowel (/i/) had higher F2 value compared to
back vowel (/u/). The F2 value of mid vowel (/a/) occurs between vowels /i/and /u/.
This was observed in both short and long vowel counterparts. The results of the
present study are in agreement with the findings of Fant (1960) where study reported
that F2 is directly proportional to tongue advancement in the oral cavity. That is,
more the tongue advanced/placed front as in case of high vowel (/i/), higher the F2
value.

The present study also found that average F1 and F2 values reduce (from group I)
when age is increased further. The formant frequency depends on the size of the oral
cavity.When the oral cavity size is small (in children), the resonance/formants would
be higher. As the person grows further, the volume/size of the oral cavity becomes
matured and increased, thereby reducing the resonance/formant frequency values.

(c) Gender difference

From Tables 1 and 2, the values of F1 and F2 were relatively higher for females
compared to males. This was observed for both short and long vowels. The higher
F1 and F2 values in females can be attributed to the source characteristics, that is, the
fundamental frequency of voice is higher in females compared to males and further
the resonance peaks would accordingly have amplified higher in them due to smaller
vocal cavity (in females). The results of this study are in agreement with findings of
Abolhasanizadeh et al. (5) and Sreedevi [6] which showed F2 values of vowels in
females are more than that in males.



56 V. Namitha et al.

4 Summary and Conclusion

The present study aimed to analyze the change in formant frequencies across different
age groups. The study considered four group of participants including children,
adolescents, adults, and geriatric people as Group I, Group II, Group III, and Group
IV, respectively. Subjectswere asked to read six non-sensewords.Using PRAAT, first
formant frequency (F1) and second formant frequency (F2) were measured from the
initial vowel of the non-sense word. The results showed that F1 and F2were higher in
females and as age increases F1 was reduced considerably than F2. As age increases,
the anatomical structure of the vocal tract undergoes modifications and accordingly
F1 and F2 values change. The results of the present study are not in consonance with
results of previous study due to methodological differences.

5 Limitations

The present study considered less number of participants so to generalize the present
findings will be difficult to whole population. Hence, more number of participants
can be included in future study.

6 Future Direction

1. Study can be repeated with more number of subjects and different age groups.
2. Methodology can be adopted to study the formant changes in other Indian

languages.
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Evaluation of Temporal Resolution
Around the Tinnitus Frequency in Adults
with Tonal Tinnitus

Prithivi Thanikaiarasu, Udhayakumar Ravirose, and Prashanth Prabhu

Abstract Objective: The perceptual characteristics of tinnitus are usually assessed
by a matching procedure, where loudness and pitch of an external sound are matched
to those of the tinnitus percept. For a complete assessment of tinnitus, central audi-
tory processing abilities should be considered in addition to other routine evaluation.
Temporal processing is one of the important auditory processing skills that is essen-
tial for complex higher level auditory processing. The gap detection test (GDT)
and duration discrimination test are relatively simple psychoacoustic methods of
measuring temporal resolution [1]. Hence, the present study is aimed at finding the
duration discrimination threshold in tinnitus patients at the tinnitus frequency and
half an octave above and below the frequency of tinnitus perception. Method: 15
participants with normal or minimal hearing loss with tinnitus in the age range of
18–40 years were enrolled in the present study. Duration discrimination test was
administered on all the participants using MATLAB software (MLP toolbox) at the
matched tinnitus frequency, half an octave below and above the frequency of tinnitus
perception. Results: The results of the study revealed that there was a significant
increase in duration discrimination thresholds at the tinnitus frequency compared
to half an octave above and below the matched frequency. The result suggests that
temporal resolution abilities are affected at the tinnitus frequency in individuals with
tinnitus. Conclusions: The results of the study suggest that the temporal processing
ability is affected in individuals with tinnitus especially at the frequency of tinnitus.

Keywords Tinnitus · Temporal resolution · Duration discrimination test

1 Introduction

Tinnitus is a perception of sound without an external source. It is a common disorder
with prevalence estimates ranging from 7 to 20% among randomly selected popu-
lations [2]. Tinnitus is associated with a variety of disorders in the auditory system,
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whether generated peripherally or centrally, butmay arise spontaneously, too. Studies
have shown an association between the presence of tinnitus and neural activity disor-
ders in the auditory central nervous system, from the peripheral level (dorsal cochlear
nucleus) to the cortical level [3–6]. Evaluation of tinnitus may not be complete
without assessing the effect of tinnitus on different auditory skills. For a complete
assessment of tinnitus, central auditory processing abilities should be considered in
addition to the routine psychological evaluation of tinnitus characteristics. Temporal
resolution refers to the ability to detect changes in acoustic stimuli over time. It
is important for resolving brief dips in the intensity of the interfering noise and,
therefore, is critical for understanding speech in these situations [2, 7–9].

Measurement of duration discrimination threshold has traditionally been used for
the identification of temporal discrimination deficits in a variety of clinical popu-
lations. It was hypothesized that neural activity in tinnitus patients might create
deficits in their ability in temporal processing when compared to those non-tinnitus
individuals. A research work on temporal resolution abilities in individuals with
tinnitus using gap detection in noise and duration pattern test at 1 kHz frequency
revealed some amount of temporal processing ability being affected in individ-
uals with the perception of tinnitus [10]. However, previous studies have assessed
temporal resolution in tinnitus patients only using GDT [10]. There are no studies
which have used duration discrimination task to assess temporal processing in indi-
viduals with tinnitus. In addition, none of the studies have attempted to evaluate
temporal processing around the perceived tinnitus pitch. The results of such a study
would provide important information regarding the relationship between peripheral
and central mechanisms of tinnitus generation that may affect auditory processing.
Hence, the present study aimed at finding the duration discrimination threshold
in tinnitus patients at the tinnitus frequency, half an octave above and below the
frequency of tinnitus perception.

2 Method

A total number of 15 participants were considered for the study with the complaint
of tinnitus. Individuals having continuous tinnitus, tonal perception, and in age range
18–45 years, with normal hearing status and/or minimal hearing loss, were included
in the study. After obtaining informed consent and local ethics committee approval,
all participants underwent the test procedures as follows.

2.1 Instrumentation

• A calibrated audiometer (Madsen Astra) coupled with an acoustically matched
headphone (TDH-39) and a bone conductor (B-71) was utilized to estimate pure
tone threshold, speech recognition threshold, and speech identification score.
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• Tympanometry and acoustic reflex thresholds (ART) were obtained using a
calibrated immittance meter (GSI-Tympstar).

• Anotoacoustic emissionwas done using ILO software to check for the functioning
of outer hair cell functioning, DPOAE was done.

• A Dell laptop with maximum likelihood procedure (MLP) toolbox implemented
in MATLAB software version 7.10 was used to carry out duration discrimination
test.

• ATDH-39 headphone was calibrated for the output of the computer at 60 dB SPL
which was used to present the stimulus through the computer.

2.2 Pure Tone Audiometry

Participants were subjected to audiometric testing usingMadsen Astra audiometer at
the frequencies of 0.25, 0.5, 1.0, 2.0, 4.0, and 8.0 kHz for air conduction and between
0.25 and 4.0 kHz for bone conduction to confirm normal hearing status and/or with
minimal hearing loss.

2.3 Immittance Audiometry and Otoacoustic Emissions

Immittance audiometrywas doneusingGSI-Tympstar to carry out tympanometry and
reflexometry to rule out any middle ear pathology and distortion product otoacoustic
emissions were done using ILO software to check for outer hair cell functioning and
to confirm the diagnosis of normal hearing sensitivity and/or minimal hearing loss.

2.4 Tinnitus Psychoacoustic Assessment

The psychoacoustic characteristics of the tinnitus were evaluated in all patients in
order to define the pitch and loudness of the perceived tinnitus. Pitch matching
attempts to quantify tinnitus in terms of its possible frequency, in that, pure tones
were presented to the patient and the patients were asked to choose which one most
closely matches the tinnitus that they hear. This matched frequency was taken as a
reference signal for loudness matching.

In loudness matching, the intensity of the tone varied in 5 dB steps until the
subject heard the sound equally loud as that of tinnitus perceived. This was helpful
in recruiting participants with tonal perception of tinnitus and the matched tinnitus
frequency was considered for carrying out duration discrimination test.
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2.5 Duration Discrimination Test

The minimum difference in duration which a participant can discriminate was
assessed. Duration discrimination thresholds (DDT) were measured for a pure tone
of three frequencies which included at the matched tinnitus frequency, half octave
and below the tinnitus frequency. The tone had raised cosine onset and offset gates of
10 ms. The minimum and maximum values of duration deviation used were 0.1 ms
and 200.1 ms. On each trial of three blocks, two blocks had pure tones at a stan-
dard duration and other blocks selected at random contained a pure tone of variable
duration, which was always longer than the standard duration. The participant’s task
was to identify the variable block. A 3AFC procedure was used by implementing
MLP toolbox in the MATLAB software version 7.10 which was used to estimate the
duration difference.

3 Statistical Analysis

Statistical analysis was done using SPSS software version 20.

4 Results

The mean and standard deviation of duration discrimination thresholds were deter-
mined and shown in Fig. 1. The figure shows that the duration discrimination thresh-
olds were higher at tinnitus frequency compared to half octave above and below the
tinnitus frequency.

Shapiro–Wilk test of normality was done to determine if the data was normally
distributed. The result of test of normality shows that the data was not normally
distributed (p < 0.01). Hence, non-parametric inferential statistics were done.
Friedman’s test was done to determine if there is any significant difference in DDT
across the three conditions. The results of Freidman’s test [χ2 (2)= 28.09, p < 0.01]
showed that there was significant difference across the conditions. Hence, Wilcoxon
signed rank tests were done to separately compare two conditions. The results show
that there was a significant increase (p < 0.01) in duration discrimination thresholds
at the tinnitus frequency compared to half octave above [Z = −4.04, p < 0.01] and
below the matched frequency [Z=−4.04, p < 0.01]. There was no significant differ-
ence [Z=−1.08, p > 0.05)] in DDT between half octave above and half octave below
tinnitus frequency conditions. The result suggests that temporal resolution abilities
are affected at the tinnitus frequency in individuals with tinnitus. The consequences
of poor temporal resolution in individuals with tinnitus are discussed.
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Fig. 1 Mean and SD of duration discrimination threshold at tinnitus frequency, half octave above
and half octave blow the tinnitus frequency

5 Discussion

Tinnitus by definition is a phantom perception of sound without external source.
Tinnitus is an otologic symptom and despite the great amount of research on this
subject, the exact pathophysiological process of tinnitus remains unclear. Involve-
ment of the whole auditory system, either peripheral or central, should be consid-
ered in the development of tinnitus. Some authors postulated that the presence of
tinnitus has been associated with a disorder in the neural activity of the auditory
system. A cochlear disorder, even when undiagnosed by pure tone audiometry, may
initiate a series of processes in the nervous system that may result in tinnitus [11].
Temporal processing is one of the important auditory processing skills that are essen-
tial for complex higher level auditory processing. Temporal resolution is an auditory
temporal processing skill that refers to the minimal time required to segregate or
resolve acoustic events. The gap detection test (GDT) and duration discrimination
test are relatively simple psychoacoustic methods of measuring temporal resolution
[1].

Additionally, according to some published data, deficits in neural structures in the
central auditory nervous system may result in the perception of tinnitus [12]. Bartels
et al. [13] stated that an altered afferent input to the auditory pathway may be the
initiator of a complex sequence of events, conclusively resulting in the generation of
tinnitus at the central level of the auditory nervous system [13].

The present study investigated the ability of the duration discrimination test to
differentiate between a group of patients with tinnitus who showed normal hearing
sensitivity and/or minimal hearing loss. Good performance in auditory temporal
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resolution requires precise neuronal firing with the balance of the excitatory and
inhibitory synapses,which can be impaired in individualswith tinnitus and/or hearing
loss at the tinnitus frequency compared to half octave above and below the tinnitus
frequency.

Assessment of central auditory processing in a different group of patients is one
of the audiologist’s scopes of practice. Gilani et al. [10] studied temporal resolu-
tion abilities in individuals with tinnitus using gap detection in noise and duration
pattern test [10]. They reported that temporal processing is affected in individuals
with tinnitus. Musiek et al. [14] performed GIN in subjects with confirmed central
auditory nervous system involvement and reported a statistically significant increase
in gap detection thresholds, indicating that the GIN test holds promise as a clini-
cally useful tool in the assessment of temporal resolution, one of the central auditory
abilities, in the clinical arena [14]. Sanches et al. [15] applied GIN test to assess the
auditory temporal resolution skill in 18 tinnitus patients and 23 normal participants
and reported that control group detected gaps with a shorter time interval than the
patient’s group [15]. Haas et al. [16] also pointed out threshold values of gap detection
in tinnitus patients were longer in duration than non-tinnitus subjects and hypoth-
esized that some changes in neural activity in tinnitus patients might prolong gap
detection threshold (GDT) [16]. Fournier and Hebert [1] assessed gap detection in
human with tinnitus and postulated that tinnitus group displayed a consistent deficit
in gap processing at both low and high background noise frequencies, assuming that
ongoing tinnitus masks the gap and results in their impaired gap detection [1].

In several studies, gap detection test and gap-in-noise test were done to assess
temporal processing ability and whereas they have not attempted to assess using
duration discrimination test and also at the frequency of tinnitus, half an octave
below and above the tinnitus frequency. Hence, in the present study, reveals that
the higher approximate threshold that the tinnitus patients required to detect tones
of varying gap in order to discriminate tones detection, and is in accordance with
the literature data, which revealed poorer temporal acuity abilities, especially at the
tinnitus frequency.

6 Conclusions

In the present study, temporal processing difficulties were found in individuals with
tinnitus having normal hearing and/or minimal hearing loss. The thresholds were
poor especially at the tinnitus frequency when compared to that of the half octave
frequency above and below of the tinnitus frequency. Thus, the implication of our
study indicates the need for assessing the central auditory processing difficulties
in individuals with tinnitus in addition to the routine testing of evaluating tinnitus.
Further studies can use other tests of evaluating various auditory processing difficul-
ties to incorporate a comprehensive test battery for more precise diagnosis for better
remediation measures.
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Acoustic Analysis of Voice of Temple
Priests

V. Priyadharshini, M. Vasupradaa, and K. Yeshoda

Abstract Professional voice users include singers, teachers, actors, professional
speakers, and other entertainers. There are a group of non-elite voice users such
as priests, vendors, bus conductors, etc., who are also dependent on their voice for
daily living. Temple priests who chant Vedas and mantras the whole day without
any form of amplification are at higher risk. Vedas are the foundational literature
of Hinduism and it refers to infinitely large collection of mantras. The acoustical
characteristics, in addition to the clear phonetic articulation of chants, have deep
impact on the devotees. For the renditions to be clear and for it to have an impact, the
priests unknowingly tend to putmore effort into it. To assess the voice characteristics,
perceptual and objective measures have been used extensively. Acoustic analysis is
one of the gold standard measures to quantify the voice parameters. The literature
mostly concentrates on the vocal load in elite professional voice users. Studies on
priests are predominantly in terms of awareness of their voice problems through the
use of questionnaires and have majority involved church priests. There are minimal
studies done using quantitative acoustic analysis on voice among temple priests.
Hence, this study aimed

• To investigate variations in acoustic measures across different tasks (reading,
monologue, and chanting).

Method: 14 temple priests, in the age range of 35–55 years, who had undergone stan-
dard gurukula training, with minimum 5 years of experience were selected. All of
themwere native speakers of Tamil language. Itwasmade sure that all the participants
had only the occupation of being a temple priest,without any other sources of employ-
ment, in order to avoid the bias. The participants did the following tasks, namely,
reading, chanting, and monologue in their habitual manner. The voice samples were
recorded using a digital recorder (Olympus LS) in a quiet environment in the temple.
Acoustic analysis was done using real-time pitch software from CSL4500. Results:
Findings indicated that the mean frequency range and perturbations were noticeably
higher compared to other groups of professional voice users. In general, there was
no trend noticed.
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Keywords Voice · Non-elite voice users · Vocal load · Temple priests · Acoustic
analysis

1 Introduction

A normal voice production involves coordination between different subsystems,
namely, the respiratory, articulatory, phonatory, and resonatory systems. Voice varies
widelywith respect to pitch, loudness, and quality. The size, length, tension, andmass
of the vocal folds affect the loudness, quality, and pitch of the vocal output, which
will be modified by other parts of the vocal tract [1]. Functional causes seem to be
more prevalent due to today’s lifestyle changes, multi-tasking in daily life, improper
diet, lack of concern on voice usage, etc., which contribute to having an abnormal
quality of voice. Both professional and non-professional voice users are prone to get
affected quality of voice, due to any or combination of the causes.

Professional voice users include singers, teachers, actors, professional speakers,
and other entertainers. By the nature of their professions, professional voice users
are at greater risk for voice disorders. Professional voice users include not only the
singers and actors, but also clergy, teachers, receptionists, sales personnel, physicians,
and anyone else whose ability to earn a living is impacted negatively by loss of vocal
quality and endurance [2]. There are a group of non-elite voice users such as priests,
vendors, bus conductors, etc., who are also dependent on their voice for daily living.
Temple priests who chant Vedas and mantras the whole day, without any form of
amplification, are at higher risk.

Vedas are the foundational literature of Hinduism and it refers to infinitely large
collection of mantras. The Vedas are chanted with many precise and accurate acous-
tical characteristics. It is for this reason that oral tradition has been one of the very
efficient ways, in transmitting theVedic chanting frommaster to disciple [3]. In 2003,
UNESCO [4] proclaimed the notion that oral tradition of the Vedic chanting is an
intangible cultural heritage of the world. The proclamation recognizes the fact that
“To ensure that the sound of each word remains unaltered, practitioners are taught
from childhood complex recitation techniques that are based on tonal accents, a
unique manner of pronouncing each letter and specific speech combinations” [4].
Sir C.V. Raman in the year 1922 [5] opined that “it would form a fascinating chapter
of history to try and trace the gradual development of musical instruments and
musical knowledge, from the rhythmic chanting of the Rig-Veda in the ancient home
of Aryan race to the Indian music of the present day.”

The sounds of themantras chanted in worship places carry the listeners to spiritual
experiences. The acoustical characteristics along with the clear phonetic articulation
of chants have a deep impact on the devotees [6–8]. For the renditions to be clear
and for it to have an impact, the priests unknowingly tend to put more effort into it.

Different kinds of analysis such as time-domain, frequency-domain, time-
frequency domain, and non-linear dynamics are applied based on the parameters of
interest. For the analysis of voice, differentmethods such as perceptual, aerodynamic,
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and acoustic measures have been proposed in the literature. Acoustic analysis seems
to be more convenient measure of voice in terms of practicality, ease of procedure,
and non-invasive nature.

The prevailing literature in professional voice users had mostly concentrated on
the elite group of voice users. In line of non-elite professional voice users, limited
studies have been noted and majority of them have focussed on the awareness of
voice problems among the population of interest.

1.1 Studies on Voice Usage Among Priests

Hagelberg and Simberg [9] studied the prevalence of voice problems in priests and
some risk factors contributing to them. They sent an electronic questionnaire to
2044 Lutheran priests in Finland and 44% of them had responded by filling in the
questionnaires. Results indicated an increased prevalence of voice problems in priests
with 26.7% of them stating that they had experienced frequently occurring vocal
symptoms, 24.5%of themhad conveyed that they had sought help for voice problems,
21% considered themselves as having voice problems, 18% diagnosed with voice
disorder by a physician, and remaining 11.6% reported voice-related absenteeism.

In Indian context, Devadas et al. [10] studied the prevalence and risk factors of
voice problems in priests in Kerala and had used a self-reported questionnaire for
the same. 270 Marthoma priests with 1–35 years of professional experience were
included in the study and the results revealed 17.8% had frequent voice problems
during their career and it was also found that significantly higher number of priests
with frequent voice problems missed their work.

In another study, done by Kasim and D’souza [11], Voice Handicap Index (VHI)
and Voice-Related Quality of Life (VRQOL) scores were obtained among temple
priests, in which 50 temple priests in the age range of 20–60 years were randomly
selected and divided into four groups (20–30 years, 30–40 years, 40–50 years, and
50–60 years). The results revealed a high significant difference between the four
groups for the VHI domains and no significant difference for VRQOL scores.

Studies in the domain of voice usage among priests have been done among church
and temple priests, using standardized questionnaires to assess the awareness of voice
problems that they face due to their professional voice demands at their workplaces.
The need to do an acoustical analysis in terms of the perturbation measures is neces-
sary to check the occupational vocal demands in that population. There had not been
any quantitative acoustic analysis on voice among temple priests.

2 Aim of the Study

To study the vocal characteristics, in the voice of temple priests, using acoustic
analysis.
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Table 1 Participants details

Demographics Mean Range

Age (years) 40.57 35–55 (one subject was a 16 year old who
was currently on gurukula training)

Number of years of experience 7.57 5–16

Average talking hours per day (excluding
chanting)

10.92 8–14

3 Objective

• To investigate variations in acoustic measures across different tasks (reading,
monologue, and chanting).

4 Method

4.1 Participants

• 14 temple priests, in the age range of 35–55 years (Table 1).
• All of them were native speakers of Tamil language.
• All the participants had only the occupation of being a temple priest, without any

other sources of employment, in order to avoid the bias.
• All had undergone standard gurukula training and had with minimum 5 years of

experience as temple priests.

Table 1 shows the participant details in terms of their age, experience, and their
average voice usage per day.

These details were collected prior to orienting the participants toward the purpose
and tasks of the study.

4.2 Tasks

The participants were given the following tasks, namely, reading, chanting, and
monologue to be done in their habitual manner. A common reading passage was
given to all the 14 participants and the passage was taken from the Bhagavat Gita,
the Hindu scripture in Tamil which is a part of the epicMahabharata (Chaps. 23–40
of the 6th book of Mahabharata) for the reading task. The participants were asked to
chant the lines of “Ganesh sloka” (i.e., “Vakrathunda Mahakaya”) for the chanting
task. They were asked to speak about themselves for monologue recording.
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4.3 Procedure

The information about name of the priest, the address of the temple in which they
are working, and the number of years completed in this profession were noted. The
purpose of the study, assurance of confidentiality was clearly explained to the partici-
pants and the authorsmade sure that their participation in the studywas voluntary. The
participants were recruited for the study only after informed consent. The recordings
were carried out individually in a quiet environment in the temple. The Participants
were asked to be seated comfortably and the authors recorded their voice samples
using a digital recorder (Olympus LS 100). The microphone to mouth distance was
maintained at 10 cm, while audio recording of the data.

4.4 Analysis

The recorded samples were transferred to the external module of CSL 4500 (Pentax,
USA) for the acoustic analysis using Real-Time pitch software. Reading, chanting,
and the monologue were analyzed using Real-time pitch. The following acoustic
parameters were extracted for each of the three tasks:

• Mean frequency,
• Minimum frequency,
• Range,
• Maximum frequency,
• Standard deviation in F0 (SD of F0), and
• Variation in F 0 (vFo).

The 42 samples of reading, chanting, and monologue data (14 participants X
3 tasks = 42 recordings) were analyzed using Statistical Package for the Social
Sciences (SPSS) software version 17. Descriptive statistics were extracted. The
details are provided in the results section and the same are discussed.

5 Results and Discussion

Themean, minimum, andmaximum frequencies; standard deviation F0 (SDF0); vari-
ation in F0 (Vf0); and the range were obtained as shown in Table 2. These measures
were compared among three tasks, namely, chanting, reading, and monologue.

From Table 2, it is observed that the Mean (M) was highest for chanting, followed
by monologue and reading. In minimum frequency, M was lowest for monologue
and highest for reading. For the maximum frequency, M was highest for monologue
and lowest for reading. This indicates that the range was highest for monologue,
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Table 2 Mean (M) and standard deviation (SD) for the different tasks

Parameters Chanting Reading Monologue

M SD M SD M SD

Mean frequency 153.11 24.59 139.91 23.75 145.94 25.49

Minimum frequency 116.02 23.18 120.25 19.04 90.63 11.26

Range 151.45 84.79 81.59 73.79 234.27 44.50

Maximum frequency 267.48 77.12 201.85 72.32 325.05 43.04

SDF0 33.67 24.17 23.55 18.73 34.22 9.36

vF0 0.20 0.11 0.22 0.03 0.41 0.11

followed by chanting and reading. The M for standard deviation F0 was highest for
monologue and lowest for reading. In terms of vF0, M was highest for monologue.

Shapiro–Wilk test for normality reveals that the obtained data follows normal
distribution, i.e., p > 0.05. Hence, repeated measure ANOVA was carried out to see
the significant difference between the three tasks. Further, post hoc analysis, that is,
Bonferrine’s pairwise comparison test was done to check for the pairwise significant
difference between the tasks, in each parameter.

Pairwise comparison revealed that therewas a significant difference, i.e., (p >0.05)
in mean frequency between chanting and reading. Among the other parameters,
there was a significant difference noted between monologue and reading. Pairwise
comparison was done for all except the standard deviation (SDF0) and variation in
f0 (vf0), as there was no significant differences observed for those two parameters
across the tasks.

The aim of the study was to investigate variations in acoustic measures across
different tasks (reading, monologue, and chanting). In general, the results revealed
significant difference in mean frequency. In comparing between the tasks across
the parameters, it was found that the mean frequency varied significantly between
two tasks, namely, the chanting and reading tasks.All the other parameters such as
minimum and maximum frequencies, variation in F0, standard deviation of F0, and
range showed significant difference between reading and monologue tasks.

This indicates that the temple priests were expressive in their monologue followed
by chanting as noticed by increased range of F0. The variation in F0 was maximum
for monologue and least for reading.

Increased mean MF0 in chanting indicates that the tension of the vocal folds is
increased compared to other two tasks. This may result in additional strain on the
vocal folds. Considering this result, it may be opined that chanting is more vocally
loading compared to monologue and reading. The range is maximum in monologue
and least is reading. The range of chanting is in between the two tasks. It may be
speculated thatmaximumvariations in F0 are always good characteristic contributing
to expressiveness in speech.
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6 Conclusion

It can be concluded from the results that there is a significant difference betweenmean
frequencies in chanting and reading. According to Jiang and Titze [12], impact stress
for vocal fold tissue increases as a function of F0, vocal intensity, and adduction forces
resulting in increased vocal load. The increase in mean frequency during chanting
indicates that the priests tend to exert more effort in order to deliver the articulatory
and acoustic precisions while rendering it. This effort tends to increase the tension at
the level of vocal folds, which in turn causes the fundamental frequency to rise. More
studies can be done in this line to check for the significant difference between different
tasks and using same or different stimuli across the tasks to note the perturbation
changes in voice. This can also serve as a baseline for assessment and treatment.
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Perceptual Judgments of Resonance,
Speech Understandability, and Speech
Acceptability in Children with Repaired
Cleft Palate Across Words and Sentences

M. Pushpavathi, Ajish K. Abraham, S. R. Mahadeva Prasanna,
and K. S. Girish

Abstract Introduction: In children, even with early repair of the cleft, speech errors
such as hypernasality, atypical consonant production, and abnormal nasal airflow
persist which affects overall speech intelligibility. Perceptual evaluation is consid-
ered as the gold standard in the speech assessment of individuals with cleft lip and
palate. Speech intelligibility is an important and essential measure of disordered
speech; furthermore, it is a major goal of therapeutic intervention. Various factors
such as resonance, speech understandability, and speech acceptability vary across
stimuli.AimandObjectives: The present study investigated resonance, speech under-
standability, and speech acceptability across stimuli (words versus sentences) through
perceptual judgment and also correlation among the samewas analyzed.Method: The
evaluation included 20 native speakers ofKannada languagewith repaired cleft palate
in the age range between 6 and 12 years. The stimuli considered were ten meaningful
Kannada words and ten oral Kannada sentences, both loaded with pressure conso-
nants. Responses were collected and were perceptually rated using Henningsson’s
rating scale by three experienced speech-language pathologists. Results: The results
revealed no significant difference between words and sentences across resonance,
speech understandability, and speech acceptability in the paired t-test. Cronbach’s
alpha was computed for words and sentences which indicated higher inter-judge
reliability among the three judges (α > 0.70). There was a significant correlation
(p < 0.05) among resonance, speech understandability, and speech acceptability in
both words and in sentences. Conclusion: The present study concludes that reso-
nance, speech understandability, and speech acceptability do not vary across stimuli
in children with cleft lip and palate.
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List of Abbreviations

CLP Cleft lip and palate
RCLP Repaired cleft of lip and palate
SLP Speech-language pathologist
SD Standard deviation

1 Introduction

Cleft lip and palate (CLP) is one of the most common congenital birth defects whose
speech is primarily characterized by abnormalities in oral resonance, nasal emission,
and errors in articulation which affect the speech intelligibility [1, 10, 13]. Children
with CLP require surgical intervention to establish appropriate oral motor skills
that are adequate for normal speech production. However, even with early surgical
repair of a cleft palate, speech errors persist as a result of associated velopharyngeal
dysfunction. In very few children, these surgical interventions alone are sufficient to
develop normal speech and language, yet a huge percentage of children with repaired
cleft palate (RCLP) require speech therapy for better speech and language abilities.
This calls for the multi-disciplinary approach in the management of children with
CLP and RCLP.

It is noticeable that there are certain speech errors that are commonly observed in
childrenwithRCLP, like hypernasality, atypical consonant production, compensatory
articulation, and abnormal airflow persist which affects overall speech intelligibility.
These speech characteristics related to articulation and resonance problems in chil-
dren with cleft palate requires a detailed assessment by speech-language pathologists
(SLPs).

Althoughmany tests procedures and protocols are used to evaluate speech produc-
tion errors and nature of the disorders in CLP population, each individual must be
carefully examined because a myriad of factors can contribute to the error patterns
and individuals with CLP form a heterogeneous group. The perceptual assessment
was considered as the gold standard [7] in the analysis of speech. Resonance and
speech intelligibility are crucial measures of disordered speech and an important goal
of therapeutic intervention for children with RCLP. Thus, carrying out a perceptual
judgment of resonance and intelligibility is important in order to measure the speech
outcomes and to determine appropriate treatment plans. Hence, Henningsson et al.
[4] developed a framework of universal parameters for detailed documentation of
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speech outcomes in persons with cleft palate with a standardized four-point rating
scale for assessing the severity of hypernasality and speech intelligibility.

Several studies have explored the impact of age, gender, stimuli, and the type
of cleft on speech intelligibility in children with cleft palate. Van Lierde et al. [14]
evaluated the impact of the type of cleft on speech intelligibility across 19 children
with unilateral cleft lip and palate and 18 children with bilateral cleft lip and palate.
Spontaneous speech and repetition of sentences were used as the stimuli and it was
subjected to perceptual evaluation by three SLPs. They concluded that the speech
intelligibility of children with bilateral cleft lip and palate was comparatively poorer
than childrenwith unilateral cleft lip and palate, but the differencewas not significant.

Whitehill and Chau [16] investigated word intelligibility across the type of cleft,
age, and gender in Cantonese-speaking population with cleft lip and palate. They
considered 15 individuals with repaired cleft lip and palate in the age range of 5–
44 years. 60 Chinese words loaded with pressure consonants were selected and it was
made to repeat. Eight Cantonese-speaking individuals were selected as listeners and
the responses recorded were given to the listeners for identification. They concluded
that there was no effect of the type of cleft, age, and gender on speech intelligibility.

In the Indian context, Gnanavel and Pushpavathi [3] evaluated the impact type
of cleft and stimuli on speech intelligibility between sentences and words in cleft
lip and palate population. They considered a total of 20 participants in different
cleft types (unrepaired cleft palate, repaired cleft lip and palate, repaired cleft palate,
and repaired submucous cleft palate) with an equal number of participants in each
category in the age range of 10–25 years. They were made to repeat the words and
sentences loadedwith pressure consonants in theKannada language. Responseswere
recorded and presented to four SLPs for perceptual evaluation of speech intelligibility
on a five-point rating scale given by Ray [12]. The study revealed that there was no
stimuli effect on speech intelligibility. There was high inter-judge reliability among
the four SLPs which was statistically significant (<0.05). Hence, they concluded
from their study that speech intelligibility can be enhanced with the help of speech
therapy soon after the surgical management.

Speech intelligibility is majorly affected by hypernasality or nasal air emission
which causes the individual with CLP or RCLP to learn compensatory articula-
tion errors (Myers [11]. Also, Lee et al. [9] stated that hypernasality is associated
with various other speech problems and it eventually affects the speech intelligi-
bility in children with cleft lip and palate. Very few studies have been carried out
in correlating hypernasality and speech intelligibility. Kang et al. [6] assessed the
correlation between speech intelligibility and speaking factors like language, artic-
ulation, nasalance score, and reading ability in 11 children with cleft palate and an
equal number of typically developing children. They concluded that there was no
statistically significant correlation between nasalance score and speech intelligibility.

However, there are drawbacks and disagreement in rating speech intelligibility
using traditional rating scales [15]. So speech understandability and speech accept-
ability were proposed as global speech parameters in assessing cleft lip and palate
population, which are closely related to the notion of intelligibility. “Speech under-
standability is the degree to which the speaker’s message can be comprehended by
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the listener” and “Speech acceptability is the degree to which speaker’s message is
acceptable in the speaker’s language or dialect” [4, 15]. For example, an individual
with CLP may use glottal stops and the speech can be understood by the listener, but
still the speech is not acceptable for that respective language.

Few investigations have been conducted on the effect of stimuli on speech intelli-
gibility, especially in children. However, there is a dearth of studies in both Indian and
Western context on perceptual assessment of resonance, speech understandability,
and speech acceptability in children with RCLP using a standardized assessment
protocol. Hence, there is a need to investigate the same across stimuli in children
with RCLP. Thus, the present study aimed to investigate the resonance, speech under-
standability, and speech acceptability across stimuli (words versus sentences) through
perceptual judgment in children with a repaired cleft palate. It also aimed to find the
correlation among resonance, speech understandability, and speech acceptability in
both words and sentences separately.

2 Method

2.1 Participants

Twenty non-syndromic children with RCLP in the age range of 6–12 years with an
equal number of males and females were considered for the present study. All the
children considered for the study hadKannada as their native language. The language
abilities of all the children with RCLP were age adequate. Children with other asso-
ciated problems like hearing loss, intellectual disability, and nasal pathologies were
excluded from this study.

2.2 Materials and Procedure

The speech stimuli comprised of ten meaningful words and ten meaningful oral
sentences, both loadedwith pressure consonantswhichwere developedby Jayakumar
and Pushpavathi [5]. Participants were made to repeat the sentences and words after
the tester. The responseswere recorded usingBrüel&Kjær Sound LevelMeter (Type
2250-s handheld analyzer) in a sound-treated room. The recorded speech samples
were presented to three speech-language pathologists (SLPs) for perceptual evalua-
tion. The order of speech samples which were presented to SLPs was randomized. A
standardized four-point rating scale was used for perceptual evaluation of resonance,
speech understandability, and speech acceptability [4], where ‘0’ indicates “within
normal limits”, ‘1’ indicates “mildly affected”, ‘2’ indicates “moderately affected”,
and ‘3’ indicates “severely affected”. An individual’s total score varied from 0 to 30
in both words and in sentences. Instructions for perceptual evaluation were provided
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to the SLPs both orally and in written form. The SLPs rated the samples in a quiet
room situation.

2.3 Statistical Analysis

Obtaineddatawere subjected to statistical analysis using IBM(InternationalBusiness
Machines Corporation) Statistical Package Social Sciences software (version 20).
Average mean values and standard deviation of resonance, speech understandability,
and speech acceptability were calculated separately in both words and sentences.
Shapiro–Wilk test of normality was applied to check the normality, where the test
revealed the normal distribution of the data (p > 0.05). So, the paired t-test was carried
out to check if there is any difference in resonance, speech understandability, and
speech acceptability across words and sentences. Cronbach’s alpha was calculated
to find the inter-judge reliability across three SLPs. Pearson’s correlation coefficient
was calculated to check the correlation among resonance, speech understandability,
and speech acceptability in both words and sentences.

3 Results and Discussion

The present study is one of the preliminary attempts in the Indian context to investi-
gate the effect of stimuli on the variables such as resonance, speech understandability,
and speech acceptability. The study also attempts to highlight the correlation among
the variablesmentioned abovewithin the stimuli in childrenwithRCLP. The obtained
results are discussed under following sub-sections.

3.1 Comparison of Resonance, Speech Understandability,
and Speech Acceptability Across Words and Sentences
in Children with RCLP

The total mean score and standard deviation of resonance, speech understandability,
and speech acceptability were calculated in both words and sentences and it is shown
in Table 1.

The table depicts the mean and the standard deviation score for resonance, speech
understandability, and speech acceptability across words and sentences. The total
mean scores of resonance, speech understandability, and speech acceptability rated
by the three SLPs are comparatively greater for words than for sentences. The mean
scores of resonance, speech understandability, and speech acceptability in percentage
were calculated in both words and sentences and it is represented in Fig. 1.
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Table 1 Mean and standard deviation of raw scores across variables in words and sentences

Mean SD p-value

Words Sentences Words Sentences

Resonance 13.75 12.75 5.118 4.621 0.279

Speech understandability 14.15 13.50 5.896 5.042 0.408

Speech acceptability 15.90 14.90 5.350 6.017 0.089

Note SD—Standard Deviation; *p ≤ 0.05

Fig. 1 Mean scores in
percentage were calculated
in both words and sentences
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A paired-sample t-test was conducted to compare resonance, speech understand-
ability, and speech acceptability across words and sentences. It was observed that
among all the three variables there was no significant difference in the scores, i.e.,
t(19) = 1.114, p > 0.05 for resonance, t(19) = 0.846, p > 0.05 for speech under-
standability, and t(19) = 1.795, p > 0.05 for speech acceptability across words and
sentences.

This result is in consensus to the findings of Gnanavel and Pushpavathi [3] where
there was no difference in the intelligibility scores across words and sentences. There
are many factors which contribute to this result where number of participants consid-
ered is one of them. Present study considered only 20 participants, a significant differ-
ence could have been obtained with the inclusion of larger sample size. Among the
factors that can influence the perceptual judgment of hypernasality, speech under-
standability, and speech acceptability, type of speech stimuli stands out as a major
one.

Few authors stated that hypernasality is distinguished only during spontaneous
speech and it is considered to be severe in this type when compared with words and
sentences [7, 8]. The present study compared variables across words and sentences,
significant differences could have been obtained with the comparison of spontaneous
speech with sentences or words. Also, the rating scale used in the present study is
a four-point rating scale, where “very mild”, “mild to moderate”, and “moderate to
severe” categories are used. During the perceptual rating of the variables, a differ-
ence in the severity of the rating could have been obtained if a larger scale was
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used; [2] used a seven-point rating scale to assess hypernasality in persons with
dysarthria, where ‘1’ represented “normal resonance” and ‘7’ represented “severely
hypernasality”.

3.2 Correlation of Resonance, Speech Understandability,
and Speech Acceptability Within Words and Sentences
in Children with RCLP

The correlation among the mean scores of resonance, speech understandability, and
speech acceptability were checked within words as well as within sentences. Pearson
correlation coefficient was administered and the results are represented on a scatter
plot as given in Fig. 2.

The results of the present study indicated that, in words, there was a positive
correlation between resonance and speech understandability (r = 0.563, n = 20, p =
0.010), resonance and speech acceptability (r= 0.714, n= 20, p= 0), speech under-
standability and speech acceptability (r = 0.960, n = 20, p = 0). Even in sentences,
there was a positive correlation between resonance and speech understandability (r
= 0.701, n = 20, p = 0.001), resonance and speech acceptability (r = 0.813, n = 20,
p = 0), and speech understandability and speech acceptability (r = 0.946, n = 20, p
= 0).

Overall, there was a strong positive correlation among resonance, speech under-
standability, and speech acceptability in both words and sentences as depicted
in the above figure. This indicates that there is a linear association among
resonance, speech understandability, and speech acceptability within words and
sentences, i.e., as the severity of hypernasality increases, speech understandability

Fig. 2 Relationship among resonance, speech understandability, and speech acceptability in words
and sentences
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and speech acceptability decrease and vice versa. This result is in consonance to
the findings of Myers [11], who also reported a positive correlation between speech
intelligibility and resonance. It also agrees with the findings of Lee et al. [9] who
stated that hypernasality eventually affects the speech intelligibility in children with
cleft lip and palate. However, the findings of the present study were not in agree-
ment with the results of Kang et al. [6] who found no correlation between nasalance
score and speech intelligibility in children with cleft palate. This difference might
be because of the variables such as stimuli used, language, sample size, and the
linguistic environment.

4 Conclusions

The present study investigated resonance, speech understandability, and
speech acceptability across words and sentences through perceptual judgment using
Henningsson’s rating scale and the correlation among the same was checked. The
results revealed no significant difference between words and sentences across reso-
nance, speech understandability, and speech acceptability and there was a higher
inter-judge reliability among the three judges. There was a significant correlation
among resonance, speech understandability, and speech acceptability in both words
and in sentences. Hence, the current study concludes that there is a minimal effect of
stimuli on resonance, speech understandability, and speech acceptability in children
with repaired cleft lip and palate. However, a similar study can be done using a large
number of samples. These three parameters are essential for deciding the quality of
speech in persons with cleft palate.
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Continuous Speech Recognition
Technologies—A Review

Shobha Bhatt, Anurag Jain, and Amita Dev

Abstract Speech recognition is the most emerging field of research, as speech is
the natural way of communication. This paper presents the different technologies
used for continuous speech recognition. The structure of speech recognition system
with different stages is described. Different feature extraction techniques for devel-
oping speech recognition system have been studied with merits and demerits. Due
to the vital role of language modeling in speech recognition, various aspects of
language modeling in speech recognition were presented. Widely used classification
techniques for developing speech recognition system were discussed. Importance of
speech corpus during the speech recognition process was described. Speech recogni-
tion tools for analysis and development purpose were explored. Parameters of speech
recognition system testing were discussed. Finally, a comparative study was listed
for different technological aspects of speech recognition.

Keywords Speech recognition · Feature extraction · Continuous speech ·
Classification · Language model · HMM

1 Introduction

Speech recognition is the method of transforming spoken utterances into text. It
has been researched for decades. Speech recognition can be applied for voice inter-
faces, voice-driven machines, speech-enabled browsers, and Internet-based services.
For speech recognition, the speech signal is first transformed into parametric form,
and acoustic models are generated from the extracted features. At the recognition
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step, parametric observations are attained, which have higher probabilities matching
corresponding to input speech. Automatic Speech Recognition (ASR) system recog-
nizes the utterances from spoken words [1]. Speech recognition systems can be
characterized into isolated word, connected word, continuous speech, spontaneous
speech, and speaker adapted speech. The words are spoken in isolation for isolated
word recognition, and words are spoken with some pauses in connected word recog-
nition. Continuous speech recognition deals with the continuously spoken word.
Spontaneous speech is a natural way; the humans speak.

Speaker-adaptive systems, the speech recognition system is developed indepen-
dently, and then this model is used for distinctive characteristics of target speaker [2,
3]. Researchers have experimented with improving recognition with advancements
in signal processing, acoustic modeling, language modeling, and search algorithms.
State of the art has been shifted from isolated word to speaker adaptation, context-
dependent modeling, and discriminative training [4] during the years. Progress in
speech recognition was made possible due to better and accurate speech modeling
techniques, different features, extraction methods, and efficient search algorithms
[5, 6]. Speech recognition systems using Hidden Markov Model (HMMs), Artificial
Neural Networks (ANNs), and hybrid of HMMs and ANNs have been experimented
[7, 8].

Extracting useful information from speech signal is very significant phase toward
speech recognition. It is required to transform the signal into low-dimensional
space, which is called feature extraction [9]. Further, extracted features should be
resilient to environmental changes. For taking out these features from the speech
signal, perception- and production-basedmethods are widely used. Perception-based
methods work on the principle of the human hearing system while production-based
methods work on how speech is produced. Different perception-based scales such as
Mel and Bark are used for processing due to the nonlinear perception of the human
hearing system. Further, the selection of the windowing method and pre-emphasis
are also important criteria for pre-processing of the speech [10–12]. Various methods
were experimented using cepstral mean normalization, energy thresholding, Linear
Discriminant Analysis (LDA), and application of filter banks to improve the basic
features for speaker independence and speech recognition in different noisy condi-
tions. Other improvementswere carried out using the transformation of basic features
by performing differentiation and concatenation on these static features. For this, first
difference and second difference of static features are widely used [13, 14]. It is also
a crucial decision to decide the sub-word unit for speech recognition. Different sub-
word models, such as syllable based and phoneme based, are used [15]. Scholars in
speech recognition face problems due to variability in speech [16, 17]. Classifiers
are used in the speech recognition process during recognition. The classification
methods such as HMMs, ANNs, and discriminative training are presented in litera-
ture [18–22]. The complexity of the ASR system is increased when it advances from
isolated to spontaneous speech and speaker-dependent to the speaker-independent
mode. Speaker independent system are more difficult to develop than speaker depen-
dent system [25]. Another challenge is coarticulation effect in phone segments. The
phone segments are affected by its neighboring phones [26]. Further, problems that
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need addressing are lack of speech corpus, pronunciation dictionaries, and transcrip-
tion files for under-resourced languages. Design of speech corpus is also crucial for
the development of a speech recognition system [36, 37].

The purpose of writing this paper is to present a review of different technolo-
gies and trends in speech recognition. Readers will be able to know how the speech
recognition system works, its challenges, and trends in speech recognition after
going through this paper. It is an effort to highlight different aspects of speech recog-
nition. The paper describes speech recognition issues such as feature extraction,
classification methods, language modeling, speech corpus, widely used tools for the
development of the spoken systems, and speech recognition parameters.

The paper is structured as follows. Section 2 describes continuous speech cogni-
tion and the structure of a speech recognition system. Section 3 explains various
feature extraction methods. Section 4 describes speech corpus and widely used clas-
sification techniques. Section 5 deals with the role of language modeling in speech
recognition. Section 6 describes different widely used speech recognition tools.
Section 7 illustrates parameters for speech recognition testing. Finally, comparison
of different classification and feature extraction techniques is presented.

2 Speech Recognition Structure

The continuously spoken words are converted into text during continuous speech
recognition. Speech recognition system can be represented in Fig. 1 at a basic level.
Feature extraction block converts speech signal into a suitable parametric feature.
These features are used for generating acoustic models of speech utterances. The
acoustic model is prepared from speech parameters. Language model block contains
all the issues related to language modeling in speech recognition. The output from
both the block is fed into a speech recognition engine. Speech recognition engine
outputs the recognized word based on inputs from both the blocks.

Fig. 1 Speech recognition process
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3 Feature Extraction Techniques

Feature extraction is a crucial block in the speech recognition structure. Feature
extraction is the process of calculating a set of meaningful properties from speech
wave, which are significant for further processing. These properties are termed as
features of the speech signal. Feature extraction approaches are divided into produc-
tion based and perception based. Production-based features are calculated on the
principle of how speech is produced, and perception-based features are based on
how we perceive the sound. Linear Predictive Coding (LPC) is implemented using
the concept of voice production mechanism while Mel Frequency Cepstral Coeffi-
cients (MFCC) and Perceptual Linear Prediction (PLP) perceptually motivated coef-
ficients are used for feature extraction. Extracted features are further modified using
different dynamic coefficients. Feature extractionmethods are also categorized based
on temporal analysis and spectral analysis [4, 38, 39].

For feature extraction, working of the vocal tract model and auditory model is
captured. The main steps are pre-emphasis and windowing. The short-term spectrum
is calculated using windowing methods such as Hamming. The spectrum can be
represented as the signal’s Fourier coefficients or as the set of power values at the
outputs from a bank of filters. Further, the cepstrum is also calculated, which is
the inverse Fourier transform of the logarithm of the spectrum. Different nonlinear
logarithmic scales are used for the features based on the behavior of the auditory
model [14, 36].

4 Speech Corpus and Classification Methods of Speech
Recognition

Development of speech is essential corpus significant and crucial steps toward
speech recognition are essential. For developing a speech recognition system, enough
samples of speech are required. Different efforts have been made by researchers to
develop standard speech corpuses such as from Linguistic Data Consortium (LDC)
[27]. For low-resourced languages, classification is important to process in speech
recognition.Herewe have explainedwidely knownmodels based onHMMSand arti-
ficial neural network-basedmodel. The classificationmethods are used for the recog-
nition process. Experiments have also been conducted to explore speech recognition
using hybrid models with a combination of HMMs and ANNs.

4.1 Hidden Markov Model

HMMs represent the temporal nature of a speech signal. In HMMs, only observation
can be seen, and the states behind observations cannot be directly observed.
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Any HMM is represented by three features (
∏
, A, B),

where
∏

is the initial state distribution vector,

A= [aij] is the state transition matrix which shows the probability of transition from
state ai to state aj at a particular time, and

B = [bjk] is the matrix of observing symbols vk at current state qj.
The HMMs are used for observation sequence probability estimation, classifica-

tion of utterances, andmodel parameter estimation by using forward–backward from
Baum and Viterbi algorithm [5, 12, 28]. The most important phases using HMM-
based speech recognition are training and testing. The advantages of using HMMs
are that time and spectral variability can be modeled parallelly. Other advantages
are HMMs can be initialized by using an initial estimate of the HMM parameters
without labeling the data [4, 27–29, 35].

4.2 Artificial Neural Networks (ANNs)

In speech recognition, the artificial neural network has mostly used the method
after HMM. These can be used independently or with the combination of HMMs.
ANNs are very effective classifier. These classifiers learn and organize the data
based on input data during the training phase. ANNs are capable of adapting when
the data is unknown. Most popular ANN architectures are multilayer perceptron,
self-organizing maps, and radial basis function [8, 31, 32].

5 Language Model

Knowledge of spoken language is production based for speech recognition. This
includes knowledge of linguistic sounds, pronunciation variation, interpretation of
the meaning of words, grammatical structure, and the possible meaning of sentences.
By using language models, the search space for the recognition engine is reduced.
Natural language processing is used for the implementation of these features in auto-
matic speech recognition. Example of some of the steps is designing pronunciation
dictionary and defining a grammar for the utterances [5, 7]. Nowadays, statistical
language models are used that give probabilities of a sequence of words based on
the previous set of words. Most widely used language models for speech recogni-
tion are N-gram language models, which predict the probabilities of words based on
occurrences of its previous N-1 words [27].
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6 Speech Recognition Tool Kit

There are different types of open-source speech recognition tools available. These
systems have been developed using different programming languages like Java, C++,
and C. These tool kits are based on HMMs, ANNs, and combination of both. The
following section describes each in detail.

6.1 Htk

The HTK is an HMM-based tool for developing HMMs, especially for building
the speech recognition systems. It was initially developed at Cambridge University
by Speech Vision and Robotics Group. Main modules for developing the speech
recognition systems are data preparation, training, and testing. The module HCopy
is used for feature extraction with other tools. The module HCompv is used for flat
start initialization. The module HeRest is used for re-estimation, and HVite is used
for recognition. Speech recognition results can also be analyzed with tool HResult.
The well-documented material is available as HTK book for developing different
types of speech recognition system [3, 30].

6.2 Sphinx

Large vocabulary ASR systems were developed using Sphinx in the late 80s. Nowa-
days, versions of Sphinx which are available are 2, 3, 3.5, and 4 decoder versions
and one common training tool which is named as Sphinx train. Sphinx can also be
used to train context-dependent HMMs. It supports MFCC and PLP speech features
with dynamic coefficients [5, 31, 33, 34].

6.3 Kaldi

Kaldi is a speech recognition tool kit available under Apache License. It is written
in C ++. It was developed by Daniel Povey and others. Stable release was made
in October 2013. Kaldi requires basic concepts of speech recognition and basic
processing of speech signal. For better and efficient use of Kaldi, basic knowledge
of scripting language like bash, Perl, and Python are also required. Kaldi has support
for the deep neural network also [2].
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7 Speech Recognition Evaluation

ASR systems are evaluated based on different parameters such as recognition accu-
racy, out of the vocabulary word rejection, response time, and error recovery [3]. For
calculating speech recognition, accuracy reference string and recognized strings are
used. There are three types of errors, namely, substitution, insertion, and deletion
error [3]. [18, 36] is for speech recognition. Parameters are defined below:

% Correct = (N − D− S)/ N × 100 (1)

%Accuracy = (N − D− S− I)/ N × 100 (2)

where D denotes deletion error, I shows error due to insertion, S denotes the error
caused by substitution, and N shows the entire number of labels in reference tran-
scription. Another metric Word Error Rate (WER) is also used for describing the
performance of the speech recognition system. It is specified as given below [35,
36]:

%WER = (D+ S+ I)/ N × 100 (3)

8 Comparative Analysis of Classification and Feature
Extraction Techniques

Every classification and feature extraction technique has its ownmerits and demerits.
Table 1 [7, 33] shows a comparative analysis of HMM- and ANN-based classi-
fication techniques. HMM-based model best describes the temporal nature of the
speech signal and ANN-based system is better in learning and needs fewer steps in
comparison to other speech recognition techniques.

Table 2 [7, 33] shows a comparative analysis of different feature extraction tech-
niques. LPC-based coefficients are easy to compute. The perception-based coeffi-
cients such asMFCCs and PLPs provide better recognition due to the use of different
nonlinearity functions to mimic the auditory model.

9 Conclusion

This paper highlights technical details which are required during speech recognition.
An attempt wasmade to review the speech recognition area during the past years. The
focus was to review the different trends and techniques used in speech recognition. In
the past year, several technical advancements occurred. Research findings show that
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Table 1 Classification techniques [7, 33]

Classification technique Advantages Disadvantages

Hidden Markov model It best describes the temporal
nature of speech recognition

It is based on the probabilistic
model. Present state probability
depends on the previous stateIt is easy to model

It can work in both discrete
and continuous modes

Artificial neural network It is self-learning and adaptive
model

A large amount of training data is
needed

Many steps, like traditional
speech recognition, are not
required in ANNs

ANNs are adaptive to a new
environment

Low-level features can also be
used for speech recognition

Table 2 Feature extraction techniques [7, 33]

Linear Predictive Coefficients
(LPC)

Mel Frequency Cepstral
Coefficients (MFCCs)

Perceptual Linear Prediction
(PLP)

The speech signal model
based on the human voice
production system is well
represented by LPCs
Further, it provides linear
characteristics and reasonable
source vocal tract separation.
LPC approaches are easy to
understand and implement

MFCCs are perceptually
motivated coefficients and
offer good discrimination and
a small correlation
Further features of the
gradually varying parts are
focussed in the low cepstral
coefficients
MFCCs can be manipulated to
generate different variants
Individual features of MFCC
appear just inadequately
correlated, which serve for the
development of a
statistical-model-based system

PLP coefficients provide a
better approximation of the
speaker-independent system.
PLP coefficients are generated
in the short-term spectrum of
the speech signal using
perceptual scales
PLP-dominant frequencies are
quite insensitive to vocal tract
length

significant work has been done toward different feature extraction, classification, and
development of resources for research in speech recognition. Several standard speech
corpora were designed to meet the requirements for the developments of the speech
recognition system. It was also observed that different open-source tools based on
HMM and ANN are also available for research work. This work also presented a
comparative analysis of their specific features and classification techniques with their
merits and demerits. Language models limit the search space in speech recognition,
so the importance of language models has been explained. Finally, evaluation param-
eters for speech recognition have been discussed. However, despite a lot of research



Continuous Speech Recognition Technologies—A Review 93

work, there is a need for the development of robust speech recognition system, espe-
cially for under-resourced language to bridge the gap of the digital divide. Surely this
research paper will help the research community to go deeper in speech recognition
research.
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Effect of Number of LPCs and Formant
Deletion Methods of Inverse Filtering
on Acoustic Parameters of Voice

Vimala J. Kasturi, Rashika Sharma, and Santosh Maruthy

Abstract Acoustic analysis is one of the efficient, non-invasive, and quantita-
tive methods of voice assessment. The estimation of glottal flow parameters using
acoustic analysis is achieved through the method of Inverse Filtering (IF). This study
aims at describing effects of the two availablemethods of inverse filtering—Formant-
Based Inverse Filtering (FBIF) and Linear Prediction-Based Inverse Filtering
(LPBIF) on acoustic parameters. The effects of formant deletion and number of LPCs
on the various vocal parameters—Fundamental frequency based, intensity based,
perturbation based, and noise-based measures—were studied. Phonation samples of
/a/ at a comfortable pitch and loudness by 30 healthy participants (15 males and
15 females) were recorded on to a PC in a noise-free environment. In the LPBIF-
based method, the recorded voice sample was analyzed under five different condi-
tions, i.e., by varying the number of LPCs. The standard value of LPC used in the
Vaghmi software is 18. However, in the current study, the number of LPCs was set
to 14, 16, 18, 20, and 22, respectively in each of the analysis conditions with other
settings remaining the same. In the FBIF-based method, the recorded voice sample
was analyzed under four different conditions, i.e., by deleting different formants
from the sample. Formant deletion was accomplished using manual methods. The
four conditions used were deletion of F1, deletion of F2, deletion of F3, and dele-
tion of F1, F2, and F3 formants. Acoustic parameters of F0, F0 min, F0 max, I0,
I0 min, I0 max, JF0, JT0, RAP3, RAP5, SHdB, APQ5, APQ11, HNR, and GNE
were compared in all the different conditions mentioned above. A non-parametric
Friedman’s test of differences among repeated measures was conducted. The results
revealed no change in the value measured across all conditions in both FBIF and
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LPBIF methods for the parameters of F0, F0 min, F0 max, I0, I0 min, and I0 max.
Significant differences across the four formant conditions under FBIF method were
found on all perturbation and noise-related measures, i.e., JF0, JT0, RAP3, RAP5,
SHdB, APQ5, APQ11, HNR, and GNE. Significant differences across the five LPC
conditions were found only on the parameters SHdB, APQ5, APQ11, HNR and
GNE. FBIF could be assumed to be more sensitive than LPBIF as the differences
across conditions in FBIF were significant in all measured parameters unlike LPBIF
where the differences were significant in only five of the parameters. The pros and
cons of using each of the two methods for acoustic analysis of voice are discussed in
the current study. Further research needs to be done to investigate the effect of varied
parameters of inverse filtering in disordered population.

Keywords Acoustic analysis · Inverse filtering · Vaghmi · Voice · LPC ·
Formant-based inverse filtering

1 Introduction

There are three common objective approaches for clinically evaluating voice and its
disorders—acoustic assessment, aerodynamic analysis, and endoscopic imaging. Of
these methods, acoustic analysis is the most commonly used instrumental measure.
Verymany computer-assisted techniques and software have been identified to extract
the vocal parameters through acoustic analysis like the Multi-Dimensional Voice
Program (MDVP) and Praat which are commonly used in clinical and research
settings [1]. Yet another computer-based program which has provision for acoustic
analysis of voice is ‘Vaghmi’, developed by Voice and Speech Systems, Banga-
lore, India. The Vaghmi system has three modules, namely, Diagnostic, Therapy,
and Utility. The therapy and diagnostic modules are further divided into voice and
speech modules. The utility module provides a platform for signal recording, play-
back, display, and generation of reports. The current studymakes use of the diagnostic
module of Vaghmi system for acoustic analysis of voice.

Voice-diagnostic module consists of algorithms to perform inverse filtering
of voice signal and compute frequency and intensity measurements, jitter and
shimmer measurements, noise-related measures, Long-Term Average Spectrum
(LTAS), and Maximum Phonation Duration (MPD). Vaghmi uses two methods of
inverse filtering—Formant-Based Inverse Filtering (FBIF) and Linear Prediction-
Based Inverse Filtering (LPBIF). Miller in 1959, proposed the concept of inverse
filtering [2]. “The Source-Filter Theory of Speech Production leads naturally to the
principle of inverse filtering as a means for extracting the acoustic features of the
speech wave” [3]. Whereas, the vocal tract filters the source signal, inverse filtering
performs an inverse of vocal tract filter, in effect, removing the filtering charac-
teristics of the vocal tract. The accuracy of glottal estimation in inverse filtering
depends on the accuracy of the glottal filters. Quantification of the accuracy of
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acoustic measurements, thus, lies in the filter settings in a given method of inverse
filtering.

The vocal tract filter has a set of resonances called formants labeled as F1, F2, etc.
In inverse filtering, one anti-resonant filter replaces each formant filter. Anti-resonant
filter must be tuned to the formant to be canceled. Both the formant frequency and
bandwidth are to be tuned. In Formant-Based Inverse Filtering (FBIF) an initial
estimate of formant frequencies and bandwidths are displayed in a table. However,
the user can edit this information to tune the formant data to greater accuracy and
thereby arrive at accurate estimates of vocal parameters during acoustic analysis. In
mostmethods of analysis, the validity and reliability of acoustic parameters are inher-
ently limited to analyzing a sustained vowel. In the diagnostic module of Vaghmi,
FBIF method of analysis is provided as default setting when a phonation sample
is processed. But it also offers a second method of analysis—Linear Prediction-
Based Inverse Filtering (LPBIF)which ismore commonly used for processing speech
samples. Predictive coding is a remarkably simple concept, where prediction is used
to achieve efficient coding of signals [4]. Early work exploring the application in
speech coding includes the work of Atal and Schroeder [5] and that of Itakura and
Saito [6]. Linear Predictive Coding (LPC) analyses the speech signal by estimating
the formants, removing their effects from the speech signal, and estimating the inten-
sity and frequency of the remaining buzz. The process of removing the formants is
called inverse filtering, and the remaining signal after the subtraction of the filtered
modeled signal is called the residue. By minimizing the ‘energy’ of the difference
between the actual speech samples and the predicted ones, a unique set of predictor
coefficients can be determined. These coefficients provide an estimate of the filter
function, and can therefore be used to determine the inverse filter. By default the
number of LPCs is the sampling frequency in 2 kHz + 2. In the current study, the
sampling frequency was set to 16 kHz as a default setting in Vaghmi and hence,
the prescribed number of LPCs was set to 18. Vaghmi offers provision to vary these
given settings to analyze the voice samples. Thus, IF needs to be done interac-
tively or manually if FBIF method of analysis is selected, whereas, an automatic
procedure of analysis is selected when the LPBIF method is selected. Validity and
reliability of acoustic analysis performed with different tools were previously shown
to be affected by many factors. These include, for example, microphone type, noise
levels, data acquisition system, sampling rate, and software used for analysis, hence
a studying effects of manipulation of such factors, in the present study software used
may aid in better understanding of acoustic outcomes [7, 8]. In the current study,
an attempt was made to study the effects of formant deletion and number of LPCs
(filter order) on the various vocal parameters (fundamental frequency based, intensity
based, perturbation based, and noise-based measures).
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2 Method

2.1 Participants

A total of 30 healthy participants (15 males and 15 females in the age range of 18–
24 years with a mean age of 23.1 years and SD of 1.37) were recruited for the current
study. These individuals had no obvious voice pathology or any other significant
health-related problems as confirmed after clinical review.

2.2 Instrumentation

A commercial PC-based digital signal processing software—Vaghmi developed by
Voice and Speech Systems, Bangalore, was used in the present study. This software–
hardware unit is developed for assessment and management of voice disorders. The
Voice-Diagnostic module in Vaghmi has algorithms to perform inverse filtering of
the speech signal, frequency and intensitymeasurement, jitter and shimmermeasure-
ments, harmonic-to-noise ratio, long-term average spectrum (LTAS), and Maximum
Phonation Duration (MPD). In the diagnostic module of Vaghmi, FBIF method of
analysis is provided as default setting when a phonation sample is processed. But it
also offers a second method of analysis—Linear Prediction-Based Inverse Filtering
(LPBIF) which is more commonly used for processing speech samples.

2.3 Procedure

The study was initiated after an approval from AIISH Ethical Committee. An
informed consent was obtained from all the participants after explaining the due
procedures of the study. The participantsweremade to sit comfortably andwere asked
to phonate the vowel /a/ at a comfortable pitch and loudness with the microphone
being placed at a distance of 15 cm from themouth of the speaker. For recording of the
phonation samples, a Shure SM48 cardioid dynamic microphone with a frequency
response of 55–14000Hzwas used. The phonation sample thus obtainedwas directly
recorded on to a PC through the Voice-Diagnostic module of Vaghmi in a sound-free
room. Each of the recorded phonation samples was analyzed in two methods avail-
able in the diagnostic module of Vaghmi software—Linear Prediction-based inverse
filtering (LPBIF) and Formant-based inverse filtering (FBIF). In the LPBIF-based
method, the recorded voice sample was analyzed under five different conditions, i.e.,
by varying the number of LPCs. The standard value of LPC used in the Vaghmi soft-
ware is 18.However, in the current study, the number ofLPCswas set to 14, 16, 18, 20,
and 22, respectively, in each of the analysis conditions with other settings remaining
the same. In the FBIF-based method, the recorded voice sample was analyzed
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under four different conditions, i.e., by deleting different formants from the sample.
Formant deletion was accomplished usingmanual methods and formants were edited
if the software estimated formants were found to be incorrect. The four conditions
used were deletion of F1, deletion of F2, deletion of F3, and deletion of F1, F2,
and F3. Acoustic parameters of Frequency measures: Fundamental Frequency (F0),
MinimumFundamental Frequency (F0min),MaximumFundamental Frequency (F0
max); Intensity measures: Intensity (I0), Minimum Intensity (I0 min), Maximum
Intensity (I0 max); Jitter measures: Jitter in Fundamental Frequency (JF0), Jitter in
Pitch Period (JT0), Three-period Relative average perturbation (RAP3), Five-period
Relative average perturbation (RAP5); Shimmer measures: Absolute shimmer given
in (SHdB), Five-point amplitude perturbation quotient (APQ5), Eleven-point ampli-
tude perturbation quotient (APQ11); and Noise measures: Harmonic-to-Noise Ratio
(HNR), Glottal-to-Noise excitation ratio (GNE) were measured in all the different
conditionsmentioned above. A non-parametric Friedman’s test of differences among
repeated measures was conducted for the Perturbation measures and Noise measures
under each of the analysis methods.

3 Results

Themean values of acoustic parameters of Frequency and Intensitymeasures; Pertur-
bation measures and Noise measures are depicted in Tables 1, 2, 3, 4, and 5, respec-
tively. For F0 & I0 parameters the mean and SD values did not show any difference
across conditions in both methods of analysis and hence, no further statistical anal-
ysis was employed. When the non-parametric Friedman’s test of differences among
repeated measures was conducted for the Perturbation measures and Noise measures
under each of the analysis methods (Tables 6 and 7), in the FBIF method, all the
Perturbation and Noise measures were found to be statistically significant (p < 0.05)
across the four formant conditions. However, in the LPBIF method, only three of
the perturbation measures (ShdB, APQ5, and APQ11) and both the noise measures
(HNR and GNE) were found to be significantly different at p < 0.05. Among the
perturbation and noise-related measures, except those of APQ 11 and APQ 5, it was
found that values of acoustic measures were higher on usage of FBIFwhen compared
to LPBIF.

4 Discussion

In the current study, two methods of analysis—LPBIF and FBIF were studied. The
mean values obtained for F0 and I0 related measures did not differ across condi-
tions and across methods. “This was because both the methods essentially employed
LP analysis. LPC analysis has been particularly powerful and convenient because it
generates numeric data for formant frequencies and bandwidths” [9]. In the FBIF
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Table 1 Frequency-related acoustic parameters under both methods of IF

Table. LPC-based analysis Formant-based analysis

F0-based
parameters

Condition
(LPC)

Males Females Condition Males Females

Mean S.D Mean S.D Mean S.D Mean S.D

F0 14 126.67 16.06 229.21 18.40 F1 DEL 126.67 16.06 229.21 18.40

16 126.67 16.06 229.21 18.40 F2 DEL 126.67 16.06 229.21 18.40

18 126.67 16.06 229.21 18.40 F3 DEL 126.67 16.06 229.21 18.40

20 126.67 16.06 229.21 18.40 FT DEL 126.67 16.06 229.21 18.40

22 126.67 16.06 229.21 18.40 – – – –

F0 MIN 14 125.03 16.63 224.72 17.44 F1 DEL 125.03 16.63 224.72 17.44

16 125.03 16.63 224.72 17.44 F2 DEL 125.03 16.63 224.72 17.44

18 125.03 16.63 224.72 17.44 F3 DEL 125.03 16.63 224.72 17.44

20 125.03 16.63 224.72 17.44 FT DEL 125.03 16.63 224.72 17.44

22 125.03 16.63 224.72 17.44 – – – – –

F0 MAX 14 130.62 18.35 232.53 18.54 F1 DEL 130.62 18.35 232.53 18.54

16 130.62 18.35 232.53 18.54 F2 DEL 130.62 18.35 232.53 18.54

18 130.62 18.35 232.53 18.54 F3 DEL 130.62 18.35 232.53 18.54

20 130.62 18.35 232.53 18.54 FT DEL 130.62 18.35 232.53 18.54

22 130.62 18.35 232.53 18.54 – – – – –

Table 2 Intensity-related acoustic parameters under both methods of IF

LPC-based analysis Formant-based analysis

I0-based
parameters

Condition
(LPC)

Males Females Condition Males Females

Mean S.D Mean S.D Mean S.D Mean S.D

I0 14 106.83 3.26 108.55 2.47 F1 DEL 106.83 3.26 108.55 2.47

16 106.83 3.26 108.55 2.47 F2 DEL 106.83 3.26 108.55 2.47

18 106.83 3.26 108.55 2.47 F3 DEL 106.83 3.26 108.55 2.47

20 106.83 3.26 108.55 2.47 FT DEL 106.83 3.26 108.55 2.47

22 106.83 3.26 108.55 2.47 – – – –

I0 MIN 14 104.69 3.83 106.75 2.62 F1 DEL 104.69 3.83 106.75 2.62

16 104.69 3.83 106.75 2.62 F2 DEL 104.69 3.83 106.75 2.62

18 104.69 3.83 106.75 2.62 F3 DEL 104.69 3.83 106.75 2.62

20 104.69 3.83 106.75 2.62 FT DEL 104.69 3.83 106.75 2.62

22 104.69 3.83 106.75 2.62 – – – – –

I0 MAX 14 108.41 3.15 110.01 2.83 F1 DEL 108.41 3.15 110.01 2.83

16 108.41 3.15 110.01 2.83 F2 DEL 108.41 3.15 110.01 2.83

18 108.41 3.15 110.01 2.83 F3 DEL 108.41 3.15 110.01 2.83

20 108.41 3.15 110.01 2.83 FT DEL 108.41 3.15 110.01 2.83

22 108.41 3.15 110.01 2.83 – – – – –
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Table 4 Intensity-related perturbation parameters under both methods of IF

Noise-based
parameters

LPC-based analysis Formant-based analysis

Condition Males Females Condition Males Females

Mean S.D Mean S.D Mean S.D Mean S.D

SHdB 14 LPC 0.54 0.27 0.25 0.05 F1 DEL 0.33 0.90 0.40 0.55

16 LPC 0.64 0.32 0.23 0.04 F2 DEL 0.13 0.10 0.07 0.02

18 LPC 0.59 0.24 0.23 0.04 F3 DEL 0.13 0.09 0.06 0.02

20 LPC 0.54 0.22 0.22 0.04 FT DEL 1.05 0.98 0.50 0.39

22 LPC 0.57 0.26 0.22 0.04 – – – – –

APQ 11 14 LPC 5.19 1.93 3.78 0.84 F1 DEL 2.44 5.66 3.60 4.98

16 LPC 6.91 3.43 3.39 0.68 F2 DEL 1.18 0.84 0.62 0.20

18 LPC 5.92 2.08 3.31 0.58 F3 DEL 1.22 0.62 0.58 0.16

20 LPC 5.72 2.29 3.26 0.60 FT DEL 7.56 6.27 4.33 3.54

22 LPC 5.96 2.73 3.24 0.59 – – – – –

APQ 5 14 LPC 4.01 1.54 2.48 0.55 F1 DEL 1.87 4.30 3.29 5.03

16 LPC 5.16 3.26 2.24 0.51 F2 DEL 0.82 0.65 0.50 0.18

18 LPC 4.53 1.65 2.15 0.44 F3 DEL 0.90 0.53 0.45 0.13

20 LPC 4.31 2.01 2.14 0.44 FT DEL 6.62 5.35 3.90 3.45

22 LPC 4.61 2.38 2.12 0.43 – – – – –

Table 5 Noise-related acoustic parameters under both methods of IF

Noise-based
parameters

LPC-based analysis Formant-based analysis

Condition Males Females Condition Males Females

Mean S.D Mean S.D Mean S.D Mean S.D

HNR 14 LPC 23.78 2.29 27.45 1.73 F1 DEL 26.30 2.23 29.41 1.24

16 LPC 24.40 1.67 28.00 1.18 F2 DEL 26.25 1.75 29.44 0.98

18 LPC 24.34 1.69 27.67 1.68 F3 DEL 25.54 1.59 29.20 1.10

20 LPC 24.37 1.67 27.92 1.18 FT DEL 23.62 2.13 27.52 0.86

22 LPC 24.38 1.69 27.89 1.17 – – – – –

GNE 14 LPC −1.11 0.64 −1.18 0.73 F1 DEL −21.17 1.40 −2.52 1.82

16 LPC −1.00 0.52 −1.09 0.70 F2 DEL −21.32 0.89 −1.58 1.04

18 LPC −0.86 0.45 −1.08 0.77 F3 DEL −21.37 0.68 −21.43 0.76

20 LPC −0.83 0.44 −1.14 0.79 FT DEL −4.55 2.60 −24.86 2.46

22 LPC −0.83 0.46 −1.17 0.80 – – – – –

method, all the Perturbation and Noise measures were found to be statistically signif-
icant (p < 0.05) across the four formant conditions. However, in the LPBIF method,
only three of the perturbationmeasures (ShdB,APQ5, andAPQ11) and both the noise
measures (HNR and GNE) were found to be significantly different at p < 0.05. One
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Table 6 Friedman’s test of
differences for FBIF

Acoustic Parameter χ2 df Sig.

JF0 44.64 3 0.000**

JT0 46.36 3 0.000**

RAP 3 38.68 3 0.000**

RAP 5 36.88 3 0.000**

SHdB 38.99 3 0.000**

APQ 11 39.32 3 0.000**

APQ 5 44.32 3 0.000**

HNR 40.40 3 0.000**

GNE 31.24 3 0.000**

*p < 0.05, and **p < 0.01

Table 7 Friedman’s test of
differences for LPBIF

Acoustic parameter χ2 df Sig.

JF0 6.58 4 0.159

JT0 4.35 4 0.360

RAP 3 8.27 4 0.082

RAP 5 4.25 4 0.372

SHdB 10.11 4 0.038*

APQ 11 16.48 4 0.002*

APQ 5 12.68 4 0.013*

HNR 17.36 4 0.002*

GNE 23.46 4 0.000**

*p < 0.05, and **p < 0.01

can assume that FBIF is a more sensitive method of analysis, given that the formant
details are edited accurately, since, values of all acoustic measures differed across
all the conditions, whereas, LBPIF did not present variations across all parameters.
FBIF gives a smoother IF signal. LPBIF gives a noisy IF signal. Jitter and shimmer
values are higher when LPBIF is used. However, the same was not found in the
results of the present study. Except for values of APQ 11 and APQ 5, it was found
that values of acoustic measures were higher on usage of FBIF when compared to
LPBIF. This may be because, only formants were manipulated whereas, the number
of LPCs was kept constant at 18 for all the conditions—deletion of F1, deletion of
F2, deletion of F3, and deletion of F1, F2, and F3. The developers of Vaghmi recom-
mend that appropriate manipulations be made in terms of formant measurements as
well as setting the filter order for further processing, where formant estimation is
inaccurate [10]. Appropriate adjustments for filter order, taking into consideration
the characteristics of both the speaker and the speech sample to be analyzed, thus,
becomes an important aspect of analysis [9]. There are two common guidelines to
set the filter order: (a) set it to the number of formants expected plus two, or (b) set
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it to sampling frequency in kHz. “In 2004 Vallabha et al. a heuristic that can be used
to determine the optimal filter order for either a corpus of vowels or a single vowel”
[11].

5 Conclusions

When using PC-based software applications for acoustic analysis, users should take
care to understand the settings and requirements for any analysis system they use. It is
particularly important to take special care with respect to variables such as sampling
rate of input signals, adjustment of LPC filter order, and smoothing of formant tracks.
Analysis software, may, at times, give erroneous results; hence, clinical users of these
systems should carefully follow instructions provided in manuals and take special
care to examine data for flaws or inconsistencies. Therefore, it is recommended that
researchers note and report analysis settings used in research projects, including
downsampling, LPC filter order, and special adjustments made for speaker charac-
teristics [9]. Such inputs will guide the further research in investigating voices in
disordered population.
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Impact of Timing of Surgery
on the Development of Speech in Toddlers
with Repaired Cleft Lip and Palate

M. Pushpavathi, V. Kavya, and V. Akshatha

Abstract Introduction: Cleft lip and palate (CLP) is one of the most prevalent
congenital deformities seen in Indian children. This condition hinders effective
communication in early childhood due to speech and language difficulties. The devel-
opment of speech and language is mainly based on the type and severity of CLP and
the age at which surgical intervention followed by speech therapywas initiated. Early
intervention plays an important role in enhancing the communication skills in chil-
dren with CLP. Objectives: The present study endeavours to compare and profile the
speech characteristics of toddlers with repaired cleft of lip and palate (RCLP) with
respect to the frequency, type and pattern of speech sound inventory of those who
had undergone surgical intervention at an early age versus those who had delayed
surgery. Participants: Six Kannada speaking toddlers in the age range of 2–3 years,
who were diagnosed to have Expressive Language Delay secondary to repaired cleft
of lip and/or palate were considered for the Early Intervention Programme. The six
participants were placed into two groups based on the age of surgical intervention.
Thus there were three participants in the early intervention group (EIG—who under-
went surgery before 1.6 years of age) and three in the delayed intervention group
(DIG—who underwent surgery after 1.6 years of age). Method: The baseline was
established andmeasures such as type and pattern of the vowels and consonant inven-
tory were analysed for toddlers in both the groups. Speech and language therapy was
given for 20 sessions. Focused stimulation technique was used to enhance speech and
language parameters. Post-therapy measurement was done after 20 sessions. Main
outcome measures: Descriptive statistics was used to compare the differences in
speech measures for the pre-therapy and post-therapy conditions between early and
delayed intervention groups. Results: The results revealed certain points of interest.
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Although both groups showed an improvement in the quality and quantity of phonetic
inventory between pre- and post-therapy conditions, it was interesting to note that
the mean values in the EI group were consistently higher across phonemes when
compared to the DI group. The results clearly highlight the positive effects of early
surgical and speech intervention. The speech patterns of each group and the conse-
quent implications have been discussed in detail. Conclusions: The present study
is one of the few attempts to investigate the impact of timing of surgical correc-
tion on the development of phonetic inventory in children with CLP and also high-
lights the clinical implications of early surgical and subsequent speech and language
intervention.

Keywords Cleft palate · Early intervention · Delayed intervention · Vowel and
consonant inventory · Surgical correction

1 Introduction

A cleft of lip or palate is a birth defect which occurs when there is a failure in the
fusion of tissues or palatal shelves during early stages of pregnancy between the
eighth and twelfth weeks of foetal development. Cleft of lip and palate (CLP) is one
of the most prevalent congenital deformities seen in children around the world.
With a high incidence of 1 in 650 live births being born with cleft and related
orofacial deformities, it is the most common congenital deformity in the Indian
subcontinent [1]. Also a rise in the number of cases has been reported wherein
approximately 40,000 new patients are being registered every year [2]. CLP occurs
due to multifactorial condition and it can result in a variety of associated problems
affecting both speech and language such as limited sound inventory, hypernasality,
nasal air emission, reduced speech intelligibility, compensatory articulation, limited
vocabulary, reduced communication attempts and expressive language delay [3, 4].

This condition hinders effective communication in early childhood due to speech
and language difficulties. Thus children with CLP require a multidimensional care
by a team of professionals as well as non-professional members such as parents,
familymembers and caregivers. However, with early intervention in terms of surgical
correction and speech therapy the childrenwith CLP can obtain an expectable quality
of life. The verbal output is mainly based on the variability and severity of the cleft.
The age atwhich surgical interventionwas done followed by intensive speech therapy
are also crucial factors as early intervention plays an important role in enhancing the
communication skills in children with CLP.

Surgical reconstruction of cleft lip (cheiloplasty) and cleft palate (palatoplasty)
ought to be done at an optimal age. This will restore a normal facial appearance, aid
in proper development of speech and language and also prevent the recurrence of
middle ear infections [5]. The age at which childrenwith CLP undergo surgical repair
of lip or palate varies and is dependent on the type and severity of the cleft and the
health condition of the child. In the present scenario, some debates occur regarding
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the optimal age for primary palatoplasty with some claiming that early surgery aids
in better speech development versus others who state that delaying the repair of the
hard palate helps in better facial development [6]. However, researchers over the
years have come to a common consensus that when conditions are favourable, lip
closure should be done between 3 and 6 months and the primary palatal closure
should be carried out between 9 and 12 months [7–9]. The emphasis on an early
surgery is thus laid in order to aid in better speech and language development in the
initial stages of the child and also to prevent the maladaptive articulatory behaviours
from developing.

Studies conducted over the last two decades have investigated the effects of the
timing of primary palatal and lip closure on the development of speech and language.
Most of the studies highlight the positive effects of early surgery whereas some have
also concluded that surgery at an early age does not result in significant improvement
in speech. Dorf and Curtin could be credited as the pioneers in investigating the
effect of early palatal closure on speech adequacy. The authors compared the speech
repertoire of toddlers who had undergone surgery early versus late surgery in the pre-
operative and post-operative conditions. The study highlighted a clear trend depicting
better speech adequacy for toddlers who had undergone early surgery. The authors
established that the babies who had undergone surgery within the first year of life
had a better chance of developing good speech skills and a reduced potential for
acquiring compensatory articulatory behaviours. The authors further established that
the ‘articulation age’ of toddlers should act as the determinant for surgical readiness
of a child [10].

A study was carried out to assess the speech skills in pre- and post-operative
conditions of adolescents in Sri Lanka who had undergone late palatal surgery. The
children underwent intensive articulatory training for a period of 8 months post-
surgery in order to change the deviant articulatory patterns. The findings of the study
clearly showed that surgical correction alone did not lead to spontaneous improve-
ment in speech skills. When surgery was followed by regular and intensive speech
therapy there were significant improvements in the articulatory abilities, nasality and
velopharyngeal closure abilities [11].

The phonological development in childrenwho had undergone surgical correction
at various ages was examined in a study. The study investigated the prevalence
in percentage of velopharyngeal inadequacy and compensatory articulatory errors
(CAE) and clearly indicated the positive effects of early surgery. The phonological
development of toddlers was followed till the age of 3–4 years and a retrospective
analysis was carried out. It was found that infants who underwent palatal surgery at
the age of 6 months had around 5% CAE whereas those who underwent surgery at
12 months had 35% CAE. As the age of surgery increased the percentage of CAE
drastically increased. Surgery age of 2 years had a CAE of 55% and those who
underwent at 4 years had a massive CAE score of 75% [12].

A recent study examined the phonological skills of two groups of toddlers aged
3 years, wherein one group had undergone primary soft palate (SP) repair at 4months
and hard palate (HP) correction at 12 months [13]. The second group was yet to
undergo repair of HP or had an HP which was unoperated but the SP was operated.
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The author used a picture-naming test to elicit the target phonemes from both the
groups. The study found that the toddlers in both groups had a limited speech sound
repertoire compared to the typically developing children, but the second group with
unoperated HP had a greater number of speech sound errors compared to the group
which had undergone surgery. There have also been studies which have contradicted
the beneficial effects of early surgical correction. A recent study has also shown
that primary palatal surgery done at or around 12 months of age did not result in
significant changes in speech skills by the age of 3 years [14].

In the Indian context, there have been limited studies exploring the relation
between timing of palatal surgery and its effect on speech and language. A retrospec-
tive study was conducted wherein the speech skills such as articulation, resonance
and speech intelligibility were examined in individuals who had undergone primary
palatal surgery after the age of 10 years [15]. The findings of the study depicted that in
the post-operative condition, the children who underwent late palatal surgery showed
a nominal improvement in speech skills including intelligibility. This improvement
was spontaneous in nature as none of the children underwent regular speech therapy.
This study highlights the importance of timing of intervention in terms of surgical
correction and intensive speech therapy in the early stages of a child’s life.

The efficacy of early speech and language intervention in children with CLP has
been documented in the past few years and most of the studies opine that early
intervention is of utmost benefit when carried out between 1.6–5 years. Various
studies have reported the positive effects of early speech therapy for children with
repaired cleft of lip and palate (RCLP) [16–18]. The children with RCLP showed an
improvement in communication skills, linguistic abilities and articulatory abilities
when provided with early language intervention. In order to implement and schedule
an early linguistic intervention programme, the structural orofacial deformities need
to be surgically repaired at the optimum age based on various factors of the child.
Thus there is widespread research across the globe related to this topic in order to
provide the most advantageous treatment for each child with CLP so as to better their
future.

Although there have been many studies highlighting the pre-operative speech
characteristics in unoperated CLP patients and post-operative speech abilities after
late palatal surgery, there have been limited studies especially in the Indian context
which have investigated the effects of early surgery on speech characteristics. There-
fore, the present study endeavours to compare and profile the speech characteristics
of toddlers with RCLP with respect to the frequency, type and pattern of speech
sound inventory of those who had undergone surgical intervention at an early age
versus those who had delayed surgery. The objectives of the present study are as
follows:

1. To investigate the frequency of occurrence of vowels in the early versus delayed
surgery groups before and after speech and language intervention and

2. To determine the frequency of occurrence of consonants in the early versus
delayed surgery groups before and after speech and language intervention.
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2 Method

2.1 Participants

Six Kannada speaking toddlers in the age range of 2–3 years, who were diagnosed
to have Expressive Language Delay secondary to repaired cleft of lip and/or palate
served as the participants for the study. The six participants were placed into two
groups based on the age of surgical intervention. Thus there were three participants
in the early intervention group (EIG—who underwent surgery before 1.6 years of
age) and three in the delayed intervention group (DIG—who underwent surgery after
1.6 years of age).Adetailed language evaluationwas carried out by a qualifiedSpeech
Language Pathologist using Receptive Expressive Emergent Language Scale [19].
All the participants were enrolled for the Early Language Intervention Programme
(ELIP) at the Unit for Structural and Orofacial Anomalies (U-Sofa). An informed
consent (approved by the Ethical Committee) was obtained from the parents prior to
their participation in the study. The detailed description of the subjects is shown in
table 1.

2.2 Data Collection and Processing

A detailed pre-therapeutic evaluation was carried out to establish the baseline of the
children. The audio–video recordingswere conducted in a quiet roomduring unstruc-
tured play sessions between the Speech Language Pathologist and the child, with the
mother also being involved in the sessions. Focused stimulation techniquewas used to
enhance speech and language parameters. Recordings were done using a Handycam
recorder (Sony DCR-SR88). The recorder was placed on a tripod stand at a distance
of approximately 8–10 ft from the child. The spontaneous utterances recorded after
the baseline audio–video recording, a post-therapy audio–video recording was done
on 20th session. Thus a total of 2 video recordings and analyses for each participant
were carried. Thus the frequency of occurrence of vowels and consonants in the
child’s speech inventory was calculated.

2.3 Speech and Language Therapy

Speech language therapy was conducted in the clinical setup for sessions lasting
forty-five minutes each. Speech therapy sessions were carried out by a qualified
Speech Language Pathologist. This was done by preparing a master lesson plan
by taking up specific goals and activities. Play way method was used to improve
vowel and consonant inventory, functional communication skill and to increase the
frequency of meaningful utterances.
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Table 1 Detailed description of participants of the study

Participants Type of
cleft

Age of surgery Age of
enrollment
for therapy

Language age

RLA ELA

Early Intervention Group (EIG)

1 Complete
cleft of
primary
palate

1 year (Palate) 1.6 years 16-18 months 9-10 months

2 Unilateral
complete
cleft of lip
and palate

5 months (lip) &
1 year (Palate)

3 years 33-36 months 20-22 months

3 Unilateral
complete
cleft of lip
and palate

7 months (lip) &
1.1 years- (Palate)

2 years 22-24 months 18-20 months

Delayed Intervention Group (DIG)

1 Bilateral
complete
cleft of
hard and
soft palate

1.8 years (palate) 2.4 years 27-30 months 12-14 months

2 Cleft of
soft palate

1.6 years (palate) 2.6 years 27-30 months 16-18 months

3 Unilateral
complete
cleft of lip
and palate

7 months (lip) &
3 years (palate)

3.9 years 36-40 months 18-20 months

Note REELS—Receptive Expressive Emergent Language Scale (Bzoch and League [19])
RLA—Receptive language age
ELA—Expressive language age

Focused stimulation approach was demonstrated to the mother during therapeutic
sessions using low-cost materials and commonly available toys. A multisensory
approach was used to increase the oromotor movements. Visual feedback using
mirror work and tactile cues with interesting oromotor activities was provided appro-
priately wherever required. A corpus of vocabulary was prepared which contained
themost commonly used functional words by toddlers. This was donewith the aim of
increasing the child’s functional vocabulary. The positive behaviours and behaviours
which were attempted correctly by the child were reinforced with token and tangible
reinforcements to improve their cooperation and confidence in doing the activity.
The mothers were also told to carry out a similar training programme at home in the
absence of direct supervision of the SLP. A total number of 20 therapy sessions were
conducted.
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2.4 Data Analysis

Eachof the video and audio-taped session ofmother–child interaction during unstruc-
tured playwas transcribed using International Phonetic Alphabet (IPA) symbols. The
frequency of occurrence of vowels and consonants were calculated. Vowels were
classified as high (/i/), mid (/e/,/æ/) and low (/a/) based on the tongue height and
their frequencies were calculated. The frequency of occurrence of different conso-
nants was calculated based on place of articulation (bilabials, glottals, labiodentals
and semi-vowels). The tabulated data was entered in a Microsoft excel sheet and the
difference in the percentage of vowels and consonants was calculated. Descriptive
statistics was used to compare the differences in speech measures for the pre-therapy
and post-therapy conditions between early and delayed intervention groups.

3 Results

The present study is one of the preliminary efforts to investigate the effect of the
timing of surgical correction on the speech-related skills of toddlers with RCLP. The
study also attempts to highlight the changes brought about in the phonetic inventory
of toddlers in both early and late surgery groups with therapy, thereby stressing the
importance of an early intervention programme. The pre-test and post-test measures
for the phonetic inventory of toddlers have been compared in both EI and DI groups
and the findings obtained have been depicted below.

3.1 Frequency of Occurrence of Vowels Before and After
Early Intervention Across Groups

The effect of early versus late surgery on speech-related measures of toddlers were
analysed by calculating the frequency of occurrence of vowels based on their tongue
height in the baseline and post-therapy conditions.

The bar graph given above (Fig. 1) shows the frequency of occurrence of vowels
with respect to tongue height in the pre-and post-therapy conditions in both the exper-
imental groups. The graph clearly indicates a trend wherein the EI group consistently
exhibited a greater frequency across all the three vowels when compared to the DI
group. Among the vowels, /a/ was frequently occurring followed by /i/and /u/. This
was seen in both early and delayed intervention groups. However, children who
underwent early surgery exhibited a greater frequency across all vowels compared
to the delayed intervention group.

With respect to the post-therapy condition, all the vowels showed an increase
in the 20th session compared to the baseline in both the groups. Statistical analysis
could not be carried out due to the small sample size. The results thus indicated better
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(BL – Baseline; S20 – 20th session)
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Fig. 1 Frequency of occurrence of vowels in the EI versus DI groups in the pre- and post-therapy
conditions

Table 2 Frequency of vowels in EI and DI groups comparing pre- and post-test conditions

Vowels BL S1

EIG DIG EIG DIG

/a/ 302.33 127.66 395 250

/i/ 109.67 65.33 173 104.33

/u/ 85.33 28.33 144.33 77.66

(BL—Baseline; S20–20th session)

scores for the EI group in terms of number of vowels which is depicted in the table
(Table 2).

3.2 Frequency of Occurrence of Consonants Before
and After Early Intervention Across Groups

The graph below (Fig. 2) shows the frequency of occurrence of consonants in the
pre-and post-therapy conditions in both the groups. Among the consonants, EIG
exhibited more number of consonants compared to the DIG group. This was seen in
the baseline. After 20 sessions of intervention, there was improvement seen in the
occurrence of consonants in both the groups. A comparable trend was seen across all
consonantswherein theEI group consistently had a greater frequencywhen compared
to the DI group.



Impact of Timing of Surgery on the Development … 113

(BL – Baseline; S20 – 20th session)
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Fig. 2 Comparison of pre-therapy scores versus post-therapy scores for the consonants in the EI
and DI groups

The pyramid graph above (Fig. 2) depicts the total number of consonants in the
toddler group’s repertoire and clearly indicates that the EI group had a greater number
of consonants in their repertoire when compared to theDI group. It was also observed
that the variety of consonants did not differ between the two groups. Both the groups
had a variety of consonants such as bilabials, dentals, alveolars, retroflexes, velars,
affricates, fricatives, glottals and semi-vowels, although clearly the early intervention
group had a greater frequency when compared to the delayed intervention group.

4 Discussion

The results of the present study clearly indicate that the toddlers who had undergone
early surgery had better phonetic abilities in terms of the frequency of both vowels
and consonants when compared to the delayed surgery group. The DIG group had a
lesser corpus of phonemes in their repertoire. This supports the findings of previous
studies which reported that toddlers who had undergone surgery early or within the
first year of life had a better speech skills and a reduced potential for acquiring
compensatory articulatory behaviours [10, 13]. They also highlighted that when
compared to toddlerswho had not undergone surgery the childrenwho had undergone
early surgery showed fewer articulatory errors.

The present study, therefore, highlights the importance of an early intervention
programme both in terms of surgical intervention followed by intensive speech
therapy. The results havemade it apparent that toddlerswho underwent lip and palatal
repair in the first year of life followed by speech therapy had a better phonemic inven-
tory when compared to toddlers who underwent surgery after the age of 1.6 years. It
should also be noted that there was a significant increase in the phonemic repertoire
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of both the groups post-therapy which highlights the positive effects brought about
by early intervention.

The first year of the child’s life is extremely crucial in terms of articulatory and
linguistic skills as this is the period when the infant experiments with its oral cavity
by varying its shape and structure induced by babbling and jargon utterances. The
variegated babbling phase which occurs towards the end of the first year of the
child aids in forming proto words followed by true words. Therefore, providing an
anatomical correction of the orofacial structures at this age will result in the infant
learning to produce phonemes which would approximate the correct production. As
the age of surgical correction increases the compensatory articulatory errors may
increase which has been shown in a study which reported that carrying out palatal
surgery before 6 months of age led to minimal development of articulatory errors
[12]. A study also reports that when surgical correction is done before the onset of
canonical babbling stage, it leads to more correct articulatory approximation by the
infant. The importance of surgical readiness with respect to the ‘articulatory age’
has also been supported previously [10]. The results of the present study have also
been contradicted by a previous study which reported that primary palatal surgery
done in the first year of life did not result in significant changes in the speech skills
of children by the age of 3 years [14].

With respect to the type and variety of phonemes it was seen that the variety of
consonants did not differ in the two groups. Both the groups had a variety of conso-
nants such as bilabials, dentals, alveolars, retroflexes, velars, affricates, fricatives,
glottals and semi-vowels, although clearly the early intervention group had a greater
frequency in their repertoire. The children preferred the usage of these phonemes in
simple syllablic structures such as CV, VCV and CVCV. These syllabic structures
were incorporated in the true and protowords acquired by them.This suggests that the
palatal correction and speech therapy at the prelinguistic phase would aid in greater
articulatory efforts as the oromotor abilities of the toddlers would adapt in a better
way. A recent study has reported that the articulatory and resonatory characteristics
of toddlers who underwent surgery before and after 6 months within the first year are
equivalent. This denotes that palatal correction in the first year or before 12 months
would benefit the speech and linguistic skills of the children with CLP [20].

The post-therapy analyses of both the early and delayed groups showed a trend
which was comparable wherein both the groups showed significant improvements
in the number of phonemes acquired. However, the DIG group showed a marginally
lesser improvement after the early intervention programme, whereas the EI group
showed a greater change in the phonetic repertoire post-therapy. Although the type
of consonants acquired remained the same further studies conducted over a longer
period with intensive speech and language intervention may yield greater results in
terms of the type of phonemes and vocabulary development. These results support the
findings of various studies which have highlighted that an early parent-implemented
intervention programme led to an increase in the number and accuracy of speech
sound inventory and also aided in articulatory development [16–18].

The effectiveness of a systematic early language intervention programme has
been investigated previously in toddlers with expressive language delay secondary
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to repaired cleft of palate [18, 21]. The results of the present study corroborate the
findings of recent studies which have revealed that intensive speech and language
stimulation leads to significant changes in the phoneme repertoire and vocabulary of
toddlers with RCLP [18, 21–23]. In the present study also a significant increase was
observed for the frequency of speech sounds, for both vowels and consonants which
illustrate the positive effects of a structured and parent-implemented intervention
program for children with CLP especially during the formative years. Therefore, the
need of the hour is to create awareness in the community regarding the importance
of regular speech and language training in this population.

5 Conclusions

The timing of the surgery of lip or palate thereby plays a crucial role in shaping the
future communicative abilities of the child as it may affect the subsequent speech and
language intervention. As linguistic intervention cannot begin without the surgical
repair this will mean that the more the surgery gets delayed the speech and linguistic
skills of the child may suffer. Similar studies carried out in future exploring the effect
of timing of surgery on the linguistic skills of children with respect to the vocabulary
development, mean length of utterance, frequency of different words, articulatory
pattern development and speech intelligibility will give a fair idea regarding the
changes if any, brought about by the timing of surgery on the language skills.
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Sonic Crystals for Highway Noise
Reduction

Debasish Panda and A. R. Mohanty

Abstract Sonic crystals are noise barriers which have come to picture since the last
two decades for their sound attenuation properties. They consist of sound scatterers
arranged periodically inside a host material. The scatterers have high impedance and
are put in a fluid of low impedance. Sound attenuation takes place due to multiple
scattering of sound waves by the rigid sound scatterers, within particular frequency
bands known as Band Gaps. In this paper, a finite element study has been performed
on a 2-D sonic crystal having circular scatterers arranged in square pattern. The
scatterers are assumed to be sound hard, which imposes that the normal velocity
and normal acceleration at their boundary are zero and the arrangement is periodic
which is because of the cyclic symmetry of the structure. Relevant boundary condi-
tions have been incorporated into the design which aims in determining the Band
Gaps and the corresponding transmission losses through the sonic crystal. Results
of eigenfrequency and frequency response analysis of the scatterers are done using
a commercial finite element software, COMSOL Multiphysics are presented in this
paper.

Keywords Sonic crystals · Sound attenuation · Band gaps · Transmission loss ·
Eigenfrequency

1 Introduction

Noise is an unpleasant sound.Humans tend to get irritated by noisewhich affects their
mental health adversely. Prolonged exposure to noise can cause permanent hearing
damage in human beings and other animals. Today, traffic and environmental noise
pollution have become one of the major environmental concerns worldwide. This
has led to new developments in the field of noise control in terms of noise barriers.
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When installed properly noise barriers can reduce vehicular noise level in highways
significantly.

Sonic crystals are noise barriers with periodic arrangement of sound scatterers
arranged in different lattice configurations and embedded in amatrix or hostmaterial.
The scatterers have high acoustical impedance compared to the matrix which is
generally a fluid medium, e.g. air, water. Sonic crystals are analogous to photonic
crystals [1] used for forbidding the propagation of light in certain frequency bands in
a way that sonic crystals attenuate sound propagation at selective frequency ranges
known as band gaps as a consequence of multiple scattering. Band gaps appear in
the regions of wavelengths that are comparable with the periodicity of the lattice.
Sonic crystals are also optically transparent which adds to the aesthetic aspect of the
urban landscape. They can be used in highways, townships, and workshops for noise
control. The earliest realization of sonic crystals was made by Martinez et al. [2] in
the year 1995. They performed sound attenuation experiments on a sculpture made
by Eusebio Sempere exhibited at Juan March foundation, Madrid. They measured
sound attenuation in outdoor conditions for sound wave vectors perpendicular to
cylinder’s vertical axis. Sound attenuation peak at 1670 Hz was found, that was the
formation of the first band gap.

The periodicity of the scatterers can be along one, two or three dimensions forming
1-D, 2-D and 3-D sonic crystals, respectively. The scatterers are responsible for
multiple scattering of the reflected and incident sound waves. According to Bragg’s
law [3], themechanismof sound attenuation is destructive interference of the reflected
sound waves with the incident sound waves within the band gaps. If the interference
is constructive then energy of the original wave gets transmitted through the sonic
crystal, which forms the propagation bands. Bragg’s law is written as

nλ = 2d sin θ (1)

Here λ is the wavelength of the incident waves, d is the distance between the
scatterers, θ is the angle the incident wave makes with the plane of scatterers and
n is a positive integer. For first-order reflection and plane wave sources, the above
equation gives the centre frequency, f c as

fc = c

2a
(2)

Here d is replaced by the lattice constant a and c is the speed of sound. In theory,
band gaps should be at multiples of the above fundamental frequency. Similarly,
another property known as the filling fraction affects the width of the band gap.
Filling fraction is the fraction of the structure occupied by the cylinders [4]. For a
square lattice arrangement having scatterers of radius r, the filling fraction is written
as

F = πr2

a2
(3)
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Fig. 1 Unit cell of a
two-dimensional sonic
crystal shown by the dotted
line for square configuration

a

Gupta and Lim [5] numerically and experimentally studied the effect of the
geometric parameters on a rectangular sonic crystal. The parameters were two lattice
constants along two perpendicular directions and diameter of the scatterers. They
found out the lattice constant along the direction of plane wave propagation to affect
the position of the centre frequency and the other two parameters to affect the band-
width. For periodic structures, an important theorem is given by Kittel [6], which
gives the wave function of a particle inside a periodic arrangement written as

ψ(r) = u(r)eikr (4)

Here, ψ(r) is the Bloch wave function, u(r) is a periodic function with same
periodicity and symmetry as that of the lattice, k is the wave vector and r is the
position. The exponential function represents a plane wave which gets modulated by
the periodic function u(r).

As sonic crystals are periodic, a group of scatterers can be stacked together to
form the entire lattice. This smallest group of scatterers is known as a unit cell as
shown in Fig. 1. Analysis of one-unit cell is sufficient for the analysis of the whole
structure.

Researchers have beenworking on theoreticalmodels for predicting the bandgaps.
Gupta et al. [7, 8] developed an one-dimensional model and a quasi two-dimensional
model for band gap and sound attenuation calculations. They prepared a 1DWebster
horn model by considering the pressure to be constant over the cross section of the
waveguide. Then for the quasi 2D model they improved their previous 1D model
by taking a parabolic pressure profile across the cross section. They compared the
obtained results with finite element simulations. The finite element results came out
to be on par with the theoretical models. Elford et al. [9] computed the acoustic band
structure and transmission loss of sonic crystals with resonant array elements and
their various combinations with the use of finite element method. Similarly, Gupta
et al. [10] did a finite element simulation on 2D sonic crystals and found maximum
sound transmission loss of 18 dB in the band gap region. Hoare et al. [4] performed
analysis of 2D and 3D sonic crystals using Finite Difference Time Domain (FDTD)
method.
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Trees arranged in definite patterns can act as sonic crystal noise barriers. Rosa et al.
[11] demonstrated the possibility of sound attenuation by periodically arranged trees
in a lattice form. They found that there is an improvement in sound attenuation values
at frequencies less than 500 Hz when compared with a typical green belt or forest. In
a similar work, Gulia et al. [12] conducted a 3D computational study on periodically
arranged Thuja trees as scatterers. A good amount of sound attenuation was found
within frequency of 500 Hz. Morandi et al. [13] performed measurements on sonic
crystals at normal incidence under EN 1793-6 standards, which allows to cancel
ground reflection and edge diffraction by applying suitable windowing techniques.
Average sound insulation of 10 dB was found in a frequency range of 550–1,000 Hz.
Torres et al. [14] presented the concept of sonic crystal acoustic screens to control
transportation noise. Their performance was found to be comparable to classical
acoustic barriers.

In this paper, we have presented a finite element analysis of sonic crystals for
highway noise reduction. We have used a total of 50 scatterers arranged in a 10 × 5
pattern. The sound sources in the highway are assumed to be planar in nature with
frequencies ranging up to 8000 Hz. Frequency-domain analysis and eigenfrequency
analysiswere performedusingCOMSOLMultiphysics.Maximumsound attenuation
around 27 dB was found in the first band gap.

2 Methodology

2.1 The Model

The entire model is constructed in COMSOL Multiphysics background. The radius
of the scatterers and the lattice constant are 25 mm 90 mm respectively. So, Eq. (3)
returns an approximate value of 0.25 as filling fraction. Air is taken as host material.
The scatterers are assumed to be sound hard which is implemented as a sound hard
boundary condition. A sound hard boundary takes the normal component of accel-
eration and velocity as zero at the boundaries. As the structure is periodic, periodic
boundary conditions are added to the boundaries of the unit cell in both directions.
Free triangular elements of maximum size 8.575 × 10−3 m is used for the mesh
generation. This size of the triangular element comes by dividing the wavelength to
20, i.e. λ/20. The unit cell generated is presented below in Fig. 2.

The unit cell is extended to periodically arrange scatterers in a 10 × 5 grid as
shown in Fig. 3. Plane wave background pressure field of 1 Pa is added to the left of
the array.
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Fig. 2 Unit cell generated in
COMSOL Air 

Scatterer

Fig. 3 10 × 5 array having
background pressure field of
1 Pa

Plane wave, 1 Pa 

2.2 Simulation

An eigenfrequency study is performed on the unit cell of Fig. 2 for the first ten
eigenfrequencies. A parametric sweep is done for the wave vector along the direction
of the wave for a range of 0 ≤ kx ≤ π /a that is the range of the irreducible part
of the Brillouin zone [15]. The eigenfrequency study finds the band structure and
eigenmodes of the unit cell. For the array, frequency-domain study is performed. The
frequencies are varied between ranges of 100–8000 Hz with a step size of 10 Hz.
The frequency-domain study returns the pressure distribution and the transmission
loss across the array.

3 Results and Discussion

3.1 Eigenmodes and Band Structure

The eigenfrequency analysis produces the eigenmodes and band structure of the unit
cell. As the structure is periodic in nature, eigenfrequency analysis of one-unit cell
suffices the analysis for thewhole structure. Figure 4 shows the first six eigenmodes at
respective eigenfrequencies of 1400.8, 2224.3, 3904, 4110.8, 4390.1, and 4960.3 Hz
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a) b) 

c) d) 

e) f) 

Fig. 4 First six eigenmodes showing the variation of acoustic pressure field inside a unit cell at kx
= 34.907 1/m
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Fig. 5 Band diagram

when kx is fixed at 34.907 1/m. The pressure in the following six eigenmodes varies
between a maximum of 2.14 Pa to a minimum of −1.92 Pa.

Similarly, we the draw band diagram, which is a plot of eigenfrequencies at
different kx values. Figure 5 shows the band diagram. The grey areas are the band
gaps within which sound attenuation takes place. The centre frequency of the first
band gap is found to be around 1812 Hz, which is close to the centre frequency
of 1906 Hz found from Eq. (2). Total of four band gaps is found within 8000 Hz.
Corresponding sound attenuation values will be presented in the next section. Second
and forth band gaps have centre frequencies that are multiples of the centre frequency
of the first band gap. There is also a narrow third band gap around a centre frequency
of 4200 Hz.

3.2 Pressure Distribution and Transmission Loss

The pressure variation across the sonic crystal at different frequencies of 1810 Hz,
3000 Hz, 5250 Hz and 7000 Hz are shown in Fig. 6a–d, respectively. Out of the
four frequencies 1st and 3rd frequencies fall inside 1st and 4th band gaps. Sound
attenuation can be clearly observed at those frequencies in Fig. 6a, c, respectively.
For the other two frequencies, which lie outside the band gaps, sound wave passes
through the crystals with not much attenuation.

Transmission loss occurs across the array of scatterers at the band gap regions.
Transmission loss can be calculated from the exit and inlet pressure of the array.
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c) d)

a) b)

Fig. 6 Pressure variation at different frequencies of a 1810 Hz b 3000 Hz c 5250 Hz d 7000 Hz

T L = 20 log10
pi
po

(5)

Here pi and po are pressure at inlet and outlet of the array, respectively. Transmis-
sion loss in the first band gap is presented below in Fig. 7. Approximate transmission
loss of 27 dB is found around 1730 Hz.

Transmission loss at other band gaps can be viewed in Fig. 8. Sound transmission
losses can be accurately seen over the band gaps except for the third band gap, which
shows transmission loss over a wider band than the actual width of the band gap.

4 Conclusions

In this paper, a finite element study over a sonic crystal grid of 10 × 5 has been
done. Planar sound sources are considered for the highway noise over a frequency
range of up to 8000 Hz. Four band gaps are found within 6000 Hz showing good
sound transmission loss values. Maximum sound attenuation of 27 dB is found in
the first band gap. Band gaps were calculated from the eigenfrequencies of the unit
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Fig. 7 Transmission loss in the first band gap

Fig. 8 Band diagram and corresponding transmission loss



128 D. Panda and A. R. Mohanty

cell. Pressure distribution along the sonic crystal array shows good agreement with
the band diagram. Acoustic pressure is found to be attenuated inside the array, if the
frequency of the planar wave falls within the band gap region. Sound frequencies
outside the band gap regions are not much attenuated. It is concluded that, sonic
crystals show good sound attenuation property at specific frequency bands which
can be used to user’s advantage in highways.
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Acoustic Properties of Additive
Manufactured Porous Material

Deepak C. Akiwate, Mahendra D. Date, B. Venkatesham, and S. Suryakumar

Abstract Acoustic porousmaterials are extensively used inmany engineering appli-
cations like building, automobile, aviation, and marine. The health risk factor and
environmental claims, associated with traditional materials such as glass wool, min-
eral fibers, and polymer foams demand for the alternative porous acoustic absorbing
materials. Advances in additive manufacturing (AM) allow to manufacture complex
structures and give an alternative method to produce porous materials. This study
investigates the acoustic properties of porous sound-absorbing material produced by
using additive manufacturing (AM) technique and explores the feasibility of AM to
manufacture acoustic absorptive materials. For study, three samples with different
aperture ratios were fabricated by AM technique, and their sound absorption coeffi-
cients were measured experimentally by using the impedance tube. The theoretical
formulation for predicting normal sound absorption coefficient of sample with and
without air gapwas developed and comparedwith experimental results. The predicted
absorption coefficient agrees well with measured results. The measured results indi-
cate that the absorption coefficient of the structures fabricated through AM can be
altered by varying aperture ratio and air gap behind the sample. This study reinforces
the capability of AM for producing complex acoustic structures with better acoustic
properties.
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1 Introduction

Porous materials are widely used to absorb sound along the path in many engineering
applications like building design, automobile, and aviation [1, 2]. These materials
include glass wool, mineral fibers, polymer foams and fibers, and are well known as
traditional sound absorbers due to their ease of use and flexibility to adopt complex
shapes. However, these materials have environmental issues like non-degradability
and non-recyclability [3, 4]. In addition, glass and mineral fibers have high health
risk factors to human health. These environmental and health issues associated with
traditional acoustic materials demand for alternative porous sound-absorbing acous-
tic materials. A good amount of literature is available on exploring natural materials
for acoustic applications [5–7]. Aiming to the same, Zulkifli et al. [5] investigated
acoustic properties of multilayer coconut coir fiber and found good absorption coef-
ficient in the relatively higher frequency range. Ersoy and Kucuk [6] measured the
acoustic absorption of industrial waste, developed during processing of tea leaves and
observed good acoustic absorption between 500 and 3200Hz. Similarly, Fatima and
Mohanty [7] studied acoustic and fire-retardant properties of jute composite material
which found application in many household and industrial appliances. Many studies
have already reported about acoustic properties of various materials with different
manufacturing methods. However, the recent advances in additive manufacturing
(AM) enables to manufacture complex shapes which were difficult by using tradi-
tional methods [8]. The use of additive manufacturing method to produce acoustic
porous materials and structures were discussed in literature [9–12]. Setaki et al. [10]
prepared complex-shaped compact resonator configurations using AM technique,
and the measured absorption coefficients of these configurations were validated with
predicted results. Liu et al. [11] studied acoustic properties of microperforated panels
manufactured with AM technique which were light and thin compared to traditional
ones. In another study, Liu et al. [9] investigated the effect of perforation angle
and backside air gap on the acoustic absorption coefficient of additive manufactured
porous material. But, the combined effect of aperture ratio and back air gap on acous-
tic absorption was not studied yet. However, there are limited studies which explore
additive manufacturing for acoustic applications.

The main objective of this study is to demonstrate the feasibility of additive
manufacturing to produce sound-absorbing porous materials and to investigate the
effect of aperture ratio as well as air gap behind the sample. The proposed method
in this work can provide a basic framework to produce sound-absorbing materials
using additive manufacturing and can be extended for more complex configurations
specifically designed for desired frequencies.
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2 Materials and Experimental Setup

2.1 Materials and Manufacturing of Sample

In this study, the sample dimensions chosen are 30.00mm diameter and 20.00mm
length as shown in Fig. 1a. The angle of perforations and the diameter of the pores
were kept constant as 15.000 and 0.80mm, respectively. The aperture ratio of the
samples was varied by changing the distance between the pores b, as shown in the
Fig. 1b. Hole spacing (b) of 2.00, 4.00, and 6.00mm were chosen for current study;
their corresponding aperture ratios are 9.36%, 2.34%, and 1.06%, respectively. These
sampleswill be henceforth referred asADM1,ADM2, andADM3.The sampleswere
fabricated in a Polyjet-based AM system (Object30 Prime, Stratasys), with VeroB-
lue (RGD 840) resin as the raw material. A Polyjet-based system was chosen as
it provides greater accuracy and finer feature resolution compared to the prevalent
FDM-based AM systems. All samples were printed with 16.00-micron layer resolu-
tion, along the axial direction of the pores. Table1 shows the detailed dimensions of
manufactured samples used for the current study.

Fig. 1 Additive manufactured test specimens a images of samples b sectional view with geometric
terminology

Table 1 Geometric parameters of additive manufactured porous samples

Sample ADM1 ADM2 ADM3

Sample diameter, D (mm) 30 30 30

Hole diameter, d (mm) 0.8 0.8 0.8

Sample length, L (mm) 20 20 20

Hole spacing, b (mm) 2 4 6

Perforation angle, θ (degree) 15 15 15

Aperture ratio, P (%) 9.358 2.339 1.050
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Fig. 2 a Experimental setup
for measuring absorption
coefficient b schematic of
providing air gap in
impedance tube

2.2 Experimental Setup

The normal sound absorption coefficient of the sample was measured by using two
microphone impedance tube methods [13–15]. Impedance tube consists of a tube-
like structure with the speaker at one end and sample holder at another end as shown
in Fig. 2. The sample holder was capable of providing rigid termination as well
as air gap behind the sample. The random signal was given as input to speaker
and the plane wave propagation inside the tube was considered for measurements.
The assumption of plane waves holds up to higher order cut-on frequency which is
decided based on tube dimensions. The spacing between two microphones decides
lower frequency limit. Impedance tube of 30mm internal diameter was used with
measurement frequency range from 800 to 6300Hz. Pressure sensed bymicrophones
were acquired by data acquisition system (DAQ) which was connected to computer
interface. The signal generator was also connected to the DAQ to generate a random
signal. The microphone switching method was used to minimize the measurement
error due to phase mismatch between the two microphones, also this method enables
the results independent of the gain of twomicrophone channels.ASTM1050 standard
was followed for measuring absorption coefficient [15].

3 Theoretical Analysis

The manufactured porous materials are consisting of pores similar to narrow tubes,
inclined at an angle of 15◦ to the direction ofwave propagation. Thewave propagation
in narrow tube depends on the geometrical parameters such as shape and size of the
tube. The dissipation of sound in narrow tubes involves the viscous and thermal
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losses at the boundary of the wall, as the dimensions of the tube become comparable
to the boundary layer thickness. These narrow tube viscous and thermal effects can
be incorporated by estimating effective complex density and effective complex bulk
modulus of themedium, respectively [16]. The surface impedance of porousmaterial
when backed by rigid termination, was estimated using viscothermal effects. Later,
surface impedance was used for calculating the absorption coefficient. However,
when the sample is backed by the backside air gap, it changes the complete physical
system and it acts as a microperforated plate (MPP) backed by air cavity [17]. In this
case, narrow tubes act as inertance while air gap acts as compliance. The formulation
for both cases with and without air gap to predict absorption coefficient in normal
incidence is as follows.

3.1 Porous Material Without Air Gap

The effective complex density ρ and complex bulk modulus K is given by [15];

ρ = ρ0

(

1 + σφ

jωρ0
Gc(s)

)

(1)

and

K = γ P0
γ − (γ − 1)F(B2ω)

, (2)

where

F(B2ω) = 1

1 + σφ

j B2ωρ0
Gc(Bs)

(3)

and

Gc(s) =
−s
4

√− j J1(s
√− j)

J0(s
√− j)

1 − 2
s
√− j

J1(s
√− j)

J0(s
√− j)

. (4)

Here P0, γ , B are the ambient pressure, ratio of specific heats, and square root of

Prandtl number, while s is the shear wave number given by s = c̄
√

8ωρ0

σφ cos2(θ)
. J0 and

J1 are the Bessel functions of zero and first orders, while ρ0 is the ambient density
of air. The quantity σφ which is the product of flow resistivity and porosity of the
material, and given is by 8η/(r̄2). Here, η is the dynamic viscosity of air and r̄ is
the hydraulic radius of narrow tube which is the ratio of cross-sectional area to the
perimeter of the tube. As the sample is supported by rigid termination, its surface
impedance is given by

Z = − j Zc cot(kL
′
)

P
. (5)
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Here, Zc and k are the characteristic impedance andwave number based on viscother-
mal effects discussed above. P is the aperture ratio of porous material while L

′
is

the effective length of sample including an end correction of 0.85d. The reflection
coefficient from surface impedance can be calculated by R = Z−Zc

Z−Zc
and subsequently

absorption coefficient by α = 1 − |R|2.

3.2 Porous Material with Air Gap

As discussed earlier, manufactured porous material backed by air gap acts as MPP
with the cavity. The specific impedance of the MPP layer including end correction
is given by [16]

Z = (R + jM)/ρ0c0 = (r + jm), (6)

where r = 32ηL
′

Pρ0c0d2

[√
1 + x2

32 +
√
2
8

xd
L

]

, m = L
Pc0

[

1 + 1√

9+ x2
2

+ 0.85d
L ′

]

, and

x =
√
d
2

√
ωρ0

η
. Here, r and mω are the normalized resistance and specific acous-

tic reactance of MPP. The term L
′
represents the effective length of tubes, given by

L/ cos(θ). Therefore, the total normalized specific acoustic impedance of the MPP
backed by air gap is given by

Z = r + j

[

mω − cot

(
ωH

c0

)]

. (7)

Here, H is the depth of air gap behind the sample. The absorption coefficient of
a complete system with air gap can be estimated as

α = 4Re(Zt )

[1 + 4Re(Zt )]2 + [Im(Zt )]2 . (8)

4 Results and Discussion

The sound absorption coefficients of additive manufactured samples ADM1, ADM2,
and ADM3 were measured in impedance tube without air gap and results are shown
in Fig. 3a. It is observed that all three samples have similar trend for absorption
coefficient with respect to frequency. The sample ADM1 which is having highest
aperture ratio and has the highest amplitude of absorption coefficient of 0.93 at a
frequency of 3550Hz, while sample ADM3 has lowest aperture ratio and amplitude
of absorption coefficient of 0.16 at 3120Hz. The frequencies ofmaximum absorption
observed in all samples were well below of their quarter-wave tube effects. It is due to
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(a) (b)

(c) (d)

Fig. 3 Effect of design parameters on absorption coefficient of all additive manufactured samples
for a aperture ratio b air gap for ADM1 c air gap for ADM2 d air gap for ADM3

viscothermal dissipation near the narrow tubewalls which reduces the speed of sound
in narrow tubes as compared to the speed in ambient air. So, it causes a reduction in the
frequency value of peak absorption. It can be noted that as the aperture ratio increases
the amplitude of absorption and the frequency of peak absorption increases.However,
therewill be the certain limit for aperture ratio because of diminishing of viscothermal
effects. Therefore, an optimum aperture should be obtained to achieve maximum
absorption at the desired frequency. All three manufactured samples were tested in
impedance tube with air gap of 1, 2, and mm. The absorption coefficients of samples
with these conditions are shown in Fig. 3b–d. The provision of air gap shows similar
behavior in all samples regardless of their aperture ratio and the same was observed
earlier by Liu et al. [9]. Providing air gap behind the sample modifies the complete
physical system as compared to previous case. Because, the narrow tubes become
open at both ends and behaves like acoustic inertance and air gap acts as acoustic
compliance. Therefore, it creates the system analogues to Helmholtz resonator. Air
gap significantly reduces the peak frequency of observationwhile at the same time the
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(a) (b)

(c) (d)

Fig. 4 Comparison of absorption coefficient of samples ADM1 with backside air gap of a 0mm b
1mm c 2mm d 3mm

amplitude of absorption coefficient increases with narrow band response compared
towithout air gap. This is one of the desirable phenomenon in terms of low-frequency
noise control where most of traditional acoustic material may not be effective. The
peak absorption coefficient with different air gaps can be observed in case of ADM1
andADM2while for ADM3 peak absorption can be observed only with 1mm air gap
and for another two cases it is below the lowest measurement frequency (<800Hz)
as shown in Fig. 3d. Thus, it is concluded that optimum aperture ratio and air gap
can be employed to design the additive manufactured porous materials at desired
frequency.

Themeasured absorption coefficient of the sampleADM1with andwithout air gap
was compared with theoretical formulation discussed in the previous section. The
absorption coefficient of sample “ADM1” backed by rigid support was estimated
by using viscothermal formulation as discussed in Sect. 3. Equations1 and 2 were
used to estimate effective medium properties while Eq.5 was used for predicting
equivalent impedance of the structure. Figure4a shows the comparison of predicted
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and measured absorption coefficient of ADM1. There is good agreement between
measured and predicted results. In case of the sample with air gap, MPP with air-gap
formulation was used. Figure4b–d shows the comparison of predicted and measured
absorption coefficients of sample ADM1 with an air gap of 1, 2, and 3, respectively.
There is a good agreement between amplitude as well as the frequency of maximum
absorption, while for air gap of 1mm there is a discrepancy in frequencies as shown
in Fig. 4b. The predicted frequency of maximum absorption is higher than that of
measured one because of the reactance due to air gap is much higher than sample
reactance at lower frequencies, and will become equal at the resonance, i.e., at the
frequency of peak absorption. This higher reactance of air gap shifts the predicted
frequency of maximum absorption toward higher side. The reactance due to air
gap reduces by increasing the air gap behind the sample. Hence, the predicted and
measured results agree well for 2 and 3mm air-gap cases. However, maintaining
the exact 1mm air gap behind the sample was challenging one and small deviations
in air-gap measurement causes large deviations in predicted and measured results.
Thus, the proposed theoretical methodology to predict absorption coefficient with
and without air gap has been validated. The proposed formulation is applicable when
the reactance due to air gap will be in the order of sample reactance. However, further
studies required to understand the effect of narrow air gaps on frequency shift.

5 Conclusions

In this work, an alternative manufacturing method has been successfully demon-
strated to fabricate artificial acoustic porous materials. These materials have good
acoustic properties in medium frequency range and can be used for low-frequency
range sound absorption with specific air gap behind the samples. The amplitude and
frequency of maximum absorption can be tuned by changing aperture ratio of mate-
rial and air gap behind it. The increase in aperture ratio for chosen range, increases
the amplitude as well as frequency of peak absorption. However, increase in air gap
behind sample increases amplitude of peak absorption and significantly reduces the
frequency of maximum absorption. Appropriate combination of air-gap and aperture
ratio can be used to achieve good absorption coefficient in mid to low-frequency
range where most of traditional materials may not be effective. The proposed the-
oretical formulation for both configurations, i.e., with and without air gap has been
validated with experimental results. The method presented in this work provides a
basic framework to design and manufacture more complex structures with AM to
obtain good acoustic performance in desired frequency range.
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Sound Transmission Characteristics
Through Multi-panel Structures
of Wooden Doors and Uncertainty
Components in the Measurements

Kirti Soni, Mahavir Singh, and Yudhisther K. Yadav

Abstract This paper examines the sound transmission loss (STL) through composite
panel door systems commonly used in the recording studios, operating theaters,
libraries, interview rooms, offices, museums, etc. The sound insulation property of
different combinations of door panel of materials such as wood/plywood, cement
board, wool, tec sound, laminate is investigated. Reverberation chamber method
is used to determine the sound transmission loss. This paper presents the results
of a series of doors tests to estimate the sound transmission loss through different
combinations of wooden door system. The main aim of this study is to design such a
system using wooden door panels that can provide significant noise reduction. The
other objective of this study is to evaluate typical doors characteristics including the
effect of minor modifications that could increase the noise reduction provided by the
door system.

Keywords Acoustics materials · Sound transmission loss · Sound transmission
class

1 Introduction

People are very sensitive to noise. Noisy environment living produces stress that
negatively impacts our life and also interfere with our sleep and makes us tired
and short tempered. If a building is located close to a heavily trafficked road it is
quickly exposed to noise pollution. Every truck, car or even tram generates a back-
ground noise that can significantly harm our quality of life. In hospitals, noise is often
considered as one of themain areas of worry, because it is responsible for sleep loss in
patients, high stress levels (both in patient and working staff) and as a result medical
error increases [1–3]. Several studies reported that far greater amount of noise comes
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throughDoors andwindows, not thewalls [4–11]. It is clear from the laboratory study
that more than 90% of all the exterior noise comes in through doors and windows.
Reduced noise pollution using increased sound insulation creates a healthy working
home/office environment that increases the productivity. Few studies exist regarding
the sound insulation of the doors. There are numerous environments such as recording
studios, operating theaters, libraries, interview rooms, and museums where effective
sound-proofing doors are required [12]. The main aim of this study is to design a
perfect structure of door that can provide an economical and durable noise reduc-
tion solution for confidential speech privacy. The secondary goal of the study is to
design thinnest door with high STC (Approx.50). Sound transmission class (STC)
offers an estimate of the acoustic performance of a door in certain common airborne
sound insulation applications. Wood-door configuration can achieve isolation noise
levels equal to or higher than more massive construction such as concrete, but to take
advantage of that potential, it is important to characterize the airborne sound trans-
mission loss properties of wood-door configuration. About 45 sound transmission
class (STC) value is required for confidential speech privacy in healthy office/home
environment [12]. In total twelve door panels of different configurations tested in
laboratory. Six door configurations tested, to show the dependence of the sound trans-
mission on the space/acoustic panel position between Cement Fiber Board/Plywood,
with/without laminate and with different thickness of tec sound. And also to design
the minimum thickness of the door that could reliably achieve the target of STC 50.
The effect of 500/1000GSM acoustic wool to fill the space between Cement Fiber
Board/Plywood was also examined. Some other significant factors that affect sound
transmission characteristics were also pointed out in the paper.

2 Description of the Measurement

The test results reported here were obtained in the Sound Transmission Suite Lab at
the Acoustics & Vibration Metrology Section, CSIR-National Physical Laboratory,
NewDelhi, India. The sound transmission loss characteristics of the differentwooden
doors were measured by ISO 16283-1:2014 and ASTM Standard Classification
E-413.Door samplesweremounted in a removable test frame between two chambers,
without rigid contact to either reverberation chambers. Door panel specimens were
mounted in an opening (930 mm × 630 mm) between source room and receiving
room. Both rooms are irregular in shape with no parallel surfaces and are equipped
with stationary diffusers. The source and receiving rooms in the test suite have
volumes of 257 and 271 cubic metres, respectively. Test signals are supplied to each
room by duo-decahedral loudspeakers systemwith independent pseudorandom noise
sources. Pink noise is used to measure decays in the receiving room. B & K Type
2270 Sound level metre in each room are used to obtain space averaged sound pres-
sure levels and reverberation times. A sound transmission class rating (STC) was
obtained for each door by ASTM E-413, Standard Classification for Determination
of Sound Transmission Class.
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The sound pressure level and reverberation time measurements are made for a
1/3-octave band with centre frequencies from 100 to 4000 Hz. The data are then
used to calculate sound transmission loss for each frequency band as per specified
standards. The sound transmission loss was calculated as Eqs. (1) and (2)

ST L = Ls − Lr + 10 log10

(
S

A

)
, (1)

and

A = 0.161V

T
, (2)

where

Ls average sound pressure level in source room (dB)
Lr average sound pressure level in receiving room (dB)
S area of the test partition (m2)
A total absorption area of receiving room (m3/s)
V volume of receiving room (m3)
T reverberation time (s).

The evaluated uncertainty in measurement is ±1.0 dB which is at a coverage
factor k = 2 and which corresponds to a coverage probability of approximately 95%
for normal distribution.

3 Results and Discussions

Different structures of doors (Fig. 1) based on applications were tested in CSIR-
NPL Sound Transmission laboratory. The details of the measured transmission loss
values for wooden doors are influenced by numerous parameters describing the doors
such as: (a) plywood thickness, (b) Cement Fiber Board thickness (c) wool thick-
ness/GSM), and (c) layer spacing i.e., air gap etc. Investigation of the data shows
that these parameters have different effects on transmission loss values than on STC
values. In some cases changes to a door structure, that would usually significantly
change STC ratings, have only very small effects on transmission loss values and vice
versa. It is important to specify doors samples in terms of their measured transmis-
sion loss values rather than to guess the effects of improvements to doors structures
by various modifications to them. Sample 1 is four-layer structure and layer 1 is
12 mm Cement Fibre Board, layer 2 is 50 mm (Thick) × 50 mm (Width) Wooden
Baton frame filled with 50 mm 500 GSM wool, layer 3 is 5 mm Thick Tec-sound,
and layer four is 12 mm Thick Cement Fibre Board. STC value of Sample 1 is 46
while STC value of Sample 2 is 45 is somewhat similar to the Sample 1 in structure
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Fig. 1 Sound transmission loss of different samples (1-12)
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Fig. 1 (continued)

except 1 mm thick Laminate is used in upper and lower layer and 12 mm and 14 mm
plywood are used in place of cement fiberboard. In Sample 1, 5 mm thick Tec-sound
is used in the lower layer while in Sample 2 it is used in the upper part of the layer. It
is clear that 1 mm thick laminate and upper or lower position of the thick Tec-sound
is not highly affecting the STC value. Sample 6 thickness is just half the thickness
of Samples 1 and 2, while STC value is almost similar 44. In Sample 6, 5 mm Tec-
sound and only 7 mm wool are used in the centre part. It is obvious that 40 mm,
83 mm and 92 mm door samples are giving 44, 46, and 45 STC values. Similarly,
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Fig. 1 (continued)

Sample 3 and Sample 4 are of the same thickness, i.e., 115 mm but STC value is
higher (48) for Sample 3 due to the internal configuration.Similarly sample 14 have
152mm thickness represent high STC(49) value. In sample four 1000GSM/75mm
wool is used as a single layer while in sample three 500 GSM wool is used in two
layers separated by 2.5mm Tec-sound. Increase in GSM value from 500 to 1000 is
not playing major role for increase in STC value. In Sample 4, 1000 GSM/75 mm
wool is used as a single layer while in Sample 3, 500 GSMwool is used in two layers
separated by 2.5 mm Tec-sound. Increase in GSM value from 500 to 1000 is not
playing a major role in an increase in STC value. Sample 5 and Sample 1 thickness
is almost same, but STC value is higher for Sample 1, i.e., 46 as cement fiberboard
is used in place of the metal sheet. Sample 7 to 12 have STC value lower than 40.
The best configuration which is giving highest STC in all samples is Sample 3, and
Sample 6, is also better than other as its thickness is only 40 mm. However, STC
value is 44. In Sample 4 if plywood thickness change from 14mm to 10mm and an air
gap of 2mm is introduced in the center of the sample than higher STC value (around
50) can be achieved.
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3.1 Comparisons of TL(avg) and STC Values
for the Different Types of Doors

The first analysis of the data was to examine the relationship between the mean
TL(AVG) values of each of the door types and the corresponding mean STC values.
The TL(AVG) values are plotted versus the corresponding STC values in Fig. 2.
Each data point represents the average results of one of the 18 types of wooden doors
corresponding to the values. There is a statistically significant relationship (R2 =
0.987) between the TL(AVG) and STC for the 18 values. However, the scatter about
the mean trend is quite small. That is, for a given STC value there is a substantial
range of possible TL(AVG) values.

3.2 Uncertainty Components Occurring in Measurements
of Sound Transmission Loss

If the measured or predicted noise level depends on many input values, then the final
result is a function of many influences (Eq. 3) [14]

L = f (Y + Y + Y + Y + · · · + Y ) (3)

where L = the measured, which is determined by directly measured quantities Y
, Y , Y … Y (input variables). One and all of them carry some standard uncertainty
u and combined standard uncertainty uc, under assumption that the individual influ-
ences in Eq. (3) are independent. The uncertainty of measurement comprises many
sources and many components. The ISO guide divides these components into two
classes: type A or type B estimations, depending on the method used to estimate
their numerical values. Type A evaluation of standard uncertainty is obtained from
statistical analysis of the results of series of experimental measurements, like stan-
dard deviations. Type B quantities are those for which there are no experimental data
from a set of measurements to statistically evaluate their standard uncertainties, but
probability distributions based on experience or other information, like calibration
certificates, manufacturer’s data, or the result of a previous uncertainty evaluation
[14]. The sound transmission loss of a sound insulating material is measured (using
Eq. 1) in the laboratory through the measurement of the one-third octave band levels
L and L at the source and receiver chambers, respectively, and reverberation time T
of the latter. The mean value was calculated from n measurements is taken as the
estimated measurement result. In this case, the standard uncertainty of parameter is
equal to the experimental standard deviation s of the mean of a series of independent
observations.

u = s√
n

(4)
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Where, u = uncertainty of parameter
s = standard deviation of parameter of n observation
n = number of observations
Thederivativeswith respect toLs andLr are respectively, 1 and−1.Thederivatives

with respect to T, A, V are, respectively,

∂L

∂T
= 10

ln 10

1

T
; dB

s

∂L

∂A
= 10

ln 10

1

A
; dB
m2

∂L

∂V
= − 10

ln 10

1

V
; dB
m3

Hence, the combined standard uncertainty in STL will be

uc =
√√√√

((
∂L

∂Ls

)2

u2Ls +
(

∂L

∂Lr

)2

u2Lr +
(

∂L

∂T

)2

u2T +
(

∂L

∂A

)2

u2A +
(

∂L

∂V

)2

u2V

)
; dB

(5)
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Fig. 2 Scatter plot between sound Transmission class (STC) and Transmission loss (TL)
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4 Concluding Remarks

In this study, the evaluation of STC for the composite panels in the aspect of thick-
ness, density, size and with different materials has been achieved using reverberation
chamber method. It is observed from the study that for higher STC, higher thick-
ness is not required as Samples 3 and 4 have same thickness but have different STC
values. However, using minimum thickness panel (Sample 6), higher STC value can
be achieved. Also, the inner configuration of the panel also plays an important role in
achieving high STC value. In Samples 1, 2, and 3, high STC (48) value is observed
for Sample 3 because of the sound partition of the wool in the center.
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Prediction of Acoustical Performance
with and Without Airflow Resistivity
of Fibrous Natural Materials

Manish Raj, Shahab Fatima, and N. Tandon

Abstract Traditional sound-absorbing materials for noise control are rockwool
and glasswool which serve the purpose pretty well but are accompanied by some
serious health hazards during theirmanufacturing or processing or application.Hence
researchers and practitioners are coming up with new materials, particularly from
natural sources, which apart from being cheap and readily available, have good noise
absorption properties alongwithminimum effect on environment and health hazards.
When sound is incident on these materials, some portion is reflected back (due to
impedance mismatch), some portion is dissipated within the material (due to thermal
and viscous loss in the pores) and the remaining is transmitted to the medium behind
thematerial. Sound absorption is defined as dissipation plus transmission; hence, any
parameter which increases any of these two effects will increase the sound absorp-
tion. Just like the synthetic sound-absorbing materials, these natural materials are
also porous in nature which creates sufficient interest to explore them for potential
acoustical applications. Several researchers have conducted acoustical investigations
on materials which are used in some other form such as bamboo, jute, kenaf, hemp,
ramie, sisal, coconut coir, tea leaf fibre, betel nut fibre and also on some waste mate-
rials like recycled rubber, cigarette butt, bagasse, oil palm empty fruit bunch fibre. In
this chapter, a mathematical model has been developed to predict the normal sound
absorption coefficient of jute and waste cotton. It can also be predicted by estimating
the airflow resistivity of a material and feeding that into established models but the
amount of error encountered in this approach is often large. So, with an objective
to minimise the error, characteristics impedance and complex wave number of the
materials have been experimentally estimated. With the minimum sum of squares of
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error curve fitting approach, aMATLAB code has been developed to obtain themodi-
fied coefficients in Delany–Bazley (D–B) model. These equations have been used
to predict the sound absorption coefficients of Jute fibres and waste cotton, which is
compared with the actual ones obtained by conducting experiments on impedance
tube. The modified model was found to be of the greater degree of accuracy than
the original D–B model. Further, the airflow resistivity term was eliminated in the
Matlab code and the model was used to predict the normal sound absorption coef-
ficient at different frequencies. The results of this model were compared with the
result of the original D–B model and experimentally estimated normal absorption.
It was also found to be closer to the actual behaviour than the one predicted by D–B
model.

Keywords Natural fiber · Acoustical mathematical modelling · Sound absorption
coefficients · Jute · Waste cotton

1 Introduction

Traditional acoustical materials, like rockwool, glasswool, etc., need large amount
of external energy for its production, which increases its overall carbon footprint.
Apart from this, they are also found to be hazardous to the personnel involved with
it. Owing to these limitations, mainly since 2000s research has focused towards
natural and recycled materials to be explored as potential acoustic materials which
are environmental friendly and less hazardous [1]. Over the years, these materials
have been tested in fibrous form, non-woven or as a composite.

Bamboo was one of the earlier natural materials to be explored for acoustical
application. It was inferred that its thickness has a direct effect on SAC over all
frequency range and shifting the air space depth to a higher value shifted the peak
value of SAC towards lower frequency. Increase in the density of the fibre increased
the number of available pores for viscoelastic damping, which resulted in higher
SAC. This trend, however, prevailed only in medium and higher frequency range.
Increasedfibre diameter had anegative effect onSAC.Oncomparisonwith glasswool
with same parameters, it fetched almost similar properties and these results boost the
claim as it to be a valid replacement for glass wool [2]. Rubber is used as vibration
isolators due to its good damping properties and as noise is absorbed by viscoelastic
damping, it motivated researchers to explore this material as a potential acoustical
material. Using recycled rubber particle will serve the dual purpose of waste disposal
with noise absorption. It was observed that smaller particle fetches more attenuation
in the low-frequency range and increase in thickness increased themaximumvalue of
SAC [3]. The natural material obtained from dried and chopped harvested tea leaves
which yield biodegradable fibre was tested between 500 and 6300 Hz, the maximum
value of SAC reached was around 0.7 at 5000 Hz. Another natural material, woven
cotton cloth for which the SAC value was increasing linearly with frequency, was
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used as backing. The thickness of the backing has a direct effect on the SAC value
and absorption at low-frequency increased [4]. Coir is obtained from the outer shell
of coconut which is used as a material for making rope in rural areas. It was observed
that for noise absorption, it performs well at medium and high frequencies, but its
behaviour at low frequencies needs to be improved. While using the material fibres
in association with perforated plates, the SAC at low-frequency improved but the
performance at medium frequency deteriorated. Same thing happens when the fibre
is backed by an air gap. It was observed that perforated plates with coir fibres in the
association of air gap increase the SAC at low frequency. The additional conclusion
was adding the perforated plates reduced the thickness of the air gap needed to be
maintained behind the fibre for the same amount of SAC [5]. The low-frequency
response is a very important property, and traditionally, the performance of natural
materials has not been much appreciable at this, but cotton was found to be one of
the best with SAC up to 0.9 at 1000 Hz. Sisal fibre was found to be a poor absorber
within all range of frequencies with their peak SAC around 0.5 at 5000 Hz [6]. Wool
fibre acted as poor sound insulator at low and medium frequencies but performed
well in the higher frequency range with their SAC of 0.8 at frequencies greater
than 4000 Hz [7]. Very promising behaviour was shown while investigation on the
acoustic properties of Kenaf and sheep wool by varying the thickness of the sample.
Thesematerials performed as a better sound-absorbingmaterial with their NRCvalue
reaching 0.7 and 0.7, respectively [8, 9]. Noise performance test was conducted with
waste cigarette butts in used and unused condition and it has shown the SAC as high
as 0.8 at frequencies greater than 1000 Hz [10]. All these results have been reported
by experimental results. It is quite well known that the instrumentation involved in
the field of noise engineering is extremely costly and time consuming. Hence, an
alternate approach which predicts a result with acceptable degree of accuracy by
application of empirical relationship is discussed in the next section.

Nomenclature

SAC Sound absorption coefficient

NRC Noise reduction coefficient

AFR Airflow resistivity

Zb Characteristics impedance

j
√−1

Kb Propagation constant

σ Airflow resistivity

Zs Normalised acoustic surface impedance

α Absorption coefficient

ls length of sample

K Bulk modulus of air = 1.42e5

C0 Speed of sound in air = 342 m/s

f Frequency

(continued)
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(continued)

Nomenclature

ω Angular frequency

ρ0 Density of air = 1.213 kg/m3

a, b, c, d, e, g, i, k Power law constants

D–B Delany–Bazley

2 Basis of Mathematical Model Formulation

The development of empirical relationship in the field of noise control revolves
around the concept of how much energy sound is able to dissipate as it travels
through the pores of a material. The pores of an absorbing material can be of various
complex shapes but for the ease of understanding and mathematical formulations; it
is considered to be cylindrical. In this concept of lossy cylinder, the mass of the air in
pores acted like an inductor (L), the property of compressibility of the air resembles
a capacitor (C), the viscous loss at the wall of the pores resemble a resistor (R) and
the thermal loss associated in the process resembles a small shunt resistor (G) [11].

Later, Delany and Bazley [12] introduced power law equation in terms of char-
acteristics impedance and propagation constant equations by curve fitting approach
which gives a rough idea of the absorption to be expected by a porous material. In
this, the porosity of the material was assumed to be very close to unity and thus
the only material property governing the absorption was AFR, σ . The equation was

given in terms of
(

f
σ

)
. This equation was later modified up to a greater degree of

accuracy by Miki [13] by using the same experimental data. Further modification
was done by Komatsu [14] in which he changed the variables of power law from(

f
σ

)
to

(
2 − log f

σ

)
. These models consider the flow resistivity as the only variable

to be considered as an input to predict the SAC value with porosity assumed to be
close to unity which is not always a very realistic assumption with respect to natural
materials. With passage of time, other authors like Allard and Champoux [15] have
incorporated other material properties like porosity, tortuosity and characteristics
length to be a variable while estimating the SAC. This was further modified by Kino
[16] by mathematical modifications which predicted the SAC to a greater degree of
accuracy. This increase in accuracy was not fairly compensated by the amount of
costs involved in instrumentation [17]. So, to save the extra cost, some researchers
have shown that if we can just measure the characteristic impedance and propaga-
tion constant of a material, it is very much possible by mathematical modifications to
predict their SAC value even without any knowledge of their AFR [18]. The general
equations of power law are given as [19],
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Zb( f ) = ρ0C0

{
1 + a

(
f

σ

)b

− jc

(
f

σ

)d
}

(1)

Kb( f ) = 2� f

C0

{
1 + e

(
f

σ

)g

− j i

(
f

σ

)k
}

(2)

Zs = − j Zb cot(Kbls) (3)

α = 1 −
[
Zs − ρ0C0

Zs + ρ0C0

]2

(4)

3 Materials and Methods

Jute is a natural material mainly cultivated in the Gangetic plains of southeast Asia.
Owing to its good aspect ratio, it is used for making ropes and garments [20]. It has
shown a good acoustical behaviour [21] along with good mechanical properties [22].
Cotton is used worldwide for making pillows and mattresses for human comfort.
These items start to degrade with their usage and turn into waste when unable to
provide sufficient amount of comfort. As cotton has been proved to be good sound-
absorbing material [23], the properties of waste cotton need to be explored to provide
a cheap and environment friendly alternate acoustical material. So, samples of these
two materials of diameter and thickness 100 mm are fabricated and their AFR is
measured. The results obtained are tabulated in Table 1. This AFR is fed into the
D–B model to predict the sound absorbtion coefficient of these materials, a plot of
which is shown in Figs. 1 and 2.

The actual trend is measured by using a four microphone impedance tube, and the
predicted trend and actual trend is compared as shown in Figs. 1 and 2. It is inferred
that there is a significant difference between the actual and predicted trend. Apart
from this, the phenomenon of coincidence dip [24] is not visible in the D–B model.
Hence we need to minimise the error between predicted and actual trend. This can
be achieved by modifying the coefficients of the power law.

Table 1 Details of fabricated
materials

SI. No. Material Bulk density (kg/m3) AFR

1 Jute fibre 300 20,087

2 Waste cotton 140 49,050
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Fig. 1 Sound absorption
coefficient of Jute by
experiment and D–B model
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Fig. 2 Sound absorption
coefficient of waste cotton by
experiment and D–B model

200 400 600 800 1000 1200 1400 1600
Frequency (Hz)

0.4

0.5

0.6

0.7

0.8

0.9

1

So
un

d
A

bs
or

pt
io

n
C

oe
ff

ic
ie

nt
(S

A
C

)

Experiment
D-B model

4 Modified Model with AFR

The concept of power law was introduced in the 70s when computing power was
severely constrained; hence, a single generic model of D–B, which was originally
for synthetic material, was also in application for SAC prediction for other materials
with near unit porosity. The trend of actual acoustical behaviour may be well above
the predicted one or vice versa. Hence, even the conservative design approach is not
much fruitful. With advancement in computing power, the authors firmly believe,
it is time when the models should be materials specific. It has been tried by some
other researchers too for coconut coir [25] and cotton shoddy [17]. To minimise the
error between the actual and predicted SAC values, the characteristics impedance
and propagation constant were measured in the impedance tube set-up (Figs. 3 and
4) and using the curve fitting approach with minimum sum of squared error, the
constants in the power law equations were estimated by coding in MATLAB.

Characteristic impedance is the sum of resistive impedance (real part) and reactive
impedance (imaginary part). Hence, the term Zb is equivalent to R − j X , which on
equating the real part of characteristic impedance becomes
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Fig. 3 Characteristic
impedance
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Fig. 4 Propagation constant
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R = ρ0C0

{
1 + a

(
f

σ

)b
}

(5)

R

ρ0C0
− 1 = a

(
f

σ

)b

(6)

log

(
R

ρ0C0
− 1

)
= b log( f ) + log

( a

σb

)
(7)

This is a linear equation and the constants can be estimatedwith slope and intercept
of the line. The plot is shown in Fig. 5 is for jute. Same step is extended to estimate
the other coefficients for jute and waste cotton.

X = ρ0C0

(
c

(
f

σ

)d
)

(8)
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X

ρ0C0
= f d

c

σd
(9)

log

(
X

ρ0C0

)
= d log( f ) + log

( c

σd

)
(10)

The coefficients c and d is obtained by slope and intercept of fitted line in the
Eq. (10).

Similarly, the propagation constant can be written as α− jβ, which on comparing
the real and imaginary part of Eq. 2 becomes

α = 2π f

co

(
1 + e

(
f

σ

)g)
(11)

(
coα

2π f
− 1

)
= f g

e

σ g
(12)

log

(
coα

2π f
− 1

)
= g log( f ) + e

σ g
(13)

The coefficient e and g is obtained by slope and intercepts of fitted line of Eq. (13).
Similarly, on comparing the imaginary part,

β = 2π f

co

(
i

(
f

σ

)k
)

(14)

(
coβ

2π f

)
= f k

i

σ k
(15)

log

(
coβ

2π f

)
= k log( f ) + i

σ k
(16)
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Table 2 Coefficients of
power equation

Coefficients D–B model [26] Jute (fitted) Waste cotton
(fitted)

a 0.586 0.3113 0.0304

b −0.75 −0.4003 −0.7871

c 0.768 0.0320 0.0091

d −0.73 −0.8983 −1.0722

e 0.0857 1.1284 0.6962

g −0.70 −0.9814 −0.9830

i 0.1749 0.2374 0.2038

k −0.59 −0.4678 −0.4570

and by fitting a line to the Eq. (16) the coefficients i and k is obtained by its slope
and intercept.

The coefficients for jute and waste cotton as obtained from the steps mentioned
above are obtained and tabulated in Table 2.

5 Modified Model Without AFR

As shown in Eq. 7, log
(

R
ρ0C0

− 1
)

= b log( f )+ log a
σb
; the coefficient b can be found

by the slope of fitted line. To estimate the coefficient a, AFR of the material needs
to be measured. In absence of the required instrumentation, we can still predict the
absorption behaviour bymathematical modifications, b= slope, intercept= log

(
a
σb

)
,

so, a = (
σb

)
eintercept [18].

Putting this value of a in the original equation, R = ρ0C0

{
1 + a

(
f
σ

)b
}
, it is

observed that there is a common item, (σb) in both numerator and denominator which
gets cancelled out and the equation becomes R = ρ0C0

{
1 + eintercept

(
f b

)}
which is

independent of the coefficient a [18]. Readers are encouraged to refer reference [18]
for a detailed explanation of these steps. Hence, in this approach one coefficient is
obtained directly from the slope of fitted line and the other is modified in terms of
the intercept in such a way that the term containing AFR is cancelled out. Following
the same steps, a MATLAB code has been developed to predict the absorption trend
for jute and waste cotton. As observed from Figs. 6 and 7, the developed model
agrees fairly well with the one observed experimentally on considering the overall
performance in the range of frequencies. Apart from reduced error, it also gives a fair
idea about the dip in absorption. Hence, it is better to use material specific models
rather than the generic ones. The model without AFR performs very close to the one
with AFR. The performance is so close that the difference practically vanishes when
we consider behaviour at frequencies greater than 1000 Hz. This can be very much
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Fig. 6 Sound absorption coefficient of jute
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Fig. 7 Sound absorption coefficient of waste cotton

helpful while characterising an acoustical absorbing material, intended to reduce
medium and high frequency noise.

6 Conclusions

Material specific models predict the absorption behaviour with greater degree of
accuracy when compared with experimental results. The models developed with
and without AFR of a material predicts the absorption behaviour fairly well when
compared with the experimental results. The difference between these two models
is converging in nature and it vanishes and practically the models overlap each other
for a frequency greater than 500 Hz for jute and 700 Hz for waste cotton. In a broad
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sense, at a frequency greater than 1000 Hz, there is no difference between the results
predicted by the model with and without AFR. The experimental results have shown
that jute and waste cotton can turn out to be great acoustical absorber and can be
considered as a valid replacement for synthetic acoustical absorbers currently in
application.
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Dependence of Macro-Scale Response
of Fibrous Materials on Polygonal
Arrangement of Fibers

Sagar Deshmukh and Sripriya Ramamoorthy

Abstract Absorption characteristics of fibrous material inherently depend on the
microscopic shapes and the dimensions of the fibers. Periodic Unit Cell (PUC)
modeling approach is used for the optimization of arrangements of fibers. Peri-
odic hexagonal and square arrangement of fibers are considered here for study.
Five Johnson and Champoux-Allard (JCA) parameters and the transmission loss
are computed to evaluate the effect of these two structure configurations. Steady
Stokes and electric boundary value problem has been solved for estimation of the
airflow resistivity, tortuosity and viscous characteristic length, while porosity and
thermal characteristic length are estimated directly from mesh geometry. This study
underlines the effects due to the change in fiber arrangements on to absorption char-
acteristics of 50 mm thick sample size of the rigid porous medium. It is observed
that for equal centric diameter of fibers hexagonal configuration yields better trans-
mission loss compared to square configuration of fibers over frequency range of
0–8 kHz.

Keywords PUC · Transmission loss · Porosity · Airflow resistivity · Tortuosity ·
Thermal characteristic length · Viscous characteristic length
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φ Porosity
σ Airflow resistivity
α∞ Tortuosity
� Viscous characteristic length
Λ′ Thermal characteristic length
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V f Volume of fluid domain
V Total volume of porous media
v Velocity field
p Pressure
E Electric field
μ Dynamic viscosity

1 Introduction

Fibrous porous materials such as glass wool as well as reticulated porous materials
such as polyurethane foams are used for passive noise control inmany applications in
automotive, aerospace and building industries. Thesematerials attenuate the airborne
sound waves by increasing air resistance and thus reducing the amplitude of sound
wave [1].

Several attempts have been made to compute absorption characteristics of porous
materials such as empirical model of Delany and Bazley [2] based on airflow
resistivity of medium for range of fibrous materials. Similar empirical relation-
ships for estimation of absorption coefficient through measurement of complex
surface impedance and complex propagation constant for multi-layer reticulated
polyurethane foam has been proposed by Dunn and Davern [3]. However, these
models impose restrictive requirement on the ratio of frequency to static flow resis-
tivity (0.01 < f/σ < 1) and assumption of near unit porosity. Thus several geometrical
parameters have been evolved to relate absorption characteristics of porous mate-
rials with its microscopic shape and size. The Johnson and Champoux-Allard (JCA)
model [4–6] is based on Biot theory [7, 8] of wave propagation in fluid-saturated
porousmedia. According to Biot theory of wave propagation, two longitudinal waves
(each one in solid and fluid phase) and one transverse wave (in solid phase) propa-
gates through porous medium. Under the acoustic excitation, solid frame of porous
material can be assumed to be rigid for some foams and hence single longitudinal
wave propagates through the fluid medium. Thus porous medium can be seen as
equivalent fluid with effective density (ρ) and bulk modulus (K). These effective
properties account for the losses caused by viscous and thermal effects and depends
on five parameters, viz., flow resistivity (σ ), porosity (φ), tortuosity (α∞), viscous
characteristic length (�) and thermal characteristic length (Λ′). Several experimental
and numerical studies have been carried out for estimation of JCAparameters [8–10].
Recently, Periodic Unit Cell (PUC) modeling of microstructural configuration for
estimation of JCAparameterwas proposed byPerrot et al. [10]. In thismethod, steady
Stokes boundary value problem is solved for estimation of pressure and velocity field
across the fluid domain to compute the flow resistivity of the porous medium, while
electric boundary value problem is solved for electric field to compute tortuosity and
viscous characteristics length of the porous medium.
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Various attempts have been made to relate absorption characteristic of the porous
materials with microscopic parameters of porous medium [11, 12]. Perrot et al. [10]
used bottom-up approach for optimization of shape, size and throat length for the
hexagonal arrangement of fibers. The present work is an attempt to compare the
polygonal arrangement of fibers for the enhancement of absorption characteristics.
Outline of the paper is as follows: In Sect. 2, square and hexagonal arrangements of
fibers have been chosen to estimate JCA parameters. In Sect. 3, the predicted JCA
parameters are used to evaluate the transmission loss using [16]. In Sect. 4, results
of velocity and electric fields are presented and the transmission loss for the two
configurations is also compared. Section 5 concludes the paper.

2 Numerical Calculations

2.1 Model Geometry

In addition to the 2D hexagonal arrangement of fibers [10] square arrangement of
fibers is considered for study as shown in Fig. 1. Both of these arrangements are
commonly seen in most of the fibrous materials. The optimum circular radius of
32 μm and centric diameter of 268 μm of fibers are considered from Perrot et al.
[10] as shown in Fig. 1.

Fig. 1 Structural arrangement of fibers a hexagonal b Square
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2.2 Estimation of JCA Parameters

2.2.1 Porosity (φ)

Porosity can be estimated from geometric model by ratio of volume of fluid domain
to total volume of fluid as well as solid phase of the porous medium.

φ = V f

V
(1)

2.2.2 Air Flow Resistivity (σ)

Navier–Stokes equations for fluid flow governs the motion of fluid in domain and can
be seen as Newton’s second law of motion for fluids. Generalized form of Navier–
Stokes equation for compressible Newtonian fluid is as follows [13]:

ρ

(
∂v
∂t

+ v · ∇v
)

= −∇ p + μ�v + F (2)

where ρ
(

∂v
∂t + v · ∇v

)
accounts inertial forces due to fluid motion, ∇ p represents

pressure difference across fluid domain, μ�v corresponds to viscous forces whereas
F constitutes the effect of externally applied forces. In static conditions or at very low
frequency (ω → 0) fluid flow is dominated by viscous effects over inertial ones, thus
in absence of inertial and external force terms, flow satisfies the following steady
Stokes equation:

μ�v − ∇ p + ê = 0 in Ω f (3)

∇.v = 0 in Ω f (4)

v = 0 on ∂Ωs f (5)

where μ is dynamic viscosity and ê is the externally applied pressure difference
along fluid flow direction. This boundary value problem is solved using commercial
finite element code [15] with no-slip boundary condition on solid walls (Eq. 5) and
with the periodicity of pressure and velocity fields over the fluid domain (
f ). Model
symmetry (shown in Fig. 2) is taken into account to reduce computation time of the
simulation.

From average velocity over fluid domain, flow resistivity of medium can be
estimated using following equation:
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Fig. 2 Use of symmetry for square arrangement of fibers

σ = ê

φ < v > f
(6)

The symbol <> f designated as volume average over fluid domain.

2.2.3 Tortuosity (α∞)

At high frequencies (ω → ∞), inertial effect dominates over the viscous one. In
this case viscosity of the fluid can be neglected and fluid can be assumed to be a
perfect fluid. This incompressible perfect fluid flow problem coincides with electric
conduction problem by assuming that the porous medium is filled with conducting
fluid and having insulated solid phase (skeleton) [14]. This analogy can be conceived
by assuming the change in electric potential corresponds with pressure difference,
fluid inertial term corresponds with current density and fluid density corresponds to
the electric resistivity of the conducting fluid. This assumption remains valid until
wavelength of sound is large enough compared to microscopic dimensions of pores.
This phenomenon is governed by the following set of equations:

E = −∇q + e in Ω f (7)

∇.E = 0 in Ω f (8)

E.n = 0 on ∂Ωs f (9)
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where q is unknown potential field periodic on conductive domain and n is unit
normal vector. This electric boundary value problem is solved using finite element
code [15] for electric field (E) with Neumann boundary condition at fluid surface
interface (Eq. 9). From E tortuosity of the medium is given by Eq. 10, where <> f

symbol refers to volume average over fluid domain.

α∞ = < E.E > f

< E > f < E > f
(10)

2.2.4 Viscous Characteristic Length (�)

Johnson et al. [4] defined parameter � as weighted pore volume to wet surface ratio
and can be estimated from the same electric boundary value problem as below:

Λ = 2

˝
E .EdV

˜
E .EdA

(11)

where area integral is over fluid–solid interface area.

2.2.5 Thermal Characteristic Length (Λ′)

This can be calculated directly from geometry as doubled the ratio of volume of the
fluid domain over area of fluid–solid interface [5].

Λ′ = 2

˝
dV

˜
d A

(12)

where area integral is over fluid–solid interface area.

2.3 Equivalent Density and Bulk Modulus

From the Johnson and Champoux and Allard model [4–6] is effective density and
effective bulk modulus of the equivalent fluid representing the porous medium can
be expressed as function of angular frequency (ω):

ρ(ω) = ρ0α∞

(
1 + φσ

jωρ0α∞

(
1 + j

4ωρ0μα2∞
σ 2φ2Λ2

)1/2
)

(13)

and
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K (ω) = γ P0

γ − (γ − 1)

(
1 + 8μ

jωρ0B2Λ′2

(
1 + j ωB2ρ0Λ′2

16μ

) 1
2

)−1 (14)

where P0 is barometric pressure, γ , B2, ρ0 and μ are specific heat ratio, Prandtl
number, density and dynamic viscosity of saturating air, respectively. From effec-
tive density ρ(ω) and bulk modulus K (ω) one can easily calculate characteristic
impedance and complex wave number [5],

Zc = √
ρK (15)

and,

γ = ω

√
ρ

K
(16)

2.4 Estimation of Transmission Loss

Transmission loss (TL) usually defined as the decrease in acoustic intensity when an
acousticwave propagates through the absorptivemedium. Thus TL can be considered
to be abenchmarkparameter for comparing absorption characteristics of twodifferent
materials or configurations.

Therefore transmission loss of porous material for both configurations has been
estimated over frequency range of 0–8 kHz using dedicated acoustic finite element
based software [16]. The porous material of 50 mm thickness has been modeled
and placed in middle of tube of having 1000 mm length as shown in Fig. 3. A long
length of the tube ensures the propagation of only plane waves for sample under test,
while the outlet of the tube is modeled to be infinitely long to ensure no reflection
occurring from rear side of the tube. Thus transmission loss can be calculated by
using following relation:

TL = 10 log10

(
Wo

Wi

)
(17)

where W0 and Wi are incident powers on the inlet and the outlet surface of the tube.

Fig. 3 Meshed model with porous material at center of tube
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3 Results and Discussions

Steady Stokes and electric boundary value problem has been solved for velocity
and electric field across the fluid domain. Velocity and electric field contours are as
shown in Figs. 4 and 5. Though the pressure drop across the both PUC in downstream
direction is 0.7 Pa, change in velocity profile does occur due to the different positions
of fibers over domain as shown in Fig. 4whereas in electric analysis due to the nonslip
condition, current (or fluid) flow path is more concentrated along circumference of
the fiber due to minimal fluid viscosity in high-frequency domain as shown in Fig. 5.

The values of all the five JCA parameters for hexagon and square arrangements of
fibers are estimated using the Eqs. (1), (6), (10), (11) and (12) and shown in Table 1.
The predicted JCA parameters as well as absorption coefficients for hexagonal fiber
arrangement matched well with the results from Perrot et al. [10].

These five parameters for both the configurations are further used to define the
rigid porous medium in [16] and transmission loss is estimated for desired frequency
range of 0–8 kHz. Figure 6 shows the plots of transmission loss versus frequency for

Fig. 4 Velocity field across the fluid domain for a Hexagonal b Square arrangement of fibers
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Fig. 5 Electric field across the fluid domain for a Hexagonal b Square arrangement of fibers

Table 1 Macroscopic JCA parameters for circular cross section having radius 32 μm and throat
length 70 μm

Parameter Units Hexagon Square

Porosity (φ) % 86.36 91.03

Airflow resistivity (σ) Pa-s/m2 26524 11381

Tortuosity (α∞) – 1.069 1.05

Viscous Characteristic Length (�) μm 112.60 176.96

Thermal Characteristic Length (Λ′) μm 200.00 324.73

both hexagonal and square arrangements of fibers. From plots, it can be seen that TL
in hexagonal arrangement is substantially more compared to square arrangement,
which is expected also due to less number of fibers per centric diameter of 268 μm.
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Fig. 6 Transmission loss versus Frequency for a Hexagonal b Square arrangements of fibers

4 Conclusion

JCA parameters for both configurations have been estimated, and result confirms
that arrangement of fiber affects the absorption characteristics of the porous
medium. Transmission loss for hexagonal arrangement increases proportionally with
frequency up to 5 kHz and remains almost steady over remaining range of frequency.
However, it gradually increases by a small value for square configuration as shown
in Fig. 6. Plots show that the hexagonal arrangement of fibers performs well over
square arrangement of fibers, transmission loss of hexagonal fiber is almost twice
that of square one. Hence for given optimized radius and throat thickness of fibers,
polygonal arrangements can be optimized for better absorption characterization of
porous material. From Table 1 and Fig. 6, it can be concluded that better absorption
characteristics correspond to minimum thermal and viscous characteristic length.
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Acoustic Streaming in a Porous Media

Neetu Srivastava and Yasser Rafat

Abstract Srivastava shown in Srivastava (Powder Technol 320:108–113, 2017,
Lect Notes Mech Eng 19:149–155) that the velocity of the steady flow outside the
boundary layer was independent of viscosity but was dependent on permeability.
Through this paper, we tried presenting practical implication of the theory devel-
oped by Srivastava (Powder Technol 320:108–113, 2017, Lect Notes Mech Eng
19:149–155). It was found that the flowmay be described using the non-dimensional
parameters. Results were plotted for the volumetric flow rate analysis of the problem.

Keywords Fluidized bed · Standing wave · Boundary layer

1 Introduction

Some phenomena in the field of microsystem technologies lead to streaming flows
which are vital for both its positive effects (e.g., microfluidic mixing, fluid pumping)
and its negative effects (e.g., particle/cell focusing). These effects generated due to
the complex streaming pattern can be solved by perturbation method. In this work,
acoustic streaming fields in 2D parallel plate have been structured and the effects
of permeability on a boundary-driven acoustic streaming field are investigated. As a
result large influences on streaming velocities and streaming patterns are observed.
Srivastava [1, 2] investigation reveals that the position of nodes in standing wave is
a function of permeability as well as effective viscosity. Hence, using perturbation
theory a solution is derived near the boundary layer in the vicinity of rigid wall. The
significant effect of permeability in the boundary layer zone can be predicted from
the problem. These derived results have been supported by one practical example.
Non-dimensional flow parameters are used to describe the flow.
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Lord Rayleigh [3] has developed the theoretical work for the study of acoustic
streaming. He demonstrated his work throughKundt’s tube.Westervelt [4] continued
this analysis by analyzing the streaming velocity due to acoustical disturbances.
Further, the related theories were reviewed by Nyborg [5]. Qi [6] did the theoretical
study to analyze the acoustic streaming in a circular tube. Vainshtein [7] analyzed
Rayleigh streaming and Couette flow to investigate the effect of streaming on shear
flow. The treatment has ignored the analysis of acoustofluidics devices involving
porous media. This phenomenon is of great practical interest for a wide range of
applications such as sonoprocessed fluidized bed reactors. Aiming towards maxi-
mizing the efficiency of each particular process, this manuscript is mainly focusing
on the presentation of theoretical development of acoustic streaming through the
fluidized bed. Fluidized bed in the flow structures follows the Brinkman equation
[8]. The coefficient of effective viscosity μe is different from μ, the coefficient of
viscosity of clear fluid in the flow governing equation. The value of μe is different
from μ in all the cases and was predicted by Lundgren [9]. Experimental values for
μe for the steady flow through a wall bounded by a porous medium are measured by
Givler and Altobelli [10] and found that the ratio (μe

/
μ) = γ 2 varies from 5.1 to

10.9 (Fig. 1).
In this paper, we have followed the lines of Landau and Lifschitz [11] to discuss

the Rayleigh streaming through fluidized. According to Landau and Lifschitz the
acoustic streaming (Rayleigh Streaming) is particularly pronounced under the condi-
tion λ � h � δ, where λ is the wavelength, h is the characteristics length scale, and
δ is the viscous penetration depth. In case of porous media (for example, sonopro-
cessed fluidized bed between the parallel plates), theoretical study [12] reports that
the properties of Rayleigh streaming are seen when the characteristic pore size R is
either less than or equal to boundary layer thickness, i.e., R ≤ δ, and in addition
to this the oscillation amplitude is large as compared to the characteristic pore size.
Valverde report has modified Landau and Lifschitz condition for the occurrence of

Fig. 1 Flow domain with
co-ordinates

y’

Ux’
Plate-II ,y=h

’

Plate-I, y=0

Z’
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Rayleigh streaming in presence of porous media as λ � h � δ ≥ R. Brinkman
equation represents the flow in porous region. Under the Landau and Lifschitz condi-
tion, we have used the method of successive approximation employed by Schlichting
[13]. The results have a general application to the process efficiency of acoustoflu-
idics devices involving porous media immersed in viscous fluids where the typical
size of the constituent particle is small as compared to the boundary layer thickness.

2 Perturbed Flow Region Between in the Channel

The standing wave generated in the medium enclosed between two parallel walls
describes simple Couette flow as one of the plates in the flow structures is at rest and
the other is moving with velocity U and satisfies

U

c
� 1. (1)

where c is the wave velocity. This condition is sufficient to ignore the compressibility
of the main flow. Defining a plane standing wave:

W = Re
(
w0 cos Az

′ cosωt ′
)
, −∞ < x < ∞ (2)

where A = ω
c

√[
1 + i

(
σ 2

Ro

)]
, external flow velocity is defined by W

(
z′, t ′

)
, t ′ is

the time and y′ is the normal co-ordinate. On the x ′ variable, none of the flow
parameters depends. Taking into an account an assumption that the appearance of
acoustic streaming in the flow region is due to the small distance between the plate,
the flow equation can be written as

γ 2CurlCurl Curl(�v) = − 1

κ
Curl(�v) (3)

where �v = [
0, vy, vz

]
,σ is the conductivity and μ is the dynamic viscosity. The

relevant boundary conditions are

u′ = 0, v′ = 0,w′ = w
′
s at y

′ = 0
u′ = U, v′ = 0,w′ = w

′
s at y

′ = h

}
(4)

where w
′
s is defined by Srivastava [3]. Let us define stream function, ψ ′, where

vz = ∂ψ ′

∂y′ , vy = −∂ψ ′

∂z′ (5)

Introducing the following non-dimensional variables:y = 2y′
h − 1, z = 2nz′,
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ψ = 32ca
3w2

0h
ψ ′. (6)

Substituting Eqs. (5) and (6) in Eq. (3), we can re-write the Eq. (3) with boundary
layer approximation as

∂4ψ

∂y4
− α2 ∂2ψ

∂y2
= 0. (7)

where α = σ
γ
. To solve the Eq. (7) we can expand the stream function as

ψ = ψ0 + α2ψ1 + . . . . . . . . . . . . . . . . . . . . . (8)

To eliminate the constants from the solution we use the boundary conditions (4)
and can write the solution as

ψ0 = (
y3 − y

)
sin Az (9)

Solution to the first approximation for the Eq. (9) can be written as

ψ1 =
(
y5

20
− y3

10
+ y

20

)
sin Az (10)

where A = ω
c

√[
1 + i

(
σ 2

Ro

)]
.

3 Results and Discussion

In this section, results for the current study are plotted using MATHEMATICA 7.
In this section, we have presented some of the contour plots related to the current
model.

Figures 2 and 3 represent the y-component of the velocity. This figure indicates
that the y-component of velocity will be modified with the effect of = σ

γ
. The y-

component of velocity differs significantly for the values computed at α = 1.33,
α = 64 and Ro = 20. As we reduce the γ = μe

μ
, y-component of velocity will

increase as well as the number of vortices will also increase which will result in
mass transfer enhancement. Figures 5 and 6 are plotted for the streamline patterns
of current study for the different values of Darcy to the gamma. A huge difference
is found in the magnitude of acoustic streaming patterns for two different values of
α. These figures indicate that decrease in γ also increases the number of vortices in
streaming patterns, which means that decrease in γ can be used to enhance the mass
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Fig. 2 y-Velocity
component for α = 1.33 (σ
= 8/γ = 6), Ro = 20

Fig. 3 y-Velocity
component for α = (64) (σ
= 8/γ = 1) and Ro = 20

transfer. The number of vortices could significantly enhance the mass transfer in
acoustofluidic devices which has a potential application in diffusion-based systems.

Figures 4 and 5 are plotted for the Roshko number Ro= 20, γ = 1 and for the two
different values of Darcy number. These figures indicate that the periodicity patterns
are slightly changed for the different values of Darcy number (Fig. 6).
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Fig. 4 Stream function for α

= (64) (σ = 8/γ = 1) and
Ro = 20

Fig. 5 Stream function for α

= 6 (σ = 6/γ = 1) Ro = 20

Figures 7 and 8 represent the z-component velocity for gamma = 1 means the
effective viscosity = viscosity of the fluid and for two different values of Darcy
number. In many situations μe = μ, i.e., γ 2 = 1. These patterns show that the
velocity will get minutely affected with a change in Darcy number.
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Fig. 6 Stream function for α

= 1(σ = 6/γ = 6) Ro = 20

Fig. 7 Velocity component
for α = 8 (σ = 8/γ =1), Ro
= 20

4 Conclusion

The boundary layer theory is developed in the fluidized bed comprises fluid-saturated
porous media. Development of acoustic streaming within the interstices will affect
the streaming patterns, periodicity, and number of vortices as well as stagnation



180 N. Srivastava and Y. Rafat

Fig. 8 Velocity component
for α = 5 (σ = 5 /γ = 1) Ro
= 20

point which in result will affect the mass transfer. Examples with the relevant engi-
neering applications are gas fluidized bed reactors of small particles subjected to
high-intensity acoustic wave (sonoprocessed fluidized beds). In both the cases, the
development of acoustic streaming within interstices may have a significant effect
on the process efficiency. This will be a very significant delivery in case of drag
reduction models.
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Experimental Studies on Twelve Bladed
Fan Vibration Considering Flexibility
of Shaft

Shashank Shekhar Singh and Ahmad Ali Khan

Abstract Afan rotor systemcan generate a large amplitude blade-passing frequency
(BPF) component if the gap between rotating fans and stationary diffusers is not
equal. A series of experiments was conducted in this study using Spectra Quest’s
Machinery Fault Simulator (MFS) to observe the behavioral changes of the BPF and
its harmonics before and after installing an obstruction nearby an axial fan. In order
to incorporate the flexibility of the shaft a modification in the existing setup (MFS-
LITE) has been designed and fabricated. The whole study is divided into two parts: in
the first part readings were taken without considering the effect of flexibility of shaft
and for performing this, the shaft of smaller length is taken; and in the second part
readings were taken with a longer shaft in order to incorporate the effect of flexibility
during experimentation. The result shows that the obstruction had an obvious and
consistent effect on the 1BPF and 2BPF components for the axial fan rotor system.

Keywords Blade-passing frequency (BPF) ·Machinery Fault Simulator (MFS) ·
Flexibility · Fan

1 Introduction

During the operation of fluid turbo-machinery, such as pumps, fans, or turbines,
fluid-dynamic perturbations are produced and can lead to vibration and noise emis-
sion. Typical fluid-dynamic excitations in such machines are generally associated
with pure-tone (rotation frequency, blade-passing frequency) [1], and broadband
frequency components. The rotation frequency is due to small misalignments, unbal-
ance, or manufacturing imperfections of the impeller. The broadband phenomena are
usually caused by flow turbulence and cavitation. In some cases, excitation at the
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blade-passing frequency is dominant. This study will focus on the issues about the
fan rotors and the blade-passing frequencies.

Each time a blade passes a point in space or an obstruction, an impulse force
fluctuation is experienced by the fluid or solid-body at the point. If a fan with N
blades is running at rpm, then the number of impulses experienced per second is
rpm.

The frequency is called the blade-passing frequency (BPF). This frequency is
inherent in pumps, fans and compressors, and normally does not present a problem.
However, large amplitudes of the BPF component and its harmonics can be generated
in a pump or fan rotor system if the gap between rotating fans and stationary diffusers
is not equal all the way around. These different gaps will cause the air flow rate of
the pump or fan to vary, which makes the static and dynamic pressures of the blades
change as well [2]. As a response to the fluctuations of these pressure loads, the
larger amplitude of the BPF component will be generated. The BPF component or its
harmonics sometimes can coincide with a system natural frequency, and that causes
high vibration [3]. High BPF vibration can be generated if impeller wear ring seizes
on shaft, or if welds fastening diffuser vanes fail. In addition, high BPF vibration can
be caused by abrupt bends in pipe or duct, obstructions which disturb flow, damper
settings, or if pump or fan rotor is positioned eccentrically within housing.

1.1 Detecting Fan Problems Using Vibration Analysis

Fans are subjected to operational forces generated by their operating speed, static
pressures, and system arrangement. These operational forces cause forced vibration
and may originate from the rotating parts themselves. Unbalanced fan wheels and
drive sheaves are examples of forces that cause force and couple unbalance. Axial
load on fan bearings is generated primarily by the negative static pressure at the inlet
of the fan wheel. The relationship between a fan operating conditions (flow quantity,
pressure, speed, and arrangement) generates forces that cause vibration and problems
that reduce the expected life of the bearings and fan components.

1.2 Summary of Common Fan Vibration Problems (Detected
Using Vibration Analysis)

1. Unbalance of Overhung Fan Rotating Parts (FanWheel or Drive Sheave): Over-
hung rotor unbalance will cause high 1X RPM in both the axial and radial
directions. Axial readings tend to be in-phase and steady, whereas radial phase
readingsmight be unsteady. Overhung rotors have both force and couples unbal-
ance, each ofwhichwill likely require correction. Thus, correctionweightsmust
always be placed in 2 planes to counteract both force and couple unbalance.
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2. Unbalance of Center-Hung Fan Wheel: Force unbalance will be in-phase and
steady. Amplitude due to unbalance will increase by the square of speed (a 3X
speed increase= 9X higher vibration). 1X RPM is always present and normally
dominates the spectrum. This can be corrected by the placement of only one
balance correction weight in one plane at center of gravity (CG) of the rotor.
Approximately 0° phase difference should exist between outboard and inboard
horizontal, as well as between the outboard and inboard vertical direction.

3. Belt Drive Problems and Drive Misalignment: Sheave misalignment is a very
common problem with belt-driven fans. When it is present, the vibration at fan
speed is typically the highest vibration peak in spectra taken on the motor. It
can be confirmed by measuring the phase in the axial direction at fan speed.
Misalignment will cause phase differences at or approaching 180° between the
motor and fan inboard bearings (closest to the pulleys) with phase comparisons
made at fan speed.

4. Fan Stall Condition: This unstable condition can cause the ductwork to vibrate
excessively and produce a “howling” sound. In many cases sub-synchronous
frequencies will occur at approximately 66–75% of the fan RPM that will oscil-
late in amplitude and will produce sub-synchronous sidebands around 1X blade
pass frequency (where blade pass frequency = blades × RPM).

5. Fan Surge Condition: Surge is a condition resulting from improper fan selection
or operation and is recognized by the “whoosh” sound as air surges back through
the fan. The frequency is sub-synchronous typically at 33–50% of fan running
speed.

6. Fan Bent Shaft Condition: Bent shaft problems cause high axial vibration with
axial phase differences tending toward 180° on the same rotor. Dominant vibra-
tion normally occurs at 1X rpm if bent near shaft center, but at 2X rpm if bent
near the coupling. Dial indicators can be used to confirm a bent shaft.

7. Misalignment Condition: Fan shaft misalignment is a condition typically found
in direct drive overhung fans. Misalignment is a condition where the center-
lines of two connected shafts typically at the coupling do not coincide. Parallel
misalignment is a condition where the shaft centerlines are parallel, but not
aligned. The radial vibration spectra will show 2X rpm higher than 1X and a
3X higher than normal. Axial 1X and 2X will be low with 180° out of phase
across the coupling in the radial and axial direction. Angular misalignment will
show high axial 1X and some 2X and 3X RPM 180° out of phase axial across
the coupling [2].

8. Belt Wear: Belt wear can be detected by the presence of frequencies not only
at belt rpm, but also at multiples of belt rpm (harmonics). Typically, when belt
wear is present, the peak at 2X belt rpm will exceed the peak at 1X belt rpm. If
belt wear is significant, it will usually produce many harmonics of belt speed.
Note that belt speed will always be lower than either the motor or fan speed
(rpm).

9. Fan Bearing Problems: Peaks (with harmonics) at non-synchronous frequencies
are a symptom of rolling element bearing wear. Short bearing life for fans
is typically the result of poor bearing selection for the application, such as
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excessive loads, poor lubrication, or high temperatures. If themodel number and
manufacturer of the bearings are known, then the specific fault frequencies for
the outer race, inner race, rolling elements, and cage can be determined. These
fault frequencies for such bearings are found within tables of most predictive
maintenance software today.

10. Air Flow and Air Turbulence Problems: Fans will normally have a peak in the
spectrum at “blade pass” or “vanes pass” frequency. The increased amplitude
of the peak indicates the possibility of clearance problems at the discharge
of the scroll or flow restrictions causing high discharge pressure. Severe flow
turbulence will generate sub-synchronous peaks and a raised noise floor.

2 Experimental Studies

2.1 Spectral Analysis

Spectral analysis is the core of the diagnosis of rotating machinery. Spectral data
are usually taken as velocity data, which should be measured on all bearings on the
fan, in all three directions, horizontal, vertical, and axial. The purpose of the spectral
analysis is to identify the frequencies causing the machine to vibrate. If all vibration
amplitude levels are within acceptable limits, then the machine would be accepted
as normal. However, if any of the spectral components has high amplitude, then
spectral analysis is used to correlate the frequency of the high amplitude vibration
to a machine frequency.

The measurements include time waveform measurement, phase measurement,
and measurement of the operational deflection shape (ODS) [4].

2.2 Machinery Fault Simulator

Spectra Quest’s Machinery Fault Simulator (MFS) is an innovative tool to study the
signatures of common machinery faults without compromising production schedule
or profits [5]. The bench-top system has a spacious modular design featuring versa-
tility, operational simplicity, and robustness. Each component is machined to high
tolerances so it can be operated without conflicting vibration. Then, various faults
can be introduced either individually or jointly in a totally controlled environment,
making the MFS a good tool for learning machinery diagnosis.
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2.3 Vibra-Quest

An innovative data acquisition and analysis solution for noise and vibration—Vibra-
Quest (VQ) is an integrated solutions package for rotating/reciprocating machinery
fault diagnosis, structural dynamics analysis and design, and acoustical analysis. It
provides tools to solve noise and vibration problems, from experimental design to
solution strategy development.

2.4 Experimental Setup

The experimental apparatus with a fan kit for understanding the characteristics of the
fan vibration phenomenon. The apparatus consists of a shaft with length of 1000 mm
and diameter of 19.05 mm. The shaft is coupled with a flexible coupling to minimize
the effect of the high-frequency vibration generated by the 0.5 HP motor. A three-
phase AC induction motor is connected to a variable speed control unit for achieving
variable speeds. The motor can be run in the speed range of 0–3600 rpm. The shaft
is supported by two identical ball bearings fitted into the support housings.

3 Results and Discussion

All experimental data were collected and analyzed by Spectra Quest’s Vibra-Quest
system. The Vibra-Quest system contains portable multi-channel data acquisition
front-end and powerful analysis functions. For each kind of fan test, the results
before and after installing the obstruction have been compared using the comparison
panel of the Vibra-Quest system. In the present study, a 12 bladed axial fan has been
considered and the experiment has been carried out for two different speeds for both
solid and flexible shaft conditions. The experimental results obtained are explained
as under.

3.1 12-Blade Axial Fan

(a) 1000 rpm: 1X = 16.67 Hz, 1BPF = 200 Hz, 2BPF = 400 Hz

The spectra of 12-balde fan running at 1000 rpm without and with the obstruction,
when we are not considering the flexibility of shaft, has been shown. The figure
clearly indicates that for the test with obstruction both the 1BPF and 2BPF have larger
amplitudes compared to the test without obstruction. Due to the obstruction, the flow
rate of the air is restricted. As it is obvious the pressure increases consequently, as
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Fig. 1 a Spectra for 12-blade axial fan running at 1000 rpm before installing the obstruction,
b Spectra for 12-blade axial fan running at 1000 rpm after installing the obstruction
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Fig. 2 a Spectra for 12-blade axial fan running at 1000 rpm before installing the obstruction,
considering flexibility of shaft, b Spectra for 12-blade axial fan running at 1000 rpm after installing
the obstruction, considering flexibility of shaft

the flow rate decreases. This explains why the amplitudes of the BPF component and
its harmonics increase (Figs. 1 and 2).

(b) 2000 rpm: 1X = 33.33 Hz, 1BPF = 400.00 Hz, 2BPF = 800.00 Hz

Similar results at 2000 rpm test are observed, as shown in figures. Here also blade-
passing frequencies increases with obstruction for non-flexibile shaft as well as for
flexible shaft (Figs. 3 and 4).



Experimental Studies on Twelve Bladed Fan Vibration … 191

Frequency(Hz) Frequency(Hz)

A
m

p
li

tu
d

e
 S

p
e
c
tr

u
m

, 
V

R
M

S

A
m

p
li

tu
d

e
 S

p
e
c
tr

u
m

, 
V

R
M

S

5.7E-3

5.5E-3

5.3E-3

5.0E-3

4.8E-3

4.5E-3

4.3E-3

4.0E-3

3.8E-3

3.5E-3

3.3E-3

3.0E-3

2.8E-3

2.5E-3

2.3E-3

2.0E-3

1.0E-3

1.5E-3

1.3E-3

1.0E-3

7.5E-4

5.0E-4

2.5E-4

4.4E-6

3.7E-3

5.5E-3

5.3E-3

5.0E-3

4.8E-3

4.5E-3

4.3E-3

4.0E-3

3.8E-3

3.5E-3

3.3E-3

3.0E-3

2.8E-3

2.5E-3

2.3E-3

2.0E-3

1.0E-3

1.5E-3

1.3E-3

1.0E-3

7.5E-4

5.0E-4

2.5E-4

4.4E-6

0.00E+0 1.00E+2 2.00E+2 3.00E+2 4.00E+2 5.00E+2 6.00E+2 7.00E+2 8.00E+2 9.00 0.00E+0 1.00E+2 2.00E+2 3.00E+2 4.00E+2 5.00E+2 6.00E+2 7.00E+2 8.00E+2 9.00

a b

Fig. 3 a Spectra for 12-blade axial fan running at 2000 rpm before installing the obstruction,
b Spectra for 12-blade axial fan running at 2000 rpm after installing the obstruction
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Fig. 4 a Spectra for 12-blade axial fan running at 2000 rpm before installing the obstruction,
considering flexibility of shaft, b Spectra for 12-blade axial fan running at 2000 rpm after installing
the obstruction, considering flexibility of shaft

4 Conclusion

Large amplitudes of the BPF and harmonics can be generated in pump and fan
rotor systems if the gap between rotating fans and stationary diffusers is not equal
all the way around. In this study, the BPF behavioral changes were simulated and
analyzed using Spectra Quest’sMachinery Fault Simulator and the Vibra-Quest soft-
ware package. A series of experiments were conducted to observe the behavioral
changes of 1BPF and 2BPF components before and after installing the obstruction
near an axial fan. The results show that the obstruction has an obvious and consistent
effect on the 1BPF, 2BPF for the 12-blade axial fan, as obstruction is not all side so
they affect the flow of air for both rigid and flexible shaft.
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Dynamic Analysis for Healthy
and Defective Gears: A Review

Swati Gautam, Sidra Khanam, and N. Tandon

Abstract There are ample literature addressing the dynamic analysis for gears. In
this paper, some important literature on dynamics of both healthy gears and gears
with defects have been reviewed. Dynamic analysis of gears is significant from the
condition monitoring point of view. Single degree of freedom dynamic model for
spur gears has been detailed first. Dynamic study for worm gear with force analysis
has been reported. Also, the effect of defects like crack and spall on dynamic behavior
of gears studied by researchers has been included in this review. The study of defect
model can be utilized in improving the efficiency of the system and preventing the
failures in industries as well.

Keywords Vibration · Healthy and defective gears · Dynamic models

Nomenclature

c1, c2 Damping coefficients of first and second tooth pair in mesh,
respectively

cm Mesh damping coefficient
D(t) Instantaneous defect width along the contact line
e(t) Static transmission error
e1, e2 Displacement excitations due to gear error
F0 External torque load
Fx, Fy, Fz Three orthogonal force components
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F(t) Defect morphology
G(t) Time-periodic defect excitation generated by tooth shape deviations

and errors
I1, I2 Mass moments of inertia of gear no. 1 and 2, respectively
Jw, Jg, J4 Moment of inertias of the worm, worm gear, and the flywheel,

respectively
Kw, Kg Elastic constants of the worm shaft and the worm gear shaft,

respectively
k Total mesh stiffness of the gear pair
k0 The mesh stiffness per unit contact length
k1, k2 Stiffness of first and second tooth pair in mesh, respectively
ka Axial compressive stiffness
km Mean mesh stiffness of one pair contacted with healthy teeth
kt Stiffness of a single tooth
k f , kb, ks Fillet-foundation, bending, shear stiffness, respectively
ki Mesh stiffness of the ith tooth pair
ktooth Total mesh stiffness due to teeth deformation of N tooth pairs
ks_crack, kb_crack Shear and bending stiffness of cracked tooth, respectively
me Equivalent mass
T 1, T 2 Input and output torques, respectively
P(η) Defect depth along the contact line
R1, R2 Base radii of gear
rw, rg Pitch radii of the worm’s helical tooth and the worm gear, respec-

tively
W0 Static load
Wf ,Wn Friction force, normal force
F1, F2 Angular displacements of gear number 1 and 2, respectively
F’, F” First- and second-order derivatives of F, respectively
θ1, θ2, θ3, θ4 The rotation angles of worm shaft, worm’s body, worm- gear body,

and flywheel, respectively
φn The pressure angle
λ The worm’s lead angle
λ1, λ2 Correction coefficients of the fillet-foundation stiffness for driving

and driven gears, respectively

1 Introduction

Gears are toothedwheels, which transmitmotion and power fromone shaft to another
due to successive engagement of teeth.Gears can be broadly classified as spur, helical,
worm, and bevel. For obtaining a constant angular velocity ratio for all positions of
the gear, the common normal at the point of contact between a pair of teeth must
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always pass through the pitch point. This condition is known as the law of gearing.
Gears have wide utilities ranging from daily-life to industrial applications.

Mathematical models are utilized to study the dynamics of gear. Governing equa-
tions are formulated to represent the physical phenomenon of meshing between gear
teeth. Effect of defects like tooth breakage, spall, crack, etc. can be suitably incorpo-
rated by modifying the governing equations. By solving these governing equations
using numerical methods, simulated results can be obtained to understand the mech-
anism. Moreover, prediction of response for different defect sizes is also possible.
Hence, dynamic modeling is important from condition monitoring perspective, and
therefore, the aim of this paper is to review various gear dynamic models.

1.1 Modeling for Healthy Gears

Yang and Sun [1] presented a rotary model for the dynamics of spur gear pairs. The
authors assumed a simple dynamic model for a gear pair. A mathematical model
along with consideration of important factors such as backlash, damping during
impact, and elasticity may yield good result.

Ozguven and Houser [2] proposed one such model for a spur gear pair which
included effects like variablemesh stiffness andmesh damping, profilemodifications,
backlash, and gear errors. This study suggested that in high precision spur gears the
effect of pitch errors on the dynamic forces is of less importance with respect to
the excitation caused by mesh stiffness variation. To analyze the dynamics for spur
gears, Ozguven [3] proposed a 6 DOF nonlinear model considering mesh stiffness
with time variation.

A three-degree freedom dynamic model was developed by Kahraman and Singh
[4]. Their model took into account the nonlinearities caused due to radial clearances
in the radial rolling element bearings and backlash between spur gears. Chung and
Shaw [5] prepared a mathematical model, simulated it numerically and performed
an experiment, and compared it with the numerically obtained results. They found
good agreement in experiments and numerical results. They also studied the moment
of inertia of flywheel, rigidity of shaft, friction, and rigidity of gear tooth.

Dresig et al. [6] presented a vibratory model for the worm gear that covered
the essential geometry, mass, stiffness, and damping parameters as well as friction.
They observed under which conditions self-excited chatter vibrations arise in worm
gears with a flexible drive shaft and an elastic gear contact—even for a constant
friction coefficient. Sun et al. [7] developed a new method to calculate the bending
deformation of helical tooth. First, they divided the gear section into several copies
along tooth width and they calculated each section’s moment of inertia. Kar and
Mohanty [8] studied various time-varying parameters which were responsible for
generating vibration and noise in helical gear. The variation in contact line was
considered as the most important factor in their work.
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1.2 Modeling of Gears with Defects

Several researchers haveworked in the domain of gearswith defects in them. Some of
those works are discussed in this paper. Badaoui et al. [9] presented an extended gear
dynamic model and some advanced signal processing techniques. They developed
a numerical procedure to simulate the dynamics of gears with local tooth damages
such as pitting or spalling. Li et al. [10] studied tooth root crack estimation using
embedded modeling. An embedded model integrating a physical-based model of
the gear box was established in this work. The authors found a parametric form of
truncated Fourier series for meshing stiffness.

Choy et al. [11] studied the effects of surface pitting, wear, and partial tooth frac-
ture on the vibrations of a gear transmission system. They developed an analytical
model and found out the effects of wear and surface pitting by simulation of magni-
tude and phase changes in the gearmesh stiffness. Choy et al. [12] employed vibration
signatures for damage detection in a gear transmission system. They simulated the
dynamics of a gear transmission system numerically considering the effect of single
and multiple tooth defects.

In a planetary gear, what should be the effect of manufacturing errors on its
dynamic behavior has been studied by Chaari et al. [13]. A spectral iterative method-
ology has been used to find out the dynamic response. The excitation was induced by
gear mesh stiffness. Parey and Tandon [14] developed a 6 DOF dynamic model of a
gear system with the incorporation of a local defect in tooth. Their model consisted
of two spur gears, two shafts, and two inertias for representation of load and prime
mover and bearings. They considered the influences of time-varying mesh stiffness
and damping, excitation because of gear errors, backlash, and profile modifications
in their model. Parey and Tandon [15] prepared an impact velocity model. Their
model could establish a relation between measurable vibration signal and the defect
size on the gear tooth flank. They verified their analytically developed model with
experiments. By use of empirical mode decomposition process, authors decomposed
experimental vibration signals. In a single stage gearbox having spur gears inside,
the influence of tooth crack on the vibration signal was studied by Wu et al. [16]. A
lumped parametermodel was used for simulation of the vibration signals formeshing
gear pair.

Chaari et al. [17] developed an analytical method for quantification of the reduc-
tion in gear mesh stiffness because of two defects in gear tooth, viz. spall and
breakage. Chaari et al. [18] formulated analytically the mesh stiffness of gear consid-
ering the effect of bending, contact deflections, and fillet-foundation. They modeled
gear mesh stiffness considering the influence of crack in tooth. They concluded the
influence of this fault as a decline in the gear mesh stiffness when the defective tooth
is under meshing condition. Ma et al. [19] presented an improved analytical model
(IAM) for the time-variable meshing stiffness (TVMS) evaluation for spur gear with
crack defect. Details of their work have been presented in the subsequent section of
this paper. What should be the load sharing between the worm threads and gear teeth
at a particular instant of meshing, for this a methodology has been developed by
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Simon [20]. By doing this, author evaluated the distribution of load along the teeth
and transmission errors in various types of worm gears. Ma et al. [21] focused on the
nonlinear dynamics and vibration phenomenon of a pair of spur gears with localized
fault as spall. A dynamic model for a pair of gears with incorporation of spall was
established. Also, authors studied time-varying mesh stiffness for investigation of
the influence of spall on dynamics of gear.

Calculation methods for friction excitations and contact stiffness in helical gears
were proposed by Jiang et al. [22]. Their calculation took into consideration the
effect of variation of length of contact line with time. Taking into consideration the
change in the position of meshing and the loss of length of contact line induced by
tooth spalling defect, they obtained the friction force which is variable with respect
to time, by subtracting the length of spalling defect at the mesh position from the
length of the normal contact line, and they obtained the contact stiffness by Hertz
contact algorithm. Litvin et al. [23] proposed an improved version for a worm gear
system. The proposed gear drive has been shown less transmission errors, reduced
sensitivity to alignment errors and improved bearing contact.

Vecer et al. [24] described important condition indicators and examined the capa-
bility of some important condition indicators for description of the extent of wear
by use of vibration signals. Combination and data analysis of three measuring tech-
niques of rotating machine condition monitoring were studied by Loutas et al. [25].
Recently, work on neural network based fault diagnosis of worm gears has also been
reported [26].

Section 2 discusses analytical formulation for spur and worm gear sets in healthy
condition, i.e., without defects.

2 Models for Healthy Gears

2.1 Spur Gear

A dynamic model proposed by Ozguven and Houser [2] comprises two disks, one
spring and one damper. The disks replicate the inertias of both the gears. The
spring and the damper represent the meshing stiffness and damping, respectively.
The nonlinearity of mesh stiffness, damping, and gear error excitations have been
considered.

The equations of motion of the system shown in Fig. 1, as given by Ozguven and
Houser [2] can be written as

I1φ
′
1 + R1cm(R1φ

′
1 − R2φ

′
2) − R1c1e

′
1 − R1c2e

′
2

+R1km(R1φ1 − R2φ2) − R1k1e1 − R1k2e1 = T1 (1)

I2φ
′
2 + R2cm(R2φ

′
2 − R1φ

′
1) − R2c1e

′
1 − R2c2e

′
2
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Fig. 1 Two DoF model for
spur gear pair [2]

+R2km(−R1φ1 + R2φ2) − R2k1e1 − R2k2e2 = −T2 (2)

where I1 and I2: mass moments of inertia of gear number 1 and 2, φ1 andφ2: angular
displacements of gear number 1 and 2, φ′and φ′′: 1st and 2nd order derivatives of φ,
respectively, cm: mesh damping coefficient, c1 and c2: damping coefficients of first
and second tooth pair in mesh, km: gear meshing stiffness, k1 and k2: stiffness of first
and second tooth pair in mesh, T1 and T2: input and output torque, respectively, e1
and e2: displacement excitations due to gear errors.

The variable motion x may be given as

x = R1φ1 − R2φ2 (3)

which reduces Eqs. (1) and (2) to

mex
′′ + cmx

′ − c1e
′
1 − c2e

′
2 + kmx − k1e1 − k2e2 = W0 (4)

where the equivalent mass me and the static load W0 are given as

me = I1 I2(
I1R2

2 + I2R2
1

) W0 = T1
R1

= T2
R2

(5)

2.2 Worm Gear

Chung and Shaw [5] did the dynamic study for worm and worm wheel. Figure 2
shows the schematic for worm-gear set geometry comprising of worm, worm wheel,
and flywheel used in the dynamic analysis.

Subsequent sections detail about force analysis in all the three directions and
equations of motion of the gear system shown in Fig. 2.
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Fig. 2 Worm and worm gear
geometry [5]

2.2.1 Force Analysis

First of all, a force analysis was done for the worm and worm wheel as below [5]:
Figure 3 represents the free body diagram for worm and worm gear, respectively,

also the normal force Wn and frictional force Wf between the tooth of the worm ad
that of the wheel have been decomposed and projected into three orthogonal force
components Fx, Fy, and Fz and may be mathematically expressed as below:

Fig. 3 Decomposition of contact forces in worm gear set [5]
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Fx = Wn cosφn sin λ + W f cos λ (6)

Fy = Wn cosφn cos λ − W f sin λ (7)

Fz = Wn sin φn (8)

where φn is the pressure angle, and λ is the worm’s lead angle. After obtaining the
expressions for forces in all the three directions, authors [5] proceeded to formulate
equations of motions for three components, viz. worm, worm wheel, and flywheel.

2.2.2 Equations of Motion

The equilibrium equations of motion are formulated for three free bodies. These
three free bodies are (1) the worm and worm shaft, (2) worm gear and shaft, and (3)
flywheel. The equilibrium equation for the worm and worm shaft is written as

Jwθ̈2 = −FX (θ2, θ3, θ̇2, θ̇3)rw − Kw(θ2 − θ1)

= −(Wn(θ2, θ3, θ̇2, θ̇3) cosφn sin λ)rw − (W f (θ2, θ3, θ̇2, θ̇3) cos λ)rw
− Kw(θ2 − θ1) (9)

The equilibrium equation for the wheel and wheel shaft may be written as

Jg θ̈3 = −FY (θ2, θ3, θ̇2, θ̇3)rg − Kg(θ3 − θ4)

= −(Wn(θ2, θ3, θ̇2, θ̇3) cosφn cos λ)rg − (W f (θ2, θ3, θ̇2, θ̇3) sin λ)rg
− Kg(θ3 − θ4) (10)

Finally, the equilibrium equation of the flywheel can be written as

J4θ̈4 = −Kg(θ4 − θ3). (11)

where Jw, Jg, and J4 are themoment of inertia of the worm, worm gear, and flywheel,
respectively; rw, rg, are the pitch radii of the worm’s helical tooth and worm gear,
respectively;Kw,Kg are the elastic constants of the worm shaft and worm-gear shaft,
respectively; and θ1, θ2, θ3, θ4 are the rotational angles of the worm shaft, the worm’s
body, worm-gear body, and the flywheel, respectively.
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3 Models for Gears with Defects

The following sections describe the analytical formulation for gears with two defects,
respectively, crack and spall.

3.1 Crack Model

Ma et al. [19] proposed an improved analytical method (IAM) for the evaluation of
the time-varying mesh stiffness (TVMS) for spur gear cracks. Authors considered
fillet-foundation effect in the evaluation of TVMS. Finally, modeling of cracked-gear
rotor system was done using finite element methods and equations of motion were
developed as described in subsequent sections.

3.1.1 TVMS Calculation of Cracked-Gear Pairs Considering the Effect
of Fillet-Foundation Deformation

Figure 4 illustrates mesh stiffness calculations using two methods i) traditional
analytical method and improved analytical method.

For traditional analytical model (TAM), the overall mesh stiffness of the gear
pair with double-tooth engagement is modeled as springs connected in parallel. The
stiffness is computed by summing up the tooth pair stiffnesses as

ki = 1

/(
1

khi
+ 1

kt1
+ 1

k f 1
+ 1

kt2
+ 1

k f 2

)
, k =

N∑

i=1

ki (12)

where ki is the mesh stiffness of the ith tooth pair; khi is the local contact stiffness;
kt is the stiffness of single tooth; k is the total mesh stiffness; N is the number of
meshing tooth pairs.

Single tooth stiffness kt consists of the bending stiffness kb, shear stiffness ks, and
axial compressive stiffness ka which may be expressed as

Fig. 4 a Traditional analytical model and b Improved analytical model [19]
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Fig. 5 Cracked-gear rotor system model with dimensions [19]

kt = 1

/(
1

kb
+ 1

ks
+ 1

ka

)
(13)

For a tooth with crack, only bending and shear stiffnesses change, then

kt = 1

/(
1

kb_crack
+ 1

ks_crack
+ 1

ka

)
(14)

where kb_crack and ks_crack are the bending and shear stiffness of cracked tooth.
For the IAM, the overall mesh stiffness k may be given as

k = 1

/(
1

λ1k f 1
+ 1

ktooth
+ 1

λ2k f 2

)
(15)

whereλ1,λ2 are the correction coefficients of thefillet-foundation stiffness for driving
gear and driven gear, respectively; and ktooth is the mesh stiffness due to teeth defor-
mation of N tooth pairs in contact. After evaluating TVMS, the equations of motion
for the entire system shown in Fig. 5 can be written.

3.1.2 Equations of Motion

Once mesh stiffness is evaluated, equations of motion corresponding to Fig. 5 may
be given as below [19].

Motion equation of the gear system may be given in the matrix form as

Mü + (C + G)u̇ + Ku = Fu (16)

where M, K, C, G are the mass, stiffness, damping, and gyroscopic matrices of the
global system; u and Fu are the displacement and external force vectors of the global
system.
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Fig. 6 Model of spur gear pair [21]

3.2 Spall Model

Ma et al. [21] studied spur gear pair dynamics having spalling defect. They evaluated
stiffness which is variable with time and also analyzed the effect of spalling defect
on mesh stiffness.

3.2.1 Model for the Gear System

Figure 6 is the schematic diagram for the model for the gear pair utilized in this
study. Two disks represent the mass moments of inertia of gears and spring as mesh
stiffness of value K(t).

First of all, equations ofmotion for healthy gear were formulated and then spalling
defect was incorporated in that equation [21].

3.2.2 Equations of Motion for Spalling Defect

Equation of motion for healthy gear can be written as

mex
′′ + cmx

′ + K (t)x = F0 + mee
′′(t) (17)

where me = Ia Ib/Ia R2
a + Ib R2

b , cm represents mesh damping coefficient, K(t) is
mesh stiffness, F0 = T /Ra represents external torque load.

Equation of motion with incorporation of spalling defect is written as

mex
′′ + cmx

′ + K (t)x = F0 + mee
′′(t) + G(t) (18)

where G(t) represents time-periodic defect excitation due to deviations in tooth
shape and errors. Andmathematically,G(t) = k0F(t)D(t)P(η)with k0 representing
the mesh stiffness per unit contact length, F(t) representing defect morphology,
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D(t) representing the instantaneous defect width along the contact line, and P(η)
represents the defect depth along the contact line.

With the introduction of new parameters τ = ω0t, ω2
0 = km/me (km : the mean

mesh stiffness of one pair contacted with healthy teeth), the normalized form of
Eq. (18) can be given as

X ′′ + 2μX ′ + k(τ )X = f0 + F1(τ ) + k0F(τ )D(τ )P(η) (19)

where ω = ωe
/

ω0, μ = cm
/
2mω0, k0 = k0

/
km, f0 = F0

/
meω

2
0, F1(τ ) =

f1ω2 cos(ωτ)

The solution of Eq. (19) gives the comprehensive idea about the effect of spalling
defect on the gear system.

4 Conclusion

Dynamic analysis of gears can be utilized to analyze the vibration phenomenon and
its effect on gear transmission system. Various authors have analyzed the dynamic
models of different types of gears like spur gears, worm gears, etc. Limited studies
have been focused on gears with defects. Study in case of spur gear whether it
is healthy or defective is limited in two dimensions. On the contrary, worm gear
dynamic study is performed in three dimensions. The study of defect model can be
utilized not only in improving the efficiency of the system but also in preventing the
catastrophic failures in industries.

This study indicates the dearth of literature in case of worm gear dynamics as
compared to spur and helical gears dynamic studies. There is a lot of future possibility
for work considering defects such as wear, broken tooth, pitting, scoring, etc. in case
of helical, worm, and bevel gears.
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Non-Cavitating Noise Control
of a Marine Propeller by Optimizing
Number and Pitch of Blades

V. Ramakrishna, P. Bangaru Babu, and Ch. Suryanarayana

Abstract The Propeller is a vital component which is delicate for the safe operation
of a ship at sea. The propeller noise is very much significant to warship designers
and military strategists for many years. By using large eddy simulation (LES) it
is possible to simulate the sound radiation of turbulent flows effectively, providing
access to resolve turbulent scales at higher accuracy. The main aim of this paper is to
study and identify a propeller which is producing less noise. The present paper deals
with the prediction of the unsteady non-cavitating marine propeller noise of 5, 6, and
7 blades with +10° pitch, +5° pitch, existing pitch, and −5° pitch, −10° pitch at
rotational speed 840 rpm and vehicle speeds of 7.62 m/s, using eddy viscosity model
of large eddy simulation (LES) available in computational fluid dynamics fluent
software and using Ffowcs Williams–Hawkings (FW-H) formulation. Here solver
is chosen as pressure-based, unsteady formulation of second-order implicit. Finite
volume method is used to predict the noise in time-domain acoustic analogy. Sound
pressure levels are predicted at different receiver positions. The receiver position
is 1 m distance in radial direction to the propeller. From this numerical study on
these propellers, it is found that the propeller of 6 blades with +5° pitch generates
least noise. Finalized the propeller which is producing low noise as well as which
generates required Thrust and Torque by changing the diameter of the propeller.
Finally, obtain the noise reduction of 9.4 dB with the new redesigned propeller when
compared with the baseline propeller for the same thrust and torque.

Keywords Non-cavitating ·Marine propeller noise · Computational fluid
dynamics (CFD) · Large eddy simulation (LES) · Ffowcs Willams–Hawkings
formulation (FW-H)
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1 Introduction

Control of propeller noise is an important task in designing the propeller for warship
designers and stealth designers. The radiated noise from the propeller depends on
Propeller Geometry, Propeller Wake Inflow, and Propeller Isolation. The most effec-
tive way of reducing the radiated noise is by reducing pressure oscillations on the
propeller. Different geometrical parameters of the propeller that will affect these
pressure oscillations are changing the pitch angle, changing the number of blades,
changing the diameter of the blade, increase in blade area, increase in skew angle,
trailing edge geometrical modifications, and propeller blade finishing fineness. These
parameters influence the noise levels produced by the propeller. Amajor noise source
of an underwater vehicle is the propeller. The unsteady force on the propeller gener-
ates the discrete tonal noisewhich is themajor source of the propeller noise. Therefore
in this paper, it is aimed essentially to reduce the noise caused by the unsteady force
on the propeller for the survivability of the underwater vehicle for military applica-
tions. The present problem focused on the reduction of propeller noise by varying
the number of blades and pitch angle of the propeller.

The first time acoustic analogy was proposed by Lighthill [1] in the year 1950.
Then it is extended by Ffowcs Williams and Hawkings (FW-H) [2] for the general
surfaces in the arbitrary motion. Now almost all authors are using the FW-H equation
to predict noise of the complex motion of the solid bodies. Chang [3] developed the
methodology to predict flow pattern and performance of marine propeller using k-ε
turbulence model. Yang et al. [4] proposed another method to predict the propeller
noise by using large eddy simulation. Bertetta et al. [5] proposed another method for
numerical analysis of propeller by using a potential panelmethod andRANSE solver.
Zhi-feng and Shi-liang [6] used viscous multiphase flow theories and hybrid grid
based on Navier–Stokes equation to study the cavitation performance of a propeller.
Song et al. [7] used periodic structure theory for reduction of noise and vibration from
an underwater vehicle due to propeller forces. The author analyzed and compared the
dynamic properties of various isolators for underwater vehicles. Yu-cun andHuai-xin
[8] predicted the noise generated by the underwater propeller using detached eddy
simulation (DES) and Ffowcs Williams–Hawkings (FW-H) equation. Muscari et al.
[9] predicted the complex flow of propeller using RANS and DES for numerical
simulations. Yu-cun and Huai-xin [10] captured the unsteady forces and moments
on the propeller by using the DES approach and it is compared with an experiment
for validation of DES approach. Ffowcs Williams–Hawkings and Farassat equations
are used to predict the far-field sound radiation of propeller.

The present paper focused on prediction of non-cavitating marine propeller noise
of 389 mm diameter propeller of 5, 6, and 7 blades with +10° pitch, +5° pitch,
existing pitch, and −5° pitch, −10° pitch at rotational speed 840 rpm using large
eddy simulation (LES) approach and Ffowcs Williams–Hawkings (FW-H)equation.
Numerical simulations are carried on the above propellers to identify low noise
generating propeller. Then modify the diameter of the low noise propeller for further
reduction on noise for the same thrust and torque generated by the baseline propeller.
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(a) (b) (c)

Fig. 1 (a) 5-Blade Propeller (b) 6-Blade Propeller (c) 7-Blade propeller

Table 1 Existing pitch
details of 5, 6, and 7 bladed
propellers

r/R
(r = Pitch circle radius
R = Propeller radius)

Pitch angle

0.3 46

0.4 42

0.5 40

0.6 38

0.7 35

0.8 32

0.85 31

0.9 30

1 29

CATIAV5R20 is used to generate a solid model of propeller. Section of the propeller
is generated by using non-dimensional geometry data of the propeller. These gener-
ated cross section of the propeller which is rotated as per the pitch angle, and
finally it is wrapped around cylindrical diameters to get the final sections of the
propeller. These sections are connected smoothly by lofted surfaces to generate the
final propeller model for simulations. Figure 1 shows the propeller model with 5,
6, and 7 blades with existing pitch, respectively. Table 1 shows the details of the
existing pitch. Another 12 propeller solid models are generated having 5, 6, and 7
blades by adding the+10°,+5°,−5° and−10° pitch angles to existing pitch shown
in Table 1 to study the variation of propeller noise on the number of blades and pitch
angle of propeller blades.

2 Geometric Modeling of Propeller

See Table 1.
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3 Numerical Simulation

The propeller model generated in the CATIA V5R20 is imported into ANSYS work-
bench 14.5 in IGES format for further analysis. The flow and noise simulation on all
fifteen propellers are carried out using Fluent. For the prediction of hydrodynamic
noise requires the information of the flow domain, and it plays a dominant role in
the hydrodynamic noise prediction. For this purpose, flow domain is generated as
follows. The flow domain is modeled by using a distance of 4D in downstream for
the outlet of the propeller. The inlet distance is 3D (where D is the diameter of the
propeller) in upstream from the center of the propeller. The flow domain in radial
direction is 4D from the axis of the hub. Figure 2 shows the boundary conditions
on the propeller domain. Mesh generation is playing a vital role to capture the flow
properties with significant quality. For this purpose, small cell sizes are generated
near the blade tip and cell size is increased toward the hub. Figure 3 shows the grid
over the surface of the blade and hub. Then convergence of the domain is checked by
varying the number of elements in the entire domain. The number of cells generated
after convergence in the total grid is 1.2 million.

The fluid and the properties of water are assigned to the entire fluid domain. A
rotational velocity of 840 rpm is assigned by usingmultiple rotating reference frames

Fig. 2 Boundary conditions on propeller domain

Fig. 3 Grid over the surface
of the blade and hub
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to fluid in the domain. Relative rotational velocity of the wall forming the propeller
blade and hub are assigned as zero velocity with respect to the adjacent cell zone.
An inlet velocity of 7.62 m/s is assigned at the inlet. Outflow boundary condition is
assigned to the outlet of the fluid domain. An absolute rotational velocity of zero is
assigned to the far field. These boundary conditions are shown in Fig. 2. The same
boundary conditions are applied for the numerical study of unsteady non-cavitating
marine propeller with 5, 6, and 7 blades with +10° pitch, +5° pitch, existing pitch,
and −5° pitch, −10° pitch at rotational speed of 840 rpm.

Table 2 shows the details of non-cavitating flow details used for present noise
simulations using Fluent.

From the noise analysis of 5, 6, and 7 blades with+100 pitch,+5° pitch, existing
pitch, and −5° pitch, −10° pitch propellers at propeller rotating speed of 840 rpm
and vehicle speeds of 7.62 m/s, it is observed that 6 blade propeller with +5° pitch
generates low noise of 127 dB compared with all other propellers. Figure 4 shows
the noise prediction graph of six blades propeller with +5° pitch at 840 rpm. From
these results it is observed that overall sound pressure level at 1 m along radial
direction of propeller with 5 blades is 144 dB,138 dB,142 dB,145 dB, 150 dB, with
6 blades it is 132 dB,127 dB,130 dB,139 dB,143 dB, and for propeller with 7 blades
it is 149 dB,146 dB,147 dB,152 dB, 156 dB for +10° pitch, +5° pitch, existing

Table 2 Details of non-cavitating flow

Pressure link Simple

Pressure Standard

Discretization scheme for convective fluxes and turbulence parameters Second-order upwind

Turbulence model Large eddy simulation

Near wall treatment Standard wall functions

Solver Unsteady

Fig. 4 Noise prediction graph of propeller with six blades +5° pitch at 840 rpm
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pitch, and −5° pitch, −10° pitch at 840 rpm. Table 3 shows results of overall sound
pressure levels of 5, 6, and 7 blade propellers with +10° pitch, +5° pitch, existing
pitch, and−5° pitch,−10° pitch. Reference pressure used for all sound pressure level
predictions is 1μPa.

4 Results and Discussion

4.1 Study the Performance of Low Noise Propeller

Though the 6 bladeswith+5° pitch propeller generates low noise (127 dB) compared
to all other propellers, it should produce basic requirements like thrust and torque as
per design. Hence in this paper, we studied the performance of low noise propeller
and baseline propeller in terms of total force and total moment. Tables 4 and 5 show
the total force and moment on the baseline propeller. The co-ordinate system used
for representation of results in Table 4 is as follows. The x-coordinate is aligned
to propeller’s hub symmetrical axis, y- and z-coordinates are normal to the hub
symmetrical axis.

Thrust coefficient and torque coefficients of baseline propeller are obtained from
the results shown in Tables 4 and 5.

Speed of propeller (N) = 14 rps

Density of seawater (ρ) = 998 kg/m3

Diameter of the propeller (D) = 0. 389 m

Thrust Coefficient Kt = T/(ρN2D4) = 0.354

Torque Coefficient Kq = Q/(ρN2D5) = 0.03099

Tables 6 and 7 show the total force and moment on the low noise propeller. The
co-ordinate system used for representation of results in Table 7 is as follows. The
x-coordinate is aligned to the propeller hub symmetrical axis, y- and z-coordinates
are normal to the hub symmetrical axis.

Thrust coefficient and torque coefficients of low noise propeller are obtained from
the results shown in Tables 6 and 7.

Speed of propeller (N) = 14 rps

Density of seawater (ρ) = 998 kg/m3

Diameter of the propeller (D) = 0.389 m

Thrust Coefficient Kt = T/(ρN2D4) = 0.455

Torque Coefficient Kq = Q/(ρN2D5) = 0.0993
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Table 4 Total normal force on baseline propeller

Pressure force
(N)

Viscous force
(N)

Total force
(N)

Pressure
coefficient

Viscous
coefficient

Total
coefficient

1542.2 43.9 1586.1 2517.9 71.7 2589.6

Table 5 Total moment of the baseline propeller

Pressure moment (N-m) (x, y, z) Viscous moment (N-m) (x, y, z) Total moment (N-m) (x, y, z)

34.7, 54.1, 52.4 −8.0, −0.26, −0.30 26.70, 53.9, 52.1

Table 6 Total force on low noise propeller

Pressure force
(N)

Viscous force
(N)

Total force
(N)

Pressure
coefficient

Viscous
coefficient

Total
coefficient

1989.7 47.8 2037.6 3248.6 78.1 3326.8

Table 7 Total moment on low noise propeller

Pressure moment (N-m) (x, y, z) Viscous moment(N-m) (x, y, z) Total moment(N-m) (x, y, z)

(58.6, −172.8, −172.8) (−8.7, 0.44, −0.56) (49.85, −172.3 −173.4)

The thrust coefficient and torque coefficient are increased for the low noise
propeller as compared with baseline propeller, but the motor power is constant.
So to maintain motor power constant, it is required to reduce the diameter of the
low noise propeller for maintaining the same thrust and torque equal to the baseline
propeller. Therefore, it is required to calculate the diameter of the low noise propeller
to maintain same thrust and torque equal to the baseline propeller.



Non-Cavitating Noise Control of a Marine Propeller … 215

4.2 Finding the Diameter of the Low Noise Propeller
to Maintain Same Thrust and Torque Equal to BaseLine
Propeller

Thrust Coefficient (New) Kt = T (old)/(ρN2D4)

0.455 = 1586.1/(998 × 142 × D4)

D = 0.365 mm

Torque Coefficient (New) Kq = Q/(ρN2D5)

0.0993 = 53.9/(998 × 142 × D5)

D = 0.308 mm

Out of these two diameters of the propeller, 0.365 mm diameter is taken as its
higher diameter which is considered for modeling of the low noise propeller used
for further noise simulations.

4.3 Modeling and Noise Analysis of Low Noise New Propeller

Modeling and noise analysis is carried on 365 mm diameter low noise new propeller
as per previous boundary conditions explained in the Sect. 3. The overall sound
pressure level at 1 m along the radial direction of low noise new propeller is 120.6 dB
(ref.pr is 1e-6). It is the least noise observed with all other models used in the
noise simulations. From Fig. 5, it is observed that the overall sound pressure level is

Fig. 5 Noise prediction graph of 6 blade 365 mm dia propeller from simulations
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120.6 dB (ref. pr is 1e-6), which is the least noise compared to all other propellers
considered in the present noise analysis.

5 Conclusions

1. Developed the methodology for finding the low noise propeller out of fifteen
propellers by geometrical modifications of the propeller.

2. Developed the methodology for finding the low noise propeller by maintaining
the same thrust and torque of the propeller.

3. Hydrodynamic noise of an underwater vehicle propeller with 5, 6, and 7 blades
with +10° pitch, +5° pitch, existing pitch, and −5° pitch, −10° pitch is investi-
gated at 840 rpm and vehicle speed of 7.62 m/s with the large eddy simulation
(LES) approach and Ffowcs Williams–Hawkings equation.

4. From these results, it is observed that the propeller with six blades with+5° pitch
at speed 840 rpm generates least noise (127 dB) compared to all other propellers.

5. Overall Noise level of redesigned propeller is 120.6 dB (ref. pr is 1e-6) which is
least among all the other propellers considered in the present analysis.
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Noise Control of a Marine Propeller
by Modifying the Skew Angle

V. Ramakrishna, D. A. Rao, Ch. Sankara Rao, P. V. S. Ganesh Kumar,
T. Gunasekhar, and V. Mani kumar

Abstract Anyunderwater vehicle like submarine, torpedo andAUVuses a propeller
for propulsion. The significance of propeller is to develop thrust which propels the
vehicle at its operational speed. The propeller geometry and design are complicated
which involves many controlling parameters. The pressure difference is produced on
the propeller blade between the forward and rear surfaces which accelerates water
behind the blade. In addition to thrust generation, it creates noise which could be
detected by the enemy. From stealth point of view, this noise is to be reduced. The
present work is aimed at controlling the noise generated by the propeller by changing
the skew angle of the propeller. The aim of this paper is to identify the skew angle
of a propeller at which propeller noise is least. Unsteady non-cavitating noise of
marine propeller of six blades with+5° skew,+10° skew,+15° skew and+20° skew
and existing propeller at rotating speed of 780 rpm and vehicle speed of 7.08 m/s
was predicted. The methodology adopted in CFD analysis is eddy viscosity model
of Large Eddy Simulation (LES) and for acoustic analysis is the Ffowcs Williams–
Hawkings (FW-H) formulation. From this numerical study on these propellers, it is
found that the propeller having +15° skew angle generates the least noise.

Keywords Non-cavitating noise ·Marine propeller · Computational Fluid
Dynamics (CFD) · Large Eddy Simulation (LES) · Ffowcs Willams–Hawkings
Formulation (FW-H)

1 Introduction

A propeller is a rotating fan-like structure used in underwater vehicles like
submarines, torpedoes and AUVs for propulsion by using the power generated from
the main engine. The transmitted power is converted from rotational motion to
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generate a thrust which imparts momentum to the water, resulting in a force that
acts on the vehicle and pushes it forward. A pressure difference is produced between
the forward and rear surfaces of the blade, and water is accelerated behind the blade.
The blade geometry and its design are more complex involving many controlling
parameters.

Stealth technology plays a major role in avoiding detection of underwater vehi-
cles. Vehicles can be detected through radiated noise and hence, there is a require-
ment to minimize the radiated noise. Radiated noise mainly consists of machinery
noise, flow noise and propeller noise. In modern underwater vehicles, emphasis is
laid on designing propellers with low noise. Chekab et al. [1] investigated the influ-
ence of changing the geometry, wake inflow modification and Propeller Isolation on
generated noise. Ji et al. [2] studied simulation of marine propellers with different
skew angles while operating in the non-uniform wake. Seol et al. [3] predicted the
non-cavitating noise generated by underwater propeller using the Ffowcs Williams–
Hawkings equation. Kim et al. [4] conducted experiments to predict broadband noise,
and numerical method was developed to predict propeller tonal noise. Bagheri et al.
[5] analysed the source of flow field of underwater propellers (FVM) and then the
time-dependent flow field data are used as the input for FfowcsWilliams–Hawking’s
formulation to predict the far-field acoustics. Noise characteristics are presented
according to noise sources and conditions.

2 Geometric Modelling of Propeller

This study is carried out by using an existing propeller. The geometry and material
details are given below in Tables 1 and 2. The solid model of the existing propeller
is shown in Fig. 1.

The solid modelling of propeller was carried out in CATIA V5 R20. The shape
of the blade of a propeller is usually defined by specifying the shape of the

Table 1 Dimension of
propeller model

Diameter (m) 0.389 m

BAR = AE/AO 0.58

No. of Blades 6

Hub ratio 0.245

Series NACA 66

Table 2 Material
specification

Density (g/cm3) 2.6898

Modulus of elasticity (Gpa) 68.3

Poisson’s ratio 0.34

Proof street (MPa) 385
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Fig. 1 Solid model of
existing propeller

section obtained by the intersection of a blade by coaxial right circular cylinders
of different radii. These sections are called radial sections or cylindrical sections.
Since all propeller blades are identical, only one blade needs to be defined. The non-
dimensional geometry data of the propeller was converted into point co-ordinate
data to generate the expanded sections. The detailed design of a propeller consists of
designing the expanded sections at a number of radii, usually at r/R= 0.2, 0.3….1.0,
where R is the propeller radius.

2.1 Modelling Procedure of Propeller

The expanded sections drawn aremoved along the radius of propeller to get respective
skew angles and they are rotated to respective pitch angle at each section. The rotated
sections are developed on the cylinder to get wrapped section at each radius. The
multi-section surface is used to join all the profiles to get the blade model. Finally,
the surface model is made into solid by closing all the surface edges and filling the
volume between the surfaces with solid. The hub is generated by revolving the profile
along the propeller axis and then the blade is joined with the hub. At the intersection
of hub and the blade, the Edge fillet is used to create the root around the blade. All
the edges of the propeller are filleted to get smooth curved edges. This reduces the
trailing edge noise radiated from the propeller. The remaining blades are generated
on the hub using circular array so that the equally spaced blades are obtained along
the axis of the propeller. This modelling procedure of propeller is depicted in Fig. 2.
The solid models of existing, +5° Skewed, +10° Skewed, +15° Skewed and +20°

Skewed propellers are shown in Figs. 3, 4, 5, 6 and 7.
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All the profiles are wrapped on the 
respective cylinders.

The profile rotated to the required Pitch and 
skew angle 

Splines are drawn connecting all the end of 
profiles as they are used for guiding the 

surface.

Multi section surface is created and all the 
edges are blended 

After enclosing the entire surfaces the 
closed surface is used to generate solid.

Fig. 2 Modelling procedure of propeller

Fig. 3 Existing propeller

3 Numerical Simulation

The solid model of propeller is imported into ANSYS workbench 15.0. The flow
and noise simulation were performed on all propellers using ANSYS-Fluent. The
prediction of propeller noise requires the information of the flow domain and it plays
a dominant role. Figure 8 shows the boundary conditions imposed on the propeller
domain. The inlet is taken at a distance of 3D (where D is the diameter of the
propeller) from mid of the chord of the root section at upstream. The outlet is taken
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Fig. 4 + 5° Skewed
propeller

Fig. 5 + 10° Skewed
propeller

Fig. 6 + 15° Skewed
propeller

at a distance of 4D from the same point at downstream. In radial direction, domain
is considered up to a distance of 4D from the axis of the hub as shown in Fig. 8. The
input parameters given are rotational speed of 780 rpm and flow velocity of 7.08 m/s
at the inlet. The mesh is generated with tetrahedral cells in such a way that cell sizes
near the blade tip are very small and increased towards hub as shown in Fig. 9 to
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Fig. 7 +20° Skewed
propeller

Fig. 8 Computational
domain

Fig. 9 Meshed model

capture the flow properties with significant quality. The same boundary conditions
are applied for the numerical study of unsteady non-cavitating noise of all propellers
with different skews. The turbulence model chosen for the present study was Large
Eddy Simulation (LES). Table 3 shows the details of Non-Cavitating flow used for
present simulations.
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Table 3 Details of
non-cavitating flow

Pressure link Simple

Pressure Standard

Discretization scheme Second-order upwind

Turbulence model Large Eddy Simulation

Near wall treatment Standard wall functions

Solver Unsteady

4 Results and Discussion

The output of CFD analysis is given to the input of acoustic analysis using the Ffowcs
Williams–Hawkings (FW-H) formulation to obtain the noise levels. The CFD and
Acoustic analysis on six-blade propeller with existing skew(41°), +5° skew, +10°

skew,+15° skew and+20° skewwith a rotating speed of 780 rpm and flow velocities
of 7.08 m/s were carried out. It was observed that the propeller with +15° skew
generates less noise compared with other propellers. Figures 10, 11, 12, 13 and 14
show the Noise prediction graphs at 1 m distance along the radial direction of the
propeller with six blades for existing skew,+5° skew,+10° skew,+15° skew and+
20° skew at 780 rpm and overall sound pressure levels are 130 dB, 124 dB, 121 dB,
119 dB, 123 dB, respectively, referred to//1µ Pa@ 1 m. The propeller of six blades
with +15° skew gives the low noise of 119 dB compared with other propellers. The
results of all varieties of propeller noise are shown in Table 4.

Fig. 10 Noise prediction graph at inlet of the existing propeller from simulation
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Fig. 11 Noise prediction graph at inlet of +5° skew propeller from simulation

Fig. 12 Noise prediction graph at inlet of +10° skew propeller from simulation

5 General Design Guidelines for “Methodology of Noise
Prediction of Marine Propeller”

1. Modelling procedure of the propeller-like profile rotation, wrapping, profile
generation, multi-section surface creation.

2. Generic Meshing of the propeller used is Tetrahedral meshing.
3. Boundary conditions used: inlet is 3D, outlet is 4D and Radial distance is 4D

from the centre of the Propeller.
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4. Methodology used in CFD analysis is Large Eddy Simulation (LES).
5. Methodology used in Acoustic analysis is the Ffowcs Williams–Hawkings (FW-

H) formulation.

Fig. 13 Noise prediction graph at inlet of +15° skew propeller from simulation

Fig. 14 Noise prediction graph at inlet of +20° skew propeller from simulation

Table 4 Noise of six-blade propeller with different skew

Overall sound pressure level (dB//1µ Pa@ 1 m) @ 780 rpm and flow velocity 7.08 m/s

Six-blade propeller

Existing blade 5° Skew 10° Skew 15° Skew 20° Skew

130 124 121 119 123
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6 Conclusions

1. This paper presents a numerical investigation of unsteady non-cavitating turbu-
lent flow around a full-scalemarine propeller of 389mmdiameter with six blades
and varying skews, at rotational speed 780 rpm with the eddy viscosity model of
Large Eddy Simulation (LES) approach.

2. Propeller behaviour is investigated for its hydrodynamic parameters and then
computational acoustic analysis is carried out using the FfowcsWilliams–Hawk-
ings (FW-H) formulation.

3. The optimum values of these design parameters are arrived and presented.
4. It is seen that for the propeller under study, +15° skew generates the least noise

of 119 dB compared with other skew angles.
5. This methodology of noise prediction can be employed for any propeller to

determine the skew angle at which least noise will be generated.
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Acoustic Signature of Square Cylinder
in a Compressible Flow

Mohd Masoom Ali and Syed Fahad Anwer

Abstract The Aeolian tones radiated from structures are important in various engi-
neering fields. For example, in military and defense applications, it is used for detec-
tion and survivability. Aeroacoustic noise is increasingly used as a critical design
variable in modern engineering designs. This in turn has led to an increase in the
research efforts aimed at numerical prediction of aerodynamic noise, often dubbed
computational aeroacoustics (CAA). A numerical study of aerodynamically gener-
ated acoustic noise was carried out. Simulations of 2D, laminar, and compressible,
viscous flow were performed at Reynolds Number (Re) ∈ [60, 200] and Mach no.
(Ma) ∈ [0.2, 0.4]. Roe Flux-Difference Splitting Scheme was used to solve the
governing equations with finite volume differencing. The Least square cell based
spatial discretization scheme was used with second-order upwind scheme for calcu-
lating convection terms. Acoustic calculations were done using Ffowcs-Williams
and Hawkings (FW-H) formulation. The peak in the receiver spectra matches the
dominant frequency in the lift force history. Sound Pressure level decreases with
decreasing flow velocity and Reynolds number. Acoustic peak frequency shifts
toward higher frequency valuewith increasingMachnumber for all cases ofReynolds
number. The sound pressure level was observed to be higher downstream of the
flow. Wide band noises at frequencies higher than the fundamental frequency were
observed to be the subharmonics of the fundamental frequency of sound.
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1 Introduction

The Aeolian tone is sound generated by an obstacle in a flow. Research of Aeolian
tone has a long history of more than one hundred years. The Aeolian tone that is
radiated from the flow around a square cylinder has received far less attention than
that from the flow around a circular cylinder, and works from the open literature are
rather scarce. From an engineering point of view, Aeolian tones that are radiated
from the flow around a square cylinder are important; a typical example is the tones
generated by landing gears, pantographs of trains, etc., which has many circular and
square cylinders as their structural components.

1.1 Literature Review

Fujita [1] conducted experiments on cylindrical objects and discussed the characteris-
tics of aerodynamic sound radiated from two-dimensional models, such as a circular
cylinder, square cylinders with or without rounded corners, and a cylinder with a
modified square cross-section. They also investigated experimentally Aeolian tone
generation and its relation with surface pressure fluctuation on a circular cylinder at
moderate to high Reynolds number. The relation between velocity fluctuations in the
wake and the Aeolian tone generation mechanism was quantitatively described.

Silva and Ferreira [2] investigated sound generation by a square cylinder placed
in a uniform flow at low Mach and low Reynolds numbers by direct solution of
the two-dimensional unsteady compressible Navier–Stokes equations by solving the
compressible Navier–Stokes equations by using fourth-order numerical schemes.
The simulations were carried out for three different Mach numbers, namely Ma =
0.1, 0.2, and 0.3, and also for three different Reynolds numbers (Re = 100, 150, and
200), in a dipolar nature of the generated sound was observed with main propagation
direction toward upstream. The frequency of the pressure waves is the same as that of
vortex shedding as well as the fluctuation frequency of the lift force. The results also
showed that the Mach number has little effect over the generation mechanisms of the
sound, but clearly influences the propagation of sound waves to mid and far fields.
The Doppler effects showed to play an important role at a very small Mach number.
It was observed that when the Reynolds number increases, the positive and negative
soundwaves have clearly different propagation angles. This effect has been attributed
to a significant increase in drag dipole when the Reynolds number increases.

Ali et al. [3] investigated flow over various bluff body shapes: four different bluff
body shapes, i.e.; Triangle, Ellipse, Circular, and Square at Re = 150 and Mach 0.2.
The information regarding the flow features and noise generation mechanism was
identified. It was found that all bluff bodies exhibited the same physics features,
only the magnitudes were different, in which the triangle cylinder was the highest
and square cylinder was the lowest. Inspection on the time histories of the sound
pressure level found a sinusoidal pattern in the fluctuation. Therefore, it is possible
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for a downstream flat plate to be applied in the sound-cancelation mechanism for all
types of the bluff bodies being investigated. In a later study, Ali et al. [4] investigated
numerically the case of a rigid flat plate placed in the wake of a square cylinder
for passive sound control at a Reynolds number of 150 and a Mach number of 0.2.
Two flow regimes were observed, and they showed to affect the radiated sound.
An overall sound reduction at an observer directly above the cylinder was observed
for a small gap distance G between the cylinder and the plate (0 ≤ G ≤ 2.3D, in
which D is the cylinder height), where a 2.9 dB reduction in the sound pressure level
was obtained when there is no gap between the two bodies. In contrast, the emitted
sound pressure level increases by at least 8.0 dB for large gap distances (2.4D ≤
G ≤ 7D). Despite this, a 6.3 dB reduction in the sound pressure level is obtained
due to a sound-cancelation mechanism when the plate length was reduced to 0.26D
and placed 5.6D downstream of the cylinder. The nonlinear unsteady stall process
restricts the maximum sound reduction attained.

Most of the studies have been done in lowReynolds number and lowMach number
range using incompressible flow equations, while extensive studies have been carried
out on the bluff body flows, most of these were primarily focused on the dynamics
of the instabilities. The Aeolian tone that is radiated from the flow around a square
cylinder has received far less attention as compared to the flow around a circular
cylinder. In this work, we will study the effect of Mach number on Aeolian tones to
have an understanding of the effects of compressibility on the acoustics emissions.
For this purpose, we are going to consider flow past a square cylinder as a canonical
problem. Uniform compressible flow past a square cylinder is solved. The flow is in
the vertical direction as shown in Fig. 1a. The range of the Reynolds Number selected
for the simulations is from 60 to 200, keeping the flow in the 2D regime. Whereas
Mach numbers selected for the study are M = 0.2, 0.3, and 0.4. This is to have an
insight of the compressibility effect on the aerodynamically generated noise.

(c)(b)
(a)

x

y

Fig. 1 aGeometrical representation of cylinder geometry bBlock structured Cartesian Grid cGrid
near cylinder
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Fig. 2 a Fast Fourier transform to calculate the Strouhal number bVariation of the Strouhal number
with the Reynolds number

2 Mathematical Model and Numerical Methodology

2.1 Governing Equations

The flow is taken as compressible, hence the flow is governed by the compressible
form of Navier–Stokes and energy equations. Ideal gas law and Sutherland’s law is
used to complete themodel. The non-dimensional form of the governing Eqs. (1)–(4)
are given below [5]:

Continuity Equation:

∂ρ

∂t
+ ∂(ρu)

∂x
+ ∂(ρv)

∂y
= 0 (1)

Momentum Equation:

x-direction:
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y-direction:
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Energy Equation:
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Re = PU∞L
RTμ

is the Reynolds number, ρ and μ are density and dynamic viscosity
of the fluid, respectively, while Pr = ν

α
is the Prandtl number. In the present work,

freestream condition is used as initial condition and all the flow properties are initial-
ized with their respective freestream values. At the surface of the cylinder, the flow
is governed by no-slip and no penetration condition for the velocity, the cylinder is
also considered as adiabatic.

2.2 Computational Model

The computational domain used for the two-dimensional flow simulations over the
square cylinder is shown in Fig. 1. The domain is taken from Sharma and Eswaran
[6]. The two-dimensional flow field around the bluff body is taken to be unsteady,
viscous, and laminar. The non-dimensional width of the square cylinder is equal to
unity, D = 1. The leading edge of the cylinder is located 5D units from the inlet
ensuring negligible boundary effects. Here ‘H’ is the height and ‘B’ is the width
of the domain, which is taken as 40D and 30D, respectively. Block Structured grid
generated in ICEM CFD is used with a stretching to capture wake–wall interactions.

A grid, time, and domain independence test was performed but for the sake of
brevity, we are not including detailed results in this article. The grid Independence
tests suggested that the grid having a downstream length greater than or equal to
30D and having near boundary spacing equal to 0.005 is optimum for the numerical
calculations by the solver. According to the Time independence test, to get correct
numerical results, the time step is chosen to be 0.001. So our domain is having a
downstream length of 35D, the near boundary spacing of 0.005 with cell stretching
of 7%, and the number of nodes in the computational domain is 93510. Figure 1b, c
shows the computational geometry and grid being used.
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Table 1 Validation of flow
parameters with existing
studies at Re 100 M = 0.3

Reference Model CD St

Present Compressible 1.60 0.139

Silva and Ferreira [2] Compressible 1.45 0.141

Franke et al. [9] Compressible 1.62 0.139

Davis and Moore [7] Incompressible 1.64 0.152

Sohankar et al. [8] Incompressible 1.45 0.145

2.3 Numerical Methodology and Validation

ANSYS FLUENT 14.0 is used to solve in this work. The preconditioned Roe Flux-
DifferencingSplittingScheme (RoeFDS) a density-based solver is employed to solve
equations. The density-based solver solves the governing equations of continuity,
momentum, and energy Eqs. (1)–(4). This work employs a projection method for
solving the compressible Navier–Stokes equation.

Spatial discretization is done using finite volume formulation, while time
discretization is done using an implicit scheme. Spatial discretization is second-
order accurate. In order to validate the numerical schemes that have been used in
ANSYSFluent 14.0, numerical simulationswere performedover, and the resultswere
comparedwith the published. Computations are carried out for a single cylinder at Re
= 100. The mean drag coefficient and Strouhal number are compared with available
data of Silva and Ferreira [2], Franke et al. [9], Davis and Moore [7], and Sohankar
et al. [8]. Table 1 shows a comparison of present work with the above-mentioned
works.

2.4 Acoustic Scheme

The governing equations for acoustics are indeed the same as the ones governing fluid
flows. The main challenge in numerically predicting sound waves comes from the
well-recognized fact that sounds have much lower energy than fluid flows, typically
by several orders of magnitude. This poses a great challenge to the computation of
sounds in terms of difficulty of numerically resolving sound waves, especially when
one is interested in predicting sound propagation to the far field. Another challenge
comes from the difficulty of predicting the very flow phenomena (e.g., turbulence)
in the near field that are responsible for generating sounds. Works in the field of
computational aeroacoustics (CAA) can be categorized into three groups depending
on the method to use: hybrid method, acoustic/viscous splitting method, and direct
numerical simulation (DNS) method. The first group (hybrid method) makes use
of an acoustic analogy, under the assumption of a compact source, to predict the
far field sound. The source terms are evaluated using the near-field flow quantities,
which are obtained by solving the Navier–Stokes equations for low-Mach-number
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flows. This method saves computational time as well as memory storage compared
with DNS, because the flow in the far field is assumed to be stationary or uniform and
thus not solved numerically. The second group (acoustic/viscous splitting method)
assumes that flow quantities are represented, under the assumption of low Mach
number, by an incompressible mean flow and a perturbation about the mean. In
the far field, the perturbation quantities are equivalent to acoustic quantities. This
methodmay possibly be a convenientmethod of predicting sound field resulting from
low-Mach-number, non-compact source region. So far the results obtained by this
method are qualitative, and detailed descriptions of sound fields have not yet been
given. The third group makes use of DNS, where both the fluid motion and the sound
which it generates are directly computed. Recent development of a high-performance
supercomputer and highly accurate numerical schemes makes it possible to simulate
sound field by directly solving the compressible Navier–Stokes equations over the
entire region from near to far-fields. This method does not suffer from restrictions
such as low Mach number and compactness of the source region, but requires a
large amount of computer resources; the studies using DNS are very few. We have
used Ffowcs-Williams and Hawkings model for this. The source terms are evaluated
using the near-field flow quantities. This method is often called the hybrid method,
the flow in the far field is assumed to be stationary or uniform and thus not solved
numerically.

3 Result and Discussion

The two-dimensional flowfield around the bluff body is taken to be unsteady, viscous,
and laminar. The non-dimensional width of the square cylinder is equal to unity, D
= 1. The Strouhal number (St) and sound pressure level (SPL) were determined for
the airflow across the square cylinder by performing simulations of flow having the
Reynolds Number (Re) ∈ [60, 200] and Mach no. (Ma) ∈ [0.2, 0.4]. This is to have
an insight of the compressibility effect on the aerodynamically generated noise. The
Strouhal number (St= fD/U) was calculated by performing a Fast Fourier Transform
of the lift coefficient time history.

The Strouhal number decreases with increasing Mach number for a particular
Reynolds number. It has also been observed that the Strouhal number first increases
with the Reynolds number and reaches a maximum at Re= 160 after which it slowly
decreases with a further increase in the Reynolds number. The flow at Re = 60 and
Mach 0.4 did not undergo vortex shedding; this may be attributed to the fact that
compressibility suppresses turbulence.

Acoustics calculations were performed when the lift and drag histories became
statistically stationary. This is the time during the simulation process when the
receivers along with the acoustics reference pressure were set up. The acoustic refer-
ence pressure is used to convert the acoustic pressure into the Sound Pressure level in
dB. Acoustic reference pressure (Pref) is the international standard for the minimum
audible sound of 2.10–5 Pa [5].
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Fig. 3 a Geometrical representation of receivers b time variation of acoustic pressure level c SPL
obtained from FFT of acoustic pressure

• Sound Pressure Level, SPLm(dB) = 20 log
(

P ′
m

Pref

)

Receivers were placed in upstream, downstream, and transverse directions as shown
in the figure. Receivers were placed at R1(0, –4D), R2(0, 4D), R3(15D, 0), and
R4(50D, 0). The centroid of the cylinder lies at (0, 0) as shown in Fig. 3a. In the
direction of flow, receivers were placed equidistant both in the upstream and down-
streamdirection to study the effects due to the flow.Due to symmetry in the transverse
direction, receiverswere placed only in one direction. Figure 3b showsAcoustic Pres-
sure signals at the receiver. It has been observed that there exists a time lag in the
receiver signals, this is because of the gap between the receivers. So the peak pres-
sure of the pressure pulse reaches the nearest receiver at the earliest and then the next
receiver and so on. There is also a reduction in the magnitude of the pressure pulse
with the distance of the receiver. This is because of the dispersion of the wave. The
amplitude of the pressure wave is observed to be increasing with the Mach number
and Reynolds number. It is also observed that with increasing Mach number, the gap
between the acoustic pressure levels at receiver 3 and receiver 4 also decreases for
all cases of Reynolds number under study.

Sound pressure levels for all the receivers were generated by spectral analysis
(Fig. 3c). When compared with the power spectral density of the lift force history
(Fig. 2a), it was observed that peaks in the receiver spectra match the dominant
frequency in the lift force history. This indicates that the sound is generated because
of vortex shedding. Therefore, this peak corresponds to the shedding off frequency
of the vortices.

From the data of the overall sound pressure level (SPL) shown in Figs. 4 and 5,
it is also observed that the SPL increases with the Mach number for any particular
Reynolds number, and it also increases with the increasing Reynolds number for
any particular receiver in a fixed Mach number flow. The pattern indicates a well-
definedSPLpeak at a frequencywhichdecreaseswith decreasingflowvelocity.When
compared for a particular Reynolds number, it is observed that the Acoustic Peak
frequency shifts toward the right (toward higher frequency value) with increasing
Mach number for all cases of Reynolds number. As shown in Fig. 4, the peak value
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Fig. 4 SPL of all Receivers at a fixed Re = 80 and at a Ma = 0.2 b Ma = 0.3 c Ma = 0.4

Fig. 5 Dominant frequency at differentRe andMa for receivers placed in aUpstream bDownstream
and c Transverse directions

shows the sound pressure level’s dominant frequencies. The sound spectrum consists
of one strong peak as the fundamental frequency, a weaker peak at double that
frequency, and wide band noise at frequencies higher than the fundamental. The
value of the acoustic peak frequency for all the three configurations has been tabu-
lated below (Table 2). It was found that the weaker peaks are actually multiples of
the fundamental frequency. This shows that the wide band noises are actually the
subharmonics of the fundamental noise. The wide band Noise at the frequencies
above the fundamental appears to be quadruple from the wake.

4 Conclusions

It can be concluded that the peak in the receiver spectra matches the dominant
frequency in the lift force history. It was also shown that Sound Pressure level
decreases with decreasing flow velocity and Reynolds number, while Acoustic peak
frequency shifts toward higher frequency value with increasing Mach number for
all cases of Reynolds number. Wide band noises at frequencies higher than the



240 M. M. Ali and S. F. Anwer

Table 2 Peak frequency at Mach = 0.2

Re Upstream receiver Downstream receiver Transverse receiver

1st peak 2nd
peak

3rd
Peak

1st Peak 2nd
Peak

3rd Peak 1st Peak 2nd
Peak

3rd Peak

60 15.848 32.34 48.873 16.1587 32.323 48.2298 8.09 16.16 24.2425

80 17.677 35.866 53.537 17.71 35.89 53.66 9.091 17.57 26.96

100 18.848 37.64 56.24 18.83 36.52 57.61 9.89 18.84 27.55

120 19.58 39.49 59.07 19.58 39.49 59.06 9.96 19.58 29.53

140 20.2 40.41 60.22 20.2 40.4 60.41 10.1 20.2 30.29

160 20.302 61.44 81.73 20.28 40.59 60.89 10.14 20.29 30.44

180 20.514 40.705 61.22 20.507 40.701 61.21 10.25 20.51 30.45

fundamental frequency were observed to be the subharmonics of the fundamental
frequency of sound.
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Direction of Arrival Estimation
for Speech Source Using Closely Spaced
Microphones

Mohd Wajid, Arun Kumar, and Rajendar Bahl

Abstract The direction of arrival (DoA) of an acoustic source is a salient param-
eter whose applications are diversified ranging from the defense industry to the enter-
tainment industry. The conventional method of DoA estimation uses sensor (micro-
phone or hydrophone) array with different computationally intensive algorithms,
however, the size of sensor-array restricts its deployment in portable devices. The
replacement of sensor-array is an acoustic vector sensor (AVS), which is compact in
size and can be easily mounted on any small portable device. The AVS can be real-
ized with omnidirectional microphones and/or particle velocity sensors. We have
used different geometrical arrangements of closely spaced omnidirectional micro-
phones (called AVS configurations) for determining the DoA of a speech source
for real-time applications. The signals acquired by the closely spaced omnidirectional
microphones are used to estimate the acoustic intensity vector, which gives the direc-
tion of an acoustic source. In this paper, we have given a method for DoA estimation
of a broadband quasi-stationary source (speech signal) and compared the DoA esti-
mation performance of different omnidirectional microphones based AVS configu-
rations with the help of Finite Element Method tool, viz., COMSOL Multiphysics.
The speech signals for different angular locations at different microphones of an
AVS have been recorded using COMSOL Multiphysics modeling software.

Keywords Acoustic intensity · Acoustic vector sensor · Direction of arrival ·
Speech source
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1 Introduction

Acoustic vector sensor (AVS) is a device that measures acoustic pressure (scalar)
and particle velocity (vector). The product of pressure and particle velocity gives
the acoustic intensity, which is a vector quantity and its direction is from the sound
source to the AVS. Therefore, the acoustic intensity gives the direction of a sound
source in free space [1–4]. The particle velocity sensor can be estimated using collo-
cated microphones, where the approximation of the spatial derivative of the pressure
signal is used [5, 6]. The direction of arrival (DoA) estimation using different AVS
configurations of a narrowband source has been studied earlier in our paper [7]
(readers can see this for details). However, we had not examined DoA estimation
performance for a broadband quasi-stationary source. In this work, we have devised
an approach for DoA estimation of a speech source in the absence of ambient noise
and tested its performance for different configurations of the AVS using the Finite
Element Method tool, viz., COMSOL Multiphysiscs.

The rest of the paper is organized as follows. Section 2 discusses the acoustic
intensity components and DoA estimation using collocated microphones. Different
AVS configurations used have been explained in Sect. 3. In Sect. 4, DoA estimation
of a speech source and its results are presented, and Sect. 5 concludes the paper.

2 Acoustic Intensity Using Collocated Microphones
and Direction of Arrival

If two microphones are located on the x-axis and separation between them is d,

assuming separation betweenmicrophones is much smaller compared to the smallest
wavelength of the source signal and range of the source (d � λ and d � r), then
the particle velocity along the x-axis is approximated as

vx (t) = −
(

1

ρ0d

) t∫
−∞

[p2(τ ) − p1(τ )]dτ (1)

where ρ0 is the medium density, and p1(t) and p2(t) are the measured microphone
signals. It has been assumed that the signals p1(t) and p2(t) are stationary signals.
The pressure at the midpoint of twomicrophones can be assumed to be the arithmetic
mean of the two microphone signals:

p(t) = p1(t) + p2(t)

2
. (2)

The approximated acoustic intensity component along the x-axis is given by
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Ix (t) ≈
(

1

2ρ0d

)
[p1(t) + p2(t)]

t∫
−∞

[p1(τ ) − p2(τ )]dτ. (3)

The frequency domain representation of the acoustic intensity component is
expressed as

Ix (ω) = − 1

ωρ0d
Imag

(
Γp1 p2(ω)

)
(4)

where Γp1 p2(ω) is the cross-power spectral density between the microphone signals
p1(t) and p2(t), and Imag (*) is the imaginary part. The average intensity component
is given by

Ix = − 1

ωρ0d

∞∫
0

Imag
(
Γp1 p2(ω)

)
dω. (5)

Similarly, the intensity component Iy(ω) and Iy along the y-axis can be determined
[4, 5, 8–10] (see these papers for detail). The DoA of an acoustic source in a 2D
plane can be estimated as

θ = arctan

[
Ix
Iy

]
. (6)

The DoA is measured with reference to the y-axis in the clockwise direction. This
intensity method for DoA estimation can be used for real-time applications as it does
not need any search in the space.

3 Acoustic Vector Sensor Configurations

We have considered several AVS configurations for calculating the acoustic intensity
due to speech source and hence DoA of a speech source. These AVS configurations
are called star, delta, OACφ, square, and sub-configurations of square (AVS1, AVS2,
AVS3, AVS4, and AVS5), the geometrical arrangement of these configurations are
given in Fig. 1.

The configurations like delta, star, and OACφ (φ = 30◦) do not give orthog-
onal intensity components (along the x-axis or y-axis). For these configurations,
the acoustic intensity components have been calculated along the solid lines. These
intensity components have been projected on the orthogonal axes in order to obtain
the intensity component along the x and y axes [7]. The DoA estimate of AVS13
has been derived after taking the average of the DoA estimate obtained using AVS1
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Fig. 1 Microphone configurations for AVS. Circles indicate omnidirectional microphone, speaker
symbol indicates the sound source in the far-field. a Star configuration, having four measured
signals, i.e., pc, pk , pl , and pm . b Delta configuration, having three measured signals, i.e., pk , pl ,
and pm . c Three-microphone obtuse angle configuration (OACφ), having three measured signals,
i.e., pa , pb, and pc, d Square configuration, and e Sub-configurations of square, having measured
signals p00, p10, p11, and p01 [7]
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and AVS3. Similarly, DoA estimate from AVS1, AVS2, AVS3, and AVS4 have been
averaged, and the resultant DoA estimate is called the DoA estimate of AVS1234.

4 Direction of Arrival Estimation of a Speech Source

The speech signal received by microphones of AVS configurations for different
angular locations of a speech source has been generated using COMSOL Multi-
physics. The distance between speech source and AVS is kept at 1 m andmicrophone
separation d within AVS configurations is fixed at 10 mm. The angular locations of
speech source are from 0o to 90o with increments of 15o. It has been assumed that
sound source and microphones are of point size, and there is no reflection from the
boundary.

The performance has been evaluated in terms of angular error (AE) and average
absolute angular error AAE0◦:15◦:90◦ as defined below:

AE = 2 sin−1

(∣∣∣∣a − â
∣∣∣∣

2

)
(7)

and

AAE0◦:15◦:90◦ = 1

7

6∑
K=0

|AE(θK )| (8)

where ||.|| is the l2 norm, a and â are the vectors of unit magnitude pointing to the
actual direction of the speech source and its estimate, respectively. AE(θk) represents
AE for a speech source located at an angle of θk (θk = k ∗ 15◦ ).

Since speech is generally assumed to be quasi-stationary with a duration of 20ms;
therefore, the speech signal has been analyzed for DoA estimation for successive
non-overlapping 20 ms frames. The AE for the speech signal is the average of the
estimated angular error from successive 20 ms frame of speech signal.

The DoA for each frame is calculated based on the average intensities (obtained
over all frequency bins). The spectrogram of speech source of 3 s duration and
sampled at 16 kHz is shown in Fig. 2a. For a speech source with frequency band of
200 Hz–8 kHz, the range of d/λ is from 0.00583 to 0.2332. Figure 2b shows the
AE for the speech source of 3 s of 8 kHz band and the average AE spanning the 3 s
duration of the signal is given after removal of 10% outliers. The reason for non-zero
AE at different DoAs is due to particle velocity estimations. The AE is zero for some
DoAs (0◦, 45◦, 60◦ and 90° this is due to the cancelation of approximation error (in
particle velocity) by AVS configuration geometries. Figure 3 shows AAE0◦:15◦:90◦

for a speech source.
The AVS configurations, which use three microphones, have higher average error

than the case of AVS configuration that used four microphones. It has been observed
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Spectrogram of speech source
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Fig. 2 a Spectrogram of the speech source of 3 s duration and sampled at 16 kHz. b AE versus
DoAs for various AVS configurations for the speech source located at a range of one meter with d
= 10 mm

Fig. 3 AAE0◦:15◦:90◦ for different AVS configurations for speech source of 3 s located at a range
of one meter with d = 10 mm
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Table 1 Error performance
comparison for speech source
signal and sinusoidal source
signal for different AVS
configurations

AAE0◦:15◦:90◦ (degree)

AVS configurations Speech source Sinusoidal source (1 kHz)

AVS1234 0.016 0.043

AVS5 0.013 0.078

AVS13 0.016 0.043

AVS1 0.052 0.013

AVS2 0.192 0.208

AVS3 0.072 0.098

AVS4 0.226 0.201

that AVS13 and AVS1234 gives smaller value of AAE0◦:15◦:90◦ than the other AVS
configurations considered, which is also applicable for the narrowband signal as
reported in [7]. The presented scheme for DoA estimation of broadband signal using
different AVS configurations gives AAE0◦:15◦:90◦ less than 0.23◦ . The average error
performance for the sinusoidal source has been reported earlier [7], these results are
compared with our results for the speech signal and are shown in Table 1.

5 Conclusion

We have presented an approach for DoA estimation of a broadband quasi-stationary
source and tested the same for different AVS configurations with the help of the
Finite Element Method tool. It has been observed that the average error for speech
source using AVS1234 and AVS12 is less than 0.02◦, which is better than the case
of sinusoidal source. The average error of DoA estimation is larger for the three
microphone AVS configurations compared to the four microphone AVS configura-
tions. However, all AVS configurations have angular error below 0.4◦ and average
absolute angular error below 0.23◦ for the speech source. Future work may include
the analysis of DoA estimation of speech source in the presence of ambient noise.
In addition, this work may be extended to remove the angular error caused due to
particle velocity approximations.
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Investigations into Some Parameters
of Vibration Signal of Faulty Bearings
with Wavelet Transform

Sidra Khanam and N. Tandon

Abstract The vibration signals generated by a rotor bearing system are greatly
influenced by the occurrence of a fault on the bearings. Monitoring of parameters
like peak, overall rms, kurtosis, crest factor, and power from the time domain signal
reveals the status of health of bearings supporting the rotor and serves as the easiest
approach. However, themajority of these parameters give an estimation of the overall
health of the system and not just the bearings. This work addresses the use of Discrete
Wavelet Transform (DWT) to filter the bearing related signal and then monitor the
health of bearing. The work also discusses on the selection of appropriate sampling
frequency for the collection of time domain signal and demonstrates the dependence
of parameters on the same. The results indicate that the use of DWT for a signal with
higher sampling frequency has increased the accuracy of prediction of estimation of
the defect.

Keywords Vibration monitoring · Time domain signal · Rolling element
bearings · Discrete wavelet transform

1 Introduction

Rolling element bearings are widely used in industrial applications and faults therein,
unless identified in a timely manner, may lead to malfunctioning of machinery.
Condition monitoring has, therefore, become a widely adopted maintenance strategy
withmonitoring of vibration signal as a common tool. The vibration signals generated
by a rotor bearing system are greatly influenced by the occurrence of a fault on
the bearings. These faults can be detected from vibration signals through various
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techniques that can be categorized into time domain, frequency domain, or time–
frequency domain [1, 2].

Tandon andNakra [3] have compared the detectability of defect in ball bearings by
some vibration and acoustic measurement methods. These measurements included
overall vibration acceleration, envelope detected acceleration, overall sound intensity
and sound pressure, shock pulse, and acoustic emission ringdown counts and peak
amplitude. The authors weighted envelope detected acceleration over other methods.
In another research, Tandon [4] contrasted vibration parameters like total RMS, peak,
crest factor, power, and cepstrum and found that power is best for defect detectability
followed by peak and RMS measurements. Shakya et al. [5] have presented an
exhaustive study of various time domain, frequency domain, and time–frequency
domain parameters and provided an overall ranking of several parameters. Patidar
and Soni [6] have presented a summary of the vibration monitoring techniques and
concluded that wavelet analysis is a better tool for fault diagnosis. Because of their
flexibility and effective computational execution,wavelet transformation andwavelet
decomposition [7–9] have been reported to be a proficient tool for machine failure
surveillance. Peng and Chu [7] have stated key aspects for machine fault diagnosis
as time–frequency analysis of signals, fault feature extraction, singularity detection,
denoising and extraction of the weak signals, compression of vibration signals, and
system identification. Researchers in references [10–12] have applied a Discrete
Wavelet transform (DWT) for bearing fault detection. Prabhakar et al. [10] have
used DWT to identify single and multiple faults and combined faults on ball bearing
races, wherein the Daubechies 4 mother wavelet was used to decompose the vibra-
tion signals up to level four. Kumar and Singh [11] and Khanam et al. [12] have
used Symlet5 wavelet as a mother wavelet, and extracted the bearing defect related
feature to predict the defect size on the outer race of taper roller bearing and deep
groove ball bearing, respectively.

Monitoring parameters like peak, rms, power, crest factor, and kurtosis from time
domain vibration signal serve as one of the easiest approaches of defect detection in
bearings. Moreover, these parameters give only an indication of the presence of the
defect and require reference data (that of healthy bearing) for the same. In frequency
domain monitoring, characteristic defect frequencies are specifically looked for and
these lie in the low frequency range. This gives rise to ambiguity for the acquisition
of signal using an FFT analyzer, which is more or less user-defined, to be used for
monitoring of parameters in the time domain

This work presents the study of these parameters for signal acquired with two
sampling frequencies, low (640Hz) and high (25.6 kHz). DWThas then been applied
to observe the improvement in the defect detectability.
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2 Experimental Measurements

The vibration signals for a rotor bearing system were acquired from a test rig used
in reference [12]. The test facility measures the vibration of radially loaded rolling
element bearing for bore diameters ranging from 15 mm to 35 mm. For this study,
the test bearing is fixed on the stepped part of the shaft with bore 20 mm. The
test bearing SKF BB1B420204 is a deep groove ball bearing with polymer cage.
The polymer cage enables in the mantling and dismantling of components for the
successive development of defects on the race. Circular defects, to represent spall
like fault, have been progressively seeded onto the outer race of bearing with Electric
Discharge Machining (EDM) process. The defect size was chosen to vary from very
small defect (to represent the signal of defect at early stage) to medium (to represent
the signal of reasonably identifiable defect). For this, the diameter of the defect
was selected in steps of 250 micron; however, due to experimental limitations, the
accurate values in steps of 250 micron could not be achieved. The details of the test
bearing and defects created on the bearing’s outer race are provided in Tables 1 and
2, respectively.

For carrying out vibration measurements, test bearing was loaded with 100 N and
the inner race was rotated with 1500 rpm and the outer race was held stationary.
The vibration signals were obtained from the top of bearing housing (load zone) in
the form of acceleration with Brüel & Kjær type 4368 accelerometer. The captured
signalwas stored inONOSOKKI (CF- 3200) Fast Fourier Transform (FFT)Analyzer
through charge amplifier (B&K 2635) and analyzed via post processing in the
MATLAB environment. Data acquisition started after 20 minute-run, with 4096
vibration data samples (each sample an average of 100 samples) collected at both
low and high frequency sampling rates. Faults like flakes and spalls are represented

Table 1 Details of the test bearing SKF BB1B420204

Bearing bore 0.020 m

Inner race diameter (di) 0.02424 m

Outer race diameter (do) 0.04164 m

Pitch diameter (Dp) 0.03294 m

Ball diameter (db) 0.0087 m

Diametric clearance (Pd ) 10 × 10−6 m

Number of balls (Z) 7

Grooves radii 0.00461 m

Table 2 Description of defect seeded on the outer race through EDM

Stage1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Stage 7 Stage 8

Diameter (mm) 0.35 0.50 0.65 0.90 1.30 1.50 1.77 2.02

Depth (mm) 0.13 0.13 0.25 0.25 0.25 0.25 0.40 0.50
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by bearing characteristic frequency in the bearing defect frequency region (zone B)
at stage 3 of bearing failure. Bearing defect frequency region is a low frequency
region and so, the time signal for this low frequency region (span varying from 2 to
300 Hz) has been studied to investigate the variation of few parameters of this signal.
High frequency acceleration signal in the range of 2–20 kHz has also been studied
for the variation in vibration parameters and statistical properties like kurtosis.

3 Calculation of Vibration Parameters and Application
of Discrete Wavelet Transform

Parameters like peak value, overall rms, power, kurtosis, and crest factor are calcu-
lated from the time domain vibration signal. The estimation of these parameters acts
as the easiest way to inspect any change in the signal and is therefore categorized
among the easiest technique for condition monitoring using vibration signal. These
parameters are described again for the sake of completeness using references [4, 6].
The peak value is the maximum value that a time frame of vibration signal attains.
Root mean square (rms) value gives the effective value of a varying vibration signal
and is expressed as

RMS(x) =
√
√
√
√

N
∑

i=1

x2i

/

N (1)

whereN is the total number of samples. The value of overall rms acceleration level is
comparedwith that of healthy bearing tomonitor any change; however, this parameter
is insensitive to detect a fault at the early stage.

In signal processing, the power of a discrete time domain signal is defined as

Power P =
∑N

i=1 |xi |2
N

(2)

Crest factor is defined as the ratio of peak acceleration over overall rms, and is
mathematically expressed as

Crest factor = Peak(x)

RMS(x)
(3)

Crest factor is a non-dimensional parameter, and Igarashi et al. [14] have reported
a value of approximately 5 for a good bearing. With the progression of bearing
damage, rms increases and crest factor decreases.

Kurtosis gives ameasure of peakedness in the signal. The examination of statistical
moments of the data reveals quite useful information [1]. Kurtosis is nothing but the
fourth moment normalized with respect to the fourth power of standard deviation,
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and is expressed as

k =
∑N

n=1 (x(n) − μ)4

σ 4
(4)

whereμ is the mean and σ is the standard deviation. Bearing with good surface finish
has a theoretical kurtosis of 3, and with the deterioration in surface finish value of
kurtosis increases, but kurtosis is insensitive to loads and speeds [6].

All the above parameters are obtained for both the signals; onewith a low sampling
rate, i.e., 640 Hz and the other with a high sampling rate, i.e., 25.6 kHz.

3.1 Application of Discrete Wavelet Transform (DWT)

Discrete wavelet transform is an execution of the wavelet transform using a discrete
set of the wavelet scales and translations obeying some defined rules. This work uses
DWT as the derivative of the continuous wavelet transform obtained by adopting the
dyadic scale and translation to reduce the computational time and is expressed after
[10, 12] by the following equation:

DWT( j, k) = 1√
2 j

∞∫

−∞
s(t)ψ ∗

(
t − 2 j k

2 j

)

dt (5)

where j, k are integers, 2j and 2jk represent the scale and translation parameter,
respectively, ψ is the ‘mother’ wavelet, and ψ* is the complex conjugate of ψ.
Conceptually, DWT uses filter banks for the study of signal wherein filter banks
contain wavelet filters that extract the frequency content of the signal in various
sub-bands. The original signal s(t) goes through a set of low pass and high pass
filters resulting in low frequency (approximations, ai) and high frequency (details,
di) signals at each stage ‘n’ of decomposition. Therefore, the original signal s(t) can
be written as [11, 12]

s(t) = an +
n

∑

i=1

di (6)

In this work, the mother wavelet chosen for decomposition of signal is the Symlet
wavelet. The Symlets are compactly supported wavelets with least asymmetry and
highest number of vanishing moments for a given support width [13]. The perfect
reconstruction and cancelation capability allows them to be used in both continuous
wavelet transform and discrete wavelet transform. The use of sym5 wavelet has been
reported [11, 12] for defect quantification in rolling bearings because of its shape.
This work also makes the use of sym5 wavelet for decomposing the signal.
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4 Results and Discussion

The results of peak value, rms value, and power of the low-frequency content vibra-
tion signal (2–300 Hz) is shown in Fig. 1. The actual values are shown with the
points of different markers for different parameters and the solid line in the curve
denotes the exponential fit curve for the respective parameters. Exponential fit has
been chosen from literature where accelerated life test results are reported and the
vibration parameters are observed to undergo exponential increase with time/rate of
degradation. Figure 2 shows the variation of non-dimensional statistical parameters
for the signal acquired with low-frequency content. Figure 2a, b shows the variation
of crest factor and kurtosis, respectively. Literature [14] reveals a value of crest factor
to be approximately 5 for good bearing and a decrease with the increase of defect, but
the crest factor is reported to be a poor indicator of the defect. Figure 2a shows the
value of crest factor less than 5 for all the cases, but a definite trend is not observed.
Similarly, kurtosis variation in Fig. 2b gives a value of close to 3 and a non-defined
trend; however, literature reports a value of greater than 3 for defective bearings [1].

Figures 3 and 4 present the result for vibration signal acquired with high sampling
frequency or high-frequency content (2–20 kHz). Figure 3 depicts the variation of
peak value, rms value, and power along with exponential fits for the same. The values
of power are observed to be very sensitive to defect followed by peak values and rms
values. The defect detectability is also reported in the same sequence in literature
[4]. Figure 3 also reports a lesser deviation in the experimental values and curve
fitted values. Figure 4a, b shows the variation of crest factor and kurtosis for a signal
with high-frequency content; the trend is observed to undergo increasing pattern as

Fig. 1 Variation of peak value, rms value, and power of signal with defect size for a signal with
low-frequency content
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Fig. 2 Variation of non-dimensional parameters with defect size for a signal with low-frequency
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Fig. 3 Variation of peak value, rms value, and power of signal with defect size for a signal with
high-frequency content

compared to the one with low-frequency content signal and an improvement in the
value of kurtosis (i.e., greater than 3) is observed.

DWT has been applied for both low-frequency content signal and high-frequency
content signal. The sampling frequency of low-frequency content signal is 640 Hz;
therefore, the highest frequency content of the low frequency according to Nyquist’s
criterion is 320 Hz. The sampling frequency of high-frequency content signal is
25.6 kHz and hence the highest frequency of this signal is 12.8 kHz. Figure 5
shows the frequency bandwidth of wavelet decomposition for the time signal.
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Fig. 4 Variation of non-dimensional parameters with defect size for a signal with high-frequency
content a crest factor variation, b kurtosis variation

Fig. 5 Frequency bandwidth of wavelet decomposition a for low-frequency content signal; b for
high-frequency content signal

Figure 5a shows the frequency bands for three levels of decompositions for low-
frequency content signal and Fig. 5b shows the frequency bands for four levels of
decompositions for high-frequency content signal.

It is known that the local defects in bearing excite high frequency vibrations but
the characteristic defect frequencies fall in low frequency regime. When a defect is
monitored in frequency domain, the presence/increase of/in vibration at the defect



Investigations into Some Parameters of Vibration Signal … 259

frequency is observed. The defect frequency corresponding to outer race defect is
given byEq. 7 following [1] and its value for the given test bearing and shaft rotational
speed of 1500 rpm is found out to be 64.38 Hz.

fod = Z fs
2

(

1 − db
Dp

cosαc

)

Hz (7)

The signal acquired in the low frequency region is such that it contains four
harmonics of bearing characteristic frequency (2–300 Hz). Now, if the feature
pertaining to outer race defect frequency is to be picked from the time domain of the
above signal, the signal needs to be decomposed up to a maximum of three levels of
decomposition and the feature corresponding to outer race defect frequency should
be present in detail d3 (40–80 Hz) of Fig. 5a.

Figure 6 presents the low-frequency content signal for twodefect sizes (a) 0.65mm
and (b) 2.02 mm; the top of the figure shows the original signal and the bottom part
represents the wavelet decomposed signal atD3/d3. The decomposed signal atD3/d3
depicts the reduction in noise level; however, the clarity in defect-related signal is
not prominent.

When looking into the aspect that the presence of defect generates impulses that
produce high frequency components, the defect features are supposed to appear in
the high frequency range of wavelet decomposition [10, 12]. So, approximation at
the fourth level of decomposition (a4/A4) is chosen for this study. Figure 7 presents
the high-frequency content signal for two defect sizes. Figure 7a shows the original
signal and decomposed signal at a4/A4 for defect size of 0.65mmand Fig. 7b presents
the original signal and decomposed signal at a4/A4 for defect size of 2.02 mm. The
periodicity of defect impulses is clearly visible for defect of 2.02 mm and the signal
is significantly improved after DWT.

Fig. 6 Original signal and detail at level 3 (low-frequency content signal) for a outer race defect
diameter of 0.65 mm b outer race defect diameter of 2.02 mm
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Fig. 7 Original signal and approximation at level 4 (high-frequency content signal) for a outer race
defect diameter of 0.65 mm b outer race defect diameter of 2.02 mm

DWT is also known to reduce the effect of noise, so the selected signal (appropriate
bandwidth signal for low and high-frequency content signal) is investigated for defect
indicator in the time domain. In this study, only kurtosis has been selected as the
parameter for investigation since the trends of other parameters (peak, rms, power)
is already established and it would not vary after application of DWT and crest factor
is reported as a weak indicator of the presence of a defect. Kurtosis gives a measure
of peakedness in the signal which is observed to increase after the application of
DWT as evident from the time domain representations in Figs. 6 and 7. Table 3,
therefore, represents the kurtosis values of raw signal andwavelet decomposed signal
of appropriate bandwidth for vibration signals with low and high-frequency content.
The values from the low-frequency content signal give a marginal improvement in
the defect indication (value greater than 3). However, the kurtosis values from the

Table 3 Kurtosis values of raw signal and wavelet decomposed signal for the signal with low-
frequency content (0–320 Hz) and high-frequency content (0–12.8 kHz)

Defect diameter (mm) Low-frequency content signal High-frequency content signal

Raw signal Signal after wavelet
decomposition (D3)

Raw signal Signal after wavelet
decomposition (A4)

0.35 2.996 3.177 3.014 3.274

0.50 2.875 3.167 2.806 3.419

0.65 2.932 3.101 3.288 3.576

0.90 2.766 3.105 2.983 4.274

1.30 2.748 3.234 3.951 4.542

1.50 2.546 2.894 3.813 6.078

1.77 2.333 2.883 4.162 5.538

2.02 2.503 2.693 4.490 6.866
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decomposed signal of high-frequency content provide a better picture of the presence
of defect as well as a definite increasing trend.

5 Conclusion

This work presents the study of vibration parameters for signal acquired with two
sampling frequencies, low and high. DWT has then been applied to observe the
improvement in the defect detectability. The conclusions from this work can be
summarized as follows:

• Acquisition of signal, which is user-defined, affects the vibration parameters and
governs the detection of defect.

• The signal acquired with low-frequency content gives an exponentially increasing
trend (with some deviation from experimental values) of peak value, rms value,
and power. However, non-dimensional parameters like crest factor and kurtosis
are observed to undergo random trends and deviate from the standard values.

• The signal acquired with high-frequency content also gives an exponentially
increasing trend but a better trend is observed than thatwith low-frequency content
signal. The sensitivity to defect detection is best represented by power, followed
by peak and rms values; a similar trend is reported in the literature as well. Crest
factor and kurtosis are observed to depict a definite trend and their values are also
acceptable with reference to the standard values.

• The application of DWT for a signal with higher sampling frequency has signifi-
cantly increased the value of kurtosis. This is because DWT segregates the signal
in the appropriate bandwidth and therefore, bearing related impulsive signals
are filtered out from the raw vibration signal and hence kurtosis, a measure of
peakedness, is significantly improved.

Thus, when using time domain monitoring techniques, one should acquire the
signal with high sampling frequency, and the application of DWT enables an
improvement in defect detection.
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Standard Practices for Acoustic Emission
Measurement on Rotating Machinery

Surojit Poddar and N. Tandon

Abstract Acoustic Emission Technique (AET) is a state-of-the-art method to
measure faint surface vibration resulting from stress waves when a material is
subjected to crack, fracture, corrosion, friction, wear, turbulence, etc. Acoustic emis-
sion is a widely used and standardized technique in the field of structural diagnosis.
The technique has been extended to machinery condition monitoring in recent years.
However, with the non-availability of standards dedicated to the machinery section,
the measurements are mostly carried out on personal experiences. This article is a
set of standard practices, drawn from already established standards, new methods
conceived and applied by researchers in theirwork and authors’ personal experiences,
for application of AET in rotating machinery.

Keywords Acoustic emission · Condition monitoring · Rotating machinery ·
Standard practices

1 Introduction

Acoustic emission as defined by the American Society for Testing and Materials is
“the class of phenomena whereby transient stress/displacement waves are generated
by the rapid release of energy from localized sourceswithin amaterial, or the transient
waves so generated” [1]. A basic AE system consists of a sensor, a preamplifier, and
a data acquisition system as shown in Fig. 1.

The stress wave propagating through the surface induces vibration whose ampli-
tude can be as low as a picometer. The embedded piezoelectric element inside the
sensor converts this displacement into an electrical signal [2], which is appropri-
ately processed by the preamplifier and data acquisition system (DAQ) to extract
parametric and signal-based features.

A measurement process consists of a series of activities and steps—implemen-
tation of which according to standard practices is essential to yield accurate and
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Fig. 1 Schematic diagram showing components of a basic acoustic emission system

repeatable results. Execution of standard practices becomes essentially important
for acoustic emission technique as the surface displacement associated with AE is
very small, and the probability of noise infestation from surrounding is very high.
Added to this, the transmission loss of AE energy from the source to the sensor is
also high.

There is plenty of literature, standards, and books pertaining to the use of AE for
structural diagnosis. However, the application of AE in machines being sporadic,
there is a lack of proper literature and references describing standard practices for
the effective and errorless application of AE for condition monitoring of machines.
This article fills this gap. The standard practices in the selection of instrumentation
settings, measurement parameters, sensor type, couplant, mounting methods, and
sensor location have been exhaustively discussed and illustrated.

2 Basic AE Instrumentation Settings

2.1 Threshold Level and Elimination of Noise

The AE threshold is an important setting in acoustic emission measurement as only
the signal that crosses the threshold level is processed by the system [3]. A threshold
set too low will freeze the system and a threshold set too high would miss useful
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emissions in case of low noise signals [4]. Usually, the threshold is set above back-
ground noise. The threshold should be adjusted in steps to eliminate background
noise without blocking useful emissions. Commercial AE systems come with a fixed
and a floating threshold setting that can be chosen through a software interface.
The floating threshold takes into account the peak dB of background noise and set
threshold level [5]. When the noise level is constant throughout the test, the use of
a fixed threshold is recommended. The floating threshold is recommended for cases
where noise level fluctuates. The floating threshold is suitable for machinery with
variable operating speeds and conditions.

Major types of noise encountered inAEmeasurement are background noise gener-
ated by the movement of loose parts, jigs, and contact friction; acoustic noise from
fans and hydraulic systems; and electromagnetic noise from electrical and electronic
equipment and movement of cables [6]. Mechanical noise due to loose parts can
be eliminated by tightening of fasteners. Electrical noise can be eliminated through
proper shielding and grounding [6, 7]. Researchers have used nylon film between
rotor and bearing, and rotor and coupling in their laboratory setup, to suppress trans-
mission ofAE signal from support bearings andmotor to test bearing [8]. Sharp bend,
stress at connector junction, and movement in cable induce noise and false signal
through triboelectric effects [9]. Hence, the cable and sensor should be appropriately
taped as illustrated in Fig. 2.

Fig. 2 Appropriate taping of sensor and cable to avoid noise and false signal
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2.2 Preamplifier and Filter Settings

The voltage output from the sensor is usually very low. The preamplifier converts
this low voltage to the usable form. The gain in voltage is expressed in dB. As
such, a gain of 20 dB would amplify the signal by ten times, a gain of 40 dB would
amplify by a hundred times, and a gain of 60 dB would amplify by a thousand times.
Each measurement system has a saturation limit with respect to maximum voltage
input it can handle. Above this saturation limit, the signal gets distorted. Hence,
the amplifier gain should be chosen wisely as the maximum gain may not be the
best choice. In general, strong AE sources are monitored at low gain, and weak AE
sources are monitored at high gain [10]. The AE software comes with three digital
filters: low pass filter, high pass filter, and band pass filter. A low pass filter passes
signal content having a frequency below the set cutoff frequency; the high pass filter
passes a signal content having frequency larger than the set cutoff frequency. The
band pass filter allows signal having frequency content within a specified frequency
range. Choosing the rightAEfilters formachinery diagnosis applications can be quite
tricky, especially when no standards are available. For cases where reference is not
available, a preliminary study can be carried out using a wideband sensor to examine
the frequency content of an acoustic emission signal originating from a machine
under different conditions. Based on knowledge gained from preliminary studies,
suitable filters can be set for the remaining set of experiments to avoid external noise
frequencies.

3 The Choice of Measurement Parameters

Acoustic emission has around eighteen parameters (Table 1), the definition, and the
significance of which can be found in Ref [11]. Some of the parameters have been
conceived for real-time detection of faults such as cracks, its size, location, and

Table 1 A table listing AE parameters along with unit

Parameters Units Parameters Units

Amplitude dB RMS Millivolts

Duration Microseconds ASL dB

Rise time Microseconds Threshold dB

Counts Counts Peak frequency kHz

Counts to peak Counts Average frequency kHz

Time of hit Microseconds Reverberation frequency kHz

Energy µvolt-sec/count Initiation frequency kHz

Absolute energy Joules Frequency centroid kHz

Signal strength Picovolt-sec Partial power % of total power
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propagation in structural diagnosis. As for rotating machinery, researchers besides
using counts, amplitude, energy, and frequency, have also used statistical parameters
[12–17]. If an important conclusion cannot be drawn from a particular parameter,
including it in a measurement is irrelevant.

4 The Selection of Sensors

AE sensors can be broadly classified as low, standard, and high-frequency sensors
depending on their operating regime. Technically, the AE sensor is either resonant
or broadband type. While a wide-band sensor has a flat response over a wide range
of frequencies, a resonant sensor is most sensitive near its resonance frequency [18]
and has a small band of working frequencies. For instance, a typical AE sensor with
resonant frequency 150 kHz would have an operating band in the range 50–200 kHz
[19]. Consequently, AE signal having a frequency outside the operating band of a
transducer may not be reported by the system [20]. A wideband sensor is used for
research purposes where frequency-based analysis is required. A resonant sensor is
more sensitive than awideband sensor and is preferred for fieldworkwhere only para-
metric analysis is required [18]. The commonly used piezoelectric material such as
lead-zirconate-titanate loses its piezoelectric property at around 300 °C [21]. Hence,
for high-temperature applications [22–24], special sensors based on lithium niobate
piezo-composite are used [25]. AE on rotating machinery elements are monitored
through roller type AE sensor (Fig. 3).

In case a roller type sensor is not available, a conventional AE sensor can also be
mounted on rotating machinery element using a slip ring [14] as shown in Fig. 4.
A slip ring is a device to transmit electrical power or data signal from a rotating
component to a stationary component or vice versa.

5 The Choice of Couplant

The acoustic impedance of a medium is the product of material density and speed
of sound in that medium. The difference in the acoustic impedance between the
two mediums is called an acoustic mismatch. A Higher mismatch results in a larger
amount of energy being reflected and a lower amount of energy being transferred
[26]. The acoustic impedance of piezoelectric material being very high and that of air
being very low, there would be a loss of AE energy as it propagates from its source
to the sensor. Couplant is used to effectively transmit AE energy from source to the
sensor [27].

The National Physical Laboratory of United Kingdom [27] recommends gel and
grease type couplant for roughmounting surfaces and liquid type for smooth surfaces.
For very high and low temperature, special couplant that maintains physical and
chemical integrity at this extreme temperature is recommended. For cryogenic cases,
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Fig. 3 Sketch of a typical roller type AE sensor

Fig. 4 Schematic diagram showing the use of slip ring for mounting AE sensor on rotatingmachine
element
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Fig. 5 Schematic diagram
showing ice coupling for the
cryogenic case. A thin layer
of ice is formed beneath the
sensor using a drop of water.
The coupling is further
strengthened using ice layer
around the periphery of the
sensor

Table 2 A table listing
temperature ranges and
recommended couplants

Temperature range Couplant type

Room temperature Petroleum grease and ultrasonic couplant

−40 to 200 °C High vacuum stop cock grease

−273 to 100 °C Nonaq stop cock grease

20 to 700 °C 50% Galium-50% Indium grease

water in the form of ice (Fig. 5) has been used by researchers [28, 29]. Table 2
provides a list of commercial couplants and temperature ranges within which they
can be used [19]. As has been stated above, the purpose of a couplant in the acoustic
emission technique is to facilitate AE energy transmission to the sensor [30] and not
to provide a strong bond with the mounting surface. Hence, before trying something
as a couplant, one should find out its suitability based on the criteria of acoustic
mismatch. The suitability of a new couplant can also be practically assessed by
measuring the response of a lead pencil test [31] carried on a plate with two identical
sensors (Sensor 1 mounted with conventional couplant and Sensor 2 mounted with
new couplant) placed at equal distances as shown in Fig. 6. The new couplant is
suitable when the amplitude of response at both the sensor is the same or when the
amplitude at sensor 2 is higher than that at sensor 1.

The thinnest couplant layer with no air void is recommended. This is ensured by
mounting the sensor as described in ASTM E650-97 [9]. The method is illustrated
in Fig. 7.

6 The Choice of Mounting Methods

The AE sensor should be secured to the surface using a tape or magnetic holder
(Fig. 8) to avoid movement at the junction. Sheet metal spiral spring (Fig. 9) has also
been used for this purpose.

For cases where direct mounting may not be possible, the use of a waveguide is
recommended [32]. Such cases include corrosive, radioactive, and high-temperature



270 S. Poddar an N. Tandon

Fig. 6 Setup to measure the suitability of a new couplant

Fig. 7 (a)–(d) Figure illustrating the method of applying couplant, (1) Void free couplant layer,
(2) Air voids in couplant layer due to improper mounting practice
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Fig. 8 Parts of magnetic holder used to mount AE sensor

Fig. 9 Figure illustrating the
use of sheet metal spiral
spring for mounting AE
sensor

environment and inaccessible locations. A waveguide not only provides a safe and
convenient way to mount AE sensor but also efficiently channelizes AE energy from
the source to the sensor. A waveguide in the form of a rod is widely used (Fig. 10).

Steel wire can also be used as a waveguide for special cases [33]. The waveguides
are brazed, welded, fastened, or soldered to structure [34]. Some researchers have
experimented with nonlinear ball chain waveguides for monitoring high-temperature
plasma torch and thermal protection systemused in hypersonic spacecraft and aircraft
[35].
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Fig. 10 Schematic diagram
of a typical rod type
waveguide

7 The Choice of Sensor Location

AEwaves are highly susceptible to attenuation resulting from scattering, absorption,
and geometric spreading of AE energy. Each decrease of 20 dB means ten folds
decrease in AE voltage. Thus, the sensor location should be such that signals of
appreciable strength are received from the source [36]. The appropriate sensor loca-
tion can be found out through attenuation tests using a lead pencil. The sensor should
bemounted at the point where attenuation is minimum. For machinery elements such
as bearings, the source of AE is the loaded section. Figure 11 illustrates the proper
and improper location of AE sensor on bearing housing. A thin layer of air between
joints attenuates the AE signal. Hence, the sensor should be mounted on the machine
element [2] such that it is very close to the source without any discontinuity.

Fig. 11 Inappropriate and appropriate locations of AE sensor on bearing housing
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Fig. 11 (continued)

8 Conclusions

Standard practices related to AE measurements on machines have been discussed
through illustrations. The key points of this article can be summarized as follows:

• A threshold level is used to eliminate background noise. The threshold should be
adjusted in steps to eliminate backgroundnoisewithout blockinguseful emissions.

• AE signals of low strength aremonitored at high preamplifier gain, andAE signals
of high strength are measured at low preamplifier gain.

• Counts, amplitude, energy, and frequency are the most commonly used AE
parameters for machinery diagnosis.

• A wideband sensor is used for frequency-based analysis, and a resonant sensor is
used for parametric study. The resonant sensor should be appropriately chosen as
it is most sensitive around its resonant frequency.

• The sensor should be mounted with proper couplant to facilitate AE energy
transmission and secured firmly to the surface using tape or magnetic mounting.

• The sensor should be mounted on the machinery element which is close to the
source without any discontinuity.
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Acoustic Analysis of Timbre of Sarasvati
Veena in Comparison to Simple
Sonometer

Chandrashekhar Chauhan, P. M. Singru, and Radhika Vathsan

Abstract We characterize the timbre of the Sarasvati Veena, a traditional Indian
string instrument, by analysing the sound spectrum and the energy distribution with
different frequencies as a function of time.We compare the acoustic analysiswith that
of a simple sonometer. We find that while the spectrum consists of the fundamental
and harmonics of a plucked string under tension, the Veena shows a prominent
formant near the resonant frequency of the body. But more notable is the behaviour
of the higher harmonics (upper partials) which share substantial energy and show a
characteristic revival with time, in contrast to the sonometer spectrum.

1 Introduction

The Sarasvati Veena shown in Fig. 1 is a fretted string instrument of traditional south
Indian classical music. The basic sound generation is by plucking stretched metal
strings.These pass over a curved brass-alloy bridge on one end and are wound around
wooden tuning pegs on the other end.

The timbre of this instrument was first brought to the notice of the scientific world
by Raman [4], who argued that the unique sound spectrum is basically attributed to
the curved bridge. Studying the nature of vibrations of the plucked string when one
end is subjected to extended boundary conditions is essential to characterize the
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Fig. 1 Sarasvati Veena

timbre of the Veena. The spectrum is also augmented by the nature of the resonant
cavity, its shape, material properties and radiation patterns.

While most Western string instruments that have been widely studied have sharp
bridges, Indian instruments including the Veena, tanpura and sitar, and the Japanese
shamisen and biwa [7] have extended bridges, some curved to a greater or lesser
degree. The nature of the timbre of these instruments is markedly different, with a
characteristic richness of harmonics. Theoretical studies and simulations have been
performed for sitar and tanpura [1, 2, 8], where the interaction of the vibrating string
with the extended bridge is considered from various angles. Siddiq [5] points out
the role of dispersion in the sound production. We started studies on the acoustics
of the Sarasvati Veena with an examination of the frequency spectrum of each string
for different tunings [3, 6]. Variation of FFT with different frets was also studied.
Raman’s hypothesis of the presence of partial harmonics was experimentally corrob-
orated. The optimum tuning frequency for a given Veena was shown to be related to
the resonant frequency of the body.

In this work, we bring out details of difference in timbre of the Veena and the
sonometer, by comparing the acoustic spectra.We also found the natural frequency of
the body of both instruments through impact tests. For both the instruments, we used
strings of the same material, length, mass density and diameter, tuned to the same
pitch and plucked at the same position from the bridge using a metallic plectrum.
To bring in uniformity, the microphone was also kept at the same location. All the
experiments were performed in the semi-anechoic chamber. The time-domain data
and FFT were analysed and compared.

This study has brought out a marked difference in the energy distribution among
different harmonics in each instrument. Thewaterfall diagram showed that the higher
harmonics get revived in the case of the Veena while they are all uniformly damped in
the case of the sonometer. The tonal characteristics, naad, expected of a good Veena
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by accomplished musicians is validated by this scientific study. This paper attempts
to quantify the subjective notion of naad of the instrument.

2 Experimentation

Experimentation was carried out in two steps: (1) Impact tests on sonometer and
Veena were carried out to find the natural frequency of the body of the instruments;
(2) Acoustic analysis of plucked string vibrations of Veena and sonometer. Steel
string of gauge 31 (diameter 0.3 mm) and linear mass density 0.56 g/m was used on
both instruments. Data obtained by these tests were recorded by vibration analyser
(Data acquisition system, Spider-81, Crystal Instruments, USA), and the obtained
results were then analysed using Engineering Data Management Software.

2.1 Impact Test

Impact test was conducted in Dynamics Lab at BITS Pilani K. K. Birla Goa campus
in room ambience. The accelerometer, 352C34 of PCB Electronics, USA, which has
a sensitivity of 101.3mV/g, was attached near the bridge and impact was made at a
location found by driving point method of modal analysis. In order to ensure free–
free boundary conditions, the instruments were placed on foam at both ends. The
plastic-tipped impact hammer with sensitivity of 10.32mV/lbF is used. The results
obtained were recorded.

2.2 Acoustic Study

The acoustic study involves measurement of sound pressure amplitude created near
the centre of the vibrating string after plucking. The microphone (1/4") used was
model no. 378C01, PCB Electronics, USA, which has sensitivity of 2.29mV/Pa. The
string was plucked using ametallic wire plectrum that is normally used while playing
the instrument.We ensured that pluckingwas of small and almost the same amplitude
and in the vertical plane. For a given tuning frequency, eight runs were recorded,
normalized and averaged before analysis. We selected four tuning frequencies based
on standard tuning pitches in stringed instruments: 146.8 (middle D), 155.5 (D#),
174.6 (F: standard tuning for this Veena) and 185 (F#). This range of tuning was
selected since the string tension for lower frequencies than D is too loose for musical
effect and for higher frequencies than F#, it is too tight for comfortable playing. The
Veena player normally prefers to pluck the playing string at a distance of around 0.17
times the string length. We chose this point to simulate natural playing conditions.
For comparison, the sonometer was also plucked at the same position. However, this
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may restrict the total range of harmonics that are excited. To explore the full range
of harmonics in the instruments, we also studied the spectrum by plucking the string
at the centre.

3 Analysis of Results

3.1 Impact Test

Impact test FFT graphs are shown in Fig. 2. The FFT spectra for Veena show a peak
at 282.5 Hz, which is the natural frequency of the resonant cavity of the particular
Veena used. The natural frequency of sonometer was found to be 100 Hz.

3.2 Acoustic Study

The waterfall diagrams for Veena show the evolution of the spectrum with time.
We note that the spectra for both instruments are harmonic. Also, the dominant fre-
quency is not always the fundamental, but the fundamental or the third harmonic
for sonometer. The Veena spectrum for different tunings shows that the second har-
monic dominates. A typical waterfall diagram is shown in Fig. 3. We also note that
higher frequencies exhibit revivals at later times, indicating the nature of the typical
“ringing” effect in the timbre of the Veena. This prompted us to study the behaviour

Fig. 2 Impact test for a Veena b Sonometer
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Fig. 3 Waterfall diagrams for plucked string tuned to 174 Hz a Veena b Sonometer

of FFT amplitude with time for each harmonic. These graphs for each harmonic for
both sonometer and Veena are displayed for comparison in Figs. 4 and 5.

These graphs show the following features characterizing the timbre of the Veena:

1. Energy taken by upper partials as compared to the dominant harmonics is much
more in the case of Veena than sonometer.

2. In Veena, the upper partials show pronounced revivals, unlike the case of sonome-
ter. We expect this to be a result of the interaction of the string with the curved
bridge, and the resonant cavity.

3. The graphs for tuning frequency of 174.3 Hz show that the third harmonic is the
strongest. It also shows a stronger presence of upper partials. This indicates richer
sound, and is the preferred tuning frequency for this instrument.

3.3 Connection to Music

The graphs of Figs. 4 and 5 give us an interesting connection to the musical content
of the string spectrum. The harmonic scale used in Indian classical music has its
origin in this quality of string vibrations. Experienced musicians can identify the
notes that are heard on plucking a string, and use that identification not only in the
improvisation of music, but also in tuning the instrument, which involves placing the
metal frets at the right positions on the wax fret board. This method is crucial in the
construction of Indian musical instruments, especially the Veena. In contrast, string
instruments with fixed key values in Western music, such as the guitar and piano,
use the equal tempered scale where the ratios of successive notes are all the same,
the twelfth root of 2.
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Fig. 4 Comparison of formants for different tuning frequencies for Veena and sonometer plucked
close to the bridge
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Fig. 5 Comparison of formants for different tuning frequencies for Veena and Sonometer plucked
at the centre
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Table 1 Percentage energy taken by each note in the spectrum: comparison ofVeena and sonometer

Harmonic number Note Energy (%)

Plucked at centre Plucked near bridge

Veena Sonometer Veena Sonometer

1 Sa1 7.99 24.53 4.70 22.70

2 Sa2 21.61 5.02 32.37 9.33

3 Pa2 3.36 38.12 14.47 8.42

4 Sa3 5.64 4.32 16.04 32.60

5 Ga3 6.64 3.27 3.11 2.77

6 Pa3 18.00 7.06 2.97 2.82

7 Ni3 2.10 3.32 14.81 4.48

8 Sa4 7.52 1.17 2.21 2.54

9 Re4 2.70 2.04 3.50 4.34

10 Ga4 7.73 1.44 0.52 1.42

11 Ma4 6.80 3.85 0.86 1.87

12 Pa4 4.33 1.74 1.52 1.50

13 Dha4 3.12 2.74 1.45 1.65

14 Ni4 2.45 1.37 0.50 3.60

Table 1 gives the note equivalent of each frequencywith relative energy, for tuning
of 174.3 Hz. In Indian classical music, the basic note (or tonic) and all its octaves
are called Shadja or Sa. We will denote the octave in which a particular note occurs
by a suffix. The other notes within the octave are sequentially called Re, Ga, Ma, Pa,
Dha, Ni. The full set of these seven is called saptak in musical parlance.

This table shows the following features:

– In the case of Veena, the higher harmonics (greater than 4) have more energy than
in the sonometer. This points to the richness in the harmonic structure of the sound
for both plucking conditions. This verifies Raman’s statement [4] as well as our
earlier work [6].

– The energy content of the second harmonic is strongest for Veena under both
plucking conditions, whereas it is very low for the sonometer.

– When the Veena is plucked near the bridge (normal playing conditions), the tonic
(Sa) in all octaves is strong, whereas in sonometer, this note is strong only in the
first and third octaves. This strengthens the musical quality of Veena.

– We noticed that plucking at the centre shows up considerable energy in all the
other notes of the saptak, such as Ni,Ma and Re. This is favoured for tanpura, the
drone instrument for accompanying all raags,
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3.4 Formants

A peak in the harmonic spectrum of a musical instrument refers to a favoured fre-
quency range, known as a formant. In Fig. 6, we plot the percentage energy for each
note of the Veena, under both plucking conditions. We see that the Veena supports
three basic groups of frequencies, which we will call its formants: The dominant
group consisting of the first four harmonics (in musical parlance, Sa, Pa, Sa), the
middle formant of the next four harmonics (Ga and Ni) and the upper partials
( Ga,Ma, Dha). When plucked at the centre, we find that the relative strengths
of these groups are in the ratio 39 : 34 : 27 approximately for Veena whereas for
sonometer, the ratio is 36 : 7 : 7. Thus, the Veena timbre shows that the energy con-
tent of these formants reduces gradually, whereas in sonometer, the energy reduces
drastically after the first formant. When the Veena is plucked near the bridge, which
is the normal playing condition, 2/3rd energy is in the first formant, 1/4th in second
formant and 1/12th in the third formant. For the sonometer, the ratio of energy con-
tent in these formants is the same as in the case of plucking at the centre. This gives
a more quantitative characterization of the timbre of the Veena.

Thus, the richness of Veena timbre is most evident when plucked at the centre.
However, even under normal playing conditions, there is substantial energy in the
second formant. This timbre is still richer than that of the sonometer. This energy
distribution among the formants is the scientific basis for the naad of theVeenawhich
musicians identify.

Fig. 6 Energy distribution and formants for Veena, plucked at centre and near bridge
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4 Conclusions

This is the first reported work on the experimental determination of the timbre of
Veena, in comparison to the sonometer. We find that the typical ringing tone of the
Veena, which is observed by accomplishedmusicians, is due to a revival of the higher
harmonics such as the 6th (Pa), 10th (Ga), 11th (Ma) and 13th (Dha). We further
studied the formant structure of theVeena, characterized by the strongest group of the
first four harmonics, the next four harmonics and the higher harmonics. The relative
energy of these three groups is nearly equal forVeena plucked at the centre,while only
the first group is strong in the sonometer. Under normal plucking conditions, where
the energy is supplied closer to the bridge, the Veena timbre is still richer than that of
the sonometer. These features give us a quantitative characterization of the timbre of
the Veena, vis a vis the sonometer. This explains scientifically the naad of the Veena.
We expect to substantiate this behaviour by theoretical and experimental studies of
the interaction of the vibrating string with the curved bridge and the resonant cavity.
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A Simultaneous EEG and EMG Study
to Quantify Emotions from Hindustani
Classical Music

Uddalok Sarkar, Soumyadeep Pal, Sayan Nag, Shankha Sanyal,
Archi Banerjee, Ranjan Sengupta, and Dipak Ghosh

Abstract With the advent of various techniques to assess the bioelectric signals on
the surface of the body, it has become possible to develop various Human–Computer
interface systems. In this study, for the first time a cross-correlation based data is
reported for two different types of bio-signals, viz. Electroencephalography (EEG)
and Electromyography (EMG). Whereas EEG refers to the neuro-electric impulses
generated in the brain recorded in the form of electric potentials, EMG records the
activation potentials of the muscle cells when they contract or relax. The ability
of Hindustani Music (HM) to evoke a wide range of emotional experience in its
listeners is widely known. For this study, we took simultaneous EEG and EMG data
of 5 participants while they listened to two Hindustani ragas of contrast emotions
namelyChayanat (corresponding to happy/joy) andDarbari Kanada (corresponding
to sad/pathos) emotion. We make use of two latest signal processing algorithms—
Wavelet-based power spectra and cross-correlation coefficient to assess the arousal
based activities in response to the acoustic clips in the two different bio-signals. For
the first time, an attempt is being made to quantify and categorize musical emotions
using EMG signals and an attempt to correlate that with the EEG signals obtained
from the brain. The alpha, theta, and gamma frequency range in the frontal and
parietal electrodes is found to be the most responsive in case of musical emotions.
The EMG response has been studied by segregating the entire signal into different
frequency ranges as is done in case of EEG frequency bands. Interestingly, the
response in case of EMG data is strongest in the same frequency bands as that of
EEG signals. Novel pitch detection algorithm has also been applied to EMG signals
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to ratify the rationale behind the separation of frequency bands. This is the first of
its kind study which looks for categorization and quantification of musical emotions
using simultaneously two different bio-signals with the help of robust mathematical
analysis. The results and implications have been discussed in detail.

Keywords EEG · EMG · Hindustani classical music · Musical emotion · Wavelet
transform

1 Introduction

Human emotions play a direct role in our everyday life. Over the past decades,
the interaction between computer and human has resulted in the recognition of
human emotions to be of great importance. Thus, the automated detection of human
emotions taken utmost importance. Speech, gesture, facial expressions, etc. have
been analyzed to recognize such emotions. However, outer manifestations like
speech or facial expressions may not reflect the correct human emotion because
these can be controlled voluntarily. Thus, biomedical signals like Electroencephalog-
raphy (EEG), Electromyography (EMG), and Electrocardiography (ECG) have been
another important source of such information about human emotions. These signals
delve into such depths of human emotions that they cannot be voluntarily controlled.
For these reasons, the quantitative assessment of human emotions is being done
with different types of bio-signals and they provide a unique platform for automated
emotion recognition.

Researchers classify emotion based on a two dimensional plane with orthogonal
components-valence and arousal. Classification is done based on the position of
the emotion recognized in this plane. Lin et al. [1] classified four basic emotional
states: joy, anger, sadness, and pleasure induced frommusic listening. Features based
on spectral power were extracted and classified using multilayer perceptron and
Support Vector Machine (SVM). Lin et al. [2] extracted the hemispheric asymmetry
alpha power indices of brain activation as feature vector and classified the four basic
emotions using multilayer perceptron classifier. Some other methods and classifiers
have also been used by Lin et al. [3, 4] to classify emotions fromEEG signals. Fractal
dimension based approach was used by Liu et al. [5] for real-time EEG based clas-
sification of emotions induced from music pieces. Murugappan et al. [6] stimulated
subjects through audio-visual signals and identified emotions by extracting features
from wavelet decomposition coefficients, i.e., alpha, beta, and gamma and classi-
fied using Linear Discriminant Analysis (LDA) and K- Nearest Neighbor (KNN)
technique. Musha et al. [7] used the cross-correlation of the powers of EEG wave
bands for the classification of emotions. Chopin [8] stimulated human emotions by
making the subjects play video games and computed different linear EEG features
like Power Spectral Density (PSD), coherence, peak frequency, and trained a neural
network to classify emotions from these features. Frantzidis et al. [9] showeddifferent
pictures to subjects and classified the emotions evoked on seeing them by classifying
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EEG features usingMahalanobis distance classifier andSVMs.Differentmethods are
present in the literature to classify emotions usingEMGsignals [10, 11, 12]. Yang and
Yang [13] classified EMG signals for emotion recognition and compared between
standard Back propagation (BP) neural network classifier and BP neural network
classifier improved by the Levenberg–Marquardt(L-M) algorithm, with the feature
vector being constructed by wavelet coefficients. The emotions were elicited with
selective emotional music by Johannes Wagner. Kim and André [14] took four bio-
sensor signals, namely EEG, EMG, skin conductivity, and respiration.Music induced
emotions were classified using features based on statistical measures of frequency
domain, timedomain, geometry analysis, etc. and classifying themusingprobabilistic
LDA algorithm. Naji et al. [15] collected forehead bio-signals, which contain infor-
mation of EEG, EMG, and Electrooculography (EOG), from subjects stimulated by
music and extracted features using a fuzzy rough model feature evaluation criterion
and sequential forward floating selection algorithm. Emotion classification was done
using two parallel cascade-forward neural networks. Hamedi et al. [16] used time-
domain analysis of EMG signals to extract features and classified emotions using
very fast Versatile Elliptic Basis FunctionNeural Network (VEBFNN) and compared
it with conventional classifiers like SVM and neural network. In [17], Hamedi et al.
classified emotions fromEMGsignals using active data of rootmean square (RMS) of
the signal at specific time intervals, classifying them using Fuzzy-C-means classifier.

In the domain of emotion analysis from Hindustani Music (HM) clips, research
have been scarce, but Hindustanimusic is unique in its approach of imbibing different
Rasas (or emotions) that the different ragas convey. A number of works tried to
harvest this immense potential by studying objectively the emotional experiences
attributed to the different ragas of Hindustani classical music [18, 19, 20, 21]. The
raga is a sequence of musical notes and the play of sound which delights the hearts
of people. The word Raga is derived from the Sanskrit word “Ranj” which literally
means to delight or please and gratify [22, 23]. In this work, we look to quantify
emotions from a pair of Hindustani raga taking the help of simultaneous EEG and
EMG data using robust analysis techniques. This is the first of its kind work which
looks objectively into correlations betweenbrain response obtained fromEEGsignals
and the muscular response acquired from the EMG signals.

2 Data Acquisition

2.1 Subjects

Five naive listeners (M = 3, F = 2) voluntarily participated in this study whose
average age was 23 (SD = 1.5 years) years. All participants were made to sign a
consent as per the guidelines of Ethical Committee of JadavpurUniversity (Approval
No. 3/2013). All experiments were performed at the Sir C.V. Raman Centre for
Physics and Music, Jadavpur University, Kolkata. The experiment was conducted
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in the afternoon in a normally conditioned room sitting on a comfortable chair and
performed as per the guidelines of the Institutional Ethics Committee of SSNCollege
for Human volunteer research.

2.2 Experimental Details

EEG and EMG responses for the two Hindustani Classical Ragas - Chayanat
and Darbari Kanada were recorded simultaneously with five participants. The
emotional contents of every music clip were standardized by a listening test previ-
ously performedwith 30 respondents. The results have been reported from a previous
hysteresis-based research [18], which focuses on the retention of emotional arousal
in the human brain (75% of those who participated found Chayanat cheerful, 80%
discovered Darbari to express pathos/sad emotion). Amplitude standardization has
been performed for both signals to prevent loudness indications. All of these sound
signals were sampled at the rate of 44.1 kHz, with 16 bit resolution and in a mono
channel. A sound system (Logitech R _ Z-4 speakers) with high S/N ratio was used
for the measurement.

2.3 Experimental Protocol

The brain electrical andmuscular responses of five participants were recorded simul-
taneously by EEG and EMG. An EEG cap with 19 electrodes (Ag/AgCl sintered ring
electrode) placed in the global 10/20 scheme has been developed for each participant.

Figure 1 depicts the positions of the EEG electrodes while Fig. 2 depicts the
positioning of EMG electrodes.

Impedances were checked below 5 k�. The EEG recording system (Recorders
and Medicare Systems) was operated at 256 samples/s recording on customized
software of RMS. The data was band-pass-filtered between 0.5 and 35 Hz to remove
DC drifts and suppress the 50 Hz power line interference. Each subject was seated
comfortably in a relaxed condition in a chair in a shielded measurement cabin. They
were also asked to close their eyes. On the first day after initialization, a 14 min
recording period was started, and the following protocol was followed:

1. 2 min No Music
2. 2 min With Drone
3. 2 min With Music 1 (Chayanat)
4. 4. 2 min No Music
5. 2 min With Music 2 (Darbari Kannada).

2 min No Music. The drone signal was used as a basis for an emotional arousal
that corresponds to other musical clips [18].
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Fig. 1 EEG electrodes

Fig. 2 EMG electrodes

3 Methodology

3.1 Wavelet Decomposition of EEG Signal

The EEG and EMG samples obtained from the experiment were decomposed into
distinct frequency bands by wavelet decomposition [24]. Wavelet decomposition
on a signal decomposes a signal into a family of functions called wavelets which
are derived from the generating function called the mother wavelet. The continuous
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wavelet transforms are developed as an alternative approach to the STFT to overcome
the time-frequency resolution problems. Similar to the STFT approach here also the
signal is multiplied with a wavelet function similar to the Window function in STFT.
The CWT is defined by

CWT ψ
x (τ, s) = 1√|s| ∫ x(t) ψ

(
t − τ

s

)
dt

Here the variables τ and s are referred to translation and scale parameters, respec-
tively, and ψ((t − τ )/s) is the mother wavelet. The discrete wavelet transform used
for discrete signals decomposes the signal into high- and low-frequency components
using one low-pass filter and one high-pass filter. Due to convolution with the low-
pass filter the approximate coefficients cA1 are obtained and due to convolution with
the high-pass filter the detail coefficients cD1 are obtained. The high-pass filter is the
discrete mother wavelet while the low-pass filter is its mirror version. Those cA1 and
cD1 vectors are down sampled by dyadic decimation to reduce the time resolution.
The next step splits the cA1 vector into cA2 and cD2 using the same scheme followed
by the dyadic decimation. Hence, the wavelet decomposition of the signal S at level
i obtains [cAi, cDi … cD2, cD1] (Fig. 3).

Wavelet decomposition is performed over the EEG data up to five levels using
symlet 5 mother wavelet to obtain the approximate and detail coefficients as shown
in Table 1. The detail coefficient from the first and second level of decomposition
consists of the gamma band and noise. The gamma band mainly consists of higher
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Fig. 3 Wavelet decomposition up to two levels using high- and low-pass filter

Table 1 EEG wavelet
decomposition

Wavelet coefficients Frequency (Hz) Band name

cD1 64–128 Higher gamma and
noise

cD2 32–64 Lower gamma

cD3 16–32 Beta

cD4 8–16 Alpha

cD5 4–8 Theta

cA5 0–4 Delta
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frequency range above 32 Hz. Since the response in this frequency range was not
significant, this was rejected with an intention to minimize the noise present in the
data.

3.2 EMG Signal Decomposition from Signal Zero-Crossings

As is the case of EEG, EMG signal can also be subdivided into roughly five frequency
bands. The ranges of these bands in EMG almost correspond to that in EEG. To deter-
mine these frequency bands an attempt has been made to find the zero-crossings of
EMG signal. The zero-crossings are manifestation of pitch in a signal. We calculated
the zero-crossings in an interval of one second for an EMG signal of 2 min. We get a
plot of a number of zero-crossings versus the signal intervals (here there will be 120
intervals which are of 1 s duration each, for a signal of 2 min) as shown in Fig. 4.
The zero-crossing number gives an idea of the frequency. Say for the plot shown, if
we consider the zero-crossing number 8, for example, then we can count the number
of occurrences of 8 throughout the length of the signal interval-wise. That number is
stored as N(i) where i represents the zero-crossing levels, which can also be termed
as frequency levels. Then we calculated the probability of occurrence of each level,
the probability P(i) be defined as the ratio between N(i) and the sum of occurrences
of all the zero-crossing levels throughout the signal. The probability gives an idea of
the frequency bands’ limits. These probabilities are maximized for certain frequen-
cies thus representing demarcating boundaries between different frequency bands.
The above approach has also been tested on EEG signals which clearly indicates the
five levels, namely delta, theta, alpha, beta, gamma levels of frequencies for EEG
signals. Thus, this approach is verified.

Fig. 4 Plot of zero-crossings
of EMG signal versus signal
time intervals
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3.3 Relative Power of Frequency Bands

The relative power of a signal over a selected frequency range from its bandwidth is
defined as

relative power =
∑

energy in the selected frequency range∑
energy in the total frequency range

The relative power for the beta, theta, alpha, and delta bands of the EEG signals
and the frequency ranges of the EMG signals is calculated.

3.4 Cross-Correlation

Cross-correlation coefficients give a measure of similarity between two series of
samples as a function of their relative displacement. The cross-correlation coefficient
is defined as

( f ∗ g)(τ ) =
∞∫

−∞
f ∗(t)g(t + τ)dt

f* is the complex conjugate of f and τ is the displacement called lag. For the time
series bivariate data, the cross-correlation coefficient is given by,

ρXY = E[(Xt − μX )(Yt+τ − μY
]

σXσY

μX , σX are mean and standard deviation of X signal, respectively, and μY , σY

are mean and standard deviation of Y signal. Clearly −1 ≤ ρXY ≤ 1. A high
value of |ρXY | signifies a good correlation between the two signals. We used this
cross-correlation coefficient to determine the similarity measures between the EEG
and EMG signals, i.e., between the bio-signals originated from autonomous and
peripheral nervous system as a response to two different music clips. This gives a
general cue for the categorization of human emotion simultaneously from brain as
well as muscle response data. Since simultaneous recording of EEG and EMG data
have been done, so zero lag cross-correlation coefficients have been evaluated for all
experimental conditions.
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4 Results

In the following section, the simultaneous EEG and EMG responses have been
studied for the same set of music clips. The difference in the relative power has
been computed for beta, theta, alpha ,and delta bands of the EEG and 4–8, 8–16,
16–32, 32–64 Hz frequency bands of the EMG signals. The relative power difference
for these frequency bands has been plotted in the following figures (Figs. 5, 6, 7, 8,
and 9) for Drone, Chhayanat, and Darbari Kanada.

The responses for both the frontal electrodes are found to be very similar in both
the musical clips (Fig. 5). A maximum change of relative power occurs in case of
Drone music which in fact signifies the onset of tranquility. For a happy clip, there is
a suppression in relative power, and for a sad clip, there is an arousal in relative power
for alpha band. In the beta frequency range, again maximum response is obtained
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Fig. 5 Difference in relative power for different EEG frequency bands in frontal lobes
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Fig. 8 Difference in relative power for different EEG frequency bands in temporal lobes
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Fig. 9 Difference in relative power for different EMG frequency bands

for the drone stimulus, while the response decreases, respectively, for happy and sad
clip. The theta power remains mostly subdued, except in case of drone, in case of
the frontal lobe as is evident from the figures.

For parietal lobe (Fig. 6), the responses for Dronemusic are very significant which
inevitably depicts the baseline for other responses. Here also the high suppression
of relative power of alpha wave occurs for the happy clip and a little arousal occurs
in right parietal lobe for the sad clip. The theta power increases for Chayanat and
the response is insignificant in Darbari Kanada. For the beta frequency range, we
find a significant increase in the case of the happy clip, while the increase is not so
prominent in the case of the sad clips.

For the occipital lobe (Fig. 7) in case of the happy clip and the sad clip, there is an
arousal and suppression in relative power for beta waves, respectively. The baseline
response is much lower compared to the other lobes. The right occipital electrode
O2 gives a clear indication of emotion categorization in regard to theta response.
While a happy clip results in a rise of theta spectral power, a sad clip results in its
decrease. But the same is not true for the left occipital electrode O1, wherein for
both the happy and sad clips, theta power shows a decrease. The amount of dip is
higher in case of Darbari Kanada as compared to Chayanat. Thus, it is seen in most
of the cases, there is differential processing of emotional musical clips in the various
lobes of human brain, and it is very difficult to model the brain in respect to specific
emotional appraisal.

In case of temporal lobe (Fig. 8) also the changes in relative power due to Drone
music is very significant. For the happy and sad clips a suppression and arousal are
noticed, respectively, for both the alpha and theta waves. The significant changes
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in the drone show the sensitivity of temporal lobe. For both the electrodes there is
enough evidence for emotion categorization for the happy and sad clip.

In case of EMG electrodes (Figs. 9, 10), significant changes in relative powers of
the corresponding frequency bands occur in the case of Drone music. The consider-
able change in the similar frequency ranges depicts a good correlation or similarity
with the frontal, parietal, and temporal lobe electrodes. The change in relative power
is most prominent in the 4–8 Hz EMG frequency range which is essentially the
theta frequency range of EEG signal. Also, significant response is obtained in the
8–16 Hz EMG frequency range with respect to drone as well as happy/sad stim-
ulus; this range is essentially the alpha frequency range for EEG signals. For the
first time, a frequency-based response has been obtained in case of EMG electrodes
and surprisingly it has been found to be at par with the EEG frequency bands. The
changes are very low in case of the sad clip which also is very similar to the frontal,
parietal, and temporal lobe responses.

In the next section, the cross-correlation coefficients between EEG electrodes and
EMG electrodes have been reported in the following figures (Figs. 10, 11, 12, and
13). This unique study is the first of its kind which tries to correlate the bio-signals
originating from autonomous and peripheral nervous systems.

The cross-correlation coefficient essentially gives the degree of correlation
between the two physiological signals originating from brain and muscle. A high
correlation coefficient signifies a good correlation between the two signals while a
low correlation coefficient signifies a weak correlation between the two. It is seen
that for happy music, the cross-correlation coefficient between EMG electrodes and
the frontal electrodes, F3 and F4 become significantly high while the same for the
sad clip becomes much lower compared to the happy clip. In case of drone signal,
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Fig. 13 Cross-correlation coefficients between EMG and EEG of temporal lobes

the correlation becomes low in both the cases. This gives a general cue for the cate-
gorization of human emotion simultaneously from brain as well as muscle response
data.

In (Fig. 11), for happymusic again the cross-correlation coefficient between EMG
electrodes and parietal EEG electrodes, P3 and P4 is reported to be high and for the
sad music it is very low. An almost zero correlation coefficient between EMG and
parietal lobe EEG signal signifies an independent nature between them for sad clip.
On the contrary, in case of happymusic, a good correlation between them is reported.
The significant rise in the cross-correlation coefficient for the happy clip is a very
interesting observation when it comes to simultaneous processing to two different
bio-signals. It can be inferred from here that the use of happy music as stimulus can
lead to the pronounced correlation between bio-signals originating from the brain
and different parts of the body.

In case of Occipital lobe, the cross-correlation coefficient with EMG electrodes
is reported to differ a lot between right occipital lobe and left occipital lobe in case
of the sad clip. For the happy clip, the coefficients remain almost equal for the left
and right electrodes. It is seen that here for the Drone music the correlation is much
high as compared to the other lobes. But, in case of sad clips, it is seen while the odd
occipital electrode reports a higher degree of correlation; the even electrode reports
a comparatively lower degree of correlation with the EMG electrodes.

Similar to the occipital lobe, in the case of temporal lobe also the cross-correlation
coefficient is reported to differ between right and left electrode in case of sad clip.
But for the happy music, the coefficient remains almost equal for both the EEG
electrodes. In case of sadmusic,wefind contradictory result compared to the occipital
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lobe.While the degree of correlation remained lower for the odd electrode, it became
significantly high for the even electrode. For Drone music, the coefficient is reported
to be very high than sad and happy clip which is in fact very similar to the case of
occipital lobe. Thus, for the first time, we report various interesting features of EEG
and EMG signal processing in developing a robust emotional categorization model
using these specialized techniques.

5 Conclusion

The study presents first of its kind data on simultaneousEEGandEMGprocessing for
emotion quantification from Hindustani classical music stimuli. The relative power
corresponding to EEG alpha, beta, and theta waves has been computed for the two
clips of contrast emotion and the same have been compared with EMG waves. The
cross-correlation coefficients have also been computed for EEG and EMG data for
the different experimental conditions. The study presents the following interesting
conclusions:

1. For the parietal and frontal electrodes, the cross-correlation coefficient between
EEG and EMG electrodes shows a distinct categorization for happy and sad
clips; while for the happy clip the cross-correlation coefficient rises significantly,
for sad clip, there is a considerable decrease in the cross-correlation coefficient.
The rise from non-correlated time series during the silence period to a strong
correlation is a revelation of this study.

2. The EMG frequency bands have been verified in this study with the help of zero-
crossing rate technique and it is seen that there is a strong response in the same
frequency bands as in the case of EEG. The 4–8 Hz frequency (theta in case of
EEG) and 8–16 Hz (alpha in the EEG) band has the strongest response in the
EMG domain.

3. The frontal, parietal, and occipital lobes show the strongest response in the EEG
study with a significant increase in relative power corresponding to the happy
clip while a decrease is noted for sad clip.

Thus, in relation to the classic Hindustani music analysis, with a varied range of
other music stimuli and a higher number of respondents we propose a new algo-
rithm for quantifying and categorizing emotional stimulus that would produce more
statistically important and conclusive outcomes. This is a pilot study to this end.

Acknowledgments SS acknowledges the JU RUSA 2.0 Post Doctoral Fellowship (R-11/557/19)
andAcoustical Society of America (ASA) to pursue this research AB acknowledges the Department
of Science and Technology (DST), Govt. of India for providing (SR/CSRI/PDF-34/2018) the DST
CSRI Post Doctoral Fellowship to pursue this research work. This study has been conducted under
the guidelines of Ethical Committee of Jadavpur University (Approval No. 3/2013).



298 U. Sarkar et al.

References

1. Lin YP, Wang CH, Jung TP, Wu TL, Jeng SK, Duann JR, Chen JH (2010) EEG-based emotion
recognition in music listening. IEEE Trans Biomed Eng 57(7):1798–1806

2. Lin YP, Wang CH, Wu TL, Jeng SK, Chen JH (2007) Multilayer perceptron for EEG signal
classification during listening to emotional music. In: TENCON 2007–2007 IEEE Region 10
Conference. IEEE, pp 1–3

3. Lin YP,Wang CH,Wu TL, Jeng SK, Chen JH (2009) EEG-based emotion recognition in music
listening: a comparison of schemes for multiclass support vector machine. In: 2009. ICASSP
2009. IEEE international conference on acoustics, speech and signal processing. IEEE, pp
489–492

4. Lin YP, Wang CH, Wu TL, Jeng SK, Chen JH (2008) Support vector machine for EEG signal
classification during listening to emotional music. In: 2008 IEEE 10thworkshop onmultimedia
signal processing. IEEE, pp 127–130

5. Liu Y, Sourina O (2014) Real-time subject-dependent EEG-based emotion recognition
algorithm. Transactions on Computational Science XXIII. Springer, Berlin, Heidelberg, pp
199–223

6. MurugappanM, RamachandranN, Sazali Y (2010) Classification of human emotion fromEEG
using discrete wavelet transform. J Biomed Sci Eng 3(04):390

7. MushaT,TerasakiY,HaqueHA, IvamitskyGA(1997)Feature extraction fromEEGsassociated
with emotions. Artif Life Robot 1(1):15–19

8. Choppin A (2000) EEG-based human interface for disabled individuals: emotion expression
with neural networks. Unpublished master’s thesis

9. Frantzidis CA, Bratsas C, Papadelis CL, Konstantinidis E, Pappas C, Bamidis PD (2010)
Toward emotion aware computing: an integrated approach using multichannel neurophysio-
logical recordings and affective visual stimuli. IEEE Trans Inf Technol Biomed 14(3):589–597

10. Cheng B, Liu G (2008) Emotion recognition from surface EMG signal using wavelet transform
and neural network. In: Proceedings of the 2nd international conference on bioinformatics and
biomedical engineering (ICBBE), pp 1363–1366

11. MurugappanM (2011) Electromyogram signal based human emotion classification usingKNN
and LDA. In: 2011 IEEE international conference on system engineering and technology
(ICSET). IEEE, pp 106–110

12. Nakasone A, Prendinger H, Ishizuka M (2005) Emotion recognition from electromyog-
raphy and skin conductance. In Proceedings of the 5th international workshop on biosignal
interpretation, pp 219–222

13. YangS,YangG (2011) Emotion recognition of EMGbased on improvedLMBPneural network
and SVM. JSW 6(8):1529–1536

14. Kim J, André E (2008) Emotion recognition based on physiological changes in music listening.
IEEE Trans Pattern Anal Mach Intell 30(12):2067–2083

15. Naji M, Firoozabadi M, Azadfallah P (2015) Emotion classification during music listening
from forehead biosignals. SIViP 9(6):1365–1375

16. Hamedi M, Salleh SH, Astaraki M, Noor AM (2013) EMG-based facial gesture recognition
through versatile elliptic basis function neural network. Biomed Eng Online 12(1):73

17. HamediM, Rezazadeh IM, FiroozabadiM (2011) Facial gesture recognition using two-channel
bio-sensors configuration and fuzzy classifier: a pilot study. In: 2011 International conference
on electrical, control and computer engineering (INECCE). IEEE, pp 338–343

18. Banerjee A, Sanyal S, Patranabis A, Banerjee K, Guhathakurta T, Sengupta R, Ghose P et al
(2016) Study on brain dynamics by non linear analysis of music induced EEG signals. Phys
A: Stat Mech Appl 444:110–120

19. Nag S, Biswas S, Sengupta S, Sanyal S, Banerjee A, Sengupta R, Ghosh D (2017) Can musical
emotion be quantified with neural jitter or shimmer? A novel EEG based study with Hindustani
classical music. In: 2017 4th international conference on signal processing and integrated
networks (SPIN). IEEE, pp 358–363



A Simultaneous EEG and EMG Study … 299

20. Sanyal S, Banerjee A, Patranabis A, Banerjee K, Sengupta R, Ghosh D (2016) A study on
improvisation in amusical performance usingmultifractal detrended cross correlation analysis.
Phys A 462:67–83

21. Sanyal S, Nag S, Banerjee A, Sengupta R, Ghosh D (2019) Music of brain and music on brain:
a novel EEG sonification approach. Cogn Neurodyn 13(1):13–31

22. Ghosh D, Sengupta R, Sanyal S, Banerjee A (2018) Musicality of human brain through fractal
analytics. Springer Singapore

23. Martinez JL (2001) Semiosis in Hindustani music, vol 15. Motilal Banarsidass Publ
24. Akin M (2002) Comparison of wavelet transform and FFT methods in the analysis of EEG

signals. J Med Syst 26(3):241–247



Studies Different Structure
of Atmospheric Boundary Layer Using
Monostatic SODAR

Nishant Kumar, Kirti Soni, Ravinder Agarwal, and Mahavir Singh

Abstract The Atmospheric Boundary Layer (ABL) was continuously monitored
using Monostatic SODAR, which was conducted at CSIR-NPL, New Delhi. In this
paper, an effort has been made to review the studies in the field of the structure of
ABL using SODAR echograms in Delhi during a special observation period of the
experiment. The change in weather conditions has found to have definite marks on
the SODAR observed the structure of ABL. In particular, it has been seen that dot
echoes and spiky top layered structures are different typical structures of the different
seasons, which are associated with temperature, wind speed, and relative humidity.
Also, the knowledge of these structures is great to use in air pollutant studies and
dispersion models.

Keywords SODAR · Atmospheric boundary layer · Different ABL structure

1 Introduction

This paper represents the processes governing the different types of structure in the
Atmospheric Boundary Layer (ABL) and discusses relevant uses of Sonic Detection
And Ranging (SODAR) information in the field of ABL. It is written from the
practical point view of a meteorologist involved in consulting and advisory work for
industry and government agencies, rather than from SODAR researcher.

Factors that govern the dilution, rise, and spread of pollutants include wind speed
and direction, turbulence, temperature lapse rate, and ABL [1, 2]. As a result, to
understand local pollutants transfer and dispersion over an area, researchers should
know the ABL, the different types of structure of ABL. During recent years, the
capacity of SODAR to map the different types of ABL structure is increased. The
knowledge of these structures is of great use in air pollutant studies [2, 3]. SODAR
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is a comparatively cost-effective continuously operating remote sensing technique,
and can be thus usefully employed to deal with hazardous situations of air pollution
[4].

1.1 Acoustic Wave in the Atmosphere

When theflexible diaphragmof a speakermoves, it creates small pressure fluctuations
traveling outward from the speaker [3]. These pressure fluctuations are sound waves.
The speed, c, atwhich thesewaves travel can be expected to depend on themechanical
properties patm (atmospheric pressure) and ρ (air density) [3]. Therefore

c ∝
√

patm
ρ

and, as already noted, the temperature and density are inversely related to each other
at constant pressure through the gas equation

patm = ρRdT

where Rd = 287 J kg−1 K−1. This means that

c ∝ √
T

Allowing for T being the temperature in K, and that the speed of sound at 0 °C is
332 m s−1, therefore

c(T ) = 332(1 + 0.00166�T ) ms−1

where �T is the temperature in °C. For air containing water vapor, the air density is
the sum of the dry air density, ρd, and the water vapor density, ρv, or

ρ = ρd + ρv = patm − pv

RdT
+ pv(

Rd
/
ε

)
T

where ε = 0.622 is the ratio of the molecular weight of water to molecular weight
of air, and individual gas equations have been used for dry air and for water vapor.
A simpler expression is obtained in terms of the water vapor mixing ratio, w =
εpv/(patm − pv), which is the mass of water vapor divided by the mass of dry air per
unit volume. The adiabatic sound speed is

c =
√

γ RT

M
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where R= 8.31 J mol−1 K−1 is a universal gas constant, γ is the ratio of specific heats
for the gas, and M is the average molecular weight. This sound speed does not allow
for the effect of air motion (i.e., wind) in changing the speed along the direction of
propagation.

1.2 Reflection and Refraction

At the point, when an acoustic signal meets an interface where the signal speed
changes, some signals are reflected and some proceeds over the crossing point thus
far with an alteration in direction [3]. This has been pictured using the Huygens rule,
which expresses that each point on a signal goes about as a point source of spherical
wavelets, and taking the unrelated twist to the wavelets before long gives the position
of the proliferated signal. Generally, acoustic signal traveling through the air, there
has no separate interface but rather a continuous change in acoustic signal speed due
to a temperature gradient or wind shear [2].

On account of acoustic travel-time tomography where the stimulating way is a
pair of meters on the ground, ground reflections has been a major supposed. In this
case, the reflection from the ground has combined with the direct line-of-sight signal,
causing much-reduced signal amplitude [2, 3]. For this reason, continuous encoded-
signal systems have experienced difficulties, therefore short pulses are used. The
acoustic signal speed increases by 0.17% for every degree rise in air temperature [3].

2 Data and SODAR

SODAR is an all-around perceived acoustic remote-detecting method [2, 4] that
ceaselessly screens ABL warm structures up to statures in the scope of 340–3400 m.
ABL height has been measured utilizing monostatic SODAR, which was designed at
Council of Scientific and Industrial Research (CSIR)—National Physical Laboratory
(NPL) and worked at different frequencies as per its particular requirement. The
details of CSIR-NPL monostatic SODAR are described (Table 1).

The antenna is encased in an acoustic shield to constrict the outside noise and has
been described at anechoic chambers at CSIR-NPL for the transmitting and accepting
proficiency and directional qualities. The transducer yield productivity is measured
to be 1.32 Pa V − 1 in the anechoic chamber utilizing a sound level analyzer and is
in this way traceable to the national models of sound weight acknowledged at CSIR-
NPL, India [4]. Highly directional short bursts of sound energy are radiated into
the atmosphere, which after scattering from atmospheric fluctuations of eddy sizes
within the inertial subrange of 0.1–10 m are being received back by the receiving
antenna, conditioned through a preamplifier, and fed an analog input signal at the
microphone input terminal of the computer. Each gained information is perused with
an 8-bit determination and put away in the information record with a pre-doled out
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Table 1 Characteristics of
CSIR-NPL (New Delhi)
Monostatic SODAR

Transmitted power
(electrical)

90 W

Transmitted power
(acoustical)

15 W

Pulse width 100 ms

Pulse repetition period 6 s

Operational range 1000 m

Receiver bandwidth 50 Hz

Frequency of operation 2250 Hz

Acoustic velocity 340 m/s (average)

Receiver gain 80 dB

Transmit–receive antenna Parabolic reflector dish
surrounded by conical acoustic
cuff

Receiver area 2.5 m2

Pre amplifier sensitivity Fraction of a micro-Volt

document name contingent on the date and time toward the start of the information
securing. The dynamic scope of the acquired signal 0–5 V is separated into eight
stages, and each progression is pre-allocated an uncommon shading code. Contingent
on the time passed t after transmission of tone burst, and digitalization of individual
information focuses, the gained information point is doled out a stature estimation
of

h = ct

2

where c is the speed of sound noticeable all around and t is the time passed measured
in seconds. Each data point with assigned color is displayed as a two-dimensional
image in time versus height graphics, on the computer monitor in real time. Line
by line joining of various sweeps creates a pictorial perspective of the SODAR
echograms [4]. A tight band channel is utilized as a part of the equipment, hardware,
to stifle the commotion at undesirable frequencies and enhance the flag to clamor
proportion. The signals are processed to produce an online facsimile display of the
dynamics of ABL thermal structures. The SODAR framework has been adjusted
utilizing a calibration detailed by Danilov et al. [5] in anechoic chambers at CSIR-
NPL. SODAR echograms are reflex pictures of the turbulence in the lower climate.
This turbulence is accountable for the dispersion of pollutants. Thus, the measured
height of thermals plumes in the daytime and of shear echoes for the duration of night
time. The height of the thermal plumes by SODAR during the daytime will always
give an underestimated value unless they are capped by a low-level elevated shear
echo layer [4]. The below empirical relation has given the mixing height during the
daytime:
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y = 4.24x + 95

where y is the blending stature (m) for temperamental ABL and x is the profundity
of the SODAR measured thermal plume (m).

3 SODAR Structure and Characteristics of the Different
Season ABL

Five thousand eight hundred fifty (approx. one year) SODAR echograms that
have been seen at the examiner area (CSIR-NPL, New Delhi) for various seasons
were analyzed and classified into different structures. Figure 1 shows the different
structures (Table 2) under SODAR echograms [6].

The convection layer structure, that is, the characteristic highlight of the daytime
unstable conditions, disseminates in the evening after dawn because of sun-powered
go down of the ground and the temperature profile changes its shape [3, 4]. The
time is taken for a convection layer to disperse after dawn changes from every day
and season to season contingent on the nearness of overcast cover, the quality of the
reversal layer framed amid the night, the flood of sun based warmth, and the nearness
of rising layer or haze layer. Figure 1a, b, c, d, e displays the thermal plume with
tall spikes which were observed during the daytime. They are more common in the
month of May due to the high temperature (or solar radiation). Due to high solar
radiation, it uncovers that the height of thermal plumes is generally 470 m and can
go up to 625 m. In this period, ABL height is more; because of this, the dispersion
area of pollutants is more. Therefore, this is a more unstable class andmore favorable
condition for the industry and human being.

Figure 1k, l displays the multilayer which was observed during nighttime. Due
to more variation in temperature, wind speed, wind direction, and relative humidity,
it uncovers that the height of the inversion layer is average 100 m and can go up to
600 m. In this period, ABL height has varied and as a result, the dispersion area of
pollutants is varied. This is a stable class and unfavorable condition for the industry
and human being.

Waves structure (Fig. 1j) is another class of ABL structures, which have been
watched and grouped specifically on the SODAR echograms. The wave structure,
for the most part, is found in the April, May, and June months, that is, in the pre-
monsoon season. This type of structure is essential in the investigation of wave
movement [2]. This type of structure forms due to high wind speed and change in
direction.

The inversion layer structure (Fig. 1g, h, i, j, k), that is, a characteristic highlight
of the nighttime stable conditions, disseminates in themorning after dawn because of
sun-powered warming of the ground and the temperature profile changes its shape.
The time is taken for an inversion layer to disperse as follows the above convection
layer after dawn changes from every day and season to season. Contingent on the
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(a) Thermal plume long (b) Thermal plume during Rainy Day

(c) Thermal plume during Before Rainy Day (d) Thermal plume during winter

(e) Thermal plume with Foggy (f) Rising layer during WinterSeason

Fig. 1 Different structures of ABL
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(g) Inversion with long Spikes (h) Winter Inversion

(i) Inversion with one or two 
elevated layer in motion (j) Inversion with wave motion

(k) Inversion With Fog (l) Multilayer

Fig. 1 (continued)

nearness of overcast cover, the quality of the reversal layer framed amid the night,
flood of sun based warmth, and the nearness of rising layer or haze layer. In the rising
layer (Fig. 1f), the rising rate is quicker in the pre-monsoon season than in the winter
and post-monsoon season because of the adjustment in the temperature profile. The
night-time inversionwhile scattering demonstrates its essence as a rising layer, which
ranges to a specificmost extreme height and after that vanishes. This kind of structure
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Table 2 Description of
SODAR Structure and Class
Numbers

Class Description of SODAR structure

1. Inversion with force convection

2. Inversion with a tall spike

3. Inversion with a single elevated layer

4. Inversion with two elevated layers

5. Inversion with wave motion

6. Inversion with one or two elevated layers in motion

7. Inversion with a small spike

8. Stratified layer

9. Diffuse thermal plumes

10. Thermal plumes with normal days

11. Thermal plumes with a foggy layer

12. Transition structure

is not common in the morning time. During rainy and cloud cover days, the rising
layer does not exist and inversion directly converted into the convection. As a result,
less rising layer is found in the monsoon season.

4 Discussion and Conclusion

SODARs have been successfully used to study microclimates and to provide an inte-
grated approach to the meteorological classification of pollutants concentration in
major city. The inversion and convection height have a very important parameter
for control of air pollution and predication. For the reason that the inversion height
has below 300 m [2], and this has been perfectly measured using SODAR. SODAR
echogram information is a good option to obtain atmospheric information as well as
a real-time picture of the spatial distribution of the ABL structural features. It has
been used for prediction of parameters like inversion height, average height of ABL,
therefore this information has been helpful for authorities of environmental services.
In predication, the direct view on the backscatter echo structure is muchmore helpful
than code information, because the pictorial view of ABL provides more information
of atmosphere. The SODAR echogram has provided many valuable ABL structures.
On the other hand, SODAR echograms have given the lots of other atmospheric infor-
mation, i.e., carry capacity of atmosphere, convection condition, fog, rain condition
and other seasonal information. As it has been found, SODAR becomes necessary
in operation of modern air-quality monitoring systems, which are responsible for
operations of far-reaching economic and ecological consequences [2, 3]. Author is
deeply convinced that SODARs should be considered as mandatory element of big
air-monitoring systems and that this fact should be taken into account in national and
international regulations for meteorological and environmental services.
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