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The Effect of Composition on CO2
Freeze-Out and Critical Locus of Binary
CO2–CH4 Mixture

Muhammad Babar, Mohamad Azmi Bustam, Abul Hassan Ali,
Abdulhalim Shah Maulud, and Aymn Abdulrahman

Abstract Cryogenic CO2 capture technology is one of the emerging technologies
used for natural gas purification. Thermodynamic phase study of the natural gas
has a significant effect on the cryogenic CO2 removal from natural gas. The present
work describes the impact of composition on CO2 freeze-out and critical locus of
the binary CO2–CH4 mixtures with different CO2 content. Critical locus and CO2

freeze-out were modelled for nine binary CO2–CH4 mixtures and were correlated
with the composition of the binary mixtures. Aspen HYSYS version 8.0 with the
Peng Robinson equation of state and Eureka modelling tool were used in the present
researchwork. It was found that the predictedmodels can precisely calculate the CO2

freeze-out point and the critical locus of the mixtures. By comparing the calculated
data with the reported experimental data, an excellent agreement was found. R-
squared value for the models was 0.99, which shows the reliability of the models.
The effect of composition on three-phase loci of the binary and multicomponent
mixtures of CO2 with light H.C is recommended for future research.

Keywords Thermodynamic study · Cryogenic CO2 capture · CO2 freeze-out ·
Critical locus · Binary CO2-CH4 mixture

1 Introduction

Natural gas, which is a mixture of different hydrocarbons, is mainly used as energy
source. The energy contribution of natural gas to the domestic and industrial sector
is 38% and 60% of the total energy requirements, respectively [1]. Compared to

M. Babar (B) ·M. A. Bustam · A. S. Maulud
CO2 Research Centre (CO2RES), Universiti Teknologi PETRONAS, 32610 Bandar Seri
Iskandar, Perak, Malaysia
e-mail: engr.babar2009@gmail.com

M. A. Bustam
e-mail: azmibustam@utp.edu.my

A. H. Ali · A. Abdulrahman
Department of Chemical Engineering, University of Jeddah, Jeddah, Saudi Arabia

© Springer Nature Singapore Pte Ltd. 2020
S. S. Emamian et al. (eds.), Advances in Manufacturing Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-5753-8_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5753-8_1&domain=pdf
mailto:engr.babar2009@gmail.com
mailto:azmibustam@utp.edu.my
https://doi.org/10.1007/978-981-15-5753-8_1


2 M. Babar et al.

other fossil fuels, natural gas is generally recommended as a neat and clean fuel [2].
However, besidesmethane and other light hydrocarbons, natural gasmay also contain
some impurities like CO2, N2, He and H2S. One of the significant greenhouse gases
in natural gas is CO2. Natural gas from different sources has different CO2 content
depending upon the gas well conditions [3, 4]. The maximum CO2 content in some
of the discovered natural gas fields, e.g. Changling, Gudian, Honggang, Shengping,
Fangshen and other gas reservoirs in Jilin oilfield of Songliao basin, may reach up to
90% [5]. According to reported literature, some of the natural gas fields of Malaysia
may contain 87% CO2 [6]. Malaysia has more than 13 Tetra standard cubic feet
(Tscf) of high CO2 content undeveloped natural gas reservoirs [7, 8]. A natural gas
having high CO2 content has a lower calorific value than the sale gas specification
[9].

In the twentieth century, many countries of the world came across a severe energy
crisis, which increased petroleum prices [10]. Also, as CO2 and CH4 both are consid-
ered as the major greenhouse gases, their escape to the atmosphere needs to be
controlled [11]. These problems encouraged oil and gas companies to utilize the
contaminated natural gas fields with high CO2 content. Many technologies that have
been used for purification of highCO2 content natural gas include absorption, adsorp-
tion, membrane separation and cryogenic CO2 capture technology [12–14]. Cryo-
genic CO2 processes are applicable for high CO2 content natural gas, its low footprint
value increases its offshore applicability, and there is no chemical involvement [15].
These advantages and applicability at both atmospheric and high pressures make
cryogenic technology one of the emerging technologies for CO2 capture.

The cryogenic process is the process of capturing CO2 at low temperatures
(−153 °C or below) [16, 17]. This process consists of three steps: the cooling cycle,
CO2 capture step and CO2 recovery step [18]. The cryogenic CO2 capture from
natural gas requires accurate knowledge of the CO2 freeze points and thermody-
namic phase equilibria for the individual pure components as well as for the gaseous
mixture [19, 20]. Generally, the phase diagram is an easy and excellent way of under-
standing the properties of a system. A phase diagram shows temperature and pressure
conditions at which different phases occur and coexist at equilibrium [21]. Bubble
point curve, dew point curve, three-phase locus and CO2 freeze-out line are the main
components of a P-T phase diagram.

In the P-T phase envelope, the curve surrounding the S-V region, on which all the
three phases ofCO2 exist, is the three-phase locus [22, 23]. CryogenicCO2 separation
fromnatural gas ismostly done in the S-V region.Apart of the three-phase locus is the
boundary of the L-V and S-V region, which is helpful in defining the temperature
range for the L-V region. Therefore, it is of crucial importance to have accurate
knowledge of P-T conditions of S-L-V locus. So far, limited data are available for
the three-phase locus of CO2-NG mixture. Also, the effect of composition on the
critical locus of the CO2–CH4 binary mixture has been rarely studied.

Donnelley et al. experimentally studied the phase behaviour of the CO2-CH4

binary system [24]. A pressure cell in an alcohol bath was used to confine the system.



The Effect of Composition on CO2 Freeze-Out and Critical Locus … 3

By changing the pressure, the author avoided solidification of mercury at the low
temperatures. The author used dry ice or liquid nitrogen for cooling the bath. The cell
was gently shaken to mix the existing phases to achieve equilibrium. Temperatures
and pressure were measured by calibrated thermocouples in the wall of the cell,
and Bourdon tube gauges, respectively. He studied three-phase locus, temperature-
composition phase envelopes and pressure–temperature phase envelope. The author
in his work examined the three-phase locus for a temperature and pressure range
of −57.78 °C to −78.61 °C and 9.1 bar to 47.9 bar, respectively. Furthermore, he
extrapolated the three-phase locus up to −106.67 °C.

Pikaar determined the V-L, V-S and L-S equilibria of CO2 by measuring their
boiling, dew and freezing points [25]. The liquid and vapour composition in equi-
librium with the solid CO2 at a pressure up to 101.325 bar and a temperature range
of −63 to −160 °C were determined. By comparison with Donnelly and Katz data
at low temperature, a disagreement was observed at −67 and −73 °C. Furthermore,
at the lower temperatures, the divergence with Donnelly and Katz data was about
4.053 bar. Pikaar mentioned that the three-phase locus determined by Donnelly and
Katz is incorrect below −67 °C.

Sterner extended Donnelly and Katz’s [24] experimental data and measured the
VLE and the solid phase boundaries near the critical temperature of methane [26].
For the SLV, Sterner’s data [26] showed good agreement with the Pikaar’s data [25].

Davis et al. conducted his experimental study and presented a P-T phase envelope
for the CH4–CO2 binary system at three-phase locus [27]. Figure 1 shows the P-T
phase envelope of the experimental three-phase locus data obtained by Davis et al.
[28]. P-T phase envelope was generated along the V-L-S locus in a range from the
triple point of CO2 to−176.1 °C. By comparing his datawithDonnelley’s data, Davis
et al. found a disagreement between the two sets of data below −67.78 °C. Davis
found a good comparison with the Sterner’s data, excluding the highest temperature
of Sterner’s data [26] as shown in Fig. 1.

Ozturk et al. [29] used PerturbedChain-SAFT (PC-SAFT) EoS tomodel the phase
behaviour of theCO2-H.C system.V-L equilibria,V-S equilibria andS-L equilibria of
the gaseous mixtures having carbon dioxide along with methane, ethane and butane.
Furthermore, the author also examined the influence of adding C2H6 and C4H10 on
S-L equilibria of the binary CH4–CO2 mixture.

Very few experimental studies are reported for the effect of composition on the
critical locus of the binary CO2–CH4 system. The aim of this work is also to provide
a modelling approach for three-phase locus based on Aspen HYSYS with Peng
Robinson (PR) property package. In the current research work, the pressure and
temperature conditions for the critical locus for the CH4–CO2 binary system at
variousCO2 concentrationsweremodelled.Also, the effect of composition on critical
locus was examined and discussed in detail. For validation of the data generated by
Aspen HYSYS simulator for three-phase locus, it is then validated with the available
experimental three-phase locus data.
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Fig. 1 P-T phase envelope for binary CO2–CH4 mixtures

This paper is organized as follows: Sect. 1 describes the introduction and moti-
vation for this research work. Section 2 shows the methodology. Section 3 discusses
the results and discussions of this research work. Section 4 illustrates the conclusion
of the present research work along with future recommendation.

2 Research Methodology

Aspen HYSYS simulator was used for generating the thermodynamic phase data.
Before using the simulation, it is mandatory to prove the reliability of the data gener-
ated by the simulator. Reported literature shows the authenticity of the PR EoS for
the thermodynamic phase study of the natural gas system [29]. Figure 1 shows the
reliability of the Aspen HYSYS predicted thermodynamic data for the CO2–CH4

three-phase locus. From Fig. 1, it is obvious that predicted data by Aspen HYSYS
using PR EoS show excellent agreement with the experimental data. An error of 3%
was observed by comparing the predicted data with the three-phase data of Davis
et al. [28]. Overall, Aspen HYSYS simulator with PR EoS obtained excellent agree-
ment with the experimental data. This shows the reliability of Aspen HYSYS with
PR property package for generating three-phase locus data.
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Table 1 Composition of the
binary CO2–CH4 mixture
used in present work

N.G sample CO2/mol% CH4/mol%

Sample 1 10 90

Sample 2 20 80

Sample 3 30 70

Sample 4 40 60

Sample 5 50 50

Sample 6 60 40

Sample 7 70 30

Sample 8 80 20

Sample 9 90 10

The current research work has two primary approaches. In the first, thermody-
namic data for the critical locus of the CO2–CH4 mixtures were obtained through
the Aspen HYSYS simulator while the second approach correlates the pressure and
temperature of the critical locus with the composition of the gaseous mixture. Eureka
modelling tool was used for the modelling of pressure and temperature conditions of
the critical locus of the binary mixture. Table 1 shows the composition of the binary
CO2–CH4 mixture used in the present study.

3 Result and Discussion

3.1 Critical Locus

Critical locus is one of the significant components of the phase envelope of N.G-CO2

mixture. The critical point of a particular mixture is defined as the maximum limit
for the binary L-V region in the phase envelope. CH4 is the key component of natural
gas; therefore, the present work aimed to model the critical locus of binary CO2–
CH4 mixtures. The simulation was done in Aspen HYSYS simulator for studying
the critical point of binary CO2–CH4 mixture of composition mentioned in Table 1.
Pressure and temperature conditions were noted for the critical point. The pressure
was then plotted against the temperature to obtain the PT phase envelope for the
critical locus. Figure 1 shows the reported phase envelope for the binary CO2–CH4

mixtures, pure CH4 and CO2 in literature. It is evident from Fig. 1 that each of the
mixtures has a distinct critical point which changes with changing composition.

The predicted data for the critical locus of the binary CO2–CH4 mixtures were
then modelled in the Eureqa modelling tool. Critical temperature and pressure were
modelled as a function of CH4 and CO2 content in the mixture. Equations (1) and (2)
were obtained with an R-squared value of 0.99 for each equation. Figure 2 shows the
critical locus for the binary CO2–CH4 mixture predicted by the developed model.
As can be seen from Fig. 2, an excellent similarity exists between the experimental
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and the predicted critical locus.

P = 1.74× 103 + 9.88× 103CH3
4CO

2
2 + 8.51CH2

4CO
2
2

−1.07× 103CH4 − 671CO3
2 − 1.07× 104CH4

4CO
2
2

(1)

T = 160+ 3.58× 103CH11
4 CO2

2 − 276CH4 − 71.8CO2
2 − 246CO2CH

4
4 (2)

The maximum uncertainty (u) observed in the predicted temperature and pressure
conditions of the critical locus was 2 and 0.6%, respectively. Table 2 shows the AAD
of the established model for the critical locus of the binary mixtures.

3.2 CO2 Freezing Point

CO2 frost point is the transformation of CO2 directly from gaseous to the solid
phase. CO2 frosting can also be termed as CO2 anti-sublimation or desublimation.
CO2 freeze-out point is very crucial in the cryogenic CO2 capture from natural gas.
Due to the higher triple point of CO2, the natural gas having high CO2 content desub-
limates at relatively high temperature, whichmay cause the blockage of pipelines and
equipment. As part of the CO2 capture and sequestration (CCS) chain, pressurized
pipelines are considered as the most practical and efficient means for transportation
of the large amounts of natural gas in the natural gas processing industry. The highest
reported CO2 in theMalaysian natural gas to date is 87%. However, globally, 90% of
CO2 was discovered in the natural gas till now. The present work is therefore focused
on themodelling of CO2 freeze-out point for CO2–CH4 mixtures having CO2 content
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Table 2 Predicted critical temperature and pressure

CH4 content CO2 content T exp Tmodel AAD
(Temp)

Pexp Pmodel AAD
(Pressure)

1 0 −116.4 −116.0 0.344 673.1 670 0.460

0.9 0.1 −94.45 −94.0 0.476 781.0 778.2 0.358

0.8 0.2 −72.3 −71.5 1.107 910.7 905.9 0.527

0.7 0.3 −51.1 −51.0 0.196 1046.5 1047.0 −0.048

0.6 0.4 −28.3 −27.8 1.767 1177.9 1175.1 0.238

0.5 0.5 −3.6 −3.5 2.7778 1270.9 1263.2 0.606

0.4 0.6 19.6 20.0 −2.041 1298.3 1296.6 0.131

0.3 0.7 40.2 40.6 −0.995 1276.9 1277.5 −0.047

0.2 0.8 58.1 58.5 −0.689 1223.5 1222.3 0.098

0.1 0.9 73.8 74.2 −0.542 1151.3 1151.0 0.026

0 1 87.7 88.2 −0.570 1068.9 1069.0 −0.009

up to 90%CO2 content (Table 1). Table 3 shows the pressure–temperature conditions
of the CO2 freezing point of the gaseous mixture.

The pressure–temperature conditions were calculated from Aspen HYSYS simu-
lator and is compared with the experimental data from the reported literature. This
calculated data was then modelled in the Eureqa modelling tool to correlate the P
and T for the CO2 freeze-out with the CO2 content in the mixture. Equation (3)
was obtained for CO2 freeze-out temperature of the binary CO2–CH4 mixture with
an R-squared value of 0.99, respectively. This R2 value shows the reliability of the
predicted data by the developed models. Using Eq. (3), CO2 freeze-out temperature
can be predicted at any particular pressure for a known CO2 content in the CO2–
CH4 mixture. Table 3 shows the comparison of the experimental and calculated CO2

freeze-out temperatures at a specific pressure and CO2 concentration. An excellent
agreement was observed between the experimental and calculated temperatures.

T = 0.238PCO2 + 0.00159P2 + 0.00145P2CO2
2 +

(−6.43× 10−7P3
)

CO2
2

−0.221P − 0.00343CO2P
2 − 56.6

(3)

4 Conclusion

In this research work, a detailed modelling study was carried out for the critical
locus and CO2 freeze-out locus of the binary CO2–CH4 mixture. Eureqa modelling
tool was used to model the critical locus and the CO2 freeze-out for the mixtures.
Pressure and temperature at the critical locus weremodelled for the binarymixture as
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a function of CO2 and CH4 concentration in the binary mixture. The obtained model
has an R2 value of 0.99 and shows an excellent agreement with the experimental
critical locus data.

The pressure and temperature were also modelled for the CO2 freeze-out of the
binary CO2–CH4 systems at various CO2 concentration ranging from 10 mol% to
90 mol%. The obtained equation was capable of calculating the CO2 freeze-out
temperature at a specific pressure and CO2 concentration. The data obtained by the
establishedmodel have a close similaritywith the experimental data. TheR2 value for
themodelwas 0.99, showing the authenticity of the developedmodel. It was observed
that at high CO2 contents and high pressure, the average absolute deviations of the
derived models increase. It is therefore recommended for the future to modify the
models for the multicomponent natural gas mixture with high CO2 content and at
high pressure with minimized energy requirements.
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Influence of the Agglomeration
Phenomenon on the Recast Surface
in PMEDM Environment

M. A. Abbas and M. A. Lajis

Abstract The agglomeration phenomenon that occurs in PMEDM environment is
one of the significant obstacles in enhancing the removal operation in this envi-
ronment. This phenomenon has been investigated by the prior studies to improve
the microhardness (MH) and recast layer thickness (RLT). However, these studies
have not focused on the type of agglomeration that contributed in enhancing both
responses ofMH and RLT. Therefore, this study aims in presenting a logical interpre-
tation to the influence of this phenomenon and its type on these responses for D2 steel
by employing nano-chromium powder (NCP) particles in PMEDM environment. In
addition, the scanning electron microscope (SEM) and energy-dispersive x-ray spec-
troscopy (EDS) play a crucial role in specifying the weight percentage of elements
before and after machining of D2 steel to determine the agglomeration state. Accord-
ingly, the carbon element and other elements are responsible for increasing the MH
to 912 HVI since these elements agglomerate remarkably instead of NCP. Therefore,
this vital agglomeration occurs at 2 g/L, 30 μs, and 85 μs for NCP, pulse duration,
and pulse interval, respectively. Consequently, this environment has contributed to
transferring limited energy to the workpiece in order to generate a minimum RLT,
which reaches 10.32 μm.

Keywords PMEDM · Agglomeration ·Microhardness · Recast layer thickness ·
Heat flux
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1 Introduction

The Powder Mixed Electrical Discharge Machining (PMEDM) is deemed as an
encouraging medium in machining the complex materials and enhancing the quality
of surface integrity [1, 2]. However, this medium is not wholly perfect in converging
with the requirements of precision manufacturing due to the level of parameters
implemented in the PMEDM which generates more obstacles such as the agglom-
eration phenomenon [3–5]. This phenomenon is produced from the electrothermal
energy,which results from the spark channel between theworkpiece and the electrode
tool [6]. Depending on this energy, the powder particles immigrate and agglom-
erate upon the fusion region of the workpiece. These particles aggregate with the
carbon particles resulted from the decomposing of dielectric fluid, and the electrodes
debris produced from the machining operation of the plasma channel [7, 8]. The
phenomenon of powder agglomeration is considered as an external and significant
factor in the performance of the pure EDM and has been observed in the former
studies in the PMEDM field; however, it is not studied intensely. Hence, the proper-
ties, concentration, and type of powder in the PMEDMsystem represent the principal
operator of this phenomenon besides pulse current, pulse duration, pulse interval,
and polarity [9].

To improve the surface properties, the correlation between this phenomenon and
the quenching time is deemed as a major effectual. Therefore, the quenching time,
represented in the interval time, leads to forming a recast layer as a new layer [10].
This layer consists of agglomerated particles with the melted region of the workpiece
to improve the surface’s hardness. Therefore, previous researchers attempted to study
the relation between the thickness of this layer and the surface’s hardness as these
are significant responses in PMEDM system to enhance the recast surface after
machining in this system. On the other hand, the researchers also tried to interpret
the behavior of the agglomerated particles and relation with these responses.

The experimental results frommachiningW300 indicate that the maximum pulse
duration at 2 g/L of aluminum powder leads to minimizing the recast layer thick-
ness (RLT). Therefore, the increased peak current with the positive polarity requires
raising the amount of this powder in order to achieve the best RLT [11]. However, the
attitude of RLT differentiates when machining titanium alloy due to the minimum
level of the graphite powder, peak current, and surfactant, which generate effective
RLT [12]. Through these outcomes, the role of the amount of powder is significant to
present a better RLT. Therefore, the increase in the powder quantity of boron carbide
in EDM oil produces a problem to the melting region in the titanium alloy where
this powder will be agglomerated in this region and contributes in reducing the flow
of electrothermal energy to this alloy [13]. Both titanium alloy and AISI H13 steel
have the same action toward the RLT during mixing multi-walled carbon nanotubes
(MWCNTs) powder with kerosene. This action is remarked when the pulse interval
is higher than the pulse duration at the minimum level of pulse current where the RLT
will be at the minimum value [14, 15]. From these results, the previous researchers
struggled to improve the recast layer by decreasing the thickness of it, but other
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researchers have provided a different perspective through comparison between the
RLT and the microhardness (MH) for the machined materials in PMEDM environ-
ment. This perspective has been exemplified by modifying the RLT of the machined
surface of H13 steel at a minimum concentration of molybdenum powder in EDM,
and maximum machining time has been approximated to 4 h. This outcome boosted
the MH of this steel by increasing the agglomeration of this powder with the other
particles in the fusing region which leads to forming more carbides [16]. Moreover,
the RLT and MH possess similar behavior with the same steel when utilizing silicon
and manganese powders in EDM; however, the pulse interval has an influential
contribution to quench the melted region and resolidify it [17]. Also, the machining
surface of β-titanium alloy has been improved when mixed with the silicon powder
with hydrocarbon oil in the EDM machine. The agglomerated particles of carbon,
oxygen, and silicon with debris led up to the enhancement of the MH and RLT [6].

Depending on the literature available, Fig. 1 highlights the relationship between
the agglomeration phenomena in the first phase after completing the pulse dura-
tion. Furthermore, this figure also illustrates the second phase after completing the
pulse interval and forming the recast layer. Through Fig. 1, it is perceived that
the primary contributor of the powder agglomeration in PMEDM field is the elec-
trothermal energy. Therefore, the numericalmodel of heat flux for the plasma channel
in PMEDM has achieved outstanding results in understanding the removal rate of
material in this field [18, 19]. Equations (1) and (2) will be invested in computing
the quantity of heat flux applied on the workpiece in the present work to interpret
the behavior of the agglomeration of particles given by:

Q(r) = [
4.57PcHFVs IP/πR2

pc

]
e−4.5(r/Rpc)

2
(1)

Rpc = 2040I 0.43P T 0.44
on (2)

where PC is powder concentration [20], HF denotes to heat fraction constant (5–
9%) [18], Vs represents supply voltage (Volt), IP indicates to pulse current (Amps),
Rpc is plasma channel radius (μm), r refers to radial axis (μm), and T on is pulse
duration (μs). Relying on these phases in Fig. 1, the research gap targeted in this
article highlights on improving the performance of the microhardness (MH) and
recast layer thickness (RLT) by controlling the electrothermal energy, pulse interval,
and pulse duration in PMEDM. Consequently, the influence of the agglomeration
phenomenon and the type of this phenomenon on these responses and the extent
to which it can be controlled will be studied. Therefore, the present study employs
the D2 steel, copper electrode, and the nano-chromium powder (NCP) particles to
achieve these objectives in the electrical discharge environment.
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Fig. 1 Comparison between numerical validation ofMRR inAISID2with CPMEDMenvironment
at each gap distance with experimental MRR values
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2 Experimental Setup and Methodology

The experimental environment adopted in this study consists of the Integrated High
Performance-EDM (IHP-EDM), work material, and observation devices as shown
in Fig. 2; meanwhile, Table 1 indicates the experimental conditions employed to
achieve the results.

In Fig. 2, the circulation system in (b) is integrated with Sodick EDM-Die Sinking
AQ55L in (a) to circulate the mixed dielectric fluid with NCP. Furthermore, this
system attracts the powder particles and debris by using a cleaning filter andmagnetic
filter, respectively. In addition, the insulating tank in Fig. 2c is utilized to mix the
NCP with kerosene separately out of the original tank of EDM machine in (a).
Consequently, IHP-EDM in Fig. 2a–c assists in obtaining the best performance in
PMEDM,whileworkmaterials in Fig. 2d–f consist of nano-chromiumpowder (NCP)
particles, copper electrode, and D2 steel as the workpiece, sequentially. In Fig. 2,
the scanning electron microscope (SEM) and energy-dispersive x-ray spectroscopy
(EDS) in (g) employHitachi SU1510model to inspect themicrostructure ofmachined
surface and migrated particles intensity, while in (h), the microhardness (MH) uses
Shimadzu model to test the surface hardness for the workpiece before and after
machining.

Fig. 2 Experimental setup andmethodology: IHP-EDMwhich consists of aEDMmachine,b circu-
lation system, and c insulating tank; work material which consists of d nano-chromium particles,
e copper electrode tool, and f AISI D2 steel workpiece; and observation devices which consists of
g SEM/EDS and h microhardness tester
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Table 1 Experimental
conditions

Working parameters Descriptions

Electrode tool Copper (Ø10 mm)

Workpiece AISI D2 (7.5 mm × 7.5 mm ×
10 mm)

Dielectric liquid Kerosene + NCP particles

Particle size of NCP (70–80) nm

NCP concentration (PC) 2 g/L and 6 g/L

Peak current (IP) 10 Amps

Pulse duration (Ton) 20 and 30 μs

Pulse interval (Toff) 85 μs

Polarity Negative

Voltage 120 V

Depth of cut 3 mm

Flushing rate 1500 mm3/h

The peak current, pulse duration, pulse interval, and powder concentration inTable
1 have been elected for reducing the agglomeration of additive powder in PMEDM
environment [9]. Furthermore, these parameters are in agreement with what is stated
in Fig. 1 depending on the brief literature which noted that the pulse duration is lower
than the pulse interval. Besides, it is observed that the powder is not agglomerating in
the range of (2–4) g/L according tomachining of D2 steel or at 6 g/Lwith Inconel 625
[5, 8]. Therefore, theNCPparticles in this study adopt both 2 and 6 g/L to test whether
the agglomeration occurs. On the other hand, SEM/EDS in Fig. 2g is employed to test
D2 steel before and after machining it in PMEDM to demonstrate the feasibility of
these parameters in order to achieve the surface enhancement [21]. Accordingly, the
agglomeration ratio (RAG) in Eqs. (3) and (4) reflects the best criterion for exploring
the active migrated particles, type of agglomeration, and carbon percentage on the
machining zone. Moreover, Eq. (4) adopts the weight percentage of elements before
and after removal operation in PMEDM, depending on the EDS observations [9].

RAG = mAG

mTAG
× 100% =

∑i
n=1 (meam − mebm)n
∑i

n=1 (meam)n
× 100%

RAG = mRL
∑i

n=1 (%weam −%webm)n

mRL
∑i

n=1 (%weam)n
× 100% (3)

Then, the final agglomeration ratio is given by:

RAG =
∑i

n=1 (%weam −%webm)n
∑i

n=1 (%weam)n
× 100% (4)
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where mAG is active agglomeration mass (mg), mTAG refers to total agglomeration
mass (mg),meam is element mass after machining (mg),mebm is element mass before
machining (mg), %weam denotes the weight percentage of element after machining,
%webm indicates the weight percentage of element before machining, and mRL is
recast layer mass (mg).

Figure 3 displays EDS observation of the D2 steel workpiece before machining
in the PMEDM environment, while Table 2 elucidates the weight percentage of this
workpiece based on EDS observation in Fig. 3. In addition, Table 2 also illustrates the
average MH value of this steel before machining. From here, the weight percentage
of the elements based on EDS observations in Table 3, along with the RLT, MH, and
RAG outcomes after machining of D2 steel in the PMEDM medium at each run that
has been carried out, relies on the experimental conditions in Table 1.

Fig. 3 EDS observation of D2 steel before machining in PMEDM

Table 2 Weight percentage of elements and microhardness values for D2 steel before machining
in PMEDM

%webm 21.03% C, 0.88% Si, 0.1% P, 0.04% S, 0.24% V, 7.78% Cr, 0.17%
Mn, 66.68% Fe, 0.45% Co, 0.33% Ni, 2.12% Mo

Microhardness (HVI) 648 665 646 Average 653
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Table 3 Experimental runs including weight percentage of elements for D2 steel depending on
EDS observations after machining in PMEDM, parameters employed in each run, microhardness,
recast layer thickness, and agglomeration ratio values in each run

%weam: Run No. 1: Ton = 20 μs, PC = 2 g/L
MH 

(HVI)
RLT 
(μm) %RAG

830 13.90

51.35

843 19.00
843 29.00

Average
MH 

(HVI)
RLT 
(μm)

1.36%C, 8.33%O, 0.24%Si, 0.04%P, 0.59%S, 0.96%V, 5.2%Cr, 0.8
3%Mn, 44.4%Fe, 1.56%Co, 0.94%Ni, 1.8%Cu, 3.75%Mo 839 20.63

%weam: Run No. 2: Ton = 30 μs, PC = 2 g/L
MH 

(HVI)
RLT 
(μm) %RAG

929 09.53

62.60

905 08.74
901 12.70

Average
MH 

(HVI)
RLT 
(μm)

50.1%C, 4.69%O, 0.46%Si, 0.27%P, 0.61%S, 0.14%V, 5.7%Cr, 1.6
8%Mn, 34.53%Fe, 1.12%Co, 0.4%Ni, 0.29%Cu, 0.01%Mo 912 10.32

%weam: Run No. 3: Ton = 20 μs, PC = 6 g/L
MH 

(HVI)
RLT 
(μm) %RAG

800 48.40

46.91

825 50.40
810 27.00

Average
MH 

(HVI)
RLT 
(μm)

30.08%C, 4.78%O, 0.84%Si, 0.12%P, 0.45%S, 0.49%V, 6.4%Cr, 0.
23%Mn, 48.8%Fe, 0.87%Co, 1.34%Ni, 3.76%Cu, 1.8%Mo 811 41.93

%weam: Run No. 4: Ton = 30 μs, PC = 6 g/L
MH 

(HVI)
RLT 
(μm) %RAG

912 22.30

57.48

903 17.90
879 35.50

Average
MH 

(HVI)
RLT 
(μm)

45.71%C, 4.72%O, 0.21%Si, 0.31%P, 0.18%S, 0.38%V, 6.3%Cr, 0.
03%Mn, 36.82%Fe, 1.01%Co, 0.26%Ni, 0.68%Cu, 3.42%Mo 898 25.23

Source Author
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3 Results and Discussion

Based on Tables 2 and 3, the agglomeration of chromium has not occurred at each
run in Table 3 when machining D2 steel in PMEDM where the range of chromium
element values is between 5.20 and 6.39% in Table 3. Consequently, this range is
less than the value of chromium in Table 2 before machining this steel.

These outcomes refer to the efficiency of the used parameters for avoiding the
agglomeration of NCP particles. Therefore, the powder agglomeration phenomenon
that has been an obstacle in obtaining the best performance of the removal rate in
PMEDM environment has been avoided by the experimental conditions adopted in
the present study in Table 1 [9].

According to these experimental conditions, the thermal interpretation based on
the heat flux of the plasma channel in PMEDM is considered the best concept to
understand the phenomenon of powder agglomeration. By observing Fig. 4, based
on the experimental outcomes in Table 3, the maximum value of heat flux of plasma
channel depending on Eqs. (1) and (2) occurs when the NCP particles and pulse
duration equal to 6 g/L and 20μs, respectively, and reach 0.2315μW/μm2 at point L.
However, the value of this heat at 2 g/L and 30μs has reduced to be 0.0540μW/μm2

at point H. Thus, the variance of values of the plasma heat in these points is related to
the powder concentration and the pulse duration. Therefore, the NCP particles play
an efficient role in the PMEDM where these particles possess two behaviors at the
same time; the first behavior is the thermal and electrical conductivity that contributes

Fig. 4 Influence of chromium powder concentration on the microhardness of D2 steel after
machining in PMEDM which consists of H-Point and L-Point for maximum and minimum micro-
hardness, respectively. Observed in H-Point and L-Point: Average recast layer thickness in (a) and
(b) and including surface morphology, agglomeration distribution, and indentation topology in
(a,b-1), (a,b-2), and (a,b-3), respectively
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to the breakdown of kerosene impedance and transfers the enormous energy to the
workpiece, while the other is related to the powder ability to absorb the plasma
channel energy as a cooling factor [22, 23]. Furthermore, the powder concentration
is significant to control the heat flux of the plasma channel in PMEDM depending
on Eq. (1) [20].

Based on these behaviors, the amount of NCP particles at point L could not fully
absorb the energy of the plasma channel as the pulse duration is not enough to
complete this operation. Meanwhile, these particles are active enough to overcome
the impedance of dielectric fluid in PMEDM relying on the conductivity behavior of
this powder and the heat flux value at point L as illustrated in Fig. 4. In addition, the
pulse duration in all runs is lower than the value of pulse interval. Thus, this powder
has not agglomerated in the machining zone and this is what has been confirmed by
the EDS observations in Table 3.

On the other hand, the value of (%weam −%webm) in Eq. (4) indicates the weight
percentage of active agglomeration in D2 steel. Hence, this value serves to recognize
the increasing and decreasing elements based on the weight percentage before and
after machining in PMEDM as exhibited in Tables 2 and3, where the increased
elements refer to the active agglomeration in each run. Thus, Fig. 5 illustrates this
value for Runs No. 2 and No. 3 at points H and L, respectively.

Upon focusing on Fig. 5, the percentage of carbon in (a) is more active than the
percentage of it in (b). Accordingly, the carbon with other active elements, except
oxygen, contributes to forming more carbides [5, 24]. Moreover, in Fig. 4 (a,b-1)
and (a,b-2) the agglomeration distribution in surface morphology after machining in
PMEDM at point L is less than the agglomeration distribution at point H. Following
from there, the agglomeration ratio (RAG) at point L is 46.91%,while this ratio reaches
up to 62.60% at point H. Consequently, Run No. 2 at point H represents the higher
value of the average of microhardness as illustrated in Table 3 which equals to 912
HVI. This result can be seen by observing the indentation topology in Fig. 4, where
the indentation at point H is less, as demonstrated in Fig. 4(a-3), than the indentation
in Fig. 4(b-3) for point L.

As mentioned earlier, the heat flux of the plasma channel at point L is greatly
transferred to the workpiece as compared with this heat at point H. Thus, the heat
at point H flows less in the machined zone. Hence, this effective flow has formed
the best thickness of the recast layer at this point which attained an average (ta)H of
10.32 μm as depicted in Fig. 4a and Table 3 for Run No. 2 [10, 12].

From this brief explanation as revealed in Tables 2 and 3 and Figs. 4 and 5 in
this study, the values of RLT and MH at these points refer to responses achieved
in PMEDM. However, the results of these trials in the present study have clari-
fied a different type of agglomeration other than the agglomeration of powder. This
agglomeration consists of the carbon and other elements except for oxygen which
contributes to modification of the surface hardness and improves the recast layer
thickness, especially by adding 2 g/L of NCP particles at 30 μs. Consequently, this
type of agglomeration is more efficient than the agglomeration of powder which
stands as a hindrance to progress the removal rate of the workpiece in PMEDM.
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Fig. 5 Active agglomeration: a Run No. 2 at point H and b Run No. 3 at point L

4 Conclusions and Recommendations

Themicrohardness (MH) and recast layer thickness (RLT) of the machining zone are
significant responses reflecting the surface enhancement in PMEDM environment.
Therefore, the migrating particles with the debris are considered to bind with these
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responses. Accordingly, the present study has strived to present an interpretation of
this bind to understand the effect of these particles on MH and RLT. This study has
employed: D2 steel, copper electrode, and nano-chromium powder (NCP) particles
to achieve the objective of this study. Consequently, this study has concluded the
following:

1. A minimal concentration of NCP particles at 30 μs contributes in enhancing the
microhardness and the thickness of the recast layer from 653 to 912 HVI and
10.32 μm, respectively. Therefore, this outcome deemed the best performance
presented by this study as compared to the other trials. The active agglomeration
of carbon with other elements, except oxygen, is considered the main reason in
enhancing these responses, which can be observed through agglomeration ratio
in this trial that equals to 62.60%.

2. Through remarking the performed trials, the carbon and other elements agglom-
erate instead of the powder agglomeration in PMEDM. This type of agglomer-
ation is more efficient in improving the surface hardness and thickness of the
recast layer.

Relying on these conclusions, the present study recommended employing
minimum value of this powder and maximum level of pulse duration in order to
obtain the best MH and RLT during machining of D2 steel in PMEDM with NCP
particles. However, the pulse interval in all the trials must be higher than the pulse
duration to prevent agglomerating the powder to stimulate the agglomeration of
carbon and the other elements to enhance both of MH and RLT, at the same time.
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Comparison of the Removal Rate in EDM
Based on the Mixed Environment

D. R. Abbas, M. A. Lajis, and M. A. Abbas

Abstract In the Electrical Discharge Machining (EDM), the impedance of dielec-
tric fluids is an obstacle in the machining of complicated materials. Therefore, the
previous researches focused on enhancing these fluids in EDM by adding powder
particles, surfactant, or powder and surfactant together. However, these studies have
not performed a comparison between the Powder-Mixed Dielectric Fluid (PMDF)
and Surfactant-Mixed Dielectric Fluid (SMDF) in EDM environment. Therefore,
the present study aims to achieve this comparison on the machining of D2 steel by
employing copper electrode, NanoChromiumParticles (NCP), and Span-20. In addi-
tion, we investigate the effect of these mixed fluids on the Material Removal Rate
(MRR) andToolWearRate (TWR). The increase of pulse-on-time to 30μs at 6 g/L of
the maximum level of concentration of NCP did not lead to a simultaneous increase
for each of the MRR and TWR in PMDF. However, this experimental environment
enhanced these outcomes based on the absorbing and conductivity properties of the
NCP. Consequently, this study has attained the best MRR and TWR with PMDF as
compared to SMDF.
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1 Introduction

It is observed that the complicated materials in the removal operation are more
efficient in the environment of Powder-Mixed Electrical Discharge Machining
(PMEDM) [1, 2]. In this environment, the plasma channel between the electrode
tool and the workpiece is enhanced by employing semiconductor or conductor parti-
cles in the dielectric fluids of the EDM machine to overcome the resistance of these
fluids easily [3]. Therefore, former studies have invested the PMEDM environment
in machining Inconel, AISI steel grades, and other materials possessing high melting
point and superior hardness [4]. In Inconel 800, cobalt powder with graphite elec-
trode has achieved the best Material Removal Rate (MRR) at the maximum level of
pulse-on-time and pulse current. However, the Tool Wear Rate (TWR) was reduced
by prolonging the pulse-off-time with minimizing this current and utilizing Cu-Cr
electrode with the same powder [5]. On the other hand, the cutting influence was
sensed differently through the used D2 steel in this environment, where the Carbon
NanoTubes (CNTs) powder at maximum pulse current with a reasonable amount
of this powder led to enhancement of the MRR of this steel [6]. Besides that, it is
remarked that bothMRR and TWR, duringmachining the same steel, were improved
with the addition of silicon and graphite powders, respectively [7]. This brief descrip-
tion of these achieved studies, in order to improve the performance of the dielectric
fluid in EDM by adding powder particles, proved a progress in the machinability of
these complicatedmaterials. However, in contrast, other studies presented to improve
the machinability of these complicated materials in EDM machine by using another
type of additive material, which were represented by surfactant with the dielec-
tric fluid, are very rare. One of these studies has concluded that adding Span-20 to
kerosene leads to maximizing the removal rate of SKD61 up to 85% as compared to
pure kerosene [8].

Based on the aforementioned information, these mixed fluids in EDM environ-
ment have a significant role in enhancing the removal rate for both the workpiece and
the electrode tool. However, the diligent pursuit by researchers is targeted on mixing
both the surfactant and the powder with dielectric fluid in EDM. This newly mixed
fluid has contributed in reducing the surface tension of the Powder-Mixed Dielec-
tric Fluid (PMDF) in the PMEDM environment [9]. Moreover, this fluid has also
led to furthering the machinability in the PMEDM field [10]. Hence, the machining
surface efficiency is more beneficial by mixing aluminum powder and Span-20,
which reaches 60% [11]. On the other hand, the removal rate of Ti alloy and copper
electrodewas remarkably effectual by employing both Span-20 and graphite powders
[12, 13]. Furthermore, this mixed fluid has also achieved the best MRR and TWR for
PH17-4 stainless steel and Ti alloy [14–16]. However, the chromium particles with
Span-20 have contributed in growing the ability of removal operation for D2 steel in
EDM environment [10, 17].

Depending on the available literature survey, the dielectric fluid in the EDM has
been boosted by mixing powder, surfactant, or mixing them together. Unfortunately,
most studies have not compared these mixed fluids. Therefore, this study focuses
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on the effect of both Surfactant-Mixed Dielectric Fluid (SMDF) and Powder-Mixed
Dielectric Fluid (PMDF)on the removal rate ofAISID2 steel and the copper electrode
in the EDM. In addition, it compares the removal performance of these electrodes in
both of these mixed fluids. Consequently, the present study utilized AISI D2 steel,
copper electrode, Nano Chromium Particles (NCP), and Span-20 to carry out these
aims.

2 Experimental Setup and Methodology

The circulation system and the Sodick EDM-Die Sinking AQ55L, illustrated in
Fig. 1b, a, respectively, constitute the IntegratedHigh Performance-EDM (IHPEDM)
system. The first reason for using this system is the discharging of the insulating tank
in Fig. 1c from debris and particles by employing magnetic and cleaning filters,
respectively. Furthermore, the blending of Span-20 or NCP separately from the
primary container of EDM is considered as another significant reason. Therefore,
this system is invested in operating the experimental procedures in the present study.

The mixing materials in Fig. 1d, e for the Nano Chromium Particles (NCP) and
Span-20, respectively, are employed to generate both PMDF and SMDF in EDM
machine, separately. In both mixed fluids, the machining materials represented by
the copper electrode and D2 steel which are illustrated in Fig. 1f, g, respectively,

Fig. 1 Experimental setup andmethodology: IHPEDMwhich consists of aEDMmachine,bCircu-
lation system, and c Insulating tank; Work material: Mixing material consists of d Nano chromium
particles, e Surfactant Span-20: Machining material consists of f Copper electrode tool and g AISI
D2 steel workpiece; h Digital balance
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Table 1 Specifications of work materials

Item Material
Type

Dimensions Unit Chemical composition

Workpiece AISI D2 steel Size 7.5 × 7.5 × 10 mm3 12.8%Cr, 0.4%Si, 0.35%Mn,
0.03%P, 0.09%Ni, 0.09%Cu,
1.5%C, 0.7%Mo, 0.4% V,
0.01%Co, Fe-Balance

Electrode
Tool

Copper Diameter Ø10 mm 0.06%Zn, 0.01%Pb, 0.01%Si,
0.02%Mn, 0.05%P, 0.02%S,
0.05%Sn, 0.07%Al, 0.03%Ni,
0.05%Sb, 0.07%Fe,
Cu-Balance

Powder Nano chromium Particle size 70–80 nm 0.08%Si, 0.09%P, 0.01%S,
0.07%Cu, 0.01%C, Cr-Balance

are used to perform the objectives of the present study. The Material Removal Rate
(MRR) and Tool Wear Rate (TWR) for both the D2 steel workpiece and the copper
electrode are given by [18]:

MRR = (mwb − mwa)/ρwtm (1)

TWR = (meb − mea)/ρetm (2)

where mwb and meb denote both masses of workpiece and electrode tool before
machining operation, mwa and mea indicate both masses of the workpiece and elec-
trode tool after machining operation, and ρw and ρe represent both densities of
workpiece and electrode tool, while tm is the machining time in IHPEDM system.

Depending on Eqs. (1) and (2), these masses can be specified by using digital
balance demonstrated in Fig. 1h. Tables 1 and 2 illustrate the specifications and
properties of work material, respectively, which lead to implementing in this exper-
imental study. Moreover, the experimental conditions exhibited in Table 3 are very
significant to achieve the aims of this study with IHPEDM system.

3 Results and Discussion

Figures 2 and 3 clarify the effect of PMDF and SMDF which result from mixing
both kerosene with 2 g/L and 6 g/L of NCP and Span-20, separately, on MRR and
TWR at 20 and 30 μs. As it is described in Fig. 2, at 2 g/L and 30 μs for Span-20
and pulse-on-time, respectively, the MRR is higher than MRR at 2 g/L of NCP at
the same pulse-on-time. The absorption property owned by NCP powder leads to
minimizing the MRR at 30 μs as compared to 20 μs of pulse-on-time since these
particles have sufficient time at 30μs to absorb amajor part of plasma channel energy
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Table 2 Properties of work materials

Property Copper
electrode tool

AISI D2 steel
workpiece

Nano
chromium
powder

Kerosene
dielectric fluid

Span-20
surfactant

Density (g/cm3) 8.99 7.7 7.16 0.728 1.032

Melting point
(ºC)

1084 1711 1875 – –

Specific heat
(J/Kg/ºC)

385.15 412.21 0.46 – –

Thermal
conductivity
(W/m ºC)

4.01 29 0.67 – –

Electrical
resistivity
(μ�-cm)

1.673 – 0.026 – –

Electrical
conductivity
(S/m)

– – – 1.6 × 10–14 –

Molecular
weight (g/mol)

– – – – 346.47

HLB value – – – – 8.6

Water content – – – – <1.5%

Saponification
value

– – – – 158–170

Acid value – – – – 4–8

Flash point (ºC) – – – – >110

Table 3 Experimental
conditions applied in
IHPEDM

Setting parameters Symbol Unit Description

Pulse current IP Amp 10 Amp

Pulse-on-time Ton μs 20 and 30

Pulse-off-time Toff μs 85

Powder concentration PC g/L 2 and 6

Surfactant concentration SC g/L 2 and 6

Pulse voltage Vp Volt 120

Flushing rate Fr mm3/h 1500

Machining time tm min 30

Electrode polarity ve – Negative
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Fig. 2 MRR and TWR versus pulse-on-time (Ton) at 2 g/L of Span-20 and NCP

Fig. 3 MRR and TWR versus pulse-on-time (Ton) at 6 g/L of Span-20 and NCP

[7, 18]. In addition, this same property contributes to the reduction of TWR of the
copper electrode under the same conditions.

In Fig. 3, both MRR and TWR in PMDF and SMDF at 20 μs and 6 g/L of NCP
and Span-20, respectively, have been convergent in performance. But at 30 μs and
the same concentration of Span-20, MRR in SMDF is lower than the MRR shown in
Fig. 2. This behavior is related to the agglomeration phenomenonoccurring atmelting
region, where 6 g/L of Span-20 at 30 μs contributes to increasing the explosive
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force that leads to decomposing the dielectric fluid and forming carbides in this
region. Furthermore, the other carbides that have been deposited on the surface of the
electrode tool lead to a partial insulation of this electrode [13, 19–21]. Consequently,
this contributes to minimizing TWR in SMDF in Fig. 3 as compared to the case
demonstrated in Fig. 2. Meanwhile, MRR outcome from PMDF at 6 g/L of NCP has
a similar role to the MRR at 2 g/L of this additive material.

In both cases depicted in Figs. 2 and 3,MRRhas decreased based on the absorption
behavior aforementioned above. The absorbing property ofNCP, here in Fig. 3, is less
active at 6 g/L of this powder than 2 g/L, as the surplus energy of plasma channel
at this case depends on the conductivity of NCP that is increased by growing the
concentration of this powder [22, 23]. Therefore, it is observed that both MRR and
TWR in Fig. 3 are augmenting as compared to the outcomes of these responses
clarified in Fig. 2.

Based on these outcomes and the interpretations, the variance of the outcomes of
MRR and TWR, in both PMDF and SMDF in EDM, has been dependent on three
reasons which are explosion force of surfactant, and absorption and conductivity
properties. Consequently, PMDF attains the desirable results in the present study
because the MRR of D2 steel in this mixed fluid is increased with the growing
of both pulse-on-time and powder concentration without being accompanied by an
increase in TWR of the copper electrode. Consequently, this behavior of MRR and
TWR in SMDF is not remarked.

4 Conclusions and Recommendations

The behavior of D2 steel and the copper electrode in mixed fluids in the EDM
machine can explain the vital role of these mixed fluids in the machining of these
electrodes. Therefore, the present study aimed at presenting logical interpretations
of the Material Removal Rate (MRR) and Tool Wear Rate (TWR) of these materials
in both of Powder-Mixed Dielectric Fluid (PMDF) and Surfactant-Mixed Dielectric
Fluid (SMDF), as well as performing comparison between the performances of these
rates in these mixed fluids. Consequently, the present study concluded the following:

1. Span-20 in the SMDF contributes to growing of both MRR of D2 steel and TWR
of the copper electrode. Thus, the increasing of Span-20 concentration to 6 g/L
with extension pulse-on-time to 30 μs contributes to the increasing of MRR and
TWR simultaneously.

2. The Nano Chromium Particles (NCP) in PMDF in the EDM contribute to
enhancing both MRR and TWR depending on the absorption and conductivity
properties of these particles.

Based on these conclusions, the present study recommends that employing the
PMDF with EDM machine is the best choice in avoiding the simultaneous increase
of the rate of wear and removal in the copper electrode and D2 steel, respectively.
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Influence of Projectile Penetration
on the Multiple-Layered Target Based
on Statistical and Numerical Analysis

O. M. Merzah, M. N. Ibrahim, M. A. Abbas, and M. A. Lajis

Abstract One of the significant tests to specify the response of the materials for
impacts resulting from the collision is the projectile–target method. The development
of this test by the prior studies by simulation has contributed to change the model for
enhancing the economic feasibility and predicting the best outcomes. The present
work employs the finite element analysis-explicit mode (FEA-EM) and orthogonal
array technique (OAT) under velocity 650 m/s to test the double layer for both Al
2024-T3 and Weldox 700E, separately. To carrying out this study, the projectile
utilized models are hemispherical and APM2 with diameters 10 mm and 7.68 mm,
respectively. Hence, the main purpose of this study was to predict the measure-
ment of petal prominence and the residual velocity for the projectile. Therefore, the
outcomes performed by FEA-EM are invested by analysis of variance (ANOVA) to
predict the optimum performance. It is observed that the best prediction of ballistic
performance is by Weldox 700E as compared to Al 2024-T3 since the expanding of
petal prominence in Weldox 700E is less than the expanding occurring by Al 2024-
T3. Besides, the residual velocity is reduced for Weldox 700E as compared to Al
2024-T3. Consequently, the Weldox 700E is obviously more capable of absorbing
than the Al 2024-T3.
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1 Introduction

The numerous outcomes based on both projectile shape and the material of it with
the multiple-layered target have stimulated the previous researchers to deal with this
subject [1]. Therefore, the studies presented in this field focused on the residual
velocity and petal forming as significant responses to evaluate the efficiency of the
designated target in terms of absorbing the impact effect resulting from a colli-
sion between the specific target and the projectile. Accordingly, both experimental
and numerical results have contributed to enhancing targets in enduring this type of
collision and increasing the durability of the endurement. Consequently, the previous
researchers invested these outcomes in the automobile and airplane structures. There-
fore, the researchers in this field have strived to use multiple layers with reducing
the weight; however, the important challenge that stood up to the researchers was
maintaining the properties of multiple targets, while reducing the weight.

In the last decade, the former studies have achieved these interesting points,
where the research outcomes led to enhancing these manufacturing fields. Thus, this
enhancement contributed to minimizing the damages to automobiles and airplanes
resulting from the crashing cases [2]. The projectile–target method is considered as
one of the significant tests in evaluating the response for the collision [3], where
this testing contributes to reducing the economic cost and predicting the best perfor-
mance. The investigation implemented on the ballistic resistance of Weldox 700E
steel reveals that 12-mm monolithic plate has confirmed a better ballistic perfor-
mance against ogival projectiles. As this performance has been compared with the
multiple-layered target at the same thickness, it has become clarified that the mono-
lithic plate has achieved the best resistance [4, 5]. On the other hand, the experimental
and numerical studies that have been performed on Weldox 700E with the APM2
7.68 projectile to specify the resistance of target have proved identically for both
of monolithic-layered target and multiple-layered target at above 850 m/s. In other
words, 6 mm for both multiple-layered target and 12 mm for monolithic-layered
target have the same effect resulting from a collision with the APM2 7.68 projectile
[6]. Depending on these outcomes, the ballistic resistance is based on nose shape,
projectile mass, impact velocity, a configuration of the plates, and material proper-
ties, while the projectile’s nose shape and hardness are very necessary to know the
failure mechanisms [7].

Besides, other studies have adopted the Lagrangian LS-DYNA simulations for
predicting the performance of multiple-layered plate, where it has employed the
APM2 projectile with a symmetric mode [5]. The success achieved by this adopted
model was through the validation amongst these simulation models with the exper-
imental outputs. However, other researchers have adopted this model with a hemi-
spherical projectile, where it is observed that the energy absorbed by the Aluminum
2024-T3 target depends on the layer utilized in the wing. Hence, these studies proved
the influence of nose shape on the ballistic limit [8–10]. In addition, the petal formed,
resulting from the collision between the hemispherical projectile and Aluminum
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2024-T3 target, proved the acceptability of endurance limit for this projectile. Hence,
the petal forming is lower at 600 m/s as compared to 100 m/s [10].

Depending on this brief review, the present study aims to study the influence of
projectile penetration on the petal prominence and residual velocity for the target
and projectile, respectively, wherein this study employs the optimum data concluded
by Bobbili et al. [8]. Besides that, it adopts the comparison amongst the Weldox
700E and Aluminum 2024-T3 presented by Flores-Johnson et al. [11] for the target
used in this study. Consequently, these research data are employed to predict the
performance of both hemispherical and APM2 projectiles.

2 Model Verification and Methodology

Flores-Johnson et al. [11] have presented the numerical outcomes for bothAluminum
2024-T3 andWeldox 700E targets, where they dealt with residual velocity and influ-
ence of this velocity on petal-forming stages, while Ibrahim et al. [12] have presented
only the effects of petal-forming stages. Thus, these studies only offered behav-
ioral outcomes without adopting the optimum case based on statistical procedures.
However, Bobbili et al. [8] have utilized the statistical analysis with the study by
Flores-Johnson et al. [11], wherein the statistical procedures in this study adopted the
orthogonal array technique (OAT) based on Taguchi method to specify the optimum
case. Hence, this study, which was based on the numerical and statistical analysis,
was very powerful and presented logical interpretations in the finite element analysis-
explicit mode (FEA-EM). In Table 1, the optimum case resulted by Bobbili et al. [8]
is observed.

Based on the aforementioned information, the verification that is presented by
this study by employing FEA-EM contributed to reducing the error ratio to 2.23 m/s
at 0.4 for mesh size. Moreover, this study employed the model of Recht-Ipson [13]
demonstrated in Eq. (1) to verify the simulation performed in the present study. Also,
Recht-Ipson model has verified the best value at 0.4 for mesh size. Table 2 and Fig. 1
clarify the comparison between the predicted results by FEA-EM and Recht-Ipson
models depending on the outcomes of Bobbili et al. [8].

vr = a(v p
i − v

p
bl)

1/p (1)

Table 1 Optimum output concluded by Bobbili et al. [8]

Response Optimum environment Predicted Experimental Error ratio (%ε)

Residual
velocity
(vr)

- 650 m/s impact velocity
- Multiple (double)-layered
- Target thickness (12 mm)

2.45 m/s 1.78 37%
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Table 2 Verification of
Bobbili’s optimum value
based on FEA-EM and
Recht-Ipson models

Mesh size (mm) vr Recht-Ipson model
(m/s)

vr FEA-EM model
(m/s)

0.25 2.64 3.40

0.30 2.69 4.13

0.35 2.85 2.50

0.40 2.83 2.23

0.45 2.85 2.64

0.50 2.85 2.40

Fig. 1 Residual velocity based on Recht-Ipson FEA-EM models

where a is the empirical constants used to best fit the data, vbl is the ballistic limit, vi
is the initial impact velocity, and P is the empirical constant equal to 2. Besides, the
original Recht-Ipson model with a = mp/(mp −mpl) where mp and mpl are the mass
of the projectile and plug, respectively, is noted.

The outcomes of the verification model using FEA-EM have achieved the best
values with the experimental value for residual velocity mentioned in Table 1 as
compared with Recht-Ipson model. The minimum values performed by FEA-EM
are 2.23 and 2.40 for the residual velocity at 0.4 and 0.5 for mesh size. Consequently,
FEA-EM has reduced the error ratio to 25.28% as compared with Bobbili et al. [8].
In addition, the present work proposed a hemispherical projectile beside the APM2
projectile adopted by Bobbili et al. [8] and Flores-Johnson et al. [11], where the
diameter of this proposed projectile is 10 mm based on the study of Ibrahim et al.
[12]. Therefore, the levels of the adopted parameters in the present work can be
observed in Table 3.

Both FEA-EM and statistical analysis are used to predict and fit the collision
condition, respectively. Furthermore, the optimum environment in Table 1 is utilized
in the FEA-EM and the experiment is designated relying on the OAT procedure as
depicted in Table 4.
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Table 3 Levels of parameters adopted in FEA-EM

No. Parameters Term Levels

(-1) (+1)

1 Projectile type (Pt) A APM2 Hemispherical

2 Target type (Tt) B Weldox 700E Aluminum 2024-T3

3 Projectile diameter (Pd ) C 7.68 10

4 Mesh size (Ms) D 0.4 0.5

3 Results and Discussion

The objectives of this study were to propose a simplified analytical model, which can
predict the residual velocities and petal prominence of projectiles penetrating through
layered Al 2024-T3 and Weldox 700E. Table 4 shows the results of penetration in
ANSYS-AUTODYNfor residual velocity and petal prominence. It has been observed
that the residual velocity is higher when the target is Al 2024-T3 and lower when the
target is Weldox 700E, which means that the Weldox 700E exhibits a better ballistic
resistance than Al 2024-T3. These results are in accordance with the previous studies
[11, 14, 15]. In addition, we have noted that the amount of residual velocity not only
depends on the type of target, but are also affected by projectile type and projectile
diameter as shown in the Pareto chart in Fig. 2. The results of simulation are presented
in Table 4.

The ballistic resistance of the Weldox 700E double-layered target is more than
when the target from Al 2024-T3, where the increase of the diameter leads to
increasing the target’s resistance. The Pareto chart in Fig. 2 is playing a vital role in
specifying the significant and insignificant parameters in residual velocity. Relying
on Fig. 2, the analysis of variance (ANOVA) achieved on this response eliminates the
single and multiple linear (interacted) parameters that are insignificant in the petal
prominence. It has been remarked in Table 5 that the R-sq and R-sq(adj) after elim-
ination are 97.02% and 95.04%, respectively. Therefore, the ANOVA has presented
an influential and higher predicted performance in the petal forming, where this anal-
ysis is compatible with AUTODYN simulation based on correlation values that are
mentioned in Table 5. The results of ANOVA for the process parameters are furnished
larger F-values, which represent that the variation of the process variable has a large
influence on the response measures, i.e., residual velocity and petal prominence. F-
values of the process variables are compared with the confidence table. F-values of
the process variables on the residual velocity are shown in Table 5. The optimization
of residual velocity based on statistical analysis can be observed in Fig. 3. Therefore,
Fig. 4 reflects the optimum case predicted for residual velocity based on Fig. 3.

Depending on the aforementioned information, Eq. (2) illustrates the regression
(fitted) model based on ANOVA and Pareto chart for the residual velocity.
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Table 4 Number of trials adopted in FEA-EM based on OAT

Run
No.

Projectile type Target
type

Projectile
diameter

Mesh
size

Predicted
residual
velocity (vr)
m/s

Petal prominence
(δ)
mm

1 APM2 Weldox
700E

7.68 0.4 2.23 6.80

2 APM2 Weldox
700E

7.68 0.5 2.40 6.92

3 APM2 Al
2024-T3

10 0.4 4.09 9.14

4 APM2 Al
2024-T3

10 0.5 5.34 9.17

5 APM2 Weldox
700E

10 0.4 3.86 8.75

6 APM2 Weldox
700E

10 0.5 4.53 9.06

7 APM2 Al
2024-T3

7.68 0.4 3.79 7.05

8 APM2 Al
2024-T3

7.68 0.5 3.71 6.90

9 Hemispherical Weldox
700E

10 0.4 3.63 8.49

10 Hemispherical Weldox
700E

10 0.5 2.22 8.67

11 Hemispherical Al
2024-T3

7.68 0.4 3.71 5.84

12 Hemispherical Al
2024-T3

7.68 0.5 4.18 6.16

13 Hemispherical Weldox
700E

7.68 0.4 3.40 6.57

14 Hemispherical Weldox
700E

7.68 0.5 3.81 6.53

15 Hemispherical Al
2024-T3

10 0.4 4.61 7.80

16 Hemispherical Al
2024-T3

10 0.5 3.64 7.73

Vr = 3.7087+ 0.4487 B + 0.3050 C− 0.4062 AC

−0.2313 AD + 0.2338 ABC − 0.3300 ACD
(2)

It has been found that the projectile diameter plays a major role in its effect on the
petal prominence,whereas the petal prominence is lowerwhen the projectile diameter
7.68 mm comes in the effect after that projectile type. The petal prominence is larger
when the projectile is APM2 and lower when the projectile is hemispherical. Pareto
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Fig. 2 Pareto chart before elimination in residual velocity

Table 5 ANOVA for residual velocity after elimination of insignificant parameters

Source DoE Adj SS Adj MS F-Value P-Value

Model 6 10.8233 1.80388 48.86 < 0.05

Linear 2 4.7104 2.35521 63.79 < 0.05

B 1 3.2220 3.22203 87.27 < 0.05

C 1 1.4884 1.48840 40.31 < 0.05

2-way interactions 2 3.4962 1.74812 47.35 < 0.05

AC 1 2.6406 2.64062 71.52 < 0.05

AD 1 0.8556 0.85562 23.18 < 0.05

3-way interactions 2 2.6166 1.30831 35.44 < 0.05

ABC 1 0.8742 0.87423 23.68 < 0.05

ACD 1 1.7424 1.74240 47.19 < 0.05

Error 9 0.3323 0.03692

Total 15 11.1156

S 0.192144

Correlation value

R-sq 97.02%

R-sq(adj) 95.04%



42 O. M. Merzah et al.

Fig. 3 Optimum parameters predicted based on statistical analysis for residual velocity

Fig. 4 Optimum case for residual velocity

chart shows us how much the parameters are influential as shown in Fig. 5, which
shows the prediction of any variables which has an effect on the petal prominence.

The analysis of variance (ANOVA) achieved on this response eliminates the single
and multiple linear (interacted) parameters that are insignificant in the petal promi-
nence. It has been remarked in Table 6 that the R-sq and R-sq(adj) after elimination
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Fig. 5 Pareto chart before elimination in petal prominence

Table 6 ANOVA for petal prominence after the elimination of the insignificant parameters

Source DoE Adj SS Adj MS F-value P-value

Model 3 19.0783 6.3594 159.63 < 0.05

Linear 2 18.3301 9.1650 230.06 < 0.05

A 1 2.2500 2.2500 56.48 < 0.05

C 1 16.0801 16.0801 403.64 < 0.05

2-way Interactions 1 0.7482 0.7482 18.78 < 0.05

AB 1 0.7482 0.7482 18.78 < 0.05

Error 12 0.4780 0.0398

Total 15 19.5564

S 0.199593

Correlation value

R-sq 97.56%

R-sq(adj) 96.94%

are 97.56% and 96.94%, respectively. Therefore, the ANOVA has presented an influ-
ential and higher predicted performance in the petal forming and this analysis is
compatible with AUTODYN simulation based on correlation values that were afore-
mentioned in Table 4. The results of ANOVA for the process parameters are furnished
larger F-values, which represent that the variation of the process variable has a large
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influence on the response measures, i.e., residual velocity and petal prominence. F-
values of the process variables are compared with the confidence table. F-values of
the process variables on the residual velocity are shown in Table 4; Figs. 6 and 7.

Depending on the aforementioned data, Eq. (3) illustrates the regression (fitted)
model based on ANOVA and Pareto chart for the petal prominence:

Fig. 6 Optimum parameter predicted based on statistical analysis for petal prominence

Fig. 7 Optimum case for petal prominence
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δ = 7.5988− 0.3750A + 1.0025C − 0.2163AB (3)

4 Conclusions

The importance of input variable of ballistic Weldox 700E and Aluminum 2024-T3
performance has been studied. An experimental design was adopted to evaluate the
effect on response characteristics of input variables. The conclusions are as follows:

1. Numerical simulations demonstrated the capability of the model to predict the
ballistic behavior of Weldox 700E and Al 2024-T3.

2. Numerical results show that Weldox 700E has a better ballistic performance
than Al 2024-T3 when compared with similar thicknesses; therefore, Al 2024-
T3 plates have to be thicker than Weldox 700E plates to exhibit this superior
performance,which could be limiting for design purposes. The statistical analysis
enhances the numerical analysis presented by AUTODYN.
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Fractal Wear Behaviour of Gear Tooth:
A Review

Enesi Y. Salawu, A. O. Inegbenebor, O. O. Ajayi, Stephen A. Akinlabi,
and Esther T. Akinlabi

Abstract Fractal wear behaviour of gears refers to failure mode of gears as a result
of contact mechanics, which occurs while in application. Tooth-to-tooth surface
damage usually ensues as a result of variation in excitation energy of the gear. This
study therefore investigated the nature of fractal wear encountered by gear tooth with
a focus on general fatigue wear, temperature-induced wear and different models for
wear predictions. The result of the study showed that tooth surface damage such
as fatigue, pitting corrosion and scuffing causes gear failure. Failure due to bending
fatiguewas observed to contribute to themaximumdeflection of the gear tooth during
rotation, thus resulting in excessive noise and vibration. Further to this, it was possible
to predict the material removal rate of a failed gear using some of the highlighted
empirical methods in the study. Based on these models, it will be possible to predict
the nature of wear on gear tooth surface and use it during gear design.

Keywords Fractal wear · Gear tooth · Fatigue failure · Vibration

1 Introduction

The wear of gear tooth is regarded as a major factor to overall component failure
and improvement in the mechanical properties of gear tooth to mitigate or reduce
wear, which is important for reliability and availability of machines. Thus, it is
necessary to assess the nature of gear failures in order to improve the design. Tooth
wear in gears has been associated with misalignment at the tooth profile causing
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excessive noise and vibration resulting in eventual failure [1]. Miler et al. [2] noted
that one major cause of the gear tooth misalignment is the variation in the profile
shift, which introduces a stress factor that affects the optimal efficiency of the gear
component. Although the profiles are usually specified and designed into the product
during manufacturing, they pose a significant wear behaviour due to the alterations
during manufacturing in order to meet the satisfaction of the customers [3]. This will
cause radial and hoop stress along the tooth leading to crack initiation on the gear
surface asperities and the tooth roots of the gear [4–6]. Despite numerous efforts by
gear designers to predict wear behaviour of the gears using various tribo-dynamic
models, the variation in speed of gears has remained a major factor to gear designers
[7, 8]. More so, accuracy in wear detection and diagnostic approach has become
a major problem at the initial stage of gear failure, thereby mitigating the use of
numerical and experimental investigations of the increased tooth wear and acoustic
emission monitoring devices [9–11]. Further to this, it was reported by Kumar et al.
[12] that pitting occurred in gears as a result of increased rolling with sliding motion.
The variation in load sharing contributed to gear deflections, which lead to increase
in frictional loss along the gear tooth tip [13, 14]. In turn, the loss in frictional
power can be increased by the surface roughness along the gear surface in mesh,
thus making the oil film less effective in reducing wear [15]. However, there is
an extent to which smooth gear surface is affected by surface roughness and once
the grinding surface roughness is not well guided during production, it affects the
profile of the involute [16, 17]. Based on this statement, it is worthy of noting that
most gear failures are associated with error during the manufacturing process. For
instance, gear shapers pose geometric and kinematic errors during gear shaping
process, which affect the accuracy when compared to standards and cause excessive
mesh stiffness that can affect the dynamic action of the gear system [18–20]. The
variation in the mesh stiffness increases the transmission error between a pair of
gear in mesh, thus increasing the torsional effects at the surface of the gears and
leading to low performance during operation [21–25]. According to Jolivet et al.
[26], the geometry of a finished gear tooth has an effect on the acoustic emission
during operation. This will enable a gear specialist to measure the wear behaviour
of the gear both in lubrication condition and in dry working condition in order to
determine its optimal performance. Inaccurate finishing in tooth geometry causes
excessive noise, vibration and eventual micropits on the surface asperities resulting
in tooth deformation [27–30]. In an attempt to reduce wear and improve on gear
performance, as well as durability, empirical models have been developed to study
the dynamic characteristics of gears in mesh. For instance, Ni et al. [31] employed
a numerical approach to improve the mesh behaviour of a bevel gear. However, the
high-speed motion in bevel gear transmission was not considered and this can result
in reduced bearing capacity of gear tooth surface, but studies have shown that gears
of this type will not function well in some applications, which require high pressure
due to increased frictional loss and scuffing failure [32–34]. In radial loads, lubricant
temperature played a major role in the wear behaviour of the gear system [35]. Many
experimental attempts have been employed in the treatment of gears in order to
reduce wear but still left with great shortcomings. In the light of this, shot peening
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was adopted to improve the fatigue life of steel gears by Lv et al. [36]. However, the
variation in speed and load still remains a major problem during fault detection [37,
38]. Although it was possible to detect faults through the interpretation of the data
obtained from the dynamic signals, validation of the detected faults still remains a
great challenge [39, 40].

2 Critical Problems Associated with Gear Wear Prediction
Models

The frequent transmission error occurring during gear meshing has necessitated the
application of several engineering models to predict the gear performance and the
wear behaviour. Basically, the variation in impact load between meshing tooth can
result in bending fatigue and pitting on the working surface. Although it was possible
to predict the surfaces or teeth that are missing during operation using some simple
empirical models, however, the failed gear tooth will show some evidence of material
removal causing distortions on the involute profile. Models to predict this material
removal rate are quite not easy to develop [41]. To this end, model development
will need critical analysis of the thermal stress on the contact surface by considering
the various points of acoustic emissions causing pitting at the tooth surfaces, which
make the material susceptible to eventual deformation before adequate prediction of
material removal rate can be ascertained [42–46]. Morales-Espejel and Gabelli [47]
proposed a model for analysing the fatigue life of gears based on the load-carrying
capacity of themachine. Themodel adopted aWeibull method to analyse the strength
of the material and the Lundberg–Palmgren principle to investigate the load-bearing
capacities. However, transmission error reduction requires a good surface finish and
accuratemicrogeometry during gearmanufacturing. The pressure distribution during
contact is also a factor to surface fatigueprediction,whichbecomes amajor challenge,
especially in production of gears that have non-circular shape [48–52]. Technically,
the developed model was possible for backlash reduction, especially on worm wheel
gears, but to what extent would this improve the optimal working efficiency of the
gear remains a major problem, unless the complex nature of the gear tooth kine-
matic geometry is well understood, which is a function of the nonlinear and acoustic
behaviours of the gear system [53–57]. Based on this, Dhamande and Chaudhari [58]
developed a statistical model for diagnosing the vibration of gears on the basis of
speed and load condition in order to predict fatigue on the surfaces of the gear tooth.
This is limited by the type of contact stress causing fatigue failure due to the fact
that it is impossible to identify the stress in real-life situation [59]. More so, studies
have revealed that simulations or experiments would give a better result because the
parameters for vibration monitoring can be controlled overtime; however, in real-life
applications, operation conditions are prone to these errors, thus making it impos-
sible to get the exact point of stress causing incessant fatigue failure. In addition,
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complex mechanism of operation of the gear component limits the chances of funda-
mental fatigue, which causes the fracture of the tooth surfaces [60–63]. A number of
researches have been carried out on the way to predict failures in gears by synchro-
nizing the gear componentswith gearmonitoring devices. For instance, Palermo et al.
[64] suggested that a digital encoder can be integrated into the system to measure
the transmission error during vibration. Besides, Li et al. and Ren et al. [65, 66]
reported that angular displacement of gears during operation causes gear deflection
along the path of travel and this will result in variation in the meshing mechanism
of the gear. The studies further proposed that this problem can be monitored using
angular displacement sensor to detect faults. Obviously, data obtained from angular
signals are limited by variation in the speed of the machine and dynamic responses of
the rotary component [67]. Reduction in degree of freedom and accurate gear mesh
simulation might be of interest in reducing the surface fatigue [68].

3 Temperature-Induced Gear Wear

Heat generation exists at the interface of meshing teeth due to increased torque trans-
mission, which constitutes a temperature zone, which can be referred to as bulk and
flash temperature point on the gear tooth [69]. It was possible to say that the heat
flux distribution along the path of contact induces thermal stress on the material
resulting in thermal failure of the gear tooth [70]. The unsteady state temperature
distribution can result in frictional heat generation and increased temperature rise
on the gear tooth surface, which eventually reduces the transmission efficiency [71].
According to Castro and Seabra [72], the viscosity of the oil is a function of temper-
ature and a coefficient of friction between a pair of gears in mesh. This, however,
affects the scuffing load capacity of the gears. Bulk flash temperature variation is
usually directed to the vertical tooth surface, which reduces transmission efficiency
and increases the thermal deformation at the meshing interface [73, 74]. More so,
the flash temperature at the tooth surfaces of gears can be predicted using a nonlinear
model, which can estimate the temperature of the tooth overtime that can cause the
surface deformation; thus, temperature is suitable for monitoring the performance
of the gear, especially when elastohydrodynamic technique is used [75–80]. Thus,
it was needful to say that temperature formed a dominant parameter in analysing
fatigue failures of gears [81].

4 Conclusion

In the design of power transmissions, themajor factors, which affect the systemwhen
in application, are noise and vibration emission. The variation in the transmission
error distribution has a major impact on the noise behaviour. This study has shown
that the noise emission and temperature flash are associated with transmission error
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due to gear excitation. Further investigation into the material failure of gears, the
chemical composition, strength and surface fracture showed that fatigue is one major
factor, which usually leads to gear tooth failure. Thus, the outcome of this study can
be adopted to improve on the gear tooth design.
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Finite Element Modeling of Nano Porous
Sintered Silver Material
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Abstract In the packaging industry, the conventional lead-based solders have grad-
ually become obsolete because of Hazardous Substances regulations and the rapid
advancement of alternatives in microelectronics production. Sintered silver paste
is proposed to bond the chips and substrates, because compared with other metals
used in the electronic industry, silver has better thermal and electrical conductivity, a
highermelting point, and it has less susceptible to oxidation.However, after sintering,
a considerable pore fraction will be existing in the material, and compared with bulk
silver, after the sintering process the material density decreases. Therefore, the effect
of the pore distribution on elastic and thermal properties of the sintered silver pastes
during aging is one of the main parameters for modeling the whole electronic system
under operating conditions. So far, there are limited studies for investigating the effect
of the material aging on themicrostructural level. Hence, this study focuses on exam-
ining the effect of the morphology and pore distribution in the material responses as
well as determining the quantitative nanostructure relationship between the material
properties of the as-sintered and aged. In this study, a home-built MATLAB® code
was developed in order to increase the quality of images.Mimics® softwarewas used
to convert the images to solid 3D representative volume elements. Numerical homog-
enization technique was also used to evaluate as-sintered and aged microstructure
properties. The results show that there is a temporary pattern relationship between the
stress and the time of the heat treatment. To validate the developed model, both as-
sintered and aged materials have gone through several published work to determine
changes of the material properties.
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1 Introduction

There is an increasing demand for transporting of people and goods. Unfortunately,
such increase has caused a growth in harmful emissions. In order to reduce this
negative effect, there is a push to replace conventional hydrocarbon machineries
with electric and hybrid solutions which mainly rely on embedded power elec-
tronics. These power electronic components use electronic packaging for electrical
connection, thermal cooling, mechanical support, and physical protection. Thus, the
electrical components, circuit layouts, and packaging technology affect the general
performance of a single-chip power package. Furthermore, these aspects influence
the multichip power module as well as the whole power system.

The authorities have setmore rigorous regulations calledRestriction ofHazardous
Substances Directive (RoHS) to prevent the use of lead and lead alloy materials,
especially in electronic applications. Consequently, the interconnect technology has
failed to meet the high-temperature operating requirement of wide-bandgap devices
[1–3]. Thus, dominant technical barriers limit the rapid growth of power electronics,
as well as the device interconnecting and packaging [4–7]. Thus, before designing
high-temperature devices [8] and circuits that can be scaled-up and effectively inte-
grated into power electronic systems, there is a need for new interconnectingmaterials
and technologies.

Over the last couple of years, there are many industrials and academic studies
that have focused on finding the best replacement materials for electronic power
conversion. It is posited that the interconnecting materials chosen should possess
excellent mechanical strength, specifically high shear strength and good thermal
conductivity [9, 10]. This is to enable the device to endure heat when the circuit
board is operating. Such studies are also motivated by the restriction on the use
of lead (Pb) in die-attached materials, as imposed by the directives of the RoHS.
Sintered silver joint (Ag) is a good alternative as it fulfills the environmental and
reliability criteria [11, 12]. Sintered (Ag) joints have many advantages which makes
it highly popular among researchers. Compared with other lead-free alternatives out
there, it has a higher thermal stability, excellent mechanical and electrical properties.
Furthermore, it also has a processing temperature similar to the temperature of other
high-lead solders [13–17].

Goldsmid [18] optimized the composition temperature dependence of the ther-
moelectric parameters in order to investigate the applications for temperature higher
than room temperature. In his report, he also compared the theoretical predictions
with the observed properties of bismuth telluride-based thermoelements at elevated
temperatures. Finally, he suggested compositional changes for materials that are
destined for generator modules. In another study, Kähler et al. [19] addressed the
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fabrication and performance of a sintered Peltier cooler (SPC) based on bismuth
telluride with sintered silver interconnects. The SPC was successfully operated in an
extended temperature range.

To the best knowledge of the authors, only a few studies have been reported the
relationship between the mechanical properties and the porosity in porous materials.
In one of these works, Siow [11] reviewed those studies that have focused on joining
of elastic modulus, strength, and factors that affect the strength of the bonding.
In another study, Panin et al. [20] focused on the elastic behavior of Ag film and
concluded that the increase in the grain size as a result of annealingdoes not impact the
elastic properties as shown by nano-indentation. Chen et al. [21] aged sintered joints
and sintered bulk specimens to investigate thematerial density, tensile properties, and
the sub-micron porosity. They have investigated that for the microstructure evolution
only the temperature of 125 °C is responsible. Moreover, the elastic properties were
explained as a function of the material microstructure evolution. The percentage of
the porosity in a porous material is defined as a term that researchers use to describe
how much void space is inside a sample. In the studies which were addressed by
Schwarzbauer [6], Zhao et al. [22], and Kähler et al. [23], the porosity of sintered
silver was reported 15%, 10%, and 10%, respectively.

As sintered silver is produced by sintering process, it is anticipated that the mate-
rial illustrates certain level of porosity which could undermine the mechanical and
electrical properties comparedwith fully densematerials. Itwas reported that sintered
silver is susceptible to aging during long-term operating conditions. Thus, one of the
key parameters formodeling the elastic and thermal behavior for thewhole electronic
system and the operating condition is to investigate the effect of the pore distribution
on the elastic and thermal properties of sintered silver paste during aging. Moreover,
there are still no works on the microstructural impact of material aging. Thus, this
study aims to examine the influence of the morphology and pore size distribution
on the response of a material, as well finding quantitative links between the material
properties of the as-sintered and aged material and their microstructure. Numer-
ical modeling of sintered silver samples under tensile loading was investigated, and
different samples of sintered silver under various aging processes were experimen-
tally prepared. The through-thickness scanning of all samples was then implemented
and arranged. All images were converted into readable data in MATLAB® software,
and the quality of the images was then aggrandized for further process. MATLAB®
data were then imported toMimics® image processing software to create a 3D object
from all 2D images. The obtained 3Dobjectswere then saved in the proper format and
imported to ABAQUS® software for testing mechanical properties. It is shown that
aging process has considerable effect on the mechanical properties of the obtained
porous material.
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2 Materials and Methods

In order to understand themodification ofmechanical propertieswhich are dominated
by the joint porous structure, there is a need for the lifetime prediction of the whole
system. This process constitutes of quantifying the porous structure evolves during
thermal aging [24, 25]. As shown in Fig. 1a, the first step in addressing this issue
is to use Image Processing for merging images. These images were then converted
into 3D representative volume element as presented in Fig. 1b. This process was
done to ascertain the as-sintered material and aged material porous structures and
determining the link between the structure, the elastic and thermal properties. In the
meantime, the packaging of a semiconductor device helps to secure the device and
to prevent electromagnetic interference, chemical attack or corrosion. It also allows
the dissipation of the generated heat from the device active junctions. Thus, this
complex suite of functions must be maintained by the device packaging materials
and strategies throughout all of the device range of the operating temperature.

To achieve the aforementioned objective, we have divided the methodology of
this study into four phases, as follows.

Phase-I:

During this phase, the heat treatment process was carried out to sinter the silver joints
that have different porosities. As it is numerated in Table 1, 9 different heat treatment
processes were applied on as-sintered material. Time and temperature are those two
factors which were changed for aging 9 samples.

Phase II:

An image processing procedure on the stack of images was conducted. These images
were obtained using the serial block-face scanning electronmicroscope (SBF-SEM).
The front, top, and side views of the scanned images of one of the samples are brought

a b

Fig. 1 a Segmented SEM images of sintered material b 3D representation of the sintered material
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Table 1 The description of
the number of samples and
the details about the heat
treatment

Number of the
sample

Heat treatment
temperature °C

Heat treatment time

Sample 0 No heat treatment –

Sample 1 250–340 °C 25 h

Sample 2 250–340 °C 50 h

Sample 3 250–340 °C 100 h

Sample 4 350 °C 25 h

Sample 5 350 °C 50 h

Sample 6 350 °C 100 h

Sample 7 450 °C 25 h

Sample 8 450 °C 50 h

Sample 9 450 °C 100 h

in Fig. 2. The length, width, and thickness of the samples were 2.9 mm, 1.8 mm, and
2.5 µm, respectively.

Phase III:

In order to make a 3D object from 2D images, Mimics® image processing soft-
ware was implemented. Since the quality of the scanned images was not enough
to be imported directly to Mimics® software, a MATLAB® code was prepared to

Fig. 2 The description of the images resolution and size of the pixels
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increase the quality of every image. Every 2D imageswere imported intoMATLAB®
through converting into readable data, and the resolution of the images was then
increased. Using imread command in MATLAB®, a grayscale intensity image was
converted into a two-dimensional array. Every element of two-dimensional matrix
was then divided by the maximum element of the 2D matrix. Thus, the magnitude
of all elements was changed to values between 0 and 1. The whole matrix was then
multiplied by a constant (C = 1.5) to increase the visibility of those points which
were not clear in the image. Within this method, the null spaces in the 2D image
remain as before and the gray color of some points convert to black. Later, the
Gaussian smoothing filter was applied to slightly blur and uniform the image. This
process was carried out for all 2D images of the samples. Later, all images were
imported into Mimics® image processing software to make a 3D object and transfer
the output from the MATLAB® program into input files (.INP) which is readable by
ABAQUS® software.

Phase IV:

In this phase of study, ABAQUS® software was used as a solver for modeling the
behavior of the samples under tensile loading. First of all, the create geometry from
mesh plug in is used for creating the new geometries, because the number of the
elements in the extracted file frommimics® software should to be optimized. There-
fore, a new geometry is created, and the number of elements and nodes has been
optimized. It should be noted that, an isotropic behavior is assumed for modeling of
the porous material. After creating the parts, the specimens were meshed in the
ABAQUS® software. The element type C3D10 element (Fig. 3d) was used for
meshing the parts. The samples have been fixed from one part, and a pressure from
another part is applied in the model. It should be noted that this type of the element
is a general-purpose hexahedral element which has 4 integration points. General
static linear analysis was also performed for the simulation. It should be noted that,
the number of the elements and nodes is different in each sample (For example for
the sample 0 the total number of nodes are equal to 367,049 and the total number
of elements are equal to 190,883). Figure 3 shows all stages of sample preparation
process for numerical simulation. The order of sample preparation is from a to d
shown in Fig. 3.

3 Results and Discussion

As stated before, nine various samples were analyzed in this study. The prepared
samples have cured in different time durations and temperatures. Three-dimensional
(3D) models from real microstructure of silver were developed to examine the
real thermal and structural deformation behavior of the microstructure. Mechan-
ical behaviors of every sample under tensile loading in both X and Y directions were
obtained. Since the type of aging process affects the pores distribution in the sintered
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a b

c d

Fig. 3 Four stages of sample preparation for numerical modeling a The raw stack of images
b Developed images by using MATLAB® code c Imported part in Abaqus® software d Finite
element mesh of the samples

silver, it is expected that samples show different reactions under equal loading condi-
tions. The left corner of the samples in Fig. 3d was fixed, and the right corner was
loaded in ABAQUS® software for the X direction. For the Y direction, the upper part
was fixed and the force applied in the lower part. By applying distributed tensile force
to the right corner, stress–strain curve and deformation of the whole sample were
obtained accordingly. Color map of stress and deformation distribution in all samples
in both X and Y directions are demonstrated in Fig. 4. Due to the various shapes of
the voids in the samples, it is necessary to perform the tensile test in both X and Y
directions. Furthermore, it can be observed that according to the distribution of the
pores in the samples, the maximum stress and deformation vary significantly. Based
on the direction of loading, maximum stress in the samples occurs in the vicinity of
the biggest void.

Maximum stress in X and Y directions was calculated and tabulated in Table 2.
It can be seen that under the same loading conditions, samples 3 and 8 among all
sintered samples experience the highest and lowest maximum stress, respectively.
Based on the maximum stresses stated in Table 2, it can be found that temperature
and time play an important role in heat treatment process. According to Table 2, in all
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a b

Fig. 4 The results of the distribution of the stress and the deformation for finite element models in
the a X and b Y direction
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Table 2 Describes the number of samples and the details about the heat treatment

Group name Number of the
sample

Heat treatment
temperature °C

Heat treatment
time

Maximum
stress in X
axis (GPA)

Maximum
stress in Y
axis (GPA)

1 Sample 0 No heat
treatment

– 0.040958 0.04911

2 Sample 1 250–340 °C 25 h 0.052 0.053974

Sample 2 250–340 °C 50 h 0.07142 0.085238

Sample 3 250–340 °C 100 h 0.0406 0.052926

3 Sample 4 350 °C 25 h 0.062469 0.066852

Sample 5 350 °C 50 h 0.078123 0.073471

Sample 6 350 °C 100 h 0.058753 0.054926

4 Sample 7 450 °C 25 h 0.06 0.076393

Sample 8 450 °C 50 h 0.107271 0.095405

Sample 9 450 °C 100 h 0.090353 0.091714

three groups (2, 3, and 4), samples with 50 h aging process have highest maximum
stress in their groups. It may indicate that 50 h aging process can induce more pores
in the sintered silver. In contrast, the maximum stress in samples with 25 and 100 h
heat treatment process is considerably less than that of 50 h. Temperature analysis

Fig. 5 Stress–strain curve in the X direction for samples
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Fig. 6 Stress–strain curve in the Y direction for samples

in Table 2 shows that by increasing temperature the value of maximum stress in the
samples soars considerably.

Stress–strain curve corresponding to critical element of the samples in X and
Y directions was obtained and plotted in Figs. 5 and 6. As mentioned earlier, the
mechanical behavior of every sample under uniform tensile force demonstrates the
influence of the heat treatment phenomenon on the sample porosity. It can be seen
in Fig. 5 that the stress–strain curve of samples changes according to the type of
aging process. Moreover, the change of the material stiffness can be investigated
by using this method. As mentioned before, stress–strain diagram in Fig. 5 shows
that generally the modulus of elasticity increases by growing the heat treatment
temperature.

According to stress–strain curves addressed in Figs. 5 and 6, it can be observed
that the behavior of the material is initially linear. However, by increasing strain, a
plateau appears in the stress–strain curve. It is representing the existence of the pores
in the structure of the material. These results are completely compatible with those
which are addressed in Fig. 2 of reference [12] for sintered silver materials. It can be
observed that the stress–strain curve of reference [12] obviously proves the trueness
of the obtained results of the current study.

It can be observed that the trend of the results in Y direction in Fig. 6 is similar
to that found in Fig. 5 (stress in the X direction). Thus, from the results, it can
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be concluded that increasing the temperature during the heat treatment process of
sintered silver growths the stiffness of the porous material considerably. The pattern
for the stress–strain curve and the increase of the stiffness with temperature is also
conforms with the literature [12, 26]. Moreover, as mentioned before, the most
effective heat treatment time was found to be 50 h in all three groups of samples.

4 Conclusions

In this study, various Nano sintered silver samples were prepared and the mechan-
ical behavior of every sample under tensile loading was calculated numerically.
Nine different curing processes were implemented, and samples with different pore
distributions were created. Time and temperature were two parameters which were
changed in every curing process to find a developed porous material. To obtain
the mechanical behavior of every sintered material, the through-thickness images
of every sample were found using the Serial Block Face Scanning Electron Micro-
scope. Later, image processingwas applied by programming inMATLAB® software
to increase the quality and uniformity of every image. Imageswere then imported into
Mimics® software to convert all 2D images into a 3D object. Finally, the mechan-
ical behavior of the samples was found in the ABAQUS® software. It was observed
that the type of aging process can significantly change the mechanical behavior of
sintered silver. It was seen that among all time durations for heat treatment process,
50 h processing time can induce more pores in the sintered silver. Among all three
considered groups, maximum stress in those samples which had cured during 50 h
was the highest in the group. In contrast, maximum stress in those samples which
had experienced 25 and 100 h curing process was much lower in the group. It was
found that generally by increasing samples curing temperature, the maximum stress
in the samples under tensile loading grows considerably.
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Creep Behaviour and Adhesion
Properties of TiC Thin Film Coating
Grown by RF Magnetron Sputtering

Abegunde Olayinka, Esther T. Akinlabi, and O. P. Oladijo

Abstract In this research study, the creep behaviour and adhesion resistance of TiC
thin films grown using RF magnetron sputtering under different deposition param-
eters were investigated. Radio frequency (RF) magnetron sputter was used to coat
the surface of CpTi with TiC target. Field electron scanning electron microscope
was used to study the film morphology, and the hardness, young modulus, and creep
behaviour tests were performed using TI 950 Triboindenter. The adhesion resis-
tance property was investigated using a microscratch tester under ambient working
condition. From the results, the TiC thin film morphology structures show different
growth modes as the RF power changes. Films with uniform surface morphology
show better adhesion resistance to peeling than films with high surface asperities,
while films with heterogeneous distribution of the TiC thin films show high hardness
values.

Keywords Acoustic emission · Creep ·Mechanical properties · RF magnetron
sputtering · Thin film

1 Introduction

Surface modification is an act of improving the surface performance of a mate-
rial by coating the surface with different materials of better and improved quality.
The performance functionality of this coating materials depends on the mechanical
properties such as adhesion strength, hardness, youngmodulus, wear and creep resis-
tance. There are several techniques used for surface modification, which depend on
the materials’ properties and area of applications. In recent years, there has been a
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paradigm shift in surface modification coating from age-old electroplating processes
to new improved coating techniques such as chemical vapour deposition (CVD),
physical vapour deposition (PVD), ion beam, vacuum arc deposition, evaporation,
thermal spray, and pulsed laser ablation (PLD) [1–7]. One of themajor considerations
in using coating techniques is the adhesion bond between the substrate and the coating
materials. Adequate bonding and adequate compatibility between the substrate and
the film is an indication of good mechanical properties. Mechanical properties such
as creep and adhesion strength are crucial to film failure under loading. Creep is
the time-dependent deformation that occurs under application of load, and adhe-
sion strength is the resistance of thin films peeling to applied normal or shear load.
Strong adhesion bond yields good resistance to coating fracture under stationary or
progressive loading and good creep resistance behaviour. The choice of the coating
materials is also another influential factor that affects the final mechanical properties
of the thin film coating. Titanium carbide TiC is one of the most widely applied hard
coating materials due to its several advantageous and outstanding properties. These
properties are high hardness, low coefficient of friction, outstanding wear resistance,
high melting or decomposition temperature, good electrical conductivity, excellent
corrosion resistance and chemical stability [8–13].

It is well known from studies that the properties of deposited titanium carbide
thin films coatings depend strongly on the deposition conditions and coating tech-
niques, and these properties are related to their chemical composition, texture,
creep behaviour, residual stress and adhesion property [10]. However, the corre-
lation between the creep resistance and adhesion behaviour and the process param-
eters (RF power and sputtering time) of RF magnetron sputtering still needs to be
understood. In this research, RF magnetron sputtering was used to sputter TiC thin
films by varying the RF power and sputtering time, and the relationship between the
mechanical properties of the films and process parameters was studied.

2 Methodology

2.1 RF Magnetron Sputtering Process

TiC thin films were coated on commercially pure titanium (CpTi) using the process
parameters presented in Table 1. HHV TF500 RFmagnetron sputter was used for the

Table 1 RF magnetron
process parameters

Experiment no RF power (W) Sputtering time (Hrs)

L1 150 2.5

L2 200 2.5

L3 200 3

L4 250 3
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coating deposition. Before coating the substrate (CpTi) with TiC thin film, surface
cleansing was done on the substrates to remove surface contaminants and uniform
surface asperities. This was achieved by grounding and polishing using silica carbide
papers of different grit sizes. The substrates were further cleaned using acetone,
isopropanol and deionized water for 15 min, respectively. The distance between
the substrate and target was maintained throughout the deposition process. Before
the sputtering process commences, the sputtering chamber was first evacuated to a
pressure of 1.13× 10–5 mbar to provide a long mean free path for collision between
the target and substrate and to minimize contaminants. After thorough evacuation of
the chamber, the system was filled with argon to a partial pressure of 0.1–10 Pa to
initiate the plasma formation and working temperature of 90 °C.

2.2 Characterization Techniques

Field emission scanning electron microscope FESEM (ZEISS Gemini*2, Germany)
was used to analyse the film morphology. Images of the film morphology were
taken at × 50,000 magnification. Hysitron TI 950 Triboindenter was used to eval-
uate the nanomechanical properties of the coating. The hardness and reduced young
modulus were measured using a Berkovich diamond indenter, and they were calcu-
lated according to the method proposed by Oliver and Pharr [14, 15]. The Berkovich
diamond indenter was preferred over the four-sided Vickers or Knoop indenter
because a three-sided pyramid is more easily ground to a sharp point with high
accuracy and minimal influence of the substrate properties on the coating. In order
to avoid the combined coating plus substrate effect, penetration displacement was
set to slightly less than 10% of the total coating thickness. In all indentation tests,
a total of 10 indents were averaged to determine the mean hardness and reduced
young modulus. The displacements were continuously recorded during the indenta-
tions. The penetration displacement of the indenter at maximum load (HMAX) and
the final displacement (HF), recorded in the unloading curve, were used to determine
the percentage of elastic recovery (%R) and plasticity using Eq. 1 given below.

%R = HMAX − HF

HMAX
× 100 (1)

Indentation creep testing was performed using the same Hysitron TI 950 Triboin-
denter. A constant load was applied to the indenter, and the change in indentation
depth (size) was monitored as a function of time. Anton Paar (Micro Combo Tester,
Austria) scratch tester was used to determine the films adhesion properties. The
microscratch tester was coupled with an acoustic emission sensor which was used
to determine when the film peels from the substrate. A Rockwell diamond ball with
a radius of 100 µm was used for the microscratch test. For each measurement, the
applied load was progressive from 50 mN to 2 N at a sliding speed of 2 mm/min and
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sliding length of 1 mm. The displacement of the diamond ball was linear. All these
experiments were carried out in an ambient atmospheric condition.

3 Result

3.1 Morphology Evolution

The film morphology under different process parameters obtained from the FESEM
is presented in Fig. 1. From the structure, the geometry and distribution of the TiC
thin films coating changes with both deposition power and time. Sparse and uneven
distribution was noticed for sample produced at RF power of 150 W (sample L1).
This shows an early stage in TiC film deposition on the substrate. As the power
increased to 200 W (samples L2 and L3), the TiC thin film became dense and was
uniformly distributed across the surface. Increase in RF power has been reported to
result in faster ejection of atom from the target and high condensation of the atoms
on the substrate surface. As the sputtering time increased for sample L3, the grain
size of the film became finer. Formation of incomplete new TiC thin film layer was
noticed as the power was increased further to 250W. This phenomenal growth mode
is similar to Stranski–Krastanov growth mechanism where both layer by layer and
island growth of coating happen simultaneously.

Fig. 1 FESEM morphology of TiC thin film coating
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Table 2 Statistical results from the nanoindentation test

Sample Young
Modulus
E (GPa)

Hardness
H (GPa)

Wear
resistance
H3/E2 (GPa)

Plasticity
index
H/E

HMAX HF %Recovery Plasticity

L1 183.12 8.96 0.02 0.049 25.99 11.09 57.34 42.66

L2 115.55 4.77 0.0081 0.041 37.89 15.20 59.89 40.11

L3 119.11 5.75 0.013 0.048 35.07 13.03 62.83 37.17

L4 145.08 10.13 0.050 0.070 26.91 7.96 70.41 29.59

3.2 Mechanical Properties

Table 2 presents the results obtained from the nanohardness test, and Fig. 2 (a, b
and c) shows the graphical representation of these results. The maximum hardness
value was obtained at RF power of 250 W. This is due to increase in thickness and
formation of several coating layers of TiC thin filmwhen compared to other samples.
The least hardness values were obtained at 200 W. The load vs displacement curve
is presented in Fig. 2a. From the curve, samples with low hardness values yield

Fig. 2 a Force versus displacement curve. b Chart of the %recovery and plasticity. c Graph of
creep strain versus time
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the maximum displacement, and the displacement reduces as the hardness values
increase. The %recovery and plasticity were calculated, and the graph is presented
in Fig. 2b. From the results, the coating with the highest hardness value has the better
%recovery and lowest plasticity. The %recovery increases with an increase in the
RF power and sputtering time. This shows that the film plasticity and %recovery to
deformation depend on the process parameters and thickness of the coating more
than the hardness. To understand the creep behaviour, the plot of the creep strain
against time is illustrated in Fig. 2c. From the plot, the depth displacement of the
coating increases for 4 s for all the coated samples. Continued increase in creep strain
was noticed for sample L2 with the lowest hardness while the other samples resisted
the creep strain displacement and reduced with time. Samples with high creep were
sign of thermal drift of the tip displacement and apparent depth increase, and samples
with low creep were sign of resistance to deformation. As the hardness decreases,
the creep strain increases. This shows that the hardness is inversely proportional to
the creep behaviour.

The microscratch result is presented in Fig. 3. The plots show the applied force
(Fn), acoustic emission (AE), coefficient of friction (COF), and penetration depth
(Pd) against displacement. To understand the adhesion strength, the acoustic emission
plot was used. Sudden spike in the plot of the acoustic emission means peeling of the
thin film coating from the substrate and represents initialization of thin film failure.
The films might either crack or resist the failure depending on the degree of the

Fig. 3 Microscratch result of the TiC coatings. Plot of Applied force (Fn), Acoustic Emission (AE),
Coefficient of friction (COF), penetration depth (Pd) against Displacement
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applied load and the film properties. Samples L1 and L4 show signs of thin film
failure from the acoustic emission plot. The minimum load, at which the films fail,
is called the critical load Lc [16, 17]. The circled portion on the plots of L1 and L4
shown in Fig. 3 denotes the initial critical load that initiates fracture of coating on
the substrate. The coating with the homogenous and uniform coating (L2 and L3)
withstands the applied load.

4 Conclusions

From the analysis of the results, it can be concluded that the morphology and geom-
etry of the films change with the RF power and sputtering time. The films with
uniform and homogenous coating show better adhesion properties compared with
samples with uneven distribution of the TiC thin film coating that experienced frac-
ture under microscratch test. The maximum hardness was noticed at RF power of
250 W which had the maximum %recovery.
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Taguchi Analysis of Surface Roughness
of TiC Thin Films Deposited by RF
Magnetron Sputtering

Olayinka Oluwatosin Abegunde, Esther T. Akinlabi, and O. P. Oladijo

Abstract The surface roughness of materials can affect the performance of the
surface properties ofmaterials. For amaterial to perform and interact optimally on the
interfacial level with the surrounding environment, it is crucial the surface roughness
is also optimized. In this research study, RFmagnetron sputteringwas used to deposit
TiC thin films. Taguchi analysis was used for optimizing the process parameters
for optimal surface roughness. Three levels and three factors were developed for
the experimental matrix with RF power, sputtering time and temperatures as the
independent factors. Optical profilometer was used for the characterization of the
surface roughness, and Raman analysis was performed to study the structural defect
on the thin film surface. From the Taguchi analysis, the RF Power contributed the
most to the surface roughness properties with contribution rate of 95.62% and error
level of 3.63%. The result of the Raman analysis shows that the process parameters
affect the structural orientation defect of the thin films with no active vibration for
some thin films produced at RF power of 200 W.

Keywords Process parameters · RF magnetron sputtering · Surface roughness ·
Taguchi · Thin film

1 Introduction

Surface modification of material is an important factor in the performance behaviour
of materials. Materials properties such as corrosion, wear, osseointegration and
biocompatibility are dependent on the surface properties [1]. The surface phase inter-
actswith the surrounding environment. This interaction can degrade the surface phase
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over time, which can lead to reduction in the life span and sudden failure of materials.
Surface modification can be done by different techniques with views to alter a wide
range of characteristic features of the surface such as roughness, surface charge and
energy, reactivity, conductivity, and hydrophilicity [1–5].

The two major techniques for surface modification is either by grinding the
affected surface or adding other materials with superior qualities. Grinding the
affected surface comes with a lot of limitations. These include loss of materials,
distortion of material’s properties and low resistance to corrosion in harsh environ-
ment. The latter can be achieved via many techniques depending on the thickness
of the protective layer and surface properties. One of such techniques is radiofre-
quency magnetron sputtering process, which is used for depositing thin films layer
to enhance the surface properties. In recent years, there has been a paradigm shift
in surface modification to RF magnetron sputtering due to its excellent reproducible
deposition process [6, 7].

In this study, RF magnetron sputtering was used to deposit TiC on the surface of
titanium alloys to improve the robustness of the surface properties and the influence
of the process parameters on the surface roughness was analysed.

2 Methods

2.1 Deposition Process

RFmagnetron sputtering was used for growing TiC thin films target on the surface of
commercially pure titanium (CpTi).Before the sputtering process, the substrateswere
ground and polished to remove any surface impurities. The surface of the substrate
was further cleaned in acetone and stored in a desiccator to prevent contamination
and surface oxidation. The purity of the TiC target used is 99.99% pure TiC. The
target-substrate distance was kept fixed throughout the experiments. Evacuation of
the sputtering chamber to a base pressure of 1.13 × 10–5 mbar was done for all
the coating process before sputtering takes place. After evacuation, the system is
refilled with argon to a partial pressure of 2.5 × 10−3 mbar. The argon flow rate
of 12 sccm was used and constant working pressure was maintained. Maintaining
constant pressure helps to place many argon atoms in the path of the ions and ejected
coatings. After the plasma formation, the sputtering of the target is triggered, and
the shutter is removed. Pre-sputtering was done for all the samples for 5 min before
the main sputtering deposition. The substrate was located directly above the target
on a rotating disc to ensure uniform distribution and condensation of the target on
the surface of the substrate.
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2.2 Taguchi Optimization Process

The sputtering experiments were conducted by varying three crucial parameters
of magnetron sputtering namely RF power, sputtering time and temperature. The
experimental matrix optimization was developed using the Taguchi method. Taguchi
method is a simple, efficient and powerful design tool for statistical analysis and
optimization. It lessens the number of experimental runs to be conducted and curbs
the effects of external factors that cannot be controlled on the system [8–10]. The
flowchart of the process is shown in Fig. 1 and Table 1 represents the control factors
level the experimental setup of magnetron sputtering parameters and their levels. The
full orthogonal array of Taguchi L9 (33) with three factors at three levels of low, mid
and high and a total of nine deposition runs is presented in Table 2. The time ranges
from 2 to 3 h, power from 150 to 250W and temperature from 80 to 100 °C. ANOVA
analysis was carried out to identify the design parameters that significantly affect the
response values. The total sum of the squared deviation was calculated using the

Fig. 1 The Fishbourne flowchart of the operational process

Table 1 Control factors level for experimental setup

Sputtering parameters Symbol Level 1 Level 2 Level 3

RF power (W) A 150 200 250

Sputtering time (H) B 2.0 2.5 3.0

Temperature (°C) C 80 90 100

Table 2 The orthogonal
array of Taguchi L9 (33)

Experiment no. RF power Sputtering time Temperature

L1 1 1 1

L2 1 2 2

L3 1 3 3

L4 2 1 2

L5 2 2 3

L6 2 3 1

L7 3 1 3

L8 3 2 1

L9 3 3 2



80 O. O. Abegunde et al.

equation developed by Yang and Tarng [11]. The signal-to-noise (S/N) ratio, which
is a quantitative analysis defined by the ratio of the mean to the standard deviation
was also performed. It is used to measure the quality characteristic deviation from
the desired value and to determine optimal level that yields optimal output response.
The term “signal” represents the desired effect for the output characteristic and the
term “noise” stands for the undesirable effect for the output characteristic [12].

2.3 Characterization Techniques

3D optical profiler Contour Elite K microscope was used to analyse the surface
roughness and topography. It is a non-contact and non-destructive system with large
stages that leave the samples intact and undamaged. It has the capability to take
surface roughness at the nanometre scale level, and all the test were performed under
ambient condition. Raman analysis was used to study the structural defects in the
thin films. Raman analyses were carried out on TiC thin films using an alpha300R
(WITec) confocal laser Ramanmicroscope configuredwith a frequency-doubledNd-
YAG laser (wavelength 532 nm). Raman spectra were collected using × 50 Nikon
objectives. A laser power of 2 mW at room temperature was used to prevent burning
of the film surface. Beam centring and Raman spectra calibration were performed
before spectral acquisition using a Si standard (111). The Raman spectrum of the
substrate was obtained and used to compare with the TiC thin films deposited.

3 Results and Discussion

3.1 Surface Profilometer and Raman Results

The 3D of the optical images is shown in Fig. 2 and the statistical data is presented in
Table 3. From results obtained, the surface roughness ranges from 1.289 to 2.816µm.
The roughness varieswith the process parameters. The highest roughnesswas noticed
at RF power of 250 W and the least range of roughness was noticed at RF power
of 150 W, temperature of 80 °C and time of 2 h. The increase in roughness associ-
ated with an increase in power might be due to higher rate of deposition as the RF
power increases. These led to faster deposition of TiC films on the substrate, thereby,
affecting the morphology geometry of the film surface. To understand the structural
defect in the films, Raman analysis was done on all the samples. Figure 3 shows
the Raman spectra diagram with the spectrum of the substrate material included for
comparison. From the results, presence of D-mode andG-mode peaks were observed
in all the films except for samples for the substrates and samples L4 and L5 produced
at 200 W. The absence of high spectra intensity peaks in the spectra of thin film of
L4 and L5 is due to the continuous and defect-free nature of the thin film, thereby
resulting in no active vibration of the spectra modes. Huang and Liao [13] reported
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Fig. 2 3D images of the surface profile

Table 3 Optical profilometer statistical detail of TiC thin film coating

Experimental
run number

Average
roughness Ra
(µm)

Maximum
profile peak
height Rp
(µm)

RMS
roughness Rq
(µm)

Maximum
height of the
profile Rt
(µm)

Maximum
profile valley
depth Rv
(µm)

L1 1.289 26.559 2.305 40.399 −18.84

L2 1.385 15.110 1.979 37.767 −22.657

L3 1.663 24.36 2.284 41.027 −16.667

L4 2.229 13.175 3.039 27.365 −14.190

L5 2.109 15.371 3.147 30.821 −15.450

L6 2.058 18.29 2.724 38.435 −20.145

L7 2.671 17.390 3.303 28.740 −11.350

L8 2.816 12.231 3.347 38.692 −26.461

L9 2.633 17.16 3.127 35.681 −18.522

that the spectra are caused by clustering of the thin film, the stress induced by lattice
mismatch and the differential thermal expansion coefficients between the thin films
and the substrates, or a phase change in microcrystalline structure.
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Fig. 3 Raman spectra of the
TiC thin-film coating

Table 4 S/N ratio analysis of the surface roughness

Experiment no. Control factors Surface
roughness
(µm)

S/N ratio for
hardnessA

RF power
(W)

B
Sputtering
time (H)

C
Temperature
(°C)

L1 150 2.0 80 1.289 −2.20506

L2 150 2.5 90 1.385 −2.82900

L3 150 3.0 100 1.663 −4.41784

L4 200 2.0 90 2.229 −6.96220

L5 200 2.5 100 2.109 −6.48153

L6 200 3.0 80 2.058 −6.26891

L7 250 2.0 100 2.671 −8.53348

L8 250 2.5 80 2.816 −8.99265

L9 250 3.0 90 2.633 −8.40902

3.2 Analysis of Taguchi Statistical Results

The effect of each factor level on the quality of the surface roughness was analysed
using the signal-to-noise (S/N) ratio. The experimental results of the surface rough-
ness and the S/N ratio are illustrated in Table 4. The S/N ratio is the ratio of the
mean to the standard deviation and used to measure the quality characteristic from
the desired output response.

3.3 Analysis of Signal-To-Noise (S/N) Ratios and Means

The S/N and the means response of the surface roughness are presented in Table 5.
To obtain the optimal process parameter, the-lower-the-better quality characteristic
for the surface roughness was used. The graph of the S/N ratios is depicted in Fig. 4.
The highest value of S/N ratio corresponds to the lowest variance of the output
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Table 5 Response table for
signal-to-noise ratios and
means for surface roughness

Levels Control factors

Signal-to-noise ratios

A B C

Level 1 −3.151 −5.900 −5.822

Level 2 −6.571 −6.101 −6.067

Level 3 −8.645 −6.365 −6.478

Delta 5.494 0.465 0.655

Rank 1 3 2

Fig. 4 S/N ratio plot of the surface roughness

characteristic around the desired output response. From the analysis, the highest S/N
ratio was found at RF power of level, sputtering time of level 1 and temperature of
level 1 respectively.

The ANOVA analysis of the surface roughness is shown in Table 6. It was noticed
that the RF power contributed the most to the surface roughness with a contribu-
tion rate of 95.62%. It was observed that the contribution of sputtering time and
temperature are 0.22% and 0.55% respectively with percentage error of 3.63%.
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Table 6 ANOVA analysis of the surface roughness

Variance
Source

The degree of
freedom (DoF)

Sum of squares
(SS)

Mean square
(MS)

F-Ratio Contribution
rate (%)

Surface roughness

A 2 2.39142 1.19571 26.13 95.62

B 2 0.00487 0.00243 0.05 0.20

C 2 0.01376 0.00688 0.15 0.55

Error 2 0.09089 0.04545 – 3.63

Total 8 2.50094 – – 100
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Hold Values

RF power

Sp
ut

te
rin

g 
Ti

m
e

250225200175150

3.0

2.8

2.6

2.4

2.2

2.0

>
—
—
—
—
—
< 1.50

1.50 1.75
1.75 2.00
2.00 2.25
2.25 2.50
2.50 2.75

2.75

Roughness
Average

Contour Plot of Average Roughness vs Sputtering Time, RF power

Sputtering Time 2.5
Hold Values

RF power

Te
m

pe
ra

tu
re

250225200175150

100

95

90

85

80

>
—
—
—
—
—
< 1.50

1.50 1.75
1.75 2.00
2.00 2.25
2.25 2.50
2.50 2.75

2.75

Roughness
Average

Contour Plot of Average Roughness vs Temperature, RF power

Fig. 5 Contour plot of the surface roughness. a Sputtering time and RF power against the surface
roughness. b Temperature and RF power against the surface roughness

3.4 Analysis of ANOVA

The contour plot in two dimensions is shown in Fig. 5. It shows the relationship
between the two process parameters and one response. Figure 5a shows the graph
of sputtering time and RF power against the surface roughness and Fig. 5b shows
the graph of temperature and RF power against the surface roughness. Both graphs
share the same trend. From Fig. 5a, as the sputtering time and RF power increase,
the surface roughness also increases. This same phenomenon is also noticeable for
Fig. 5b. The interaction between these process parameters is significant on the final
outcome of the surface roughness.

4 Conclusions

From the analysis of the results, it can be concluded that RF power is the major
determinant parameters for the surface roughness. The optimal process parameter
for the surface roughness was found at RF power of level 1, sputtering time of
level 1 and temperature of level 1. The Raman result show the effect of the process
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parameters on the structural defects. Films produced at RF power of 200 W shows
better continuity and minimal defects.
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Laser Metal Deposition of Titanium
Alloy: A Review

Bonolo S. Boshoman, Esther T. Akinlabi, Mutiu F. Erinosho,
and Oluwagbenga T. Johnson

Abstract Titanium alloys have found great applications in various fields of engi-
neering, namely, but not limited to, the aerospace, engineering, and biomedical indus-
tries. The alloys have also found greater applications in the manufacturing indus-
tries through Additive Manufacturing technologies and are the attractive choice due
to their exceptional resistance to corrosion and high-specific strength among other
properties. However, this paper is a collection of the applicable analyses of studies
that have been conducted universally in the hopes to overcome the shortfalls of
the titanium metals through additive manufacturing. The modern techniques of the
manufacturing technology of titanium alloys, the property enhancements that can be
achieved through laser metal deposition, and other additive manufacturing technolo-
gies of titanium alloys were critically reviewed. The current trends, arguments, and
research essentials were highlighted, and it was concluded that the correct combina-
tion of process parameters of laser metal deposition undoubtedly can have a positive
effect on the material properties of the titanium parts or components.
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1 Introduction

As the ninth most abundant element in the earth’s crust, and the fourth among struc-
tural metals, titanium and its alloy have been generally fascinatingmetals to mankind
for more than half of a century [1]. Over the past 20 years, titanium and its alloys’
production practices have matured more rapidly than perhaps any structural material
in the history ofmetallurgy [2]. The titaniummaterial has improved the efficiency and
functionality of some niche components in the industry today [3]. Additive manufac-
turing (AM) is a three dimensional practice of building a component in layers. It is
an advanced AM technology used for the repair and rebuilding of worn or damaged
components for the purpose of manufacturing new components [4]. All the AM tech-
nologies are based on the principle of slicing a solidmodel inmultiple layers to create
a toolpath, upload data in the machine, and build the part up layer by layer following
the sliced model data using a heat source by either using the laser, electron beam,
or electric arc [5]. The fabrication of metal composites in AM is generally classified
according to the type of powder deposition method, the laser to powder interaction,
and the metallurgical mechanisms involved in consolidation into the groups of laser
melting, laser sintering, and laser metal deposition [6]. In 2014, William E. Frazier
published a review on metal additive manufacturing. The review was based on the
classification of metallic AM systems in terms of the material feedstock, the energy
source, and the built volume of deposited parts. The system of deposition was further
divided into three broad categories: the powder bed systems, the powder feed systems,
and the wire-feed systems [7]. Laser metal deposition (LMD) is a typical example
of a powder feed system, and it will be the technology to be extensively reviewed.
AM technologies utilizing powders as feed material are the most common for the
fabrication of metallic materials [8]. The schematic diagram of the LMD process is
shown in Fig. 1.

Fig. 1 Schematic diagram of LMD process [9]
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The laser creates a melt pool and then the coaxial powder nozzle injects the metal
powder into the melt pool in an argon controlled environment, as shielding gas, to
protect the deposit from oxidation. When two powders are used, the feeding mech-
anism is from two different hoppers and the powders flow through the groove at
the base of the hoppers and get sucked into the hose connected to the base of the
hoppers and flow to the nozzle end with the help of the carrier gas [3]. Selective laser
melting (SLM) is another example of powder feed system. Zhang and Sercombe [10]
and Gu et al. [11] described SLM as one of the developed technologies of additive
manufacturing where a product is built by melting the selected layers of powder
under a protective atmosphere, by a computerized laser beam. It was described that
a high-intensity laser beam selectively scans the powder bed and the powder parti-
cles are melted then solidified to form a solid layer. The process is repeated with
new layer of powders forming on the previously formed solid layer until the full
part is completely built. In a wire-feed AM technology and developments of metal
components, Ding et al. [12] described the process as a promising alternative to tradi-
tional subtractive manufacturing for fabricating large expensive metal components
with complex geometry. The authors further explained that wire-feed AM processes
generally involve high residual stresses and distortions due to the excessive heat input
and high deposition rate. Conventional techniques of fabricating titanium and tita-
nium alloys include casting, machining, and powder metallurgy, all of which being
highly time, energy, and material consuming processing steps [13]. However, the
cost of manufacturing through this route is generally expensive and can be difficult.
The author explained further that AM technology can not only produce the ideal and
high precision geometrical parts but it can likewise impact mechanical properties
better than following the conventional route of manufacturing [13]. The fabrication
of titanium-based parts by laser-based processes has attracted considerable atten-
tion in the industries [14]. Making metallic products through AM processes plays
very significant roles [15]. The development of an appropriate microstructure with
optimum mechanical properties is a challenging problem in the field of titanium
alloys. Hence, more studies on the effect of thermomechanical processing on the
properties of these alloys are required to gain a better understanding [16].

2 Titanium History, Developments, and Applications
Through AM Technology

In the past, additive manufacturing was used to makemodels for visualization, proto-
types for a fit and function testing, and patterns for prototype tooling. Now, many
organizations are focusing their energy on making parts that go into final products.
Preez and Beer [17] internationally reported that players are networked and efforts
have been coordinated to achieve maximum impact on the society. In future, it will
be difficult for conventional methods of manufacturing to compete in the production
parts through AM technology [18]. In recent years, digitizing and automation have
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gained important places in the manufacturing of products [13]. Titanium alloys have
already well-approved themselves in chemical, marine, and aerospace industries.
They are very strong and have the ability to withstand heavy loads. In addition, they
are used for manufacturing implants and prostheses [19]. In principle, 3D printing is
based on taking a 3D geometry, slicing it into multiple layers, and creating a toolpath
that will trace the part layer by layer. 3D printing of metals has its roots in stereo
lithographic (SL) process. This SL was built on a surface file format, called Standard
Tessellation Language (STL) and widely used in rapid prototyping and computer-
aided manufacturing. The STL files are used as inputs since they represent the raw
unstructured triangulated surface [5]. Titanium alloy (Ti6Al4V) was the first prac-
tical alloy to be developed back in 1954. The consumption of the alloy accounted for
the 75–85% and others regarded as modified. Over the years, many more of titanium
alloys have been developed in the world today, and the most famous established
alloys are 20–30 types [20, 21]. The significant exceptions are alloys based on the
intermetallics in the TiAl system or composites containing SiC fiber applications
[2]. The two phases (alpha and beta) of titanium alloy offer a range of combinations
of strength, toughness, and high-temperature properties that make them attractive in
wide-ranging aerospace and other products demanding high-specific properties to
temperatures [2]. Titanium alloys are also applicable in the field of biomaterials and
have been known to enhance the quality and longevity of human life and the science
and technology associated with this field is now a trading magnifier [16]. Focusing
on the product development as well as cost of integrating design with manufacturing
in bioengineering has focused research toward a more predictive competency [2].
Different techniques have been adopted for porous structures on titanium in implants
[22]. Electron beam as the energy source is used in some cases, but the surface finish
is not remarkable. Thus, some orthopedic implants preferred the rough surface. The
beta alloys have enabled the biocompatibility properties of the alloy due to high
strength with adequate toughness and fatigue resistance in aircraft applications [2].

2.1 Benefits of Titanium in AM

Of the AM technologies, LMD in particular is responsible for producing components
with complex geometries, which are not possible by the conventional machining
processes. Moreover, LMD is beneficial for the repair and restoration of damaged
components. Due to these advantages, LMD has improved from making only proto-
types, models, tools, molds, and dies, but now used in the production of end products
[23]. Bykovskiy et al. [19] agreed with the benefits mentioned and have suggested
and acknowledged the use of LMD technology for the manufacturing of titanium
parts. Titanium powder metallurgy can be restricted in waste of energy and resource
related to the traditional production and this process also can produce near net-shaped
parts and components [19]. An inherent advantage of LMD is that the grain size is
very small. However, there is no difficult heat treatment and cooling mechanisms



Laser Metal Deposition of Titanium Alloy: A Review 91

required to refine the microstructure, and on the other hand, hot-isostatic-pressing-
process and additional heat treatments can be used to adjust a certain microstructure
homogeneously [14].

2.2 Titanium Shortfalls

Despite the exceptional properties that titanium exhibits, the metal falls short of
performance in a number of factors including cost, difficulty in machining and
powder metallurgy. Several methods to improve these shortfalls have been shown to
be feasible at the laboratory level, but to production range, it is quitemore challenging
[2]. It was envisaged that titanium would be an ideal structural metal to replace steel
in vehicles, but cost implication is the barrier [1]. The cost of powders is cited as a
key hurdle that prevents the development of powder metallurgy titanium materials
and products. Bolzoni et al. [24] also reported that the widespread usage of titanium
at the industrial level, especially in the automotive industry, has not been achieved
yet because of its high extraction and production costs. Titanium being the metal of
the future is known to be a difficult metal to process due to the strong affinity for air,
and at high temperature in air, the metal becomes brittle and weaker [1]. Titanium
alloy is a difficult metal or alloy when machining due to low thermal conductivity
and volume-specific heat. In other word, it is difficult to machine material and causes
deterioration of cutting tool and produces a rough surface due to the unstable behavior
during machining [25].

3 Property Enhancement Research Work

Geetha et al. [16] reported that titanium and its alloys are being incessantly subjected
to various modifications with respect to alloy composition and surface properties in
order to meet the need for improved function. The improvement on titanium alloy
has been conducted by various authors [3, 19, 26– 29]. The process parameters have
a great influence on the cooling rate and the thermal gradient and consequently on the
thermal history and porosity of components produced by AM technics [30]. During
LMD process, a lower scanning speed and a high laser power can lead to a lower
degree of porosity [26, 31]. A better porous implant can be made by controlling
the processing parameters, and once found, it can be disregarded as a defect, most
especially for implants [31]. Yu et al. [32] pointed out that the results of the material
properties of Ti-6Al-4 V parts produced by LMD depend on the formed microstruc-
ture and the minor elements content in the fabricated parts [32]. Chandramohan et al.
[33] stated that during solidification of α-β Ti alloy, columnar prior β-grains grow
epitaxially across several layers and against the heat flow [33]. Recently, Sobiyi
et al. [34] studied the characterization of the influence of the laser scanning speed
of LMD for titanium and titanium carbide powders on a titanium alloy substrate and
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the properties were improved. Selective laser melting is employed by Attar et al.
[13] to evaluate the mechanical behavior of commercially pure titanium. The micro-
hardness, compressive, and tensile ultimate strength were reportedly increased. The
improvement of mechanical properties was reported to play a key role in enhancing
the biocompatibility of titanium implants. Erinosho et al. [3] improved on the prop-
erties of titanium alloy with 1 wt% of Cu for biomedical implant. For minimum
finishing surfaces, optimal turning parameters were developed by Umasekar et al.
[35]. The cutting tool feed and cutting speed were controlled for better surface finish
on the machined components. It was reported that the surface roughness was high
with increasing feed rate and decreased with the high cutting speed applied [35]. In
orthopedic application, several chemical surface modification methods are used to
increase the surface roughness of implants and enhance osseointegration [22].

4 The Market Expectations of Titanium Alloys

The industrial volume growth of titanium is back to its strongest level since 2011;
however, the industry is expected to have 8–10% growth increase in 2019 compared
to its performance in 2018. The high strength and lightweight materials in different
industries are some of the properties that increase the demand for titanium. The
growth of the alloy in the aerospace industry along with high use of carbon fiber
composites is also part of the demand. This is in accordance with the International
Titanium Association (ITA) (2018), established in 1984, which connects the public
interests in using titanium with specialists from across the globe. The aerospace
industries consume over 60% of titanium mill product, of which over 75% was in
civilian airframes and engines. However, the built rate in civil aerospace since 2011
has reduced the market share of military and space titanium usage [36]. The propor-
tion used for aerospace grade has grown to an estimated 45% following the demand
from the aerospace industry [36]. Researchers and market observers also believe
that titanium printing is becoming the largest opportunity for additive manufacturing
materials, with revenues exceeding all other alloy groups used in AM over the next
ten years. The high strength to weight ratio and other desirable properties have made
the alloys expanding in the automotive, medical, aerospace, dental, and consumer
products industries [37].

5 Summary and Conclusions

Additive manufacturing is a technological practice of modeling shapes through
multiple layers with the aid of a computerized system. Abundant research studies
have focused on the optimization of process parameters and the property enhance-
ments of titanium alloys. This paper attempted to capture some aspects of the growing
science of titanium, related to its fabrication through laser metal deposition. From
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the above presented review, it is clear that there is a large variety of commercial
techniques for additive manufacturing of metal parts besides LMD. Process param-
eters of LMD undoubtedly have an effect on the material properties of the parts
subjected to the process. One may even go as far as to say that any desired property
can be achieved in a final part using titanium material when the right combinations
of process parameters are implemented.

Over the last decade, studies on LMD of titanium alloys have found that:

• Proper combination of process parameters such as scanning speed, laser power,
and powder flow rate are not the only keys for a successful deposition of the
titanium alloy but also important in the properties the final part will possess.

• The mechanical properties of laser processed titanium alloy are better than the
conventionally fabricated titanium alloys. The hardness of a fabricated titanium
alloy has been favored by higher scanning speeds while the relatively high cooling
rates have favored smaller grain sizes.

• The aforementioned potentials of titanium and its alloys in AM together with the
overview of the market have created the largest opportunity for additive manufac-
turing technology over the years. However, this review encourages the continued
efforts to developing new or better LMD processes that offer a low-cost and
time-saving alternative.
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Effect of Novel Swirl Distributor Plate
on Gasification Efficiency of Bubbling
Fluidized Bed Gasifier

Iman Eslami Afrooz and Dennis Ling Chuan Ching

Abstract Distributor plate is the most important aspect of the fluidized bed gasifier
(FBG) design. Its main function is to uniformly distribute fluidized medium through
the cross section of the bed and as a result, to provide a good gas-fuel mixing. There-
fore, a success or failure fluidization in an FBG is strongly dependent on its distributor
plate performance. To this end, a novel distributor plate called swirl distributor plate
(SDP) was designed and built in order to enhance the gas-fuel mixing and heat
transfer. The effect of SDP on gasification was studied experimentally. Results were
compared with conventional distributor plate (CDP). Compering with conventional
distributor, an enhancement in syngas production was observed, while the fluidized
bed gasifier was equipped with novel SDP. Moreover, the results show 15.90 and
6.63% improvement in the values of carbon conversion and cold gas efficiency.

Keywords Distributor plate · Gasification · Fluidized bed

1 Introduction

Gasification, in general, is a unique process that converts any carbon-based mate-
rials, such as petcoke, coal, wastes, biomass, and heavy residual into other forms
of fuel gases through chemical reaction and without burning them [1]. The product
of gasification is synthesis gas (syngas), which is composed of CO and H2. Syngas
can be burnt in a combustion turbine-generator unit to produce the energy needed for
steam generation for further power production in a steam turbine-generator unit. This
combination of a gasifier and a combined cycle is called the integrated gasification
combined cycle (IGCC). The efficiency of such a system is 40%, which is higher
than 34% of the direct combustion fired plant.

Furthermore, IGCC system produces considerably less emissions compared to
the direct combustion of the coal-based energy systems, which can satisfy the envi-
ronmental regulations of the twenty-first century. Syngas can also be converted to
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transport liquid fuels or used to produce fertilizers and chemicals. The Hydrogen
needed for the oil refinery process, ammonia, and acetic anhydride productions can
be produced using heavy oil and the coal gasification process, respectively. Thanks
to the gasification technology, any useless and waste materials can be used as gasifier
feedstock. Therefore, the landfill needed for waste disposal and the disposal costs
will reduce significantly. Nowadays, gasification is receiving much more attention
due to its advantages together with rising energy price and climate change [1–3].

As the above discussion attests, maximizing the syngas production in gasification
is a major challenge. One way of improving gasifier efficiency is to enhance the
gasifier heat and mass transfer. This can be done by improving the gas-fuel mixing
in the combustion chamber. To this end, a lot of research has been done to enhance
the gas-fuel mixing by modifying the gas distributor plate. Some of the significant
attempts reported in the literature are listed in Table 1.

Although someprogress has beenmade in the last twodecades on the improvement
of gas-fuel mixing, the gas–solid lateral mixing enhancement still remains controver-
sial and should be investigated more. This paper proposes a novel swirl distributor
plate (SDP) for gas-fuel mixing enhancement over conventional distributor plate
(CDP).

2 Methods

The two distributor designs that were investigated are illustrated in Fig. 1. CDP
(Fig. 1a) is a perforated plate with vertical holes in a triangular pitch. SDP (Fig. 1b)
contains vertical holes with a triangular pitch at the bottom of the plate and diagonal
holes at the sidewalls. The vertical holes provide vertical lift to the particles, while
the diagonal holes make gas swirl as it enters the bed.

Figure 2 demonstrates the schematic view and experiment setup of gasifier reactor
used in this study.

The main components of the reactor are blower, screw feeder, fluidized bed,
cyclone, and gas analyzer for data acquisition. The reactor contains half Kg of sand,
which acts as the fluidizing medium. The air which is preheated enters the reactor
from the bottom and fluidizes the bed materials (sand). Then, petcoke enters the
reactor from one side and mixes with the oxygen, and the product gases (syngas)
are discharged from the exhaust. The effect of two different distributor plates (CDP
and SDP) is studied by observing the percentage of combustible gases produced in
the process. The portable gas analyzer is used to analyze and calculate the mole
percentage of the product gas. Fluidized bed furnace is heated externally by ceramic
heater.

The temperature of the reactor was controlled with three K type thermocouples
located on three different zones. These zones are as follows: the furnace zone where
the sand bed is located, the middle zone where the reactions take place, and the
reactor top zone. It took 35 min to heat up the furnace to 400°. Once the temperature
reached to 400 °C, the coal is fed into the reactor. In fact, feeding the coal causes the
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Table 1 List of experimental studies to improve fluidized bed hydrodynamics

Ref. Distributor Configuration Main features Remarks

[4] Annular ring of
stationary vanes

Provides both vertical
lift and horizontal
motion to the
particles

Due to the weak
vertical drag force,
this distributor plate
is only suitable for
shallow fluidized bed.
Moreover, solid
particles can settle
down on the flat
vertex of the conical
part of it and cause
the dead zone

[5] Moving double Plate
distributor (MDPD)

Controlling the size
of the bubbles

The idea of moving
double plate
distributor was only
tested on the cold
flow fluidized bed
with the
two-dimensional
rectangular geometry

[6] Spiral distributor
plate

Swirling motion of
solid particles in a
confined circular path

The spiral distributor
plate was tested only
for shallow beds, and
its performance for
larger radii has not
been approved yet

[7] Radial multiple
points gas injection

Radial inwards
gas–solid drag force
and radial solid
fluidization

Channeling,
slugging, and an
uneven distribution of
the gas were observed
The complexity of the
multiple gas injection
points design and the
problem of solids
losing via the
chimney make this
design to some extent
ineffective

[8, 9] Rotating distributor
plate

Promoting radial
dispersion of the
particles. Fluidizing
bed more easily

As the tangential
velocity became
smaller than the gas
velocity, the
improvement in the
quality of fluidization
was disappeared
The effect of rotation
decreases as the bed
height increases

(continued)
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Table 1 (continued)

Ref. Distributor Configuration Main features Remarks

[10] Bubble caps
distributor

More homogeneous
radial structure in
terms of voidage
Smaller voidage in all
radial positions

High solid density
near the bottom
region of the bed was
detected

[11] Swirling flow nozzle Improving
fluidization quality of
the fluidized bed due
to the swirling flow
induced by the helix

The swirling flow
nozzle was only
tested using a single
nozzle in a small bed
(50 mm bed
diameter)

[12] Sintered metal
distributor (SMD) —

More stable
fluidization using
SMD with the
smaller aperture size

The SMD distributor
was only tested on
the cold flow
fluidized bed

[13] Novel multi-vortex
(MV) distributor

Mass transfer
coefficient is
increased

The MV distributor
results in bubble size
increase, and it was
tested only in 2D
domain

Fig. 1 Schematic view of a CDP and b SDP
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(a) (b) 

T3 

T2 

T1 

Fig. 2 Gasifier reactor, a schematic diagram and b experimental setup. 1 Blower 2 Valve 3
Flowmeter 4 Plenum 5 Distributor 6 Heater 7 Thermocouple (T1, T2, and T3) 8 Feeder 9 Hopper
10 Fluidized bed & Riser 11 Thermometer 12 PC 13 Cyclone 14 Exhaust 15 Filter 16 ID Fan 17
Gas Analyzer

temperature to increase rapidly to the desired temperature for petcoke gasification.
It was determined that 8 min would be enough time to increase the temperature of
furnace up to 650°. Next, the petcoke is fed into the reactor. The furnace temperature
rose up to 800 °C due to the petcoke gasification. The experiment is then performed
while the furnace temperature was kept in the range of 750–800 °C for almost 40min.

Figure 3 shows the temperature profile of gasification experiment. The measured
values of T1, T2, and T3 refer to the three different zones of furnace heating zone,
middle zone, and reactor top zone, respectively. As it can be clearly seen from the
graph, the temperature was able to be maintained at the average bed temperature of
750–800 °C, indicating steady-state operation. While the petcoke gasification took
place, the production gas (syngas) travelled up out of the reactor. It then passed
through the cyclone and extra filtering system where any solid particulate matter,
such as ash or dust, was removed. Once the gas was cleaned and cooled, its compo-
sition is analyzed using VARIO plus Gas Analyzer. The gas analyzer is able to
detect oxygen, hydrogen, carbon monoxide, carbon dioxide, and methane. Finally,
the carbon conversion and the cold gas efficiency were calculated using the material
and energy balance.

3 Results

3.1 Syngas Production

Gasification experiments were performed on petcoke using fluidized bed equipped
with both CDP and SDP. Experiments were conducted while petcoke was being fed
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Fig. 3 The temperature profile of petcoke gasification experiment

into the reactor along with air at 750 °C. The petcoke and air feeding rates were
held constant at 0.55 and 1.7 kg/h, respectively. Each experiment was held for 1 h
while different syngas compositions over different time spanswere recorded. Figure 4
shows the results obtained for fluidized bed equippedwith CDP and SDP. Comparing
Fig. 4a, b, one can conclude that fluidized bed gasifier equipped with swirl distributor
plate resulted in better performance of syngas composition. The results show 65.7,
34.8, and 88.4% increase in the amount of CO, H2, and CH4 production, respectively.

The comparison between the syngas production and CO2 emission for both CDP
and SDP is shown in Fig. 5. Comparing with the amount of CO2 emission, the syngas
production was remarkable. Besides, the trend for SDP shows that the emission of
carbon dioxide reduces as the amount of syngas increases.Moreover, it can be clearly
seen that the syngas production was increased while SDP was used. This is largely
due to the gas-fuel mixing enhancement, which then leads to increases in gasification
rate and a decrease of carbon dioxide formation.

3.2 Carbon Conversion and Cold Gas Efficiency

Carbon conversion efficiency was found by dividing the amount of carbon in the
product gas with that in the fuel. To this end, the material balance was applied and
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Fig. 4 Syngas composition at different reading times while a CDP and b SDP were used

results are shown in Table 2. Moreover, an energy balance was performed on each
experiment to calculate the cold gas efficiency of the system.

As can be seen in the table above, the carbon conversion efficiency has been
improved significantly when the swirl distributor plate was used. The point that
needs to be addressed is the poor carbon conversion is resulted from low residence
time of the char particles [1]. Therefore, it is without doubt that the char particles
residence time was improved due to the swirl motion of the particles imposed by the
swirl distributor plate. In addition, comparing the SDP with CDP, a twofold increase
in the value of cold gas efficiency has been observed.
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Fig. 5 Comparison of syngas production CO2 and emission of both CDP and SDP

Table 2 Comparison of carbon conversion and cold gas efficiency

Using CDP Using SDP

Carbon conversion efficiency (%) 13.77 29.67

Cold gas efficiency (%) 6.79 13.42

4 Conclusions

In this study, the petcoke gasification experiments were conducted under air blown
and atmospheric pressure and an enhancement in syngas production was observed
while the fluidized bed gasifier was equipped with novel SDP. Compared to CDP, the
novel SDP resulted in 34.85, 100.00, and 65.92% improvement in production of H2,
CH4, and CO, respectively. The results also showed that the carbon conversion and
cold gas efficiency of the reactor are enhanced twofold while novel SDP is used. To
conclude, it is possible to design and build a distributor plate that would be capable
of enhancing the lateral mixing of gas–solid in a fluidized bed and consequently
improving the syngas composition of gasifier reactor.
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Abstract Nanocomposites reinforced with polymer–clay often show dramatic
improvements in strength, modulus, thermal resistance and gas permeability at lower
clay content than conventional filled polymer composites. This paper focuses onmost
recent studies of the mechanical properties of nanocomposites with polymer–clay.
The improvement of mechanisms in the mechanical properties of nanocomposites
with polymer–clay is also discussed.
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EPDM Ethylene propylene diene monomer
HDPE High-density polyethylene
IPN Interpenetrating network
MMT Montmorillonite
PHBV Poly(hydroxybutyrate-co-hydroxyvalerate)
PMMA Poly(methyl methacrylate)
PP Polypropylene
PS Polystyrene
PVA Polyvinyl alcohol
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1 Introduction

Nanotechnology has received wide attention from scientists and research institutions
all over the world [1]. Nanomaterials are emerging technologies that have many
applications in electrical engineering, chemistry, material science and medicine.
On the other hand, a nanocomposite is a matrix in which nanoparticles are added
to improve the specific properties of a material [2, 3]. Nanocomposite properties
have led researchers and companies to consider using this material in a number of
fields. Polymer–clay nanocomposites have garnered widespread interest due to their
improved properties, such as dispersion and significant enhancement in physico-
chemical and mechanical properties in comparison with the pure polymer systems
[4, 5].

Since Toyota’s first discovery, researchers have been able to significantly improve
the properties of polymer materials using nanoclays [6–15]. Many researchers have
discovered that the addition of nanoclays could greatly enhance properties of different
types of polymers.

When Toyota Company used exfoliated nanoclay which resulted in excellent
improvement in themechanical and thermal properties of nylon 6, claymaterialswere
later widely studied to enhance the performance of different polymers [10, 16–19].

Polymer–clay nanocomposites use smectite-type clays, such as hectorite, mont-
morillonite and synthetic mica, as fillers to improve mechanical properties of poly-
mers [18, 20]. Because of the nanoscale effects, polymer–clay nanocomposites often
show good improvements in strength, modulus, thermal resistance and gas perme-
ability barrier properties using less silicate content compared to conventional filled
polymer composites [21].

Another advantage of polymer–clay nanocomposites that other researchers have
mentioned is that optical clarity is also retained [18, 22–25]. This fundamentally
carries a three-dimensional perspective of the morphology at different length scales.
Efficiency of the characterization of nanocomposite structure is enhanced by forming
local versus global morphology and orientation order of the sheets in central. For
instance, a situationmaybevisualizedwhere the clay sheets are completely exfoliated
and evenly dispersed throughout the matrix, or there may be localized regions of thin
fragments dispersed in the polymer matrix.

2 Methods

2.1 Halloysite Nanotubes (HNTs)

In addition to various fibres and spherical mineral particles such as halloysite,
effective reinforcement components are crucial in the development of new
nanocomposites. Halloysite is a non-toxic clay mineral with the empirical formula
Al2Si2O5(OH)4, which contains numbers of nanotubes [26]. Due to their high
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mechanical strength, thermal stability and biocompatibility, HNTs have been widely
used for treatment of cancer, drug delivery, transportation and environment protection
[27, 28].

HNTs are biocompatible materials that can be used as nanovehicle to assist and
direct delivery of anticancer drug doxorubicin (DOX) into cancer cells [29, 30].
In anticancer application, folic acid (FA) and magnetite nanoparticles were grafted
onto HNTs via amide reaction, whereas the drug was introduced by capitalizing
electrostatic interaction between cationic drug and anionic exterior of HNTs, which
eventually leads to pH-responsive release [29].

Natural occurrences of HNTs are present in several morphologies, such as platy,
spheroidal and tubular; however, the tubular structure is the dominant morphology
of halloysite in nature [31]. Figure 1 shows the illustration of halloysite nanotubes
(HNTs). The tube-like morphology that resembles CNTs, high aspect ratio and low
percolation make HNTs a potential reinforcement for epoxy and other polymers [32,
33]. HNTs are chemically similar to Kaolin, which can be acquired from natural
deposits, which were found to enhance mechanical properties of nanocomposites in
many publications [34–38]. Halloysite is an important member of the kaolin group
of clay minerals, with a composition of Al2Si2O5(OH)4 · nH2O, where n = 0 and
2, for dehydrated form halloysite (7 A d001 spacing) and hydrated mineral halloysite
(10 A d001 spacing), respectively [39], and the dimension of halloysite is normally
in nanoscale.

Chromate-containing coatings are widely used in corrosion protection of metals
[31, 40]. HNTs, on the other hand, are used for loading and sustained release of
corrosion inhibitors [41]. The application of inhibitor-loaded HNTs in active anti-
corrosive coatings is a completely new approach. The inhibitor is retained inside the
particles under dry conditions [40] and then is homogeneously distributed within
the sol–gel film deposited on the aluminium surface. An induced corrosion process
causes significant changes in local pH. As the release of the anticorrosive agent is

Fig. 1 Illustration of crystalline structure of a halloysite, b structure of halloysite particle, and
c and d TEM and AFM images of halloysite [31]
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significantly hastened at acidic and alkaline pH, the corroding site locally triggers
the action of entrapped inhibitor. Physical destruction of HNTs may occur if the
sol–gel layer is cracked, which causes the inhibitor to be released immediately at the
corroding spot.

2.2 Montmorillonite (MMT)

Montmorillonite (MMT) is a standout amongst most generally utilized smectite-
type layered silicates for the manufacturing of nanocomposites. MMT has the most
suitability to be used in polymers due to their high surface area and surface reactivity
[42]. MMT belongs to the dioctahedral smectite group [24, 43], each of its silicate
layers is approximately 200 nm in length and 1 nm in thickness, and the interlayer
spacing between stacked layers is also about 1 nm [24]. Figure 2 shows the structure
of MMT as illustrated by Zabihi et al. in their review paper [8].

Generally, MMT is hydrophilic in nature and the stacks of clay platelets are held
firmly together by electrostatic forces. They are incompatible with most organic
polymer matrices. As a whole, a molecule of a compatibilizing agent consists of one
hydrophilic function and one organophilic function and its role is to improve compat-
ibility so that the clay is dispersed in polymer matrices. Various sorts of compatibi-
lizing agents have been utilized in the production of polymer nanocomposites. The

Fig. 2 Structure of montmorillonite [8]
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most well known are alkylammonium ions as they can simply be exchanged with the
ions situated between the layers.

There is a drawback when blending of polymers with unmodified clay particles,
which is an appropriate distribution of polymer matrix, and clay particles cannot
be achieved because of the high preferred face-to-face stacking phenomenon in
agglomerated tactoids, whichmakes them incompatible with hydrophobic polymers.
Therefore, dispersion of nanoclays in most polymers remains inadequate to produce
high-quality nanocomposite, especially if the particles are not evenly dispersed or
incompatible with polymer matrix. Layered clays must be altered before being used
in production of polymer nanocomposites.

3 Dispersion of Clay Nanoparticles

Dispersion of clay-based particles in epoxy and polyester matrix can be improved
using several methods such as high-speed stirrer, high shear mixer and ultra-
sonication [44]. Figure 3 shows dispersion method of clay-based particles from
literature. Our previous research studies suggested that sonication was only possible
for up to 3% loading due to the increase in viscosity of the mixture [45–49]. The
increase in viscosity affects the degree of dispersion, and higher viscosity, on the other
hand, tends to increase nanofiller agglomeration [50]. The dispersion of nanoclay in
polymer matrix is improved using sonication as it reduces air bubbles at the interface
between clay particles and resin molecules. Dispersion also achieved exfoliation of
particles. However, the added curing agent into epoxy resin caused the viscosity to
increase rapidly, and a good method to overcome this problem is to disperse the
nanoclay in hardener using tip sonicator as described by Atif and Inam [51, 52].
Alamri and Low used a high-speed mechanical mixer with a rotational speed of
1200 rpm to disperse nanoclay in epoxy resin [17]. A hardener was added to the
mixture of HNTs–epoxy and stirred slowly to minimize the air bubbles. Agglomera-
tion of nanoclay, formation of clusters and uncured resin may appear if large amount
of nanoclay is added into the resin; therefore, it has been suggested that changing
of resin viscosity and controlling of sonication time is the key to produce desirable
composites with moderate strength and ductility [53].

Fig. 3 Dispersion method of clay-based particles
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4 Mechanical Properties

Reinforcing high amounts of nanoclay into polymer matrix increases the chances of
organic content to act as plasticizer to the epoxy network and decreases the crosslink
density. Sancaktar et al. suggested that an optimal point of clay loading should be
around0.5%only [54]; however, other researchers have suggestedhigher clay loading
between 0.7 and 3% [33, 49, 55, 56].

Table 1 shows the tensile properties of polymer–clay nanocomposites. Merah,
in his recent publication, reported an increase in tensile strength of 3 wt% MMT-
unsaturated polyester up to 75%. However, the clay content has no effect on the
stiffness of the developed unsaturated polyester resin, this behaviour is in line with
a report by Bensadoun et al. for the same matrix [57]. Saharudin et al. reported an
improvement of 38 and 75% in tensilemodulus and tensile strength for 1wt%HNTs–
polyester [23]. These improvements have been achieved by using ultra-sonication
method. In contrast, Ozsoy et al., in their research, reported that the tensile strengths
of 10 wt% MMT–epoxy decreased 38% compared to neat sample [58]. This can
be attributed to the weak adhesion between matrix and fillers, which has led to
the decrease in the strength of the composite. The drop in strength is due to the
non-homogeneous distribution of fillers at high filler ratios, which has led to the
agglomeration and caused stress concentration regions, leading to some drop in the
strength [58]. Vahedi and Pasbakhsh flaws in nanocomposite are caused by trapped
bubbles during sample preparation and stress concentration at HNT particles [55].
The incorporation of nanofillers also increased the viscosity of epoxy resin, which as
a results led to higher possibility of trapped bubbles and heterogeneity of the resultant
samples [59]. HNTs display lower aspect ratio and specific surface area than MMT.
Therefore, the thermal barrier of HNTsmay somewhat be inferior toMMT and those
of layered silicates [60]. In general, it can be concluded that high percentage of clay
particle reinforcement (3 wt% and above) is likely to decrease tensile properties of
polymer–clay composites. This was also reported by Chieruzzi et al. in their study,
where in the case of 5 wt% MMT–epoxy, the tensile strength dropped 23% [61].
Table 2 shows flexural properties of polymer–clay nanocomposites. Recent research
by Merah reported a decrease in flexural modulus by 5.8% and an improvement
in flexural strength by 56% for 3 wt% MMT-unsaturated polyester. A study by El-
Syeikh et al. reported an improvement in tensile modulus and tensile strength by
47% and 69%, respectively, for 5 wt% MMT-HDPE composite [1]. In their study,
melt-processing method was used to disperse the MMT particles. Essentially, the
improvement inmechanical and fracture properties of polymer–clay nanocomposites
mainly depends on the interfacial bond level between nanoclay particles and polymer
chains, as well as the ratio of filler loading and distribution, which control the bond
and final material behaviour producing ductile, brittle, or brittle–ductile material
[1]. Compared to other available studies, Saharudin et al. achieved the highest flex-
ural modulus with 65% of improvement. They also observed an increase in flexural
strength of up to 49% in the case of 1 wt% HNTs–polyester nanocomposite [47].
Other reports presented in Table 2 also show improvements in flexural modulus and
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flexural strength; however, in a study by Timmerman et al., the flexural modulus
decreased 8% compared to neat epoxy [15]. It was observed that the MMT particles
were not evenly distributed and prevented the nanoparticles from providing effective
reinforcement. The MMT particles act like larger structures and serve as flaws and
crack initiation sites.

Table 3 shows the impact strength values from literature review. Jeyakumar et al.
studied themorphological andmechanical behaviour of glass fibre-reinforced epoxy–
nanoclay composites, which compared to unfilled epoxy, the incorporation of 5 wt%
MMT particles into glass fibre-reinforced epoxy increased the impact strength up to
29.7% [62]. The improvement in impact strength was attributed to the homogeneity
dispersion of the MMT particles. The homogeneity was evidently observed from the
high-resolution scanning electron microscope (HR-SEM) analysis. Lin et al. studied
the impact strength of polystyrene–halloysite nanocomposites prepared by emulsion
polymerization using sodium dodecyl sulphate as surfactant [63]. They have reported
an improvement of 300% of impact strength compared to neat polystyrene. They
have spotted a large number of dimples on the fracture surfaces, where in each of
the fractures, substantial amount of energy was dissipated. Besides that, HNTs were
acting as stress bridgings and craze stabilizers. A large scale of plastic deformation,
which was caused by the enhanced chain mobility, was also crucial in improving the
impact strength of the composites.

Another significant improvement in fracture toughness was reported by Ye et al.
They studied the impact strength of epoxy nanocomposites with HNTs. The results
demonstrated that blending epoxy with 2.3 wt%HNTs increased the impact strength
by 400%without compromisingflexuralmodulus, strength and thermal stability [26].
The toughening mechanisms responsible for the unusual increase in impact strength
were identified as massive micro-cracking, nanotube bridging/pull-out/breaking and
crack deflection. These three mechanisms were proposed as the dominant factors
that dissipate extensive impact energy. Other authors also demonstrate that consider-
able improvement can be achieved without matrix plastic deformation and without
compromising other mechanical properties [38, 64, 65]. Considering the improve-
ment in mechanical properties of nanocomposites, HNTs, on the other hand, are
abundant, cheap and a low-cost alternative to expensive CNTs in nanocomposite.
Besides that, HNTs are morphologically similar to multiwalled CNTs [66].

Table 4 shows the fracture toughness of polymer–clay nanocomposites. The
maximum fracture toughness was achieved by Ramsaroop et al. where they reported
an increase of 175% on their MMT–polypropylene nanocomposites [67]. Even
though the KIC continuously increased as clay content increased in the nanocom-
posites, the rate of increase was reduced at higher clay content due to intercalated
structures that affected the net aspect ratio of the clay platelets [67]. A recent study by
El-Sheikhy et al. reported an enhancement of fracture toughness up to 105% [1] for
clay–polyolefin nanocomposites. These enhancements in the properties intuitively
mean the presence and achievement of bond between nanoclay and polymer chains
of HDPE.

Due to their ability to improve toughness while maintaining high modulus and
thermal stability, inorganic filler, such as clay, is normally used in reinforcement
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reagents to achieve homogeneous clay dispersion in the preparation of polymer
nanocomposites. The mechanical properties of the nanocomposites can be influ-
enced by volume fraction, dispersion state, size, type and surface functionalization
of the fillers.

In improvingmechanical and thermal properties of the resultant composites, nano-
sized fillers are better than micro-sized filler because smaller particles of shorter
interparticle gap can form mechanically coupled networks by relatively shorter
interparticle distance of the former compared to that of the latter.

This network exploiting nanoparticle as crosslinkers can allow stress transfer from
polymer matrix to filler, and restrict polymer chain movement along with energy
dissipation at crack beginning, which consequently will increase both the strength
and the toughness.

The influence of clay particles on storage modulus, glass transition (T g) and
degradation temperature of the clay–epoxy system is also important to discuss. A
research has revealed that the addition of unmodified and modified clay can enhance
the degradation temperature up to 6.5 °C [68] and, on the other hand, storagemodulus
and glass transition temperature are marginally improved as shown in Fig. 4. In
this study, it was revealed that copolymerization of the cationic monomer and the
secondmonomer for clay alteration throughout epoxy cure is anticipated to eliminate
the possibility of the reduction in T g and storage modulus being triggered by the
degradation of small molecules such as compatibilizers or surfactants [83].

Likewise, the rise of T g with modified clay contents is in contrast to monotonous
reduction of T g for DGEBA (Dow Plastics, a bisphenol A diglycidyl) strengthened
with organophilic clay, that is influenced by plasticization of the epoxy network by
the hydrocarbon chains of the alkylammonium cations [84]. Thus, this maintenance
of T g from the nanocomposite system is due to the creation of the double IPN
structure created by the altered clay and the epoxymatrix.Apart from that, incomplete
exfoliation of the layered claywithin epoxymatrix, and a reduction in elasticmodulus
in the rubbery region were also observed in Fig. 4 (left) [85]. The thermal properties
show the most curious behaviour of the crosslinked polyester–clay nanocomposites

Fig. 4 Storage modulus (left) and Tan δ (right) of epoxy–clay nanocomposites [68]
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reported here. One of the most expected improvements in the properties of polymer
nanocomposites is the delay in thermal deterioration.

One of the most expected improvements in the properties of polymer nanocom-
posites is the delay in thermal degradation [86]. The onset of degradation is slightly
higher, when clay is added to the nanocomposites, than the pure polymer shown in
Fig. 5 [87]. Amongst researchers, it is well known that at 400 °C, the pure polymer
is entirely decomposed and the nanocomposites degrade faster in between 25 and
400 °C compared to the pure polymer and the state is then reversed. It is no surprise
that the nanocomposites exhibit gradual degradation above 400 °C as at that state,
only inorganic aluminosilicates are left in the system.

In comparison withmetals, polymers have a high thermal expansion. The addition
of fillers, such as clay, reduces the thermal growth of polymers bymeans of restricting
the movement of a large volume of polymer chains due to their interplay with the
filler. Studies have shown that nanofillers can affect both the T g and the extent of
transition. Factors that have an effect on T g include sample thickness, preparation
andmeasurement of samples, the dimension of nanoparticles, and chemical structure
of the polymers. The interplay of the filler with the surface will determine the extent
of change of T g. Surfaces that have interaction strongly with the polymer will lead
to an increase in T g. Depending on the surface function of the nanotubes, mixing a
polymer and nanotube can increase or decrease the T g.

Some earlier studies have shown that the barrier properties of the nanoscale fillers
are responsible for improving of thermal stability of nanocomposites. Gilman [88]
believes that the barrier properties should include both the thermal barrier, which
protects the polymer from contacting with fire, and the mass transport barrier, which
slows down the escape of the volatile products during the process of degradation,
and the investigations also showed that the intercalated layered silicate nanofiller
had much better effect on thermal stability of polymer matrix than exfoliated layered

Fig. 5 Thermal degradation profiles for polyester–clay nanocomposites [25]
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silicate nanofiller [89]. In practice, the barrier effects of HNTs with tubular struc-
ture may slightly be lower to those of layered silicate nanofillers, particularly the
intercalated layered silicate nanofillers.

Some publications show that iron oxides could be used as flame-retardant addi-
tives in silicate fillers and carbon nanotubes that lead to some radical trapping during
the degradation process, thus improving the thermal stability of nanocomposites. Du
et al., for instance, believe that the lumen of the HNTs plays an important role in
improving the thermal stability of the nanocomposites [86]. As reported, the degra-
dation of PP in nitrogen is initiated primarily by the random thermal scissions of
C–C chain bonds and the intermolecular transfer of hydrogen. Ruban et al. in their
publication reported that MMT increased glass temperature from 71 to 79 °C by
incorporating 5% of montmorillonite [71].

Figure 6 illustrates the effect of the clay content on the T g. The increase in the
T g of the nanocomposites compared to the original unsaturated polyester can be
attributed to improved adhesion of polymer and the layered silicate surfaces, and it is
also because of the decrease in relative styrene concentration with an increased clay
content [71]. John et al. [90], in their study, reported nanoclay improved mechanical
properties of cyanate ester syntactic foams. However, nanoclay causes plasticization
of polymer matrix due to the presence of organic modifier in clay; therefore, T g

is not significantly altered. Woo [91] in his publication revealed that the epoxy–
clay nanocomposites (T g) were marginally reduced with clay loading. This is due
to the disentanglement of polymer chains around the silicate surface, and a shift in
stoichiometry due to epoxy homopolymerizationwithin the clay galleries. Kotsilkova
in her review reported that the reduction of T g is due to perturbing effects of clay. The
chemistry reaction was altered after the clay reinforcement, and indeed, the organic
ions themselves may catalyse homopolymerization [92]. However, according to Park
and Jana, the decreased values of T g can be mistakenly attributed to the incomplete
cure of epoxy molecules [93].

Fig. 6 Glass transition temperature of MMT–polyester composites [71]
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5 Optical Properties

Jalali et al. studied optical properties of polymer–clay nanocomposites based on
aliphatic–aromatic polyamide containing thiazole ring [94]. They have reported that
as the clay content increased, the emission intensity decreased. This is due to the
photondiffusion,which is blockedby clay particles asmentionedbyother researchers
[81, 95]. Tsai et al. studied the optical clarity of PMMA–clay nanocomposites.
A slight decrease in PMMA–clay nanocomposites was observed as clay content
increased; however, optical transmission up to 87% was reported [96]. In another
publication, high optical clarity of nanocomposites primarily observed was resulted
from disorderly exfoliated morphology of clay layers and also efficient dispersion
of clay platelets in PMMA matrix [97]. Another reason for the excellent optical
clarity of polymer–clay nanocomposites is due to the thickness of individual clay
layers that is much smaller than the wavelength of visible light. Thus, well-exfoliated
polymer–clay nanocomposites have to be optically clear [18].

Saharudin et al. performed light transmittance test on nanoclay–polyester
nanocomposites. The test was performed at wavelength of 400 nm based on previous
work by Bharadwaj et al. [25]. The light transmittance decreases with the increase in
HNTs’ concentration. The aggregates are evenly distributed into small particles after
sonication process, causing an increase in light absorption or reduction in light trans-
mittance [45]. From the results shown in Fig. 7, it can be observed that monolithic
polyester recorded the highest light transmittance value of 73%. As clay content
increased by 0.1 wt%, the light transmission dropped to 71%. The lowest light trans-
mittance value was recorded in the case of 1 wt% of clay, with 64%. In general, this
indicates that clay does not significantly reduce the optical clarity of nanocompos-
ites and can be used in applications where transparent property is needed, such as in
medical appliances [48, 98].

Fig. 7 Light transmittance of nanoclay–polyester nanocomposites [45]
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6 SEM Images of Fractured Samples

Saharudin et al. studied the fractured surfaces of specimens for monolithic polyester
and HNTs–polyester nanocomposites. It can be observed that the image shows a
very smooth surface due to the very fast and straight spread of cracks as shown in
Fig. 8a. Figure 8b, on the other hand, illustrates fractured surface of 1 wt% HNTs–
polyester. Figure 9 shows SEMmicrograph of 2.3 wt% HNT fracture, obviously, the
inner layers of the HNTs were pulled out after outer layers fractured. The increase
in surface roughness and flute topography can be linked to the HNT deflection of
the crack as this deflection increased the fracture path that increased the fracture
toughness. Formation of the micro-cracks tends to absorb a large amount of fracture
energy because the number of the micro-cracks formed in the brittle matrix under
impact is enormous. Bucknall proposed that this massive micro-crackingmechanism
is very much like the massive crazing mechanism [99].

b)a)

Fig. 8 SEM images of fractured specimens a monolithic polyester and b 1 wt% HNT-polyester
[47]

100 nm

Fig. 9 HNT fracture and nanotube de-bonding [26]
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The formation of massive micro-cracks and nanotube bridging are two key
elements of the toughening. HNT toughening might only be appropriate to brittle
polymers, such as PMMA, epoxy, and PS because the yield strength is higher than
their fracture strength; thus, micro-cracking occurs before matrix yielding. Matrix
shear yielding due to crack tip blunting makes it impossible for HNT bridging; there-
fore, blendingHNTswith ductile polymers such as PEor PPmay no longer advantage
its impact toughness. When nanoclays are added to a polymer matrix, two types of
nanocomposite structures, namely intercalated and exfoliated nanostructures, may
develop. The host polymer matrix enters into the interlayer spacing of the nanoclay
in an intercalated structure and increases the interlayer spacing while maintaining the
parallel arrangement of the nanolayers of clay in thematrix. If the clay nanolayers are
randomly dispersed throughout thematrix, the structure is called exfoliated structure.
Exfoliated structures offer enhanced and improved properties in practice due to their
excellent dispersion and improved aspect ratio.

Figure 10 shows fracture surfaces of UP/MMT nanocomposites. It can be seen
that the cleavage surfaces show fracture areas with fracture borders in evidence. The
cleavage surface has smaller fracture in the case of sample with higher nanoclay
content. Certain areas on fractured surface indicating an increased brittleness of the
samples were confirmed by the reduction in the stress and strain to failure.

7 Conclusions

Significant progress has been made in the development of polymer–clay nanocom-
posites over the past 20 years. The advantages of technology have become clear
for different automotive and aerospace applications in particular. Polymer–clay
nanocomposites have the potential to replace traditional fibre-reinforced compos-
ites even in the low filler range. From literature, it can be concluded that tensile,
flexural, impact and fracture toughness properties of polymer–clay nanocompos-
ites have shown remarkable improvements. In addition, the thermal properties were
also improved considerably by incorporating clay particles into polymer systems

10 μm 10 μm

a) b)

Fig. 10 SEM images of fracture surfaces of UP/MMT nanocomposites: a 5 wt%MMT–polyester,
b 10 wt% MMT–polyester [61]



124 M. S. Saharudin et al.

without compromising their optical clarity. A careful selection of the nanocomposite
formulations must be made to avoid negative results on the mechanical properties.
In this case, it is possible to obtain a compromise between processing behaviour and
mechanical properties to optimize the performance of these materials.
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Effect of Some Additives on Tribological
Properties of SAE20W40 Lubricant

Harpreet Singh Grewal, Surinder Singh, Harpreet Singh,
and Narinder Singh

Abstract Friction and wear loss of various machining parts and pairs depend
majorly on the quality of lubricants. Several types of additives are commercially used
to enhance the tribological performance of a lubricant. In the present work, some
novel lubricating liquids were prepared by mixing diffident additives, viz bromide,
fluoride, iodide and acetate, in a commercial available SAE20W40 lubricant. Pin-on-
disc investigations were performed to evaluate the effect of the prepared lubricants
on wear rate and friction characteristics of mild steel and stainless steel sliding pair.
Disc chamber was flooded with lubricants during testing. Fluoride was found to
be the most successful additive to improve the performance of the given lubricant,
whereas acetate as an additive made the base lubricant less efficient. It is believed
that the strong bond stability of C–F bond during working conditions resulted in
better performance of the lubricant after the addition of fluoride.

Keywords Tribology ·Wear rate · Friction · Lubrication · Pin-on-disc · Additive

1 Introduction

The service life of the sliding surfaces would automatically increase when the two
main tribological concerns, that is, friction and wear, are controlled or reduced [1].
The cost of repairs linked to frictional deficiencies and damage due to wear and
inefficient lubrication is huge for any industry. For instance, in normal four-cylinder
cars, total 33% energy of the fuel is generally utilized to deal with the friction of
engine parts, transmission system and road friction [2]. Therefore, any decrease in
friction can lead to a reduction in energy consumption. The improved tribological
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properties can reduce the friction of mating surfaces, which can be fulfilled by effi-
cient lubricants [3]. Therefore, the requirement of efficient lubricants is increasing
day-by-day because of their operational usage in the broader temperature range, and
high loads and speeds. The efficient lubricant leads to an increase in the reliability
and service life of the mating parts, hence results in improved machine life. There-
fore, innovation of anti-wear and anti-friction lubricants is an area of current thrust
to save fuel and energy.

Further, such lubricants are expected to minimize vibrations, noise and main-
tenance of interacting parts, thereby reducing the maintenance cost of machines
[3]. Additionally, the automotive industry is under pressure to follow environment-
friendly practices, put forward by the environmentalists and government regulations
(e.g. Kyoto Protocol) [4, 5]. A stand-alone lubricant is not self-sufficient for auto-
motive parts due to its less adaptability in the actual running conditions. There-
fore, several additives are mixed for improving the heat transfer coefficient, high-
temperature performance, oxidation resistance and low-temperature performance
of the lubricants. Several types of additives viz viscosity modifiers, pour-point-
depressants, anti-oxidants, wear-registrant, rust inhibitors, corrosion registrant, fric-
tion modifiers and demulsifiers have been used to make a lubricant more efficient
[3–11]. Mohan et al. [3] investigated that SAE 20W-40 lubricant with nano-Al2O3

additives showed better tribological properties as compared to the base lubricant. Jatti
et al. [6] mixed CuO nanoparticles in the base lubricant and observed half the value of
the coefficient of friction (CoF). Furthermore, Wang et al. [7] mixed serpentine addi-
tive and observed an auto-reconditioning layer by lubricant which could be attributed
to the decrease in friction and wear. Also, the influence of aluminium nanoparticles
additives was studied on tribological properties of base oil [8]. Recently, Singh et al.
[10, 11] reported that the multiwall carbon nanotubes (MWCNT) as an additive
remarkably enhanced the anti-wear and anti-friction capabilities among H3BO3 and
MoS2 additives for both the tribopairs.

It has been observed from the above literature that various studies have been
performed to improve the tribological properties of sliding pairs by mixing some
additive in the base lubricants. However, to the best of our knowledge, no research
has been found probing the addition of halides (bromide, chloride, fluoride and
iodide) in the base lubricants for tribological studies.

Thepresentwork explores the friction andwear performance of halides and acetate
as additives in the SAE20W40 lubricant for mild steel and stainless steel pair. A pin-
on-disc setup was used to study the effects of additives on the tribological properties
of the sliding pair.

2 Experimental Details

Commercially available SAE 20W-40 multi-grade lubricant is used for experimen-
tation. To investigate the variations in friction and wear of mating part, a pin-on-disc
structure (Fig. 1) containing tribometer was used to examine the frictional variations
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Fig. 1 Tribometer used for pin-on-disc investigation of SWE20W40 lubricant with a different type
of additive

of the mating parts by running it at a constant set of loads and speeds with the fully
flooded condition. By using the four different additives (iodide, fluoride, bromide and
acetate), frictional features were investigated and compared with the base lubricant.

2.1 Materials

Test liquids were prepared by mixing two wt% of additives in a commercially avail-
able lubricant (SAE20W40). This lubricant maintains its viscosity at lower as well
as higher temperatures and serves the purpose of lubrication very well. Tribolog-
ical characteristics of the stand-alone lubricant (deprived of additives) have been
compared with the lubricants with given additives. The lubricant types have been
named as blends (base A and blends B, C, D and E) according to their compositions
and have been detailed in Table 1. All the test samples were sonicated in an ultrasonic
bath to ensure proper mixing of the additive in the lubricant. For tribological studies,
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Table 1 Different types of lubricants designated according to their additive type

Blend/base name Composition

A SAE20W40 (base lubricant)

B SAE20W40 (base lubricant) + 2 wt% bromide

C SAE20W40 (base lubricant) + 2 wt% fluoride

D SAE20W40 (base lubricant) + 2 wt% iodide

E SAE20W40 (base lubricant) + 2 wt% acetate

Table 2 Chemical composition (wt%) of contact pair materials used for the pin-on-disc study

C Mn Si Cr Ni Mo Smax Pmax Fe

Disc 0.08 1.6 0.8 17 11 2.1 0.03 0.045 Balance

Pin 0.26 1.03 0.280 Nil Nil Nil 0.05 0.04 Balance

pins (diameter= 6.3 mm) of mild steel (140 Hv) were used against the stainless steel
(250 Hv) discs. The chemical compositions of the sliding pair have been represented
in Table 2. Both the pin and the disc were polished using abrasive paper down to
2000 grit size to ensure smooth surfaces.

2.2 Wear Testing

Tribological studies were performed in a pin-on-disc configuration. All the tests
were performed in a lubricating condition on a Tribometer (UMT III, CETR) in a
special container. The specially provided container (as shown in Fig. 1) helps in
recirculation of the lubricant collected at the periphery due to centrifugal action. In
addition, it also helps to maintain a uniform layer of the lubricant around the pin. The
pin-on-disc experiments were performed at 5 N load and 1 m/s velocity for a total
distance of 2000 m. The experiment was stopped regularly after a distance of 100 m
to measure the change in the weight of the pin. The friction force was continuously
measured using an attached load cell (capacity = 20 N; least count = 0.1 N) which
was used for calculating the CoF (µ). A set of two experiments were performed for
each lubricant using fresh pins, discs and lubricant mixture, and an average value
has been reported. Before testing, both pin and disc were washed with acetone and
dried in air. The change in the weight of the pin during the experiment was measured
using a microbalance with an accuracy of 0.01 mg.

Formeasuring thewear rate, the tests were interrupted at regular intervals toweigh
the pin. Thus, wear rate bar chart has been produced using the Eq. 1 [12].

k = V

Fn · d = m lost/(PFn · d) (1)
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K is the steady-state wear rate.
V is the wear volume.
Fn is the normal load.
d is the distance covered.
p is the density of the pin.
mlost is the pin mass lost [11].

3 Results and Discussion

The variation of mass loss of the pin with sliding distance has been represented in
Fig. 2. It can be observed from the figure that mass loss for all the lubricants (with
or without additives) was almost the same up to 700 m, except the blend C. Blend
C showed a minimum mass loss throughout the whole run as compared to the other
blends. After the 700 m run, blend E showed the highest mass loss in comparison
with the other blends. Notably, the mass loss in case of blend D is higher than the
base lubricant (Base A). It is clear from the mass loss observations that the addition
of bromide and fluoride leads to significant reduction in the mass loss, whereas all
the other additives have increased the mass loss of the sliding pairs.

The variation in mass loss may be attributed to the wear rate differences due to
variable lubrications. Therefore, steady-state wear for each type of blend has been
calculated and represented in Fig. 3. The steady-state wear rate for blend B and blend
C was found low as compared to the base lubricant (blend A). However, blend D and
blend E have resulted in higher wear rate than the base lubricant (blend/base A). The

Fig. 2 Variation of mass loss of the pin with sliding distance during pin-on-disc testing in
SAE20W40 lubricant with and without additives
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Fig. 3 Steady-state wear rate of the pin during pin-on-disc testing in SAE20W40 lubricant with
and without additives

findings of lowest steady-state wear rate for blend C and highest for blend E are well
in agreement with our findings from mass loss variation measurements.

Generally, the wear rate depends upon the CoF between the sliding pairs. More
the CoF, more will be the wear rate. Therefore, the CoF has been calculated for each
blend and has been represented in the bar graphs of Fig. 4. It can be observed from
the graph that blend B and blend C have a lower coefficient of friction, and blend D

Fig. 4 Coefficient of friction between the sliding pair during pin-on-disc testing in SAE20W40
lubricant with and without additives
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and blend E have a higher coefficient of friction as compared to the base lubricant
(blend A). Hence, the reason for wear rate of each blend has been further validated.

The most common halogen groups of halides are alkyl halides, which have a
carbon–halogen bond [12]. Among the halogen family, chlorine, bromine and fluo-
rine have significantly greater electro-negativities than carbon. However, iodine has
lower electronegativity than carbon. In this group of polarizations/reactions, carbon
behaves as electrophilic and halogens as nucleophilic. The covalent bond strength for
these compound formations (carbon–halogen) is most robust for fluorine due to its
highest electronegativity and lowest for iodine due to its lower electronegativity [13].
The carbon–fluorine single bond is having approximately 30 kcal/mole bond energy
which is robust as compared to the C–C covalent bond and twice robust as compared
to the C–H covalent bond (15 kcal/mole). Hence, the alkyl fluorides are thermody-
namically and chemically very stable, as compared to the other alkyl halides. The
covalent bond between carbon and bromine is comparatively weaker than the cova-
lent bond of carbon and fluorine. The weakest bond among these common halogens
with carbon is of iodine, which is about 33% weaker than the carbon–carbon (C–C)
bond [13]. The other effecting parameter of halide anions is the relative stability
that is considered according to the acidities of hydrogen-bonded acids (H–X). It
is generally assumed that the most stable halide anion is generally released by the
strongest acid, except H–F. Therefore, chlorine has very strong stability than bromine
and iodine which have the least among these common halogens. In addition to this,
it is also considered that lower nucleophilicity leads to weak bond formation. The
present study also validated the above facts and discussion. Fluoride, as an additive,
showed the least wear rate, mass loss and frictional coefficient due to its highest
stable covalent bond with a carbon atom of SAE20W40 lubricant (due to its highest
electronegativity) before bromide. Among the halides used in the present study as
additives, iodide showed the highest wear rate, mass loss and frictional coefficient
(even more than the base lubricant) due to its weak covalent bond formation with
carbon of lubricant as compared to the carbon–carbon bond strength of base lubri-
cant (SAE20W40). However, acetate showed the highest wear rate, mass loss and
coefficient of friction among all the additives due to its least nucleophilicity, even
compared with iodide. Moreover, the reason for variations in the value of the coef-
ficient of friction, wear rate and mass loss may be due to the atomic size variations.
Because, among all the atoms of additives attached to the molecular chains of base
lubricant, a fluorine atom has the smallest size and bromine has bigger size than
fluorine and smaller than Iodine.

4 Conclusions

• The addition of halides in SAE20W40 lubricant may affect the lubricating
efficiency of the letter.

• Mass loss, CoF and steady-state wear rate can be reduced by the additives having
a stronger bond formation with a carbon atom of the base lubricant.
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• The addition of 2% addition of fluorides and bromides to the SAE 20W-40 lubri-
cant has found to be significantly encouraging in decreasing the friction and
steady-state wear rate.

Conflicts of Interest There are no conflicts to declare.
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Performance Evaluation
on the Smartness of Malaysian Timber

Amirah Abdull Razak, Nasrul Izan Shahrin, Jaronie Mohd Jani,
and Norul Hisham Hamid

Abstract Smart wood materials have been widely developed as green alternatives
to the current infrastructures. The main property of wood that contributes to its
smartness is hygroscopic, the ability of exchanging water with its environment. The
objective of this work is to review and evaluate some of Malaysia’s tropical woods
in terms of the effects of their hygroscopic capability. Several well-known species
in industries are chosen as the samples: Kembang Semangkok, Meranti, Merpauh,
Nyatoh, and Rubberwood. The samples were observed to change in their shape as
a response to water’s diffusion. The factors that affect the rate and magnitude of
shape change in the woods are their fibered structure composition and their grain
orientation. Wood structure composition has an influence on the rate of water diffu-
sion, thus affects the rate of responsiveness of the woods. The responsiveness of the
investigated woods in this work is ranked from low to high as follows: Rubberwood,
Merpauh, Nyatoh, Meranti, and Kembang Semangkok. While woods’ grain orien-
tation gives an impact on the deflection of the woods, a tangential cut orientation
gives a higher magnitude on the shape change. These two factors can be utilized in
designing new facilities by using Malaysia’s smart woods in the future.

Keywords Smart Wood · Hygroscopic ·Malaysian Timber ·Water Diffusion ·
Shape Memory Effect
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1 Introduction

Wood is the main renewable resource that is available widely in Malaysia. Its usage
is widely known in furniture industry.With 59.5% of the region covered by the wood,
this resource should be studied and commercialized further on other industries, such
as in construction and public infrastructures. A lot of researches around the world
have been covered on the wood’s unique behavior which is its smartness. Wood
features as a smart material are due to its capability to react, remember, and return to
its original shape [known as shape memory effect (SME)] as a response to external
stimuli. Wood materials such as oak, pine, spruce, and birch were found to exhibit
smart behavior, where these smart woods were responsive to electricity and humidity
changes [1]. Other smart materials such as metal alloys, ceramics, and polymers also
possess this behavior [2, 3] as a response to various stimuli.

The design of the smart materials with equipped stimuli responsiveness and shape
memory effect (SME) is one of themost rapidly growingfields inmaterial science [4].
Smart materials have been used widely in various domains, specifically to enhance
the products’ functionality, for instance for safety, comfort, and fuel economy in auto-
motive engineering, as passive and active controls for vibrations and earthquakes in
civil engineering, as responsive biocompatible implants in biomedical engineering,
and as aerodynamic performance controllers with morphing technology in aerospace
engineering [3]. Numerous smart wood developments based on cellulose modifica-
tion also have been introduced, whichwill potentially change the design and concepts
of existing wood-based applications, such as the electro-active paper (EAPap) [5, 6],
drug delivery systems, sensors [7], self-healing concrete using natural wood fibers
[8], and torsional actuators [9].

The main property of wood that contributes to its smartness is hygroscopy. This
property is related to moisture content of the wood that maintains its shape in nature
[10]. Changes in humidity will cause swelling and shrinking of the wood, which has
become one of the major drawbacks in construction due to its instability. However,
thismaterial can aswell be considered as a valuable smartmaterial for its competency
to generate reversible and complex visible movements [4]. The opening of pine
cones and the movement of wheat awns are examples of the unidirectional moisture-
activated actuations in nature [11].

Due to this hygroscopic property of wood, researchers are inspired to develop
more responsive designs that give a response toward range of humidity changes,
such as a tracker for solar modules [4], humidity-driven shading system [12], and
a hygromorphic building façade panel [10]. This green sustainable development is
required for new and rehabilitate deteriorated infrastructures. The main objective of
this work is to review and evaluate some of Malaysia’s tropical woods in terms of
their hygroscopic capability, an evaluation on the effect of diffusion of water on the
wood fibered structure to their shape-changing capability.
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2 Materials and Methods

Five species were chosen for this study as shown in Table 1.
The species were divided into two groups as shown in Table 2; the species for

Group 1 were prepared in crown cut cross section (tangential board) where the grain
direction is 0°–35° relative to the face of the board. For Group 2, the species were
prepared in quarter cut cross section (radial board) where the grain direction is 65°–
90° relative to the face of the board. The species for both groups were taken from
air-dried stock.

For each species of the groups, two different samples of a tangential and a longi-
tudinal cut were prepared, with approximately the same dimensional ratio of 2:3
(width to length). The samples were used to study the effect of diffusion of water
on the species’ fibered structure in terms of their mechanical response. Both ends of
each sample were attached to microscope slide with a masking tape. The samples
were conditioned under room temperature of 50–70% relative humidity (RH). Three
holes were punched, in a L shape, on the samples with approximately 1 mm distance
from each other by using a pin as shown in Fig. 1a.

Before starting the test, each sample was put under 5× objective lens of
OLYMPUSBX53Mmicroscope and the initial dimension of the holes was measured
by using OLYMPUS Stream image analysis software. The initial height of the
samples’ contour was taken as well by using a surf-test machine. A droplet of water
was then dripped onto the sample. By usingMitutoyo SurfTest SV-3100, the contour
of the sample was taken for every 5 min up to 40 min, for a fixed 5 mm in length
as shown in Fig. 1b. The changes in the displacement of the sample for every 5 min
were calculated by finding the differences in the height of the contour for every
5 min to the initial height before the experiment. The dimension of the holes of wet
fibered structure was taken after the water droplet was fully diffused into the sample

Table 1 List of species used
in this study

Native name Botanical name

Kembang Semangkok S. macropodum

Meranti Bakau Shorea uliginosa

Merpauh S. schwenkü

Nyatoh Palaquium gutta

Rubberwood Hevea brasiliensis

Table 2 Species were
divided and tested under two
types of cross sections

Group 1 Group 2

Crown cut Quarter cut

Kembang Semangkok Kembang Semangkok

Merpauh Meranti

Rubberwood Nyatoh
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Fig. 1 a Left: the sample with three punched holes before starting of experiment. b Right: the
height of the contour of the sample was taken, for a fixed 5 mm in length, in every 5 min

approximately after 10–40 min. Graphs of the rate of shape change in the samples
(displacement versus time) were plotted, and the expansions of the samples were
tabulated.

3 Results and Discussion

3.1 Rate of Shape Change

The rate of shape change data was plotted for each species. The graphs in Figs. 2 and
3 illustrate the displacement of samples versus time in tangential and longitudinal
cut conditions for both groups. Based on the observation, all species expanded and
bulged as a response toward the water’s diffusion in their fibered structure. The
samples’ fibered structure continued to expand as the water droplet diffused until
they reached an equilibrium state where no further expansion could occur. This
expansion is controlled by swelling and de-swelling of the hemicelluloses and lignin
constrained by the helically wound cellulose microfibrils [9].

However, the rate of water’s diffusion is different for each species due to the differ-
ences in their structures’ composition, which affects the rate of shape change [12].
Certain species such asKembang Semangkok have higher diffusion rates, which took
less than 5min to fully change in shape.While other species, such asMerpauh, require
more time for water to be fully diffused and change the shape. These phenomena
may be resulted from the presence of hydroxyl group in the hydrophilic polymers
of the cell wall, celluloses, and hemicelluloses to fix the water molecules through
hydrogen bonds; however, hydroxyl groups of the adjacent molecules which are in
parallel arrangement cannot be reached by the water molecules due to the forming
of crystalline regions in the cellulose molecules [13].

Furthermore, the differences in grain orientation also give implication on the rate
and magnitude of shape change in the samples. Wood, generally, is an anisotropic
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Fig. 2 The rate of shape change in Group 1 when react to a water droplet in tangential and
longitudinal cut conditions

material which its mechanical properties significantly differ when evaluated along
the three directions (LRT directions) of the woodcut. This property is accountable
for the mechanical properties’ variations along the three perpendicular axes [10].
Based on the graph, the tangential cut orientation shows a better deflection of the
fibered structure, which remarks this cut orientation has a better mechanical response
compared with longitudinal orientation, which is much stiffer, and swells less in the
L direction. The values of displacements for all the samples are within 50 µm or
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Fig. 3 The rate of shape change in Group 2 when react to a water droplet in tangential and
longitudinal cut conditions

less in longitudinal cut orientation, while the displacements for tangential cut can
achieve up to 250 µm (for Kembang Semangkok quarter cut).

Comparing the deflection between Group 1 and Group 2 conditions for Kembang
Semangkok in Fig. 4, crown cut cross section (tangential board) from the log shows
a stable rate of shape change compared with quarter cut cross section (radial board).
This shows that the deformation of the material is dependent on its grain orientation.
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Fig. 4 The comparison of rate of shape change in Kembang Semangkok (in tangential cut) for
Group 1 (crown cut cross section) and Group 2 (quarter cut cross section)

According to Abdelmohsen et al. [10], the anisotropic property has an important
implication on the response of wood toward humidity.

3.2 Expansion of the Fibered Structure

Based on the observation, the holes on the samples became smaller after water
was fully diffused into their fibered structure, which shows that the structure can
substantially swell as shown in Fig. 5.

Fig. 5 The fibered structure of the sample swells thus closes the holes. On the left is the picture
of the holes before the experiment, while on the right is the picture of the holes after water fully
diffused into the sample
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Table 3 The percentage of the samples’ expansion for Group 1 and Group 2

Tangential cut Longitudinal cut

Samples Initial
dimension
of holes
(µm)

Final
dimension
of holes
(µm)

Expansion
(%)

Initial
dimension
of holes
(µm)

Final
dimension
of holes
(µm)

Expansion
(%)

Group
1:
crown
cut

Kembang
Semangkok

309.67 203.74 34 279.24 191.30 31

Merpauh 289.65 207.42 28 338.38 217.00 36

Rubberwood 390.54 307.97 21 300.04 152.77 49

Group
2:
quarter
cut

Kembang
Semangkok

287.36 225.39 22 342.09 277.61 19

Meranti 294.22 174.71 41 425.02 258.74 39

Nyatoh 298.35 149.41 50 295.02 221.57 25

The average values of the initial and final dimensions of the holes were calculated in order to find the
percentage of the expansion

Table 3 shows the percentage of the fibered structures’ expansion of the samples
for both groups.

The data show that the percentages of the expansion vary for both groups, in
both tangential and longitudinal cut conditions. This proves that the expansion
effects of the fibered structure (swelling and de-swelling of hemicellulose and lignin)
associated with the diffusion of water are also anisotropic [10] in nature.

4 Conclusion

Malaysia’s tropical woods exhibit shape-changing capability as a response toward
different moisture contents. Based on the experiment, different species have different
rates of responsiveness based on their structures’ composition. Kembang Semangkok
is themost responsive species (active sample)which absorbswater and changes shape
faster than the others, followed byMeranti, Nyatoh, Merpauh, and Rubberwood (the
least responsive). The shape changing of the species is also affected by their grain
orientation. For a maximum deflection, the active sample shall be in a tangential cut
orientation. The anisotropic property of wood does not only affect the macroscopic
movement of the sample (change in shape), but also affects themicroscopic expansion
of its fibered structure.
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A Brief Overview of Bending Operation
in Sheet Metal Forming

Omolayo M. Ikumapayi, Esther T. Akinlabi, Nkosinathi Madushele,
and Samuel O. Fatoba

Abstract Bending operation in sheet metal forming has been extensively used in
manufacturing technology for mass production especially in automotive industry
as one of the tools for shaping into a desired shape and geometry, therefore to keep
abreast some of the trends in bending operation. In this short overviewpaper, different
types of bending techniques were exploited and presented varying from old age to
modern age of bending operation. Theory of bending was also discussed extensively
in this paper.

Keywords Bending operation · Manufacturing technology · Shape · Sheet metal
forming

1 Introduction

Researchers have shown that sheet metal forming has made major and crucial contri-
butions in many industries especially automotive and transportation companies in
terms of development [1, 2]. The most common metal sheet forming process being
the bending process, also known asmetalworking, produces aV shaped (channel orU
shape) shape along the axis of a material by applying a force to a metal sheet causing
it to bend into the desired shape. This is done in ductile materials. Such materials
are used in brake presses, pan brakes and specialized machine processes [3]. Wipe
bending needs the sheet to be held against the die by using a pressure pad, causing
the sheet to bend against the radius of the edge. There are two main quality consider-
ations when doing the sheet metal bending process which include but are not limited
to formability and dimension. Consistency is also mandatory which is minimizing
the variations in dimensions which is a key requirement within mass production [4].
In this paper, the recent developments within the manufacturing space particularly
with the focus on bending operations are analysed.
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It is a known fact that advancement of the fourth industrial revolution will bring
about changes in all industries and technological processes. Metal forming, as a
technological process, will also be impacted by this rapid change. These changes
include but are not limited to the improvement of production productivity, increased
production rate of completed products, reducing technological difficulties between
the adjusting equipment and the die and also a reduction in the time it takes to
set up the die. These improvements will be brought about by an intelligent press
system mainly consisting of four basic elements: control, identification, prediction
and monitoring [2]. Bending along a straight line or path is one of the most common
types of processes in sheet metal forming. Bending of metal sheets can be done in a
variety of processes such as wiping, flanging or folding using specialist machinery,
bending the metal in a die or bending the sheet in a die that has a radius.

1.1 Bending and Forming Operations

Bending operation is a technique that involves plastic deformation of materials espe-
cially metals around a linear axis, known as the bending axis with little or no change
in the surface area [5]. This results in the uniform straining of the sheet metal. Simply
put, bending occurs when a portion of the part is deformed along the linear axis until
such a desired or undesired bending occurs. This bending process does not only occur
in a straight line or a linear axis but along curved lines and paths aswell. An important
observation needs to be noted about the characteristics of themetal that occurs during
bending operations. It was established that tensile strength becomes lower towards
the middle of the sheet metal thickness and zero at the neutral axis, but there was
increase in compressive stress from the neutral axis towards themiddle of the bend. It
is cogent to establish that in bending operation, there is no cutting of metal sheet but
there is a change in the contour of the workpiece to get the desired product. Bending
operation can be categorized into various types as depicted in Fig. 1a, which are (a)

Fig. 1 a Types of bending and b types of flange
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V bending, (b) stretch forming, (c) edge bending, (c) beading, (d) roll bending, (e)
flanging, (f) press break forming, (g) dimpling, (h) roll forming, (i) bulging, (j) air
Bending and (k) tube forming [6]. When bending occurs in a curved path, flanging
or stretching occurs in the metal sheet. Some of the flanges that occurred are illus-
trated in Fig. 1b. When flanging occurs in a bending operation it is classified into
two forms namely shrinkage flanges and stretching flanges. Shrinkage flanges imply
that the sheet metal is compressed or squeezed during the metal forming process and
stretched flanges imply that themetal is stretched and subsequently thinned during its
forming process. In order for a metal sheet to be considered as undergone a bending
process, the cross-sectional area of the bent or flanged metal sheet must have the
same thickness as the rest of the sheet in which it was made [6].

1.2 Bend Radius

Two important factors considerably affect bending of sheet metals. They are the bend
radius and the size of the bend angle. At large bend angle, many materials can be
bent to this degree without a great degree of difficulty since a little difference exists
in the flat material and the one that has been formed. The bending radius greatly
affects the desired bending results. The bending size depends on the thickness of the
material and the hardness of the material. The smallest radius attained by bending
can be expressed in Eq. 1 [7].

BRmin = kt (1)

where BRmin is the minimum bending radius, t is the thickness of the material and k
is the coefficient of the minimum radius for a given material.

1.3 Types of Bending Operations

Different types of manufacturing processes can accomplish different bending oper-
ations. There are supported as shown in Fig. 2a and unsupported bending operations
as shown in Fig. 2b.

Unsupported bending can be described as the process in which stretching a sheet
metal stretches in a retained die. V-die and U-die can be regarded as unsupported
bending at their initial stages. As shown in Fig. 2b, as the bending process continues,
and thematerial is pulled down into the recess, all thewaydown, the bending becomes
supported, as shown in Fig. 2c [7].

Complex geometric shapes have helped humanity save space and be able to design
structures that can be observed in cars, ships, airplanes and many other applications
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Fig. 2 a Supported and partially supported bending [7]. b Unsupported bending [7]. c Supported
bending [7]

[8]. One of these shapes is bending, and many structures have bending geometries in
their designs and this structural shape can save space and give beautiful designs but
also can render the structures of the material weaker than their initial structure [9].
The material may crack, tire or buckle depending on the nature of the material used.
Bending of materials can increase its economic value and save space for specific
applications which require it. The process is used to manufacture structures such
as flanges, clutches and brake pressure levers, and I-beams for building towers, and
the applications are limitless but they increase the economic value of the starting
workpiece since its being appropriately shaped for the required application [8].

1.4 Theory of Bending

The workpiece is plastically deformed within the plastics deformation region of the
stress–strain graph of the material it is made from. The reduction in the radius of
the workpiece is limited by the ductility of the material, usually materials that are
categorized as having a high ductility usually possess high radius of curvature and
vice versa. One of the most important bending parameters in design is the bending
allowance, which models the failure point in the radius where the workpiece may
start to crack under bending, and to help prevent it [10, 11], the principle of bending
allowance, Lb as shown in Eq. 2, is adopted.
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Lb =∝ (R + kt) (2)

where α is the bend angle, R is the radius, and t is the thickness.
k is a constant which is obtained from the following details:

K—Constant

Radius R < 2t R > 2t

K value 0.3333 0.5

The material particles in a bent workpiece experience tensile forces of the out
surface and compressive forces in the inner surface. This forces the particles on the
outer surface to stretch retaining a lot of elastic energy in that region [1]. This results
in an overload of energy beyond the materials capacity and then cracks begin to form
on the outer surface, in order to find the strain (e) on the outer surface the following
Eq. 3 is used, where R is the radius of curvature, and t is the thickness [1].

e = 1
2R
t + 1

(3)

An expression for the minimum radius as presented in Eq. 4 can be achieved
during bending and specific materials allow for a radius of zero, which indicates that
the material can be folded on itself [1].

The minimum radius that can be achieved is expressed in the ratio of radius over
thickness (R/t):

Rmin

t
= 1

2r
− 1 (4)

This expression is used to find the minimum radius allowable where r is the
reduction area of the bended sheet. A 50% reduction in the bending area results in
the minimum radius being zero; hence, the radius is equal to zero [1]. From the
graphical expression in Fig. 3, we could see that the reduction area at the bent sight
is inversely proportional to the minimum radius.

1.5 The Modern Method for Bending Workpieces
in Manufacturing.

The bending process has expanded into many sectors in the engineering industries,
and it continues to growwith new techniques andmethods being developed for better
economic growth in value due to quality but also not sacrificing the engineering
integrity of the workpieces being bent. Many bending processes exist in industry but
only a few will be addressed in this paper. The bending processes can be classified
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Fig. 3 R/t versus percentage reduction in area

into two categories, linear die bending and rotatory die bending. Linear die bending is
conventional and simple, a gradual force is exerted on the punch and the punch grad-
ually bends the workpiece at a constant velocity to form a desired product based on
the applications [12]. Rotatory die bending involves a rotatory motion, a die specifi-
cally constructed for the bending process. The workpiece is placed in lower die, and
the upper dies contain the rocker which makes contact with the workpiece and bends
it in desired manner to obtain the desired shapes. Modern bending operation has
been developed from ancient art practised by the armour makers and the immortal-
ized village blacksmith. Nowadays, sophisticated equipment has been deployed into
bending operation industries to replace punch and die techniques which are updated
versions of the ancient methods of bending. Some of the new technologies used in
bending operations are presented in Fig. 4 [2].

Fig. 4 Today’s bending Industry
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2 Illustrative Case Study

The most common material that usually undergoes bending operation is metal.
Different types of bend formation use different apparatus in the process of bending the
specimen. The basic apparatus that is used in bend operations include the following:
(a) punch, (b) die (c) pressure pad, (d) forming roll and (d) downholder.

2.1 Procedures

As these processes differ, so does the procedures that follow. The basic procedures to
achieve sheet metal bending operations are itemized below. According to [5], these
go through process analysis, simulative procedure, measurement, control and testing.

Process analysis: This is the first step into the process of bending. In order to under-
stand extensively continuous bending as well as punch bending techniques, it is
important to make an analysis of the tool design, the behaviour of the machines and
the process design. In the process of punch bending, the first thing to be investigated
is the behaviour of the cam disc machine that is used in the production series. To
enable the use of the requiredmeasurement devices, the use of multi-body simulation
models makes a possibility to obtain velocity and force general information.

The aim of the analysis is to get unambiguous machine behaviour, which includes
the speed, the forces and the travel of an axis in the machine. The analysis also looks
into the dimensional correctness of the parts produced by bending. It then goes into
analysing the heating of the machine in the operation process, the specific machine
characteristics and the effect of punch motion change.

Simulative Technique: The information acquired from the process analysis is
utilized for demonstrating and simulating the bending process. A number of
modelling strategies for metal bending process are developed [13]. For this situation,
the simulation will serve to recognize both the important procedure parameters and
the suitable commitment positions for correction activity. At that point, in view of
these simulation models, the fundamental correction procedures are structured and
investigated. This makes it conceivable to essentially decrease costly and tedious
tests on the test facilities.

Measurement: Subsequent to process analysis, the following stage in the V-model
is used to build up the measurement devices. To catch ordinary attributes of the part
created, for example, a geometrical reference measurement, it is important to choose
fitting sensors. To actualize the corrective action for changing a geometrical reference
measurement, extraordinary actuators should be created. Sensors will quantify the
current condition of the process and give the data to the control unit. The control unit
gives the actuators the data required to change the ideal procedure variable. For this
situation, the information of different parameters like elasticity or extension is not
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significant to enlighten, the fact that it is wanted to address the deviation from the
set point freely from these parameters.

The estimation technology in the punch bending process is utilized both for
checking the bending process and for online procedure control. It is separated into two
gatherings: one is for securing of procedure factors, for instance, the punch position
and the bending force, while the other is for gathering of the significant parameters
of semi-finished items. The difficulties for the estimation are exactness, elements and
combination into the existing instrument. Laser sensors are hence chosen for posi-
tion estimation, and piezo sensors for force measurement. For recognizing geometric
dimensions, optical measuring devices can be utilized. A check should, be that as it
may, be led to see whether the current market items are reasonable for gathering the
prerequisites.

Control strategy: Self-correcting strategies are designed and used when using V-
models. In the punchbending process, the test for the revision system lies in character-
izing the factors from the shapingprocedurewhich are of importance for online proce-
dure control. The punch movements are utilized as impelling factors. The control
system itself comprises of a feedback controller and disturbance compensator. The
plan of the controller parameters is performed based onmodels utilizing streamlining
algorithms. The controlled variable is an important geometrical normal for the work-
piece for the opening measurement. On account of deviations of the real geometry
from the wanted geometry, the corresponding axes will be modified.

In the event that the actual geometry of the genuine part is bigger than the ideal
size, one probability is adjusting the punch movement to change the opening dimen-
sion of the following part. Various input variables must be handled, and numerous
output variables must be discharged then record profile attributes of the opening
measurement at various positions in the assembling procedure should be recorded
to be utilized. A proper choice is the model-based plan of a multivariable control.
Therefore, the control technique is first planned and tried on the model and after that
executed on the genuine model plant.

Testing: The developments are analysed on test facilities as shown in Fig. 5a before
being executed in the prototype system. Test facilities have been structured and built
for the two processes. This makes it conceivable to investigate the conduct of the
forming process under sensible conditions, while profiting by a laboratory circum-
stance. Therefore, as to re-enact the process forces, a hydraulic force-controlled
cylinder is balanced in connection to the bearing block [14]. The object of the inves-
tigation included accomplishing rightmeasurements on themechanical and electrical
segments. Further examination factors were the effect of backlash in the segments
on the situating precision of the bearing block and its position retention exactness.
The test facilities for the two procedures make it feasible to work independently of
the machines utilized for arrangement generation which have high use rates. Along
these lines, the estimation devices can be tried and enhanced,while having the control
technique that has been created and executed in a modern control system. Figure 5b
shows the details of bending [15].
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Fig. 5 a Test facilities [5], b nomenclatures in bending

Some of the products produced from bending types such as v punch and edge
bending have been explored with the specific interest on L-shaped products. The
product of each process is illustrated with the use of images and given a description
based on the resulted image.

V Punch Bending Operation Products
Figure 6a represents the illustration of V bending process of an aluminium metal
sheet that is subjected to a plastic deformation punch to form a 90° L-shaped product
in Fig. 6b. The line of action or contact with the specimen is illustrated in Fig. 6a,
and in Fig. 6b the punch has applied a punching force all the way in the specimen
and stopped before it alters the thickness of the aluminium specimen.

Edge Bending Operation Products
Figure 4 shows how the press has deformed the shape of the aluminium specimen
to produce the desired shaped product. From the V punch, it can be deduced that
the angle between the planes after unloading the punch is on the specimen which
is smaller than the bending die angle by a tolerance of around −1°. This difference
represents the spring-back phenomenon [16]. It can also be noted that the thickness
of the material does not influence the spring-back value significantly. Observing the

Fig. 6 a V bending, b edge bending
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L-shaped specimen from edge bending Fig. 6b, the specimen forms the perfect shape
as desired from the bending process. The differences learnt between the two, aside
their nature of operations, have been that V bending is relatively easy to set up and
the possibility for error is relatively smaller than edge bending.

3 Conclusion

Metal bending is a huge industry, especially for mass productions such as in automo-
tive engineering where the body panels are punched out of sheet metal [17]. From
the research and the discussions, it can be concluded that the basic types of bending
include V bending as well as edge bending. It was established that when punch and
die with the included angle are employed in the bending operation, is it called V
bending whereas when the punch forces a cantilevered sheet metal section over a die
in order to achieve desired and optimum bend angle, it is called edge bending. Other
processes to be acknowledged for bending operations include air bending, beading,
seaming, flanging and tube bending [18, 19]. From the bending operation explored
on this assignment, it can be concluded that V bending can be used for larger sophisti-
cated projects and edge bending can be used for relatively small projects. Irrespective
of which method used, there is always a spring-back force on the material.
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Emerging Trend in Forging Operation

Omolayo M. Ikumapayi, Esther T. Akinlabi, and Peter Onu

Abstract Forging is one of the most popularly known metal-forming techniques in
manufacturing process globally. Materials (metal) are transformed through a plastic
deformation stage,which is a fast, energy-efficient, and lowwaste generation process.
The operation may be considered to be economically attractive because of the initial
cost of the forge. However, the benefit of an improved forging process far outweighs
the loss. The present study aims to review forging operation by investigating tech-
niques and developmental trends over the years, while proffering pathways based on
technology and knowledge transfer. An experimental case was accessed on the use
of Thyrotherm 2999 EFS SUPRA to exemplify recent development in drop forging
technique. Advance computer models will improve product and process efficiency to
satisfy the time, cost, and quality demands of customers, and promote competition
in the market mix. The forging plant of the future will leave an environment that is
safe, clean, and eco-friendly. Operations will be highly automated, and high-level
excellence due to nascent technological solution will result inmanufactured products
having superior consistency and dimensional control.

Keywords Forging · Manufacturing process · Metal forming

1 Introduction

Forging is a process in manufacturing that presses a metal under great pressure into
strong parts called forgings [1]. Different techniques of forging have been applied in
different areas, and for manufacturing of diverse, both simple and complex industrial
or machine parts. Forging is achieved through diverse approaches and methods and
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may be categorized based on working temperatures and techniques applied [2]. The
forging techniques, however, are dependent on the temperature condition at which
the operation is conducted (warm or cold forging). Conventional forging in manu-
facturing includes open and impression-die, and flashless forging. The expectation
is to ensure sustainable, energy-efficient, and optimal operational performance in
industrial manufacturing processes [3–6].

1.1 Literature Review

The History of Forging. The earliest signs of metalworking can be traced back to
4500 B.C. The ‘Sumerians’, which was a mixture of many ethnic backgrounds, had
inhabited in the then, Mesopotamia region where the true founders of metallurgy, as
we know it todaywere resident. The art of forging, shapingmetal using heat pressure,
progressed throughout the ‘Dark Ages’. Before this time, the possession of metals
was highly regarded as wealth in their time, such that, the Romans committed greatly
towards its exploits and had gods dedicated to the forge practice, the most notable
being Vulcan [7] (Fig. 1).

Historically, forgingdependedgreatly on the skill of the operator. Themanufacture
of forgings still depends on people, but developments in equipment and process
control technology are increasingly changing the nature of jobs and skills needed in
the forge shop [8]. Advancements in technology involved in the forging process gave
more advantages over the old manufacturing processes. These advantages include
higher strength, superior internal quality, tight dimensional tolerances, and more
consistent and higher metallurgical properties [9]. Forging as an art form started with
the desire to produce decorative objects from precious metals [10]. Today, forging
is a major worldwide industry that has greatly contributed to the development of
man. Modern forging is a sector that has developed from ancient art practised by
the armour makers and the immortalized village blacksmith. Nowadays, powerful

Fig. 1 The art of forging in the dark ages
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Fig. 2 Today’s forging industry

hammers and mechanical presses replace the strong arm, the hammer, and the anvil,
and modern metallurgical knowledge helps the art and the skill of the craftsman in
controlling the heating and handling of the metal (Fig. 2).

1.2 The Importance of Forging

Forging has a unique value among other manufacturing processes. It is the basic
metal-forming operation which allows critical manufacturing segments and metal
suppliers as well as end-user industrial manufacturers to join and exchange ideas.
Forgings find application in a wide variety of areas: vehicles and heavy equipment,
which have the potential to transforma country’s economy [11]. Forgings are versatile
as they can be manufactured easily from available bar stock, and almost all metals
and alloys can be forged with few limitations in part size and yet accommodate high
tolerance features. The products made from forging are fully recyclable, and they
have relatively low life cycle costs [12]. Ultimately, forgings impart high strength
and reliability in metal components, which is essential for industrial development.

1.3 The Forging Industry

Forgings are commonly used to make parts that are stronger than those manufactured
by any other metal processes. For this reason, forgings are used where there is a need
for high reliability and human safety. However, forgings are rarely in our sights
as they are usually used for the production of sophisticated component parts as
part of an assembled item, such as in airplanes, automobiles, tractors, ships, and
engines. This is with regard to parts, ranging from the common hammer and wrench
in small toolboxes to highly tolerant precise components in today’s aircrafts, like the
Boeing 747 and NASA space shuttles. Although forged parts may differ in shape,
size, and structure for application consideration, there exit more than 18 000 forgings
contained in a Boeing 747. It therefore draws inference to the level of importance and
the customer base (forging in aerospace). Other areas include defence, automotive,
agriculture, construction, mining, and general industrial equipment [13]. Different
categories of forging techniques applied in the manufacturing operations include,
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Fig. 3 Impression-die forging

but not limited to, custom forgings—produce parts to meet customers’ requirement;
captive forgings—create parts to meet own company’s internal use; and catalogue
forgings produce standardized parts for resale. Although metal forging is a widely
accepted technique, however, the most forged metals are carbon, alloy, and stainless
steels, hard tool steels, aluminium, titanium, brass, and copper and high-temperature
alloys, which contain cobalt, nickel, or molybdenum.

2 New Techniques and Forging Operation

2.1 Impression-Die Forging

Impression-die forging applies two dies, an upper die and a lower die. The latter
is stationary, while the upper die transfers the pressure that is used to forge the
workpiece into the desired geometry [14]. The illustration shown in Fig. 3 depicts
the impression-die forging set-ups, having different forged geometries.

2.2 Open-Die Forging

The open-die forging process likemany other forging techniques utilizes high enough
pressure (blow) to alter the physical shape and size of a metal/work component. As
such, during open-die forging, the material is impacted upon by hammers or stamps,
while resting on an anvil. Also, while the material is being hammered, the dies allow
themetal to expand in lateral direction [15]. The illustration in Fig. 4 depicts open-die
forging.
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Fig. 4 Simple illustration of open-die forging principles

This process is similar to the processes which have been used for years by black-
smiths to fabricate metals. Therefore, it is more often called smith forging. In manu-
facturing, open-die forging is very important and useful because of the numerous
advantages. The use of super and/or robust forging machine can greatly impart the
physical appearance and the characteristics of the finally finished material. For these
processes, specialized open anvils are a must, and consequently, the workpiece to
manoeuvre, and gyrate the produce in all directions. The accuracy due to degree of
measure, in size and tolerance, is judiciously met by this process, regardless of the
concept or the idea that it may be a simple design or very complex, both ways. More
so, forging is a metal-forming process which is a cost-effective lean process that also
increases material strength and leads to grain refinement. Unfortunately, open-die
forging operation pays little attention/control to accuracy and precision, and may
require addition final finishing operation to meet dimensionality.

2.3 Drop Forging

Drop forging is ametal-forming processwhere hot pieces ofmetal are forged between
a stationary and dropping/hammer part of a 2-piece hollow metal die, also known as
a forging die, in one/several operation(s) (Fig. 5). The upper die is the hammer of
which when dropped deform the workpiece. The billet is inserted into a die and then
hammered to the point where it has taken the shape of the used die. Drop forging
can be operated at high or room temperature. Similar to other forging methods,
drop forging improves the material properties and products’ performance. This is an
effective technique and process for the manufacturing of axles, crankshafts, gears,
lathe tool, etc. [8, 9, 16].
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Fig. 5 Drop forging hot metal shaping hammer

2.4 Developments in Impression-Die Forging

Recent developments in impression-die forging include the utilization of computer-
controlled preform (CCP) forging method. As such, with the third and fourth indus-
trial revolution on the rise, the industry produces high volumes and it is a known fact
that traditional impression forging produces small volume [17]. The recent devel-
opment of CCP is made possible through the advancement of recent software and
servocontrols that enable manipulators to function autonomously. The programming
is done by the forge operator in dialogue with the machine. After each part is manu-
factured, the programme is later stored and can be used at a later stage. Any of the
selected programmes could be changed or altered at any stage if improvements were
needed on any specific parts.

2.5 Developments in Open-Die Forging

Open Die with No Friction
This is an open-die forging operation conducted under ideal conditions, thereby

implying that there is no friction between the surfaces of the dies, material, and
anvils [18]. For these particular conditions, strain is defined and calculated as shown
in Eq. 1 (Fig. 6).

∈= ln
ho
h

(1)

The force applied on the die is a function of stress flow, represented in Eq. 2

F = YfA (2)
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Fig. 6 Open-die forging with no friction

Fig. 7 Open-die forging with friction

Open die with friction. In open-die forging, the membranes and surfaces of the dies
might experience friction between them, and the friction usually affects the shape
of the workpiece, typically how it expands in the lateral direction, and results in
barrelling effect (Fig. 7).

Since open-die forging is typically used for mass production, it is imperative
to examine and optimize the forging operation to determine increased influence of
production quality and quantities. Open-die forging has been developed to become
cost-effective [19]. The forging instruments for this type of process are designed such
that they are easy to use with little or no waste material disposal [5, 20]. Moreover,
open-die forging permits the production of almost any type or shape of metals to be
forged.

2.6 Developments in Drop Forging (Case)

Experimental determination on the advancement of hot-tool drop forging opera-
tion has been determined and proved with excellent wear resistance of the stimulus
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for different industrial applications and has been tested [21] and compared to the
most recently available processes. A forging die was used on a first case study on
a Maxi press. A Thyrotherm 2999 EFS SUPRA was used in the tempering and
hardening condition (46-47HRC) without any other further surface treatments. The
Thyrotherm produced more than 10,000 forgings with tool productivity improved
by more than 60%. In a second case study, the components of a drive shaft were
produced by a customer. Carbon steel, C-35, was forged at a temperature of 1250 °C
on a 10M-N eccentric press. The Thyrotherm was used in hardening and tempering
conditions (48-52 HRC), which had resulted in the production of 3500 parts per
die. The Thyrotherm tools improved productivity by 50%. In the third case study,
a customer produced parts from carbon steel C-45. The production of Thyrotherm
tools led to the production of about 17,000 parts per tool due to the high Thyrotherm
wear resistance without any further surface treatment. Thyrotherm tools increased
productivity by 50%.

3 Forging Industry Vision of the Future

The advent of the industrial revolution and the Internet way of doing things
presses for the new intervention and includes forging operations. In order to keep
up with technology, the forging industry needs to address specific areas such as
materials, modelling, and design of the die, while applying different dedicated
tools for modelling and optimization, sensors, process controls, real-time preven-
tative maintenance, to mention a few among the primary and secondary processing
equipment available for use. In particular, tooling, materials’ selections, and tech-
nology advancements must concentrate on developing more reliable, longer-lasting,
and high-performance die. Die design and modelling software help metallurgical
improvements by giving a greater magnitude to the life of tooling. Advanced
fast prototyping will be implemented into forged product design and engineering
processes. These actions will facilitate operations and speed up completion of
projects. Advanced computer models will improve product and process efficiency to
satisfy the time, cost, and quality demands of customers in the future. Powerful
computer codes and software that are available to every forging company are
required to quickly and accurately model material flow during forging process
and predict forged product microstructure and mechanical properties [22, 23]. New
advanced technological processes, procedures, and devices will allow single-minute
changeover, making one-piece workflow economically feasible for families of parts.
Lastly, it is important to note that advanced lubricants will yield greater progress
towards the environment and this increases the die life and process efficiency, and
improves product quality, reliability, and predictability [24, 25].
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4 Conclusion

The nature of types of technological entry in the global industry and the manu-
facturing sector is leading new possibilities for increased performance and imparts
on forging operations as well. Future operations will become cost-effective, with
preferred processes which produce metal components of superior quality, integrity,
and performance for critical and demanding applications. The forge plant of the
future will leave an environment that is safe, clean, and eco-friendly. Operations will
be highly automated, and high-level excellence will result in manufactured products
having superior consistency and dimensional control. Emerging forge companies
will be more of a virtual enterprise, with cloud communication possibilities and
able to successfully communicate designs and specifications to customers, and vice
versa, thus exchanging information about a forged product. Computer-controlled
preform, CCP, forging technique will become associative in all regards, and the
current improvements in the open die—with, or without friction or drop forge
techniques—will continue to evolve to lead development in metal forming.

References

1. Bhaduri A (2018) Forging. In: Springer series in materials science
2. Floersheim LB (2009) Forging the future of American security with a total force strategy. Orbis
3. Onu P, Mbohwa C (2019) Industrial energy conservation initiative and prospect for sustainable

manufacturing. Procedia Manuf
4. Siemens (2011) Energy management and energy optimization in the process industry
5. OnuP,MbohwaC (2018)The interlink between sustainable supply chainmanagement and tech-

nology development in industry. In: Proceedings of the international conference on industrial
engineering and operations management, pp 425–430

6. Abdu YA, Onu P, Gupta UK (2016) Lean concepts and methods: 3P. Int J Sci Res Comput Sci
Eng Inf Technol 1(2):20–24

7. Product design for manufacture and assembly, 3rd edn
8. El Wakil SD (2019) Metal forming. In: Processes and design for manufacturing
9. Juneja BL (2010) Fundamentals of metal forming processes. New Age International Pvt Ltd.
10. Reardon AC (2011) Discovering metals: a historical overview. In: Metall. non-metallurgist
11. Behrens BA, Doege E, Reinsch S, TelkampK, Daehndel H, Specker A (2007) Precision forging

processes for high-duty automotive components. J Mater Process Technol
12. Kim DH, Kim BM, Kang CG (2005) Estimation of die service life for a die cooling method in

a hot forging process. Int J Adv Manuf Technol
13. Onodera S, Awai SN (1994) Modern cold forging applications for the manufacture of complex

automotive parts. J Mater Process Tech
14. Altan T, Ngaile G (2005) Cold and hot forging
15. Debin S, Lin Y (2014) Hot forging. In Comprehensive materials processing
16. Bhaduri A (2018) Rolling. In: Springer series in materials science
17. Fuchs KD (2009) Hot-work steels with improved properties for die casting applications.

Foundry Trade J
18. Rathi MG, Jakhade NA (2014) An overview of forging processes with their defects. Int J Sci

Res Publ
19. Bayramoglu M, Polat H, Geren N (2008) Cost and performance evaluation of different surface

treated dies for hot forging process. J Mater Process Technol



170 O. M. Ikumapayi et al.

20. Onu P, Mbohwa C (2018) Future energy systems and sustainable emission control: Africa
in perspective. In: Proceedings of the international conference on industrial engineering and
operations management, pp 793–800

21. Berns H, Wendl F (1989) Influence of bainite on properties of hot work tool steel X40CrMoV5
1 (Thyrotherm 2344). Thyssen Edelstahl Tech. Ber. Int J Fatigue 13(912):122–129

22. Ikumapayi OM, Oyinbo ST, Bodunde OP, Afolalu SA, Okokpujie IP, Akinlabi ET (2019) The
effects of lubricants on temperature distribution of 6063 aluminium alloy during backward cup
extrusion process. J Mater Res Technol 8(1):1175–1187. https://doi.org/10.1016/j.jmrt.2018.
08.006

23. Oyinbo ST, Ikumapayi OM, Jen TC, Ismail SO (2020) Experimental and numerical prediction
of extrusion load at different lubricating conditions of aluminium 6063 alloy in backward cup
extrusion. Eng Solid Mech 8:119–130

24. Adeoti OM, Dahunsi OA, Awopetu OO, Oladosu KO, Ikumapayi OM (2019) Optimization of
clay-bonded graphite crucible using D-optimal design under mixture methodology. Int J Sci
Technol 8(7):455–461

25. Azeez TM, Ikumapayi OM,BodundeOP, Babalola SA,OgundayomiMO (2019)Measurement
of surface roughness on a transmission shaft using CNC and conventional lathes machining.
Int J Sci Technol 8(10):1626–1633

https://doi.org/10.1016/j.jmrt.2018.08.006


Effect of AFM Scan Size on the Scaling
Law of Sputtered Aluminium Thin Films

F. M. Mwema, Esther T. Akinlabi, O. P. Oladijo, Stephen A. Akinlabi,
and S. Hassan

Abstract The effect of scan size of the atomic force microscopy (AFM) imaging
on the fractal characteristics of aluminium thin films deposited on stainless steel
substrates by radiofrequency magnetron sputtering is presented. Three scan sizes
of 3 × 3 µm, 5 × 5 µm and 10 × 10 µm were used to obtain the images on
the AFM facility. Visual examination revealed that using very high scan size (10
× 10 µm) captured poorer images, although with more features. One-dimensional
fractal dimensions were obtained as 1.610± 0.012, 1.606± 0.011 and 1.563± 0.014
for scan sizes of 3 × 3 µm, 5 × 5 µm and 10 × 10 µm, respectively. Multifractal
analyses revealed that images obtained at lower scan sizes (3 × 3 µm and 5 ×
5 µm) were mono-fractal, whereas those obtained at scan size of 10 × 10 µm were
multifractal. The results suggest that the scan size can significantly influence the
scaling results of the AFM measurements and therefore should be carefully chosen.
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1 Introduction

Utilization of atomic force microscopy (AFM) surface topography is a common
practice in most thin film industries for quality control and characterization of the
surface roughness [1, 2]. In AFM facilities, there are various parameters involved
in accurate determination of the surface topography, some of which include scan
rate (speed), integral gain, proportional gain, scan size and amplitude setpoint [3]. In
most cases, the choice of combination of the parameters is based on the experience
of the operator and therefore, it means different results can be reported for the same
surface by different parameter choices. It has been claimed that fractal results on
AFM images are not dependent on the facility settings [4, 5]. This is because fractal
theory uses scaling characteristics of the surfaces. The claim is viable for mono-
fractal dimensions and not clear for multifractal cases. In this case, the variation of
multifractal characteristics with scan size is illustrated for sputtered aluminium thin
films on stainless steel surfaces.

2 Methods

The samples were prepared by radiofrequency magnetron sputtering at a power of
150Was reported in our previousmethodology [6]. Atomic forcemicroscopy (AFM)
was used tomeasure the topography of the sample at different scan sizes of 3× 3µm,
5× 5µm and 10× 10µm. Further details on the AFM facility and other parameters
are available in our publications [7, 8]. The obtained images were evaluated for
fractal characteristics based on the image analysis procedure described in references
[9, 10]. The complex fractal and multifractal equations described in literature were
implemented in the freely available plugin FracLac tool in Fiji software [11–13].
The fractal results were discussed in relation to the AFM scan size.

3 Results and Discussion

Figure 1 shows the representative AFM images of Al thin films obtained at the three
scan sizes. In addition, a scale bar representing the contour colouring of the images
is shown below the images. As the scan size increases, the more surface features
are captured; however at 10 × 10 µm, the quality of the image is very poor. These
observations are further illustrated by the 2D-fast Fourier transformation (2D-FFT)
spectra of the three images as shown in Fig. 2. As the scan size increases, the region of
low frequency (white central patch) increases, which indicates changes in topography
features [14].

The one-dimensional fractal dimensions were computed using the box counting
method at 1000 grids and the following values obtained were 1.610 ± 0.012, 1.606
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Fig. 1 Representative atomic force microscope (AFM) images of sputtered aluminium thin films
at different scan sizes

± 0.011 and 1.563 ± 0.014 for scan sizes of 3× 3 µm, 5× 5 µm and 10× 10 µm,
respectively. The change in fractal dimensions at small scan sizes (3 × 3 µm, 5 ×
5 µm) is insignificant, whereas at considerably large scan size, there is significant
variation in the fractal dimensions. These results mean that when undertaking AFM
measurements, closer scan sizes should be chosen to maintain the fractality of the
thin films measurements.

The multifractal spectra (f (α)) plotted against the singularity index are shown in
Fig. 3. The shapes of the spectra are clearly dependent on the scan size. At small
scan sizes (3 × 3 µm, 5 × 5 µm), the spectrums are skewed to the right with a left
hook, whereas at large scan size, the spectrum is nearly a balanced semi-oval shape.
These imply that images at scan size of 10 × 10 µm show multifractal behaviour,
whereas those obtained at smaller scan sizes are mono-fractal. The widths and peaks
of the spectra are also affected by the scan size, with wider spectrums observed at
the smallest scan size in this report (Fig. 3).

The results on generalized fractal dimensions of the AFM images at different scan
sizes are shown in Figs. 4 and 5. Similarly, the plots reveal that the generalized fractal

Fig. 2 2D-fast Fourier transform spectra of AFM images of aluminium thin films obtained at
different scan sizes
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Fig. 3 Multifractal spectra
(f (α) versus singularity
index (α)) AFM images of
aluminium thin films
obtained at different scan
sizes

Fig. 4 Plot of ordering for
the D(q) versus q at the
different AFM scan sizes

dimension against the moment order depends on the scan size of the AFM image. At
3 × 3 µm, the plot consists of well-defined three regions (namely gradual decrease
of D(q) with q, transition at q = 0 and constant variation of D(q) with q) as shown
in Fig. 4. These regions are not clear on the other two scan sizes. The plot of 10
× 10 µm is a characteristic of multifractal feature. The ordering of the generalized
fractal dimension reveals nearly constant values at scan size of 5× 5 µm, indicating
that the fractality of the films at this scan size is reserved and may be the ideal scan
size for the present measurement.

The plots of mass exponent τ (q) as function of moment order (q) are shown in
Fig. 6. Like the other results, there is variation of the shape of the profiles with AFM
scan size. The plots at small scan sizes are nearly linear, with the inflection point
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Fig. 5 Mass exponent
τ (q) as function of moment
order, q for AFM images
taken at different scan size

Fig. 6 Generalized fractal
dimension versus moment
order for AFM images taken
at different scan sizes

unclear, whereas the plot at 10 × 10 µm has a clear point of inflection, indicating
multifractal nature of the images.

4 Conclusions

The relationship between the scan size of AFM images and the fractal characteristics
of sputtered aluminium thin films was presented. It was seen that at a very high scan
size, the quality of the images reduces and hence compromises the information of
topography. However, at high scan sizes, more information can be captured but with
difficulties. It was demonstrated that the influence of the scan size on the fractal
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dimension is minimal between 3 × 3 µm and 5 × 5 µm but significant at 10 ×
10 µm. The multifractal analyses are also influenced by the choice of the scan size.
In this study, it was shown that the aluminium films exhibit fractal characteristics at
lower scan sizes but become multifractal at higher scan sizes. These results imply
that proper choice of the scan size during AFM imaging is very important.
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Energy Content Modelling for Municipal
Solid Waste Using Adaptive Neuro-Fuzzy
Inference System (ANFIS)

Oluwatobi Adeleke, Stephen A. Akinlabi, Paul A. Adedeji,
and Tien-Chien Jen

Abstract Recovery of energy from municipal solid waste (MSW) will not only add
to the national electrical energy generation capacity, but it will also minimize the
quantity of waste that ends up in landfill, consequently mitigating its environmental
impact. This study has developed ANFIS model to forecast the energy content of
waste generated in Johannesburg, South Africa, based on the physical component
of the waste: plastic, paper, organics, metals, and textile as input against the energy
content. The fuzzy c-means (FCM) clustering technique was explored for data clus-
tering in the ANFIS model. The model was trained with 70% of the data and 30% for
validation. The performance of the network was evaluated using root mean square
error (RMSE), mean absolute deviation (MAD), and mean absolute percentage error
(MAPE). The RMSE, MAD, and MAPE of the model were 0.3418, 0.2692, and
7.7991, respectively. The forecast accuracy of ANFIS was compared with ANN,
giving a MAPE of 7.7991 and 13.7870, respectively. ANFIS gave a better forecast
accuracy and recommended for energy content prediction of municipal solid waste.

Keywords Adaptive neuro-fuzzy inference system · Season · Municipal solid
waste

1 Introduction

Waste management in South Africa is greatly contingent on landfilling till present
time. About 108 million tons of waste was generated in South Africa in 2011,
out of which 90.1% of the waste generated was disposed of to landfill and only
10% was recycled [1]. Landfill is an immense anthropogenic source of atmospheric
methane emission globally. There is an estimation of about 531735tCH4/annum and
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635207tCH4/annum emission for landfill in South Africa for 2015 and 2020, respec-
tively [2]. The contribution of renewable source to electrical power generation is
quite low in South Africa; however, recovery of energy from waste generated in
South Africa could oil the wheel of environmental sustainability and play a major
role in curtailing the footprint of municipal solid waste on the environment and add
to the national grid electricity production.

Depletion of these fossil fuels, e.g. coal, oil, and natural gas, has been predicted to
be in the next 40–50 years [3]. For this reason coupled with the environmental impact
of these fossil fuels, the rapid increase in global energy demand has posed a threat
to humans. This quest has led to search for alternative renewable and sustainable
energy resources which are easily accessible and have close to zero impact on the
environment [4]. This motivated this study to evaluate and predict the energy content
of municipal solid waste.

Data of waste characteristics such as the physical composition, proximate anal-
ysis, elemental composition, ash, and moisture content and the heating value are
important parameters to be considered in the design implementation of a fitting
conversion technology for municipal waste [5]. The use of MSW as fuel for power
plant in Indonesia can abridge the use of coal by 19.5%, and 1 ton of MSW can
generate 0.5 MWh electricity and power of 21 kW [6]. Energy potential, steam
generation potential, and net electrical energy potential per day on the average for
the ten cities in Indonesia were also presented as 41.836 MWhr/day, 40,971 ton/day,
and 3212 MWh/day, respectively.

The literature is proliferated with a number of data-mining techniques and regres-
sion analysis methods to forecast the heating value of waste, which can be recovered
through thermochemical and biological processing for heat and electricity. Ample
number of such researches made use of the elemental, physical, and proximate anal-
ysis of the MSW as input to forecast its heating value and energy content. Some
researchers developed artificial neural network (ANN) model with different archi-
tectures using the elemental compositions [7, 8] or proximate analysis [9, 10] to
forecast heating value of the waste. Hybridmodels, such as Genetic Algorithm (GA)-
ANFIS [11] and Particle Swamp Optimization (PSO)-ANFIS [12], were created for
energy prediction of waste and other biomass. The performances of these models
were laudable.

Linear equations were fitted by multiple regression analysis to predict energy
content of waste, notable among them were found in [13–18]. However, energy
content prediction of waste generated particularly in South Africa based on phys-
ical composition has not been widely researched; therefore, this study is aimed at
developing an adaptive neuro-fuzzy inference system model to predict the potential
of energy content using the physical composition generated waste.

Subsequent sections of this paper are organized as follows: Sect. 2 presents the
methodology used, while Sect. 3 discusses the result of the technique, and the
conclusion and recommendation are made in Sect. 4.
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2 Methodology

2.1 Data Description and Analysis

Several samples of waste characterization data collected in two different seasons in
2015 and 2016 at some landfills Johannesburg, South Africa, were used in this paper.
The percentage composition of each fraction of physical content in the total waste
was used as independent variables, and the output variable is the energy content of
the waste in (Giga Watt-Hour). Table 1 is the statistics of the input variables: the
percentage composition of organics, plastics, paper, metal, glass, textile and other
waste fractions, and the output variable, which is the energy content. Waste collected
and dumped at the landfills in Johannesburg, South Africa, was of two sources. The
daily non-compacted (DNC) waste is collected daily from hotels, stores, restaurants,
and fast food shops, while the round collected refuse (RCR) is collected once a
week from households. The maximum organic waste fraction is collected at the
RCR, while the maximum plastic waste fraction is collected at the DNC waste.
However, significant variation occurs in the percentage composition of each fraction
of the waste at different seasons. Normalization of the data was done using the
‘mapminmax’ function inside MATLAB m-file script using Eq. (1)

y = x − xmin

xmax − xmin
(1)

2.2 Adaptive Neuro-Fuzzy Inference System Approach

ANFIS is a technique which fuses both artificial neural network (ANN) and fuzzy
logic reasoning for mapping a set of inputs to an output. The uncertainty and unre-
liability of model with the neural network are taken care of by the fuzzy logic [19].
Adaptive neuro-fuzzy inference system (ANFIS) is employed for prediction and
training in this paper. Figure 1 shows an ANFIS structure.

Table 1 Statistics of input and output data

Statistics Organic
(%)

Plastic
(%)

Paper
(%)

Metal
(%)

Glass
(%)

Textile
(%)

Others
(%)

Energy
content
(GWh)

Maximum 50.30 36.5 46.70 18.90 31.90 34.20 33.70 7.861

Minimum 3.10 5.00 1.90 0.00 0.00 0.00 4.50 1.233

Average 25.11 20.73 15.02 5.94 6.73 7.47 18.16 4.658
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Fig. 1 ANFIS structure with two inputs and two rules [20]

A total of 8 epochs use a fuzzy c-means (FCM) clustering technique and a Sugeno-
type fuzzy inference system. The purpose of clustering is to identify natural group-
ings of data from a large data set to produce a concise representation of a system’s
behaviour.

A FCM data clustering technique allows a piece of data to belong to 2 or more
clusters by minimizing objective function in Eq. 2:

Jm =
N∑

i=1

C∑

j=1

Um
i j

∥∥xi − c j
∥∥2

1 ≤ m ≤ ∞ (2)

where

Uij degree of membership xi of in cluster j
xi ith of measured data
cj centre of cluster
||*|| n-dimensionless Euclidean spaces for sample data.

2.3 Artificial Neural Network Approach

ANN learns from a set of input data by identifying the hidden pattern in the data
without being programmed with task-specific rules. The nodes transmit information
through the interconnected neurons organized into layers. Attributed to each layer is
the weight and bias, and the adjustment of the weight and bias is called training the
network. Summation of weighed input signals from each output neurons gives the
output according to Eq. 3:
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y j = F

(
∑

i=1

Wi j Xi + b j

)
(3)

where

yj output signal
F activation function
Wij weight connection of ith neuron in the input layer and jth neuron in the hidden

layer
Xj input signal
bj bias weight of j unit.

In this paper, a Levenberg–Marquardt training algorithm was used with a softmax
transfer function. The architecture consists of 7 neurons in the input layer, 20 neurons
in the hidden layers, and 1 neuron in the output layer.

3 Results

An M-file script was written in MATLAB 2015a for the ANFIS model, and 70%
and 30% of the total sample data were used for training and validation, respectively,
using the fuzzy c-means clustering method with a total of 8 epochs with a Sugeno-
type fuzzy inference system. The model was run on a workstation with the following
configurations: 64 bits, 4 GB ram Intel(R) core(TM) i3 for a computational time of
3.66 s. The performance of the model was evaluated using root mean square error
(RMSE), mean absolute deviation (MAD), mean percentage error (MAPE), and the
standard deviation (SD). Table 2 presents RMSE, MAD, MAPE, and SD for both
training and testing in the ANFIS model.

ANN model was developed, and its forecast accuracy was compared to what
is obtained using ANFIS, as presented in Table 3. Energy content of waste was
forecasted using ANFIS, and a prediction accuracy of 92.2% (MAPE= 7.7991) was
obtained, while the neural network predicted the energy content with an accuracy of
86.2 (MAPE = 86.2%).

The best neural network was obtained using an architecture of 3 neurons at the
input layer, 20 neurons in the hidden layer, and 1 neuron in the output layer. Figure 2
is a regression plot of the prediction test using ANN giving test error value of 0.9505.

Table 2 ANFIS model
performance for testing and
training

Error Training Testing

RMSE 1.4449 × 10–8 0.3418

MAD 8.8419 × 10–8 0.2692

MAPE 2.069 × 10–6 7.7991

Error SD 1.336 × 10–7 0.3506
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Table 3 ANFIS and ANN
performance

Error ANFIS ANN

RMSE 0.3418 0.8529

MAD 0.2692 0.5267

MAPE 7.7991 13.7870

Error SD 0.3506 0.7493

Fig. 2 ANN prediction test
plot

Energy content plot of the predicted and observed value for the ANFIS model
is shown in Fig. 3. There is no variation in the trend of the observed and predicted
energy content values. The predicted energy content of waste is very close to the
observed values. A closer look at Figs. 3 and 4 with Table 3 revealed that ANFIS
model predicts the energy content of waste from its physical component better than
the ANN model.

There is significant variation in the observed and predicted energy content values
of ANN model plot represented in Fig. 4, especially at test sample indexes of 10,
13, and 17. Theoretically, these points are identified as waste samples from the DNC
source with high plastic content and consequently high energy potential. This is
because of the high heating value of plastics. Highest fraction of waste from the
RCR source is the organics yielding a lower potential for energy.
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Fig. 3 ANFIS model prediction versus observed plot

Fig. 4 ANN plot of predicted versus observed

4 Conclusions

This study has revealed the capacity of the ANFIS model to accurately predict the
energy content of municipal solid waste generated in South Africa. The physical
content of municipal waste is highly correlated with its energy content. Advance-
ment in waste management and environmental sustainability in South Africa can be
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achieved through recovery of energy from waste. The result of the prediction gives a
MAPE value of 7.7991, which implies 92.2% accuracy with ANFIS model against
86.2% using ANN. In this study, ANFIS model for energy content prediction using
the physical content performed better than ANN model. For future forecast, this
study recommends the use of hybrid model of ANFIS with evolutional algorithm,
and test of other clustering data clustering techniques is also recommended.

References

1. Department of Environmental Affairs (DEA) (2012) National Waste Information Baseline
Report

2. Bhailall S (2015) Landfills gas emissions and the associated air quality, energy and climate
change implications in South Africa. PhD Dissertation, University of the witwatersrand.

3. Estiati I, Freire FB, Freire JT, Aguado R, Olazar M (2016) Fitting performance of artificial
neural networks and empirical correlations to estimate higher heating values of biomass. Fuel
180:377–383
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Predicting the Effect of Seasonal
Variation on the Physical Composition
of Municipal Solid Waste: A Case Study
of the City of Johannesburg
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Abstract Several factors influence the physical, chemical, and thermal properties of
waste at different sources. One of the major indexes to variation in the morphological
composition of municipal solid waste is the season. A significant discrepancy in
the composition of municipal solid waste at different seasons has been reported
in the literature. However, this study explores the adaptive neuro-fuzzy inference
system (ANFIS) with a fuzzy c-means (FCM) clustering technique to predict the
physical content of waste in South Africa based on the varying weather parameters
at different seasons. Four different models (I–IV) were developed to forecast the
percentage fraction of organics, plastics, paper, and textile, respectively. The choice
of these streams was because a closer look at the historical data reveals a significant
variation in the percentage of these waste fractions at different seasons with little
or no difference in other waste streams. The percentage composition of samples of
waste collected and characterized atMarie Louise Landfill, Johannesburg, in summer
2015 and winter 2016 was used as the output variable. Weather parameters for the
same period were extracted from South Africa Weather Service data and used as
the input variables. M-file script was written and computed on a workstation with
configurations of 64 bits, 4 GB ram Intel(R) core(TM) i3. The performance of the
ANFISmodels I–IVwas evaluated usingmean absolute deviation (MAD), root mean
square error (RMSE), and mean absolute percentage error (MAPE).
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1 Introduction

Sustainable waste management is contingent on reliable data of waste characteri-
zation, generation, composition, and properties. The priority of sustainable waste
management in South Africa is to ensure that all generated waste does not neces-
sarily end up in landfills, especially when most landfills are reported to be running
out of space for waste disposal. Several factors influence the physical, chemical,
and thermal properties of waste at different sources. One of the major indexes of
variation in the morphological composition of municipal solid waste is the season.
A significant discrepancy in the composition of municipal solid waste at different
seasons has been reported in the literature. For instance, the organic content of the
waste tends to be higher in winter than in summer, likewise the percentage of leather
and textile waste increased during winter. The disparity in the content of the waste
can be attributed to the difference in the consumption pattern at different times of
the year. Decision-makers obligated for waste management operations must possess
appropriate information of waste generation, sources, and composition to design
appropriate strategy of waste collection techniques and disposal plans [1].

Waste fractions such as organic materials, paper, metal, and plastic differ signifi-
cantly at different seasons [2]. The seasonal variation in the physical composition of
the municipal solid waste in the city of Lahore, Pakistan, has been investigated by
Kamran et al. [1]. In the same socio-economic category, the highest fraction of food
and yard waste is generated in spring. Plastic and textile waste also follows same
pattern in all socio-economic categories; however, their highest fraction is in winter.
The result of his research is presented in Fig. 1. A similar study analysed the composi-
tion and generation rate of municipal solid waste in four different seasons in Gulberg
town of Lahore, Pakistan, by Jadoon et al. [3]. The result of their study on waste
composition in different seasons is similar to [1]. His study further revealed that the

0

10

20

30

40

50

60

Food
waste

Yard
waste

Wood Paper Plas cs Glass Tex le

%
   

 C
om

po
si

on
 

Wet Winter Spring Summer

Fig. 1 Waste composition in different seasons in the city of Lahore, Pakistan



Predicting the Effect of Seasonal Variation … 189

total waste generation rate per day was 0.79 kg/capita, 0.77 kg/capita. 0.86 kg/capita,
and 0.76 kg/capita in spring, summer, monsoon, and winter, respectively.

Aslani et al. [4] also studied seasonal variation of solid waste generation rate and
composition in three northwest cities of Iran.His study reveals thatwaste composition
follows a different pattern in different seasons. The highest organic and paper waste
fraction in all the three cities was generated in winter and summer, respectively. The
content of each waste stream in each season differs significantly across all the four
seasons in Iran [4] went further to reveal that the elemental composition of waste
generated in these three cities of Iran does not follow the same pattern. Obviously,
the waste fraction varies independently in its physical and elemental compositions.

Effect of seasonal variation in composition of MSW in four European cities was
investigated by Denafas et al. [2]. A report of increase in packaging waste in summer
seasons on the island of Crete was given by Gidarakos et al. [5]. Waste generation
rate in a low-temperature season in January is 28% lower than the rate in April in
Chihuahua, Mexico [6]. Several factors such as vacation activities, summer events,
and change in student population account for the seasonal variation in the generation
rate and composition of MSW [7]. The literature is replete with studies which have
majorly focused on experimental evaluation and determination of the quantitative
extent of seasonal variation on waste composition. However, only few researches
aimed at predicting the fraction of waste in different seasons [2] applied time series
analysis to MSW fraction generation data to predict the monthly fraction of MSW.
He tested several non-parametric methods such as simple exponential smoothing
(SimpleES), double exponential smoothing (DES), seasonal exponential smoothing
(SES), and linear exponential smoothing (LES). Using the SES, he established an
expression for monthly MSW fraction (yt ) given in Eq. 1:

Yt = Lt + St−p + εt (1)

where Yt = monthly MSW fraction, St−p = fraction associated with time t with one
of p season factors, and εt = error terms.

The use of data-mining techniques such as ANFIS, and artificial neural network
(ANN) for forecasting seasonal disparity in waste composition, especially in South
Africa, has not been widely researched. In this paper, the influence of changes in
seasonal parameters on composition of municipal solid waste has been predicted
using ANFIS model.

1.1 Description of Case Study Area

The city of Johannesburg is the capital of Gauteng Province of South Africa. It is
the largest city in South Africa with latitude of 26° 12′ 08′′ S and longitude of 28°
02′ 37′′ E [8]. It has an area of about 1645 km2 and an elevation of 1767 m. It is the
constitutional headquarters of South Africa. In 2016, the population of the city was
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Fig. 2 Map of City of Johannesburg

estimated at about 4.86 million. Johannesburg has a subtropical highland climate
with mild sunny winter and moderately warm at summer. Figure 2 represents the
map of Johannesburg, South Africa.

There are majorly four seasons in South Africa: summer (December–February),
winter (June–August), spring (September–November), and autumn (March–May).
On the average, the maximum temperature in summer and winter is 25 and 16 °C,
respectively. The sunniest time of the year is observed at winter with temperature
dropping as low as 4.1 °C. Themaximumannual rainfall about 713mmoccurs during
summer. The lowest temperature in Johannesburg from record is −8.2 °C in 1979.
Moreover, January is the warmest and wettest month, while July is the driest and
coolest month. About 1.4 million tonnes of waste is generated per annum in the city
of Johannesburg which are collected from two different sources, the round collected
refuse (RCR) and the daily non-compacted waste (DNW), and dumped at different
landfills [8].

2 Methodology

2.1 Data Description

Weather parameters for summer and winter were extracted from South Africa
Weather Service data collected for two years of 2015 and 2016. However, due to
unavailability of waste characterization in springs and autumn, the effect of seasonal
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variation in both seasons was not considered. Waste at the landfill is a collection of
waste at different parts of the city; therefore, average daily weather data for the city of
Johannesburg was used. The waste characterization data consists of physical compo-
sition of different fractions of waste sampled between December–January 2015 and
June–July 2016 representing summer and winter periods, respectively. Waste collec-
tion is basically from two different sources in the city of Johannesburg, the daily
non-compacted (DNC) and the round collected refuse (RCR). However, there are
significant variations in the percentage compositions of each of the waste streams
from the two sources with slight impact of seasonal changes on the composition in
winter and summer.

2.2 ANFIS Approach

The ANFIS model is a kind of artificial neural network (ANN) based on Takagi–
Sugeno fuzzy inference systemwhich integrates both neural network and fuzzy logic
reasoning in a single network. It is a universal approximator using a set of fuzzy
if–then rules for input–output mapping to obtain the distribution of the objective
function [9]. ANFIS has five layers: the fuzzification layer, which takes input and
determines the membership function, is the first layer. The second layer is called the
rule layer since it generates the firing of the rule. The third layer computes the firing
strength, while the normalized values and parameter sets from the third layer are
taken as outputs in the fourth layer. Defuzzificated output from the fourth layer is
received at the fifth layer as the final output. The structure of a typical ANFIS model
architecture is shown in Fig. 3.

Fig. 3 ANFIS model architecture with two inputs and two rules
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2.2.1 Fuzzy C-Means (FCM) Clustering Technique

The FCM is a type of fuzzy clustering technique which allows a set of data to be
assigned to two ormore clusters. Themembership function bounds data to each other
representing the fuzzy behaviour of the algorithm. The FCM aims at minimizing the
objective function using the error function Eq. 2.

E =
N∑

i=1

C∑

j=1

Um
i j xi − c2j (2)

where

m Fuzzier, i.e. any real number greater than one (1 ≤ m ≤ ∞).
Uij Degree of membership, Ui j ∈ (0, 1)).
xi Data points.
cj Centroid of clusters.
C Number of clusters.

The degree of membership of the data point xi in j cluster at any iteration is given
by Eq. 3:

Ui j =
(

C∑

k=1

(
xi − c j
xi − c j

) 2
m−1

)−1

(3)

3 Results

3.1 Data Analysis

Table 1 illustrates the statistics of waste composition from different sources. It
presents the maximum and minimum values of each of the physical waste streams
and the sources of the maximum and minimum values.

Table 1 Statistics of the waste physical streams and sources

Waste stream Organics (%) Paper (%) Plastics (%) Textile (%)

Maximum 40.09 28.50 38.90 15.46

Source of maximum waste fraction RCR DNC DNC RCR

Minimum 11.20 11.21 15.40 0.00

Source of minimum waste fraction DNC RCR RCR DNC

Average 25.65 19.85 27.15 7.73
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Table 2 Weather parameter statistics

Weather parameter
(WP)

Minimum
temperature (°C)

Maximum
temperature (°C)

Humidity (%) Wind speed
(m/s)

Highest WP 20.3 38.3 83.0 7.50

Season of highest
WP

Summer Summer Winter Summer

Lowest WP −2.9 10.1 56.0 0.00

Season of lowest
WP

Winter Winter Summer Winter and
Summer

Average WP 8.7 24.2 69.5 3.75

The highest fraction of organic and textilewaste fractionwere collected at theRCR
and the lowest at the DNC; however, its composition varies slightly during winter
and summer. RCR has the highest composition of paper and plastic waste streams,
also with a little variation in winter and summer. Table 2 presents the statistics of the
input of weather parameters (WP). Weather parameters used as input variables are
minimum temperature, maximum temperature, humidity, and wind speed in winter
and summer.

3.2 ANFISN Model Result

Four different models (I–IV) were developed to forecast the percentage compo-
sition of organics, paper, plastics and textile, respectively, using four inputs of
weather parameters: minimum temperature, maximum temperature, humidity, and
wind speed. M-file script was written in MATLAB 2015a, and the algorithm was
computed on a system with configuration of 64 bits. 4 GB ram Intel(R) core(TM)
i3. Root mean square error (RMSE), mean absolute deviation (MAD), and mean
absolute percentage error (MAPE) were computed using Eqs. 3–5, respectively, to
evaluate the accuracy of the four models. Prediction accuracy for models I–IV was
83.2%, 86.6%, 85.5%, and 79.5%, respectively.

RMSE =
(

N∑

i=1

(Pi − Oi )
2

N

)1/2

(4)

MAD =
N∑

i=1

(
Oi − Pi

N

)
(5)
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Table 3 Model I
performance parameters for
training and testing

RMSE MAD MAPE

Training 2.9484 2.1315 9.9462

Testing 4.6189 3.3270 16.80

Table 4 Model II
performance parameters for
training and testing

RMSE MAD MAPE

Training 2.2990 1.7257 11.0307

Testing 3.6727 2.5691 13.34

Table 5 Model III
performance parameters for
training and testing

RMSE MAD MAPE

Training 2.0388 1.4634 6.9996

Testing 5.2878 3.2928 13.52

Table 6 Model IV
performance parameters for
training and testing

RMSE MAD MAPE

Training 1.7997 1.3287 3.2388

Testing 5.4630 3.7691 20.56

MAPE = 1

N

N∑

i=1

∣∣∣∣
Oi − Pi

Oi

∣∣∣∣ × 100% (6)

where N = numbers of samples, Pi = predicted values, Oi = observed values.
Each of the models was trained with 70% of the data, and 30% was used for

validation. The FCM clustering technique was employed with a Sugeno-type fuzzy
inference system in a total of 8 epochs. Tables 3, 4, 5 and 6 present the performance
parameters of the training and testing for models I–IV, respectively.

The ANFIS models I–IV were predicted with different degrees of accuracy using
the same input variable. Table 7 compares the prediction performance parameters
and computational times for the four models.

The content of the organic waste stream in the waste mixture varies significantly
in the DNC and RCR sources with the highest predicted and observed value of 43.2%

Table 7 Prediction performance and computational time for models I–IV

Models RMSE MAD MAPE Computational time

Organics (Model I) 4.6189 3.3270 16.80 4.05

Paper (Model II) 3.6727 2.5691 13.34 3.80

Plastics (Model III) 5.2878 3.2928 13.52 3.66

Textile (Model IV) 5.4630 3.7691 20.56 3.67



Predicting the Effect of Seasonal Variation … 195

Fig. 4 Predicted and observed test plots of model I (organic waste fraction)

and 40.1, respectively, from the RCR, and the lowest predicted and observed value
of −0.8% and 11.7%, respectively, from the DNC. This explains the rise and fall in
Fig. 4.

There is a similar pattern of organic fraction at the highest points (RCR) and
at the lowest points (DNC). There is no significant variation in the observed and
predicted values of organic waste. The prediction of ANFIS model in forecasting the
composition of organic waste stream in winter and summer was 83.2% (MAPE =
16.8%).

However, a deviation from the trend is observed at test sample 4, which could be
due to the usual climatic minimum and maximum temperatures recorded for the day.
The sample index represents different days in summer and winter.

FromFig. 5, the rising and falling trend in the paperwaste stream for both observed
and predicted values is due to the slight differences in the percentage composition of
paper in the DNC and RCR sources. These values are relatively in closer range than
what was obtained for organics in Fig. 3 with the highest values (28.5%) at DNC
source and lowest at RCR (11.21%).

Despite this rise and fall, a similar trend is observed between the predicted and the
observed values except for samples 1, 2, 4, and 20. The reason, as earlier identified,
was because of the usual climatic conditions experienced at these days. ANFIS
predicted paper waste composition better than organic with accuracy of 86.66% and
lower computational time.



196 O. Adeleke et al.

Fig. 5 Predicted and observed test plots of model II (paper waste fraction)

Generally, the rare and far-out climatic conditions recorded at test samples 1, 2, 4,
19, and 20 have notable effect on the predicted values of all waste categories at these
points. The outliners of weather data on these days are reflected on the predicted
waste fraction. This same trend is observed for plastics in Fig. 6. The content of
plastic waste is not the same at different sources. The DNC has the highest plastic
content, while the RCR has the lowest, justifying the rise and fall in Fig. 5. ANFIS
prediction for plastic waste was off by 13.52% and has the least computational time.

The values of textile waste are in a closer range than the other waste fractions as
seen in Fig. 7. The weather parameter has more influence on textile waste. A higher
percentage prediction of textile was observed at sample 20. This occurs in winter
season and the lowest in summer. The model was off by 20.56%, and the forecast has
the highest root mean square error (5.4630) and mean absolute deviation (3.7691).
Prediction accuracy of model IV is the least, which is due to irregular and unstable
generation pattern of textile waste.
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Fig. 6 Predicted and observed test plots of model III (plastic waste fraction)

Fig. 7 Predicted and observed tests plot of model IV (textile waste fraction)
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4 Conclusions

Slight differences are observed by comparing the waste physical compositions and
seasonal variations. The same trend goes on in the case study used in this paper.
The effect of the varying weather parameters during summer and winter on phys-
ical waste stream content has been predicted by ANFIS model I–IV representing
organics, paper, plastics, and textile wastes, respectively. The prediction accuracy of
the models I–IV was 83.2%, 86.7%, 86.5%, and 79.4%, respectively. ANFIS model
forecasted paperwastewith the highest prediction accuracy, and textile was predicted
with the least accuracy. The result showed that ANFIS was capable of predicting
effect of varying weather and climatic conditions in different seasons on the phys-
ical composition of municipal solid waste. However, due to unavailability of waste
characterization data in other seasons, only winter and summer weather parameters
were used; therefore, a consideration of the effect of other seasons such as spring
and autumn is hereby recommended for further researches. To better compare the
prediction performance, the use of hybrid clustering technique for the ANFIS model
is recommended for further researches.
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Optimization of Process Parameters
Using Taguchi for Friction Stir Welding
of Dissimilar Aluminum Alloys

Olatunji P. Abolusoro and Esther T. Akinlabi

Abstract Friction stir welding (FSW) is a major welding system employed to join
aluminum alloys. This welding method is governed by so many variable parameters.
These parameters control the quality and reliability of the welds. This paper gives
attention to the optimization of two most prominent of these variable parameters
which are the rotational speed and the travel speed of the tool through Taguchi
technique of design of experiments. The friction stir welding was done on the 7075-
T651 and 6101-T6 aluminum alloys with L16 orthogonal array of Taguchi method
for the welding trials. 1550 rpm and 20 mm/min rotational speed and travel speed,
respectively, were established to produce the maximum hardness at the nugget zone,
while 950 rpm and 50 mm/min gave the optimum conditions for the ultimate tensile
strength. The analysis of variance (ANOVA) gave rotational speed as the parameter
with highest influence for achieving optimum tensile strength but gave tool travel
speed in the case of hardness optimization.

Keywords Friction stir welding · Hardness · Taguchi technique · Ultimate tensile
strength

1 Introduction

Introduction FSW is a system ofwelding that utilized a toolwith shoulder and a probe
which produce heat due to its frictional rotation on theworkpiece. The heat plasticized
the material at the interface of the joint thus enabling the tool pin to penetrate and stir
the materials together and form bonding [1, 2]. This technology was invented in 1991
and has been successfully used to weld aluminum alloys in aerospace, marine, auto-
mobile, and spacecrafts applications. The use of FSWhas now been extended to other
alloys such as magnesium, copper, steel, and composites [2–4]. There are factors that
influence the integrity of the welds produced in FSW. These factors include among
others, tool rotational speed, tool geometry, travel speed, the spindle tilt angle, axial
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force, and plunge depth [5]. Many researchers have reported the impact of these
factors on mechanical properties and microstructures of welds [6–9]. Optimizations
of these parameters, therefore, become important to save time and cost of experiments
and to obtain high quality of welds. Researchers have employed various methods of
optimizing these parameters [10, 11] Prominent among them is the Taguchi tech-
nique which has found tremendous usage for optimizations. Taguchi is an experi-
mental design method for systematic design and analysis of experimental output for
quality characteristics. Many research works on Taguchi optimization technique in
FSW have been reported. For instance, Elanchezhian et al. [12] used a mathematical
model to optimize the parameters of the FSW of AA8081 and 6062 considering the
impact and tensile strength performance. Taguchi L9 orthogonal array and ANOVA
were used to arrive at the optimum conditions. Similarly, Prasad and Namola [13]
used ANOVA optimization technique to optimize the processing parameters of FSW
of AA5083 and 6061 with experimental design of Taguchi L9 orthogonal array.
Hardness and ultimate tensile strength (UTS) were used as the outputs to determine
the optimum parameter. Ugrasan et al. [14] also optimized the parameters using L9

orthogonal array Taguchi method for FSW of 6061 and 7075 aluminum alloys. The
UTS and Vickers hardness were utilized to evaluate the optimized and significant
parameters. Panda et al. [15] employed Taguchi method to optimize welding speed,
tool pin geometry, and tool rotational speed using the tensile strength of the welds.
Their result indicates that welding speed is a significant factor influencing the tensile
strength. Jayaraman et al. [16] employANOVAand signal-to-noise ratio to obtain the
optimum welding conditions for FSW of cast aluminum alloys. The tensile strength
was correlated with non-linear regression model created which was discovered to
be helpful in the prediction of the tensile strength. Gomathisankar et al. [17] used a
complex proportional assessment (COPRAS) model to optimize tool rotational and
travel speeds, tilt angle, and dwell time. L9 Taguchi orthogonal array was designed
for the experiment. Confirmation test was later carried out for the outcome verifi-
cation. Some researchers have established that the tool rotational and travel speed
are the most important factors that influence the quality of welds obtained in FSW
[18–21]. These two factors are therefore considered for optimization in this work.
Generally, selection of optimum conditions where a parameter is varied and others
held constant is difficult. It involves large number of experiments which is time-
and money-consuming. Taguchi experimental design method has been developed to
address this challenge. This work, therefore, employ the Taguchi design of exper-
iment with L16 orthogonal array to optimize tool rotational and travel speed in the
friction welding of 7075-T651 and 6101-T6 aluminum alloys.

Multiple performance characteristics optimization requires an overall evaluation
of the signal-to-noise ratio. This is necessary as a result of differences in S/N which
may be higher for a performance characteristic and correspondingly lower in another.
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2 Experimental Procedures

The elemental components of the parent alloys (6101-T6 and 7075-T651) and their
mechanical properties are illustrated in Tables 1 and 2, respectively.

The two aluminum alloys (7075-T651 and 6101-T6) were cut into 130 mm ×
60mmeach and arranged in butt configuration for thewelding. The 6101-T6was kept
on the advancing side, while the 7075-T651 was on the retreating side. Threaded pin
welding tool used was fabricated with H13 mild steel made up of shoulder diameter
of 22mm, pin length of 5.6mm, root pin diameter of 7.5mm, and pinmouth diameter
of 5.5 mm. Tool rotational speed and travel speed were selected as welding variables
to be optimized. Other parameters for instance plunge depth and tilt angle were held
constant at 2° and 0.2 mm, respectively. The experiment was designed using Taguchi
technique at four levels for each of the two parameters under considerations. This
gave an L16 orthogonal array as shown in Table 3. The welding was carried out
based on this experimental design, and the mean including the signal-to-noise ratio
were evaluated. Three tensile samples were cut according to ASTM E8 standard
from the center of each weld for testing. The average ultimate tensile strength for
each parameter was evaluated and shown in Table 3. The Vickers hardness test was
carried out perpendicular to the welding directions. A 300 kgf was applied for 15 s
during the test, and about 27 indentations were taken on each sample. The average
hardness values in the nugget zone of the weld were also evaluated and shown in
Table 7.

Table 1 Elemental components

Alloy Si Cu Fe Mn Mg Ti Cr Zn Al

6101-T6 0.53 0.01 0.14 0.002 0.600 0.008 0.001 0.003 Others

7075-T651 0.40 1.70 0.50 0.300 2.40 0.20 0.22 5.50 Others

Table 2 Mechanical
properties

Alloy Tensile
strength (MPa)

Ultimate
tensile strength
(MPa)

Elongation (%)

6101-T6 172 180 21

7075-T651 462 575 18
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Table 3 Tensile test results S. No. Rotational speed
(rpm)

Traverse speed
(mm/min)

Ultimate tensile
strength (MPa)

1 950 20 138.41

2 950 50 143.39

3 950 80 142.97

4 950 110 154.00

5 1250 20 141.85

6 1250 50 143.79

7 1250 80 66.98

8 1250 110 147.57

9 1550 20 141.31

10 1550 50 145.41

11 1550 80 144.73

12 1550 110 146.80

13 1850 20 137.14

14 1850 50 135.46

15 1850 80 141.88

16 1850 110 118.21

3 Results and Discussion

3.1 Ultimate Tensile Strength

The results obtained for the ultimate tensile strength (UTS) for each parameter are
given in Table 3. The results show that highest UTS was obtained at 950 rpm tool
rotational speed and 110mm/min tool traverse speed, while the lowest UTS occurred
at 1850 rpm and 110 mm/min.

3.1.1 Analysis of Variance (ANOVA)

In this work, larger is better approach was employed for the signal-to-noise ratio
since maximum UTS is desired in any welding joint. Values of F in the ANOVA
table shown in Table 4 show the impact of the variable process parameters to achieve
the peak UTS, while values of P show uncontrollable factors probability known as
noise.MaximumF andminimumP is the optimization target.Anyvariable parameter
below 5% is taken as a significant parameter. The F values in Table 4 indicate that the
rotational speed of the tool has a greater influence on tensile strength. It contributes
about 63%, while the travel speed contributes 37%. The response to mean and signal-
to-noise ratio (S/N) evaluated using the larger is better approach are presented in
Tables 5 and 6, respectively. The main effects for mean and S/N are illustrated in
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Table 4 Analysis of variance (ANOVA)

Source DF Adj SS Adj MS F-Value P-Value

Rotational speed 1 45.31 45.31 0.10 0.759

Traverse speed 1 28.67 28.67 0.06 0.807

Error 13 6001.84 461.68

Total 15 6075.82

Table 5 Response for means Level Rotational speed Traverse speed

1 144.7 139.7

2 125.0 142.0

3 144.6 124.1

4 133.2 141.6

Delta 19.6 17.9

Rank 1 2

Table 6 Response for
signal-to-noise ratios

Level Rotational speed Traverse speed

1 43.20 42.90

2 41.52 43.04

3 43.20 41.47

4 42.47 42.98

Delta 1.68 1.58

Rank 1 2

Figs. 1 and 2, respectively. The interactions between the means and S/N for the two
processing parameters accessed for optimizations, i.e., the welding tool rotational
and travel speed are demonstrated in Figs. 3 and 4 for the means and signal-to-noise
ratios, respectively.

3.1.2 Response Optimization for the UTS.

The response optimization for the rotational and travel speed for the UTS can be
deduced from Tables 5 and 6 for mean and signal-to-noise ratio, respectively, and
also from main effects plot for mean in Fig. 1 and S/N ratio effects plot in Fig. 2.
The analysis gave 950 rpm rotational speed and 50 mm/min traverse speed as the
optimized parameters. The mean and signal-to-noise ratio interactions with the two
factors and four levels were illustrated in Figs. 3 and 4, respectively.
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Table 7 Hardness test results S. No. Rotational speed
(rpm)

Traverse speed
(mm/min)

Hardness (HV)

1 950 20 120.31

2 950 50 81.48

3 950 80 111.71

4 950 110 118.44

5 1250 20 98.51

6 1250 50 104.41

7 1250 80 74.56

8 1250 110 105.44

9 1550 20 121.08

10 1550 50 124.36

11 1550 80 126.64

12 1550 110 107.71

13 1850 20 100.43

14 1850 50 99.85

15 1850 80 133.26

16 1850 110 65.18

3.2 Hardness

Hardness The average hardness values taken at the weld nugget zone for each param-
eter are presented in Table 7. 1550 rpm and 80mm/min rotational and traverse speed,
respectively, gave the highest Vickers hardness at the nugget zone.

3.2.1 Analysis of Variance (ANOVA)

The ANOVA analysis outcome is shown in Table 8. Since hardness is ability of
material to resist plastic deformation, the larger the better approach is used to evaluate
the S/N which is presented in Table 8. The contribution of the rotational speed to
the hardness at the nugget zone is insignificant, while the travel speed contributes

Table 8 Analysis of variance (ANOVA)

Source DF Adj SS Adj MS F-Value P-Value

Rotational speed 1 0.10 0.097 0.00 0.988

Traverse speed 1 111.89 111.888 0.27 0.612

Error 13 5400.02 415.386

Total 15 5512.00
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Table 9 Response table for
means

Level Rotational speed Traverse speed

1 107.99 110.08

2 95.73 102.53

3 119.95 111.54

4 99.68 99.19

Delta 24.22 12.35

Rank 1 2

Table 10 Response table for
signal-to-noise ratio (S/N)

Level Rotational speed Traverse speed

1 40.56 40.79

2 39.54 40.12

3 41.56 40.74

4 39.7 39.71

Delta 2.02 1.08

Rank 1 2

majorly to the hardness results. The response to mean and S/N taking the larger is
better approach are given in Tables 9 and 10, respectively. The main effects for mean
and S/N are illustrated in Figs. 5 and 6, respectively. The interactions between the
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two processing parameters considered for the optimizations are illustrated in Fig. 7
for the means while that of the S/N is shown in Fig. 8.

3.2.2 Response Optimization for Hardness

The response optimization for the rotational and travel speed for the hardness as
analyzed from the S/N response and main effect plots in Fig. 6 gave the optimized
parameters as 1550 rpm rotational speed and 20 mm/min traverse speed.
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4 Conclusions

• The optimum rotational speed and travel speed for achieving maximum UTS are
950 rpm and 50 mm/min, respectively.

• The percentage contributions of the rotational speed toward attaining optimum
UTS is 63% while that of transverse speed is 37%.

• Maximum hardness was obtained at an optimum rotational speed of 1550 rpm
and 20 mm travel.

• The travel speed is the predominant factor toward attaining optimum hardness.
The rotational speed contribution is very insignificant.
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Effect of Equal Channel Angular
Pressing Die Angle on Corrosion
Behavior of Bulk Nanostructured Metal

N. A. N. Mokhtar, D. N. Awang Shri, and M. M. Mahat

Abstract Equal channel angular pressing techniquewas used to process bulk nanos-
tructured commercial pure titaniumCp2(TiCp2) and aluminiumalloy 6061(Al6061).
The samples were processed at two different die channel angles of 120° and 126°.
Hardness test shows that the hardness for Al6061, using channel angle 120° ECAP-
ed, has increase 15.55% while using channel angle 126° the increase was 14.89%
compared to non-ECAP-ed sample. Hardness test for Ti Cp2, using channel angle
120° ECAP-ed has increase 32.89% while using channel angle 126° the increase
was 27.05%. The hardness for these both materials has shown that Ti Cp2 has higher
hardness compared to Al6061 since the highest increment is 5.84% for 120° ECAP-
ed than 126° ECAP-ed for Ti Cp2 samples. The corrosion behavior of the ECAP-
ed Al6061 was investigated in 3.5% sodium chloride (NaCl) solution relative to
seawater concentration while Ti Cp2 was investigated in phosphate-buffered saline
(PBS) solution. Corrosion resistance on 120° ECAP-ed for both Al6061 and Ti Cp2
has shown improved corrosion behavior indicated by the least value of corrosion
current density when compared to non-ECAP. By using channel angle 120°, Al6061
have shown the lowest corrosion current density (Icorr) value of 1.61E−7 while Ti
Cp2 has also shown lowest Icorr value of 1.19E−08. This indicates ECAP-ed Al6061
using 120° is the most noble sample with lowest corrosion value, when applied with
current, among all samples.
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1 Introduction

The well-established Ti Cp2 in the biomedical application has an open interest
among the scientists worldwide. It is currently developed with the enhancement of
the severe plastic deformation through the process of ECAP. Besides, the lightweight
and high material corrosion resistance significantly were demanded throughout the
years. These lightweight materials are titanium [1] and aluminum alloys [2]. The
SPD techniques help in grain refinement from micrometer in size until nanometer
size. This smaller size of grain has developed the high strength, high ductility and
advanced physical and mechanical properties [3, 4]. ECAP is one of the outstanding
techniques between SPD techniques including high pressure torsion (HPT), friction
stir processing (FSP), accumulative roll bonding (ARB), multi-directional forging,
and equal channel forward extrusion (ECFE). Among these, ECAP is the bestmethod
which its grain refinement significantly has a high impact on the mechanical prop-
erties [5]. This ECAP exploit shear strain leads to deformation without no shape
changes in its cross-sectional area [6]. The techniques involve specimenbeingpressed
within inner arc of die through channels of die. This ECAP comprised of inner and
outer arc of die angle [4]. The ECAP processing is influenced by the internal heating
during ECAP, back pressure, pressing temperature, pressing speed, channel angle,
and angle of curvature [7]. Ti Cp2 has been investigated since it is the most utilized
among the series of titaniumwhich has shown superior biocompatibility, low density,
high strength to weight ratio, improved corrosion resistance and its osseo-integration
properties [3, 8]. The advantages of mechanical properties in this metal in terms of
low density and definite elastic modulus have encouraged the application of titanium
and its alloys in wide industries such as sports appliances, aviation, automotive, ship-
building, architecture and power and biomedical equipment [9]. Titanium is usually
protected by the formation of spontaneous passive oxide layer. However, corrosion
resistance of nanocrystalline titanium in human physiological fluid has shown to
improve [8]. On the other hand, AA6061 is investigated due to its good mechanical
and metallurgical properties among other AAs, such as good weldability, high corro-
sion resistance, heat treatable, workability, and proper affinity to various coatings.
Corrosion behavior of metals and alloys is mainly caused by the effect of environ-
ment due to its high acidity and alkaline concentration [10]. The corrosion rate using
the 3.5% NaCl has shown a higher value when the amount of Al2O3 percentage
used is higher [11]. Corrosion rate involves the anodic and cathodic processes in
the solution. The anodic process for aluminium in seawater is the dissolution of
aluminium ions with electrons. The cathodic process, which is involved in corrosion
of aluminium in seawater is the reduction of dissolved oxygen and production of
hydroxide ions. Some amount of aluminium ions will react with the hydroxide ions
and form aluminium hydroxide on the aluminium surface. The aluminium hydroxide
will precipitate on the surface because of its low solubility. The aluminiumwill grad-
ually change to aluminium oxide resulting the formation of passive oxide film on
the surface [12]. Even though changes in grain size have shown to improve the
corrosion behavior of Ti Cp2 and AA6061; however, the analysis on the effect of



Effect of Equal Channel Angular Pressing Die … 215

nanostructuring due to ECAP process at different angles is rarely discussed. Thus,
the present work addresses the influence of ECAP die angle on the hardness and
corrosion behavior of AA6061 and Ti Cp2.

2 Methodology

2.1 Sample Preparation

Commercial AA6061 and Ti Cp2 rods with 10 mm diameter and 150 mm length
were used for ECAP. For Al6061, the furnace was heated until 526 °C then the
samples were put inside for 3 h. This Al6061 was quenching in water for 15 s at
room temperature which are followed by repeated heating at 204 °C for 1 h. For Ti
Cp2, the furnace was heated in the range of 538–704 °C, then the samples were put
inside for 2 h and then they were slow cooled at room temperature.

ECAP dies with two conditions internal die angles (�), � of 120° channel angle
and 126° channel angle which made of tool steel as shown in Fig. 1. The ECAP die
was built in-house with interchangeable die slot with two channels, equal in cross-
section, intersecting at an angle near the center of the die. Two different dies with
channel angles of 120° and 126°, respectively, were used in this work. To reduce the
friction between the rod and the die walls, a lubricant with molybdenum disulfide
(MoS2) was used. A hydraulic pressmachine was used to carry out the ECAP process
at room temperature.

Fig. 1 ECAP dies a � = 120° and b � = 126°
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2.2 Vickers Hardness Test

The evaluation of the hardness test is to identify the mechanical properties of the
material. The test was taken from about 10 points horizontally and 3 points vertically
to obtain the average of the hardness values and avoid the parallax error.

2.3 Corrosion Test

For the both samples of Al6061 and Ti Cp2, a potentiostat (Gamry Instruments
Interface 1000 E Potentiostat) was used. For this study, using Al6061 samples, the
corrosion test was done on 3.5%NaCl to stimulate seawater condition. The corrosion
behavior of Al6061was investigated in 3.5%NaCl solution at the same concentration
with seawater. Meanwhile, the corrosion behavior of pure Ti Cp2 was investigated in
PBS solution. Themechanically polished sampleswere left in the test electrolyte until
a steady state was reached (~30 min from electrode immersion), then Tafel polar-
ization was performed. The corrosion current density, Icorr, and corrosion potential,
Ecorr, were calculated from both the OCP and Tafel polarizations from electrode
immersion in the test solution.

3 Result and Discussion

Hardness Test. A graph has been drawn after the hardness test was run on the 4
samples of Ti Cp2. It is obvious from the obtained results that ECAP-ed 120° has
shown an increment in hardness by 32.89% and for ECAP-ed 126°, the increment
hardness is 27.05% when compared to non-ECAP (see Fig. 2a).The closest values

(a) (b)

Fig. 2 Vickers hardness profile for a Ti Cp2 and b AA6061
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of 120° ECAP-ed condition and 126° ECAP-ed condition are 495.5 HV and 486.27
HV, respectively, at point 2 mm from the center which is also the hardest point of all
series. Meanwhile, the farthest values of 120° ECAP-ed condition and 126° ECAP-
ed condition are at point −2 mm which are 474.6 HV and 408.7 HV, respectively.
The percentage of the 120° ECAP-ed condition is higher than the 126° ECAP-ed
condition. The influence of ECAP-ed Ti Cp2 can be associated with the development
of hardness properties [4]. Standard deviation for 120° ECAP-ed is 27.56, for 126°
ECAP-ed is 35.25, and for non-ECAP is 20.3.

A graph has been drawn after the hardness test was run on 4 samples of AA6061
(see Fig. 2b). ECAP process reduces the grain size of AA6061 according to the
Hall-Petch relationship which states that the hardness of material will increase with
decreasing of particle size. It was proved by the ECAP-ed samples hardness results
which showed improvements in the mean hardness, which for the ECAP-ed 120°
sample it is 110.66 HV (increment of 15.55% from non-ECAP-ed for heat treat
sample). And for the ECAP-ed 126° sample, it is 110.03 HV (increment of 14.89%
from non-ECAP-ed of heat-treated sample), respectively. There is a slightly higher
increment for hardness when the channel angle is reduced from 126° to 120° because
when the channel angle is reduced, the induced plastic strain in cross-section of
sample is increased; therefore, the grain size for ECAP-ed 120° sample is a bit
smaller than the ECAP-ed 126° sample. These results are in agreement with high
stress distribution that was identified using die angle 120° compare to the 126°.
Thus, there is a slight increase in hardness for the ECAP-ed 120° sample. Standard
deviation for 120° ECAP-ed is 2.42, for 126° ECAP-ed is 4.31 and for non-ECAP
is 3.89.

Corrosion Behavior. The results of the OCP measurements for all samples after
reaching the steady state are presented in Figs. 3a and 4a, respectively. These results
were confirmed by Tafel polarization. An increase in the corrosion resistance of
Al6061 and Ti Cp2 with longer immersion time in test solution was recorded.

(a) (b)

Fig. 3 Comparison of a OCP curves and b Tafel curves for AA6061
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(a) (b)

Fig. 4 Comparison of a OCP curves b Tafel curves for Ti Cp2

Open Circuit Potential Measurements. The characteristic of the passive film on
the surface of Al6061 and Ti Cp2 was studied using the OCPwith time in 3.5%NaCl
solution for Al6061 and PBS solution for Ti Cp2. The OCP with the time variation
of the 120° ECAP-ed, 126° ECAP-ed, and as-received are shown in Figs. 3a and
4a. The OCP curves have shown the corrosion potential, Ecorr, fluctuation behavior
through low OCP value. It can be due to the repassivation and dissolution occurred
within electrolyte due to different proportions of impurities activity and different
bulk orientations in area fractions [13]. However, a constant OCP value has showed
that a stable surface and absolutely nobler passive film will be produced [14]. It can
be observed that all the Al6061 ECAP-ed and Ti Cp2 ECAP-ed samples had imposed
the free corrosion potential. These results are in agreement with the previous studies
[13] reported that the ECAP samples have free corrosion potential compared to the
non-ECAP samples. This may be attributed to the lower electrochemical reaction
and the oxide film upgrading on the surface.

Corrosion Behavior. The results of the OCP measurements for all samples after
reaching the steady state are presented in Figs. 3a and 4a, respectively. These results
were confirmed by Tafel polarization. An increase in the corrosion resistance of
Al6061 and Ti Cp2 with longer immersion time in test solution was recorded.

Open Circuit Potential Measurements. The characteristic of the passive film on
the surface of Al6061 and Ti Cp2 was studied using the OCPwith time in 3.5%NaCl
solution for Al6061 and PBS solution for Ti Cp2. The OCP with the time variation
of the 120° ECAP-ed, 126° ECAP-ed, and as-received are shown in Figs. 3a and
4a. The OCP curves have shown the corrosion potential, Ecorr, fluctuation behavior
through low OCP value. It can be due to the repassivation and dissolution occurred
within electrolyte due to different proportions of impurities activity and different
bulk orientations in area fractions [13]. However, a constant OCP value has showed
that a stable surface and absolutely nobler passive film will be produced [14]. It can
be observed that all the Al6061 ECAP-ed and Ti Cp2 ECAP-ed samples had imposed
the free corrosion potential. These results are in agreement with the previous studies
[13] reported that the ECAP samples have free corrosion potential compared to the
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non-ECAP samples. This may be attributed to the lower electrochemical reaction
and the oxide film upgrading on the surface.

The corrosion potential is directly proportional to corrosion resistance in which
the corrosion resistance of 120° ECAP-ed and 126° ECAP-ed samples have shown
higher corrosion resistance compared to heat-treated samples of titanium (see Figs. 3a
and 4a). It can be noted that to the influence of the formation of biofilm on the surface
of titanium due to the culture medium produced which blocked the corrode process
occurred on it [15]. This may be reflected from the simulated biological reaction
in the electrolyte comprised of PBS solution. This PBS solution contains 137 mM
NaCl, 2.7 mM KCl, 8 mM Na2HPO4, and 2 mM KH2PO4 (pH = 7.4) [8].

Tafel Polarization. The Tafel polarization characteristics in a wide range of anodic
and cathodic polarization were performed with the scan rate of 1 mV s−1 from the
starting current density Icorr value of 1.650 μA to the final current density achieved
value of 1.0 A. All samples of Al6061 were immersed in 3.5% NaCl solution for
about 30 min before polarization tests to achieve their stable OCP values. It can be
observed from both polarization curves that the cathodic polarization curves showed
a regular pattern.

Potentiodynamic data of AA6061 in 3.5% NaCl for ECAP-ed 120°, ECAP-ed
126°, and heat-treated AA6061 are shown in Table 1. The resulting Tafel polarization
curves are shown. The potentiodynamic study revealed that the anodic and cathodic
reactions minimize the corrosion potential (Ecorr). The cathodic ECAP-ed samples
influenced the shift in the values of corrosion potential Ecorr to more negative side
relative to heat-treated sample. This was more noticeable for the sample ECAP-
ed Al6061 (see Fig. 3b and Ti Cp2 Fig. 4b). Obviously, it has shown the cathodic
performance which is more corrosion resistant. Other studies also found that reduced
grain sizes through ECAP will improve corrosion resistant [16]. Table 1Polarization
data for ECAP-ed 120°, ECAP-ed 126°, and heat-treated AA6061 in PBS solution

Potentiodynamic data of TitaniumCp2 in PBS solution for ECAP-ed 120°, ECAP-
ed 126°, and heat treated are shown in Table 2. Larger cathodic reactionwas observed

Table 1 Polarization data for
ECAP-ed 120°, ECAP-ed
126°, and heat-treated
AA6061 in PBS solution

Conditions Ecorr (V) Icorr (A) Corrosion rate (mils per
year)

HT −0.659 1.65E−7 0.212

120° −0.472 1.61E−7 0.207

126° −0.130 8.44E−6 1.087

Table 2 Polarization data
for ECAP-ed 120°, ECAP-ed
126°, and heat-treated Ti Cp2
in PBS solution

Conditions Ecorr (V) Icorr (A) Corrosion rate (mils per
year)

HT – 0.157 2.06E–09 3.74E–03

120° – 0.346 1.19E–08 4.27E–10

126° – 0.325 2.19E–08 3.97E–10
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on 120° ECAP-ed and 126° ECAP-ed Ti Cp2 when corrosion potential, Ecorr, was
reduced. It can contribute to improved corrosion resistance by time. This may be
attributed to the less electrolyte ions diffusion and predominant oxide film formation
[17].

4 Conclusion

The corrosion behavior of bulk nanostructured AA6061 and Ti CP2 processed by
ECAP in two different die angles was investigated. From the studies, the following
conclusions were drawn:

(i) Hardness test reveals that ECAP introduces grain refinement that causes the
hardness for both AA6061 and Ti Cp2 to increase. It was found that the samples
that have ECAP at 120° have higher hardness compared to samples processed
at 126°.

(ii) Grain refinement, due to ECAP process, significantly affects the corrosion
behavior for Ti Cp2 in PBS solution and Al6061 in 3.5% NaCl. Both samples
were showing active dissolution based on OCP curves. This may be attributed
to the formation of passive layer as ECAP causes grain refinements that help
accelerate repassivation.
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Investigation of Maximum Erosion Zone
in the Horizontal 90° Elbow

Rehan Khan, H. H. Ya, William Pao, T. V. V. L. N. Rao, Azad Alam,
and M. Azeem

Abstract Sand transportation within flow devices causes major problems for the
hydrocarbon production industry and entails crucial material removal from pipelines
and leads to failure and malfunction of the piping system. The 90° elbow configura-
tion is an indispensable flow changing device used to redirect the flow direction in
hydrocarbon and mineral processing industries. This paper highlights a comprehen-
sive approach to quantify erosion in 90° elbow configuration ensues fromfine particle
transportation with the carrier fluid. A multilayer paint modeling (MPM) technique
and computational fluid dynamics (CFD) are adopted to map the erosion distribution
inside the elbow under liquid–solid flow in a flow loop setup. The experiments for
horizontal-to-horizontal (H–H) orientation elbow with 50.8 mm inner diameter are
performed with fine sand of 50µm size entertains in a carrier fluid at 3 m/s. The high
erosion zones have been located near the outlet of the 90° elbow under fine particle
impactwith amaximumerosion rate of 1.82mm/year in horizontal–horizontal (H–H)
oriented elbow.

Keywords Erosion ·Multilayer paint modeling · Elbow · CFD

1 Introduction

Erosion of flow changing devices is an important concern of hydrocarbon production,
chemical, and mineral processing industries. Erosion induces severe detriment to
flow devices and abridges their lifetime and affects the operating safety of the whole
production processes [1, 2]. Practical wall interaction within the pipelines is the
ultimate cause of the disintegration of the pipe wall [2–4]. A prime concern in the
hydrocarbon extraction andmineral processing industry is the inhabitance of the sand

R. Khan (B) · H. H. Ya ·W. Pao · A. Alam · M. Azeem
Mechanical Engineering Department, Universiti Teknologi PETRONAS, Bandar Seri Iskandar,
Tronoh, Perak, Malaysia
e-mail: Muhammad_15001294@utp.edu.my

T. V. V. L. N. Rao
Department of Mechanical Engineering, SRM Institute of Science and Technology,
Kattankulathur 603203, India

© Springer Nature Singapore Pte Ltd. 2020
S. S. Emamian et al. (eds.), Advances in Manufacturing Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-5753-8_21

223

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5753-8_21&domain=pdf
mailto:Muhammad_15001294@utp.edu.my
https://doi.org/10.1007/978-981-15-5753-8_21


224 R. Khan et al.

particles called fine. Fine is mainly sand particles with sizes less than 62 µm, which
can generate erosive effects on pipelines. These particles affect operational safety
and reduce the flow efficiency of production processes. To understand the erosion-
induced damage due to sand particles and [5] factors influencing erosion in terms of
the target wall properties, carrier fluid characteristics, and erodent properties, various
investigations were directed in previous studies.

In order to change the flow direction, an inertia force toward downstream results
in particle impact on the inner surface of the flow devices [6]. As a result, energy
is transferred from particles to the inner wall of the flow devices and induces wear
on the wall surface [7]. It is, therefore, essential to prolong the lifetime of these
components by better understanding the physics of erosive wear mechanisms.

Vieira et al. [8] employed an experimental loop with the ultrasonic technique to
capture the wall thickness loss of the 90° elbow with 300 and 150µm grains of sand.
They concluded that 300µm sand particles generate 3.1 timesmoremetal removal in
comparison with 150 µm sand particles. Bourgoyne et al. [9] quantified the erosion
rate bend configuration under multiphase flow to find the influence of elbow ratio on
erosion intensity. Liu et al. [10] assessed two methods (CFD and flow loop test) to
describe the relation of carrier phase velocity on the erosion of 90° elbow and found
that erosion intensity changes significantly with alerting flow velocity.

Peng and Cao [11] measured erosion-induced damage for 90° bend configuration
using CFD and concluded the erosion significantly occurs at the boundary walls
of the flow pipeline, near to the elbow exit and the outer side of the elbow. Chen
et al. [12] adopted CFD-DEM techniques to quantify the erosion rate of different
elbow configurations with 150 µm sand particles and found the location maximum
erosion-induced damage closest to exit for all elbows configurations.

Published literature in this domain of erosive wear has focused on the sand diam-
eter of greater size, and none has investigated erosion with fine particles. Addi-
tionally, the relevant literature survey yielded a limited study to identify the zone of
maximum erosion for 90° elbows under fine particles impact of liquid dominant flow.
Therefore, the present investigation in this paper contributes to mapping the zone of
the erosion in long radius carbon steel 90° elbow configuration with a particle size
of 50 µm. The present work pertains both numerical and simultaneous multilayer
paint modeling (MPM) experiment to map erosion distribution which showed iden-
tical results compared with the available literature data. The maximum locations of
erosion-induced damage are closest to exit in 90° elbow under fine particles impact.

2 Erosion Test

A multiphase close flow loop was developed and configured using a transparent
acrylic tube to visualize flow pattern within 50.8 mm diameter pipe for erosion tests.
The flow loop consisted of a water tank with sand stirring unit, a Warner abrasive
pump, a Yokogawa gas flow meter, a magnetic flowmeter with ceramic lining, and
flow-controlled valve. Typical silica sand of 50 µm average size was used as erodent



Investigation of Maximum Erosion Zone … 225

medium in the carrier fluid. For the present study, the carrier liquid phase is water
and the solid phase is fine particles with a 2.5% (w/w) concentration. The slurry
was re-circulated at 3 m/s velocities in a closed flow loop for the present study.
Before the test, the internal surface of the 90° elbow was painted using enamel
paint of red and silver colors with uniform thickness. The zone of high erosion was
visualized by a paint removal map of the first layer (silver) on the internal surface of
the elbow specimen. The detail of the experimental setup used for the present study
was presented in previous research [13, 14].

3 Computational Fluid Dynamics (CFD) Simulations

TheANSYSFLUENT codewas employed for current research of erosivewear quan-
tification.CFD tools offer the advancement of computational capabilities in providing
better accuracy of solving flow physics in complex geometries. The geometrical
configuration of the CFD model consists of the long radius elbow with an inner
radius of 0.0254 m. For CFD simulation, the computational mesh and refinement
techniqueswere adopted based onmesh independence study performed byKhan et al.
[15]. To extract erosion rate and particle trajectories (discrete phase modeling), DPM
approach was introduced in simulation stages with discrete randomwalk model. The
simulation parameters used to extract the erosion profile of the elbow configurations
are set identical with experimental operating conditions.

4 Results and Discussion

The results and discussion are outlined with discrete phase modeling, the Multilayer
paint modeling, to visualize erosion pattern under liquid-sand flow in the first section.
Thereafter the particle trajectories under liquid dominant flow along the 90° elbow
under the impact of fine particles are discussed.

4.1 Discrete Phase Modeling

The zone of erosion distribution along an axial angle from the inlet of the elbow starts
with angle 0°, and the outlet angle is 90° with maximum erosion zone as illustrated
in Fig. 1. A CFD-DPM contour of the erosion zones with 3 m/s liquid velocity and
50 µm particle size transported in long radius 90° elbows is outlined in Fig. 2a,
b. As presented in Fig. 2, the elbow was defined as the bottom half and the upper
half to map the erosion pattern inside elbow similar to the experimental condition.
Erosion was observed in bottom half-section with larger erosion zone distribution as
compared to the upper half-section of the elbow as shown in Fig. 2a, b. Furthermore,
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Fig. 1 a Erosion rate versus axial angle and b comparison of DPM Erosion location with MPM

Fig. 2 DPM erosion contour 90° horizontal–horizontal elbow section for liquid–solid simulation
with VL = 3 m/s, for a bottom half and b upper half

high erosion was observed at the outlet of elbow configuration between axial angles
of 75° and 90° in the bottom half and between 88° and 90° in the upper half-section.
The location of the medium erosion zone under the same operating condition yielded
within 30° and 74° axially in the bottom half-section and between 65° and 88° in
upper half-section. Comparison of experiment and CFD data presented in Fig. 1b
shows a similar trend of erosion distribution along the elbow annular and axial angles
with maximum erosion at the outlet.
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4.2 Multilayer Paint Modeling

The multilayer paint modeling (MPM) is an inexpensive qualitative visual tool to
accurately map the erosion in significantly less time using the flow loop at high
transportation velocities [16]. The (MPM) test was repeated several times to ensure
the measurement uncertainties and accuracy of the erosion map. After each test, the
90° elbow sample was unmounted from the test section for visualization of the paint
removal location on the inner elbow wall. Figure 3a, b shows the qualitative paint
erosion pattern with the location ofmaximum erosion inside elbow configuration and
the liquid–solid flowwith an impact of 50µmfine particles. Figure 3a shows the zone
of high erosion at the outlet in the bottom half-section with a carrier fluid velocity of
3m/s. The high erosion zone was observed between axial angles of 72° and 90° in the
bottom half-section and between 86° and 90° in the upper half-section. The location
of the medium erosion zone was between 50° and 70° in the bottom half bend and
between 65° and 85° in the upper half elbow section under similar flow conditions.
TheCFD-DPMsimulation andqualitative experimental results from thepresent study
were compared with previously published research of Peng et al. [11] and found the
maximum erosion zone within 70° and 90° (downstream) for 50 µm particle sizes.
The results extracted from the present study revealed the zone of maximum erosion
distribution between 72° and 90° (Downstream) in 90° elbow configuration at the
outlet for horizontal orientation. The results extracted from the simulation study
match closely with the MPM test. Thus, the adopted methodology for the present
study can be used to extract accurate erosion patternswith the identification of erosion
zones.

Fig. 3 Removed paint locations 90° horizontal–horizontal elbow section for liquid–solid flow with
VL = 3 m/s, for a bottom half and b upper half-section
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4.3 Erosion Pattern and Particle Trajectories

Figure 4 presents the extracted particle’s path followed under carrier fluid flowing at
3 m/s with fine particles. In liquid–sand flow, the erosion distribution relies on the
path of the sand under flow conditions towards the wall surface. Figure 4 reflects
that fine particle impacts multiple times on the inner wall of the bottom half-section
which generates an erosion map with the larger erosion rate at the bottom half-
section of the elbow. In addition, the largest erosion zone was generated due to the
particle–wall interaction at high impact angle at the bottom half-section of the elbow
under horizontal–horizontal conditions. Figure 4 displays that fine particles impact
the wall with larger angles at locations x, y, and z at downstream which significantly
contribute to escalating the erosion region. Thus, the smaller particle in the carrier
fluid leads to a catastrophic impact to the wall surface and disintegrates significant
walls mass at the bottom half-section. The selected particle trajectories and trajectory
of fine particles inside a standard 90° elbow are shown in Fig. 4. For liquid–solid
flow, the particles follow the independent path and impact the bottom half elbow
wall section as outlined in Fig. 4. Both the simulated and MPM results showed the
maximum erosion-induced damage found at the annular angles (75°, 90°, 135°, and
345°) inside elbow and reflect the reasonably good agreement with observations from
flow loop experiments.

Fig. 4 Fine trajectories for chosen particles and standard case
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5 Conclusions

In this research, an experimental and numerical investigation was performed to iden-
tify the zone of peak erosion in horizontal 90° elbow. CFD-DPM technique was
employed for the numerical study of fine particle erosion in long radius carbon steel
90° elbow.The investigationswere conducted at 3m/swater velocitywith 50µmsand
particles. The following conclusions can be summarized from the current research:

1. The numerical simulation of erosion in the elbow’s geometrical configuration
shows that fine particles significantly contribute to the escalating erosion-induced
damage on the outer wall of the outlet. Additionally, the high erosion zones have
been located near the outlet of the 90° elbow under fine particle impact with a
maximum erosion rate of 1.82 mm/year.

2. The experimental technique adopted in this study is suitable for the design and
development of flow devices by identifying the location of the peak erosion
region, without altering the material properties. The comparison of CFD erosion
with the experimental results yields good recognitionwith the available literature.

Acknowledgments The authors acknowledge the financial support given by the Universiti
Teknologi PETRONAS under grant YUTP-FRG 0153AA-H19 for this research.

References

1. Tan Y, Zhang H, Yang D, Jiang S, Song J, Sheng Y (2012) Numerical simulation of concrete
pumping process and investigation ofwearmechanismof the pipingwall. Tribol Int 46:137–144

2. Zhang H, Tan Y, Yang D, Trias FX, Jiang S, Sheng Y, Oliva A (2012) Numerical investigation
of the location of maximum erosive wear damage in elbow: effect of slurry velocity, bend
orientation and angle of elbow. Powder Technol 217:467–476

3. KhanMR, Ya HH, PaoW,MajidMAA (2020) Numerical investigation of sand particle erosion
in long radius elbow for multiphase flow. Springer, Singapore, pp 41–49

4. Khan R (2019) Numerical investigation of the influence of sand particle concentration on long
radius elbow erosion for liquid-solid flow. Int J Eng 32:1485–1490

5. Mazumder QH (2006) Prediction of erosion due to solid particle impact in single-phase and
multiphase flows. J Pressure Vessel Technol 129:576–582

6. Chen X, McLaury BS, Shirazi SA (2004) Application and experimental validation of a compu-
tational fluid dynamics (CFD)-based erosion prediction model in elbows and plugged tees.
Comput Fluids 33:1251–1272

7. Najmi K, McLaury BS, Shirazi SA, Cremaschi S (2015) Experimental study of low concen-
tration sand transport in wet gas flow regime in horizontal pipes. J Nat Gas Sci Eng
24:80–88

8. Vieira RE, Mansouri A, McLaury BS, Shirazi SA (2016) Experimental and computational
study of erosion in elbows due to sand particles in air flow. Powder Technol 288:339–353

9. Bourgoyne AT Jr (1989) Experimental study of erosion in diverter systems due to sand
production. In: SPE/IADC drilling conference. Society of Petroleum Engineers, New Orleans,
Louisiana, pp 10

10. Liu J, BaKeDaShiW, Li Z, Xu Y, JiW, Zhang C, Cui G, Zhang R (2017) Effect of flow velocity
on erosion–corrosion of 90-degree horizontal elbow. Wear 376–377:516–525



230 R. Khan et al.

11. Peng W, Cao X (2016) Numerical simulation of solid particle erosion in pipe bends for liquid–
solid flow. Powder Technol 294:266–279

12. Chen J, Wang Y, Li X, He R, Han S, Chen Y (2015) Erosion prediction of liquid-particle two-
phase flow in pipeline elbows via CFD–DEM coupling method. Powder Technol 275:182–187

13. Khan R, Ya HH, Pao W, Khan A (2019) Erosion-corrosion of 30°, 60°, and 90° carbon steel
elbows in a multiphase flow containing sand particles. Materials 12:3898

14. Khan R, Ya HH, Pao W (2019a) An experimental study on the erosion-corrosion performance
of AISI 1018 carbon steel and AISI 304L stainless steel 90-degree elbow pipe. Metals 9:1260

15. Khan R, Ya HH, Pao W (2019b) Numerical investigation of the elbow angle effect on solid
particle erosion for liquid-solid. Int J Mech Mech Eng 19:1–13

16. Wu J, Graham LJW, Lester D, Wong CY, Kilpatrick T, Smith S, Nguyen B (2011) An effective
modeling tool for studying erosion. Wear 270:598–605



An Overview: Mechanical and Wear
Properties of HDPE Polymer
Nanocomposites Reinforced
with Treated/Non-treated Inorganic
Nanofillers

Tauseef Ahmed, H. H. Ya, Shuhaimi Mahadzir, Rehan Khan,
and Muhammad Azad Alam

Abstract Recently, several review papers on the topic of polymer nanocompos-
ites have been written. Specifically, the scope of this article is aimed to include
mechanical and tribological properties of reinforced high-density polyethylene
owing to correlation of such properties in engineering and science applications.
This paper provides reconsideration of mechanical and tribological properties of
HDPE polymer nanocomposites reinforced with treated and non-treated inorganic
nanofillers focusing onCaCO3, SiO2, and nano clay. Some fundamental concepts and
certain contradictions to the established facts are narrated. Moreover, classifications,
comparisons, and the factors necessary for consideration of properties of HDPE are
included as well.

1 Introduction

Polymer nanocomposite is a class of composite, in which the size of reinforcement
must be in the range of 1–100 nm as by the definition of nanocomposites. Polymer
nanocomposites, as indicated by the name, are composed of a polymeric material
as a primary phase and nano-scaled reinforcements as a secondary phase [1]. Ther-
moplastics such as polypropylene (PP), high-density polyethylene (HDPE), PVC,
polyamide, and thermosets such as epoxy, polyesters, and bakelite show remarkable
performance while used as a primary phase for PNCs. While fillers such as calcium
carbonate (CaCO3), mica, wollastonite, glass fiber, glass bead, jute, curaua fiber,
silica (SiO2), nano clay, and CNT are the examples of reinforcements used as a
reinforcing phase in nanometer range [2].
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Moreover, polymer nanocomposite is highly in demand in both industry and
academia for research because of its remarkable mechanical properties such as high
elastic strength, and hardness and because of ability to be improved in properties with
very low concentration of fillers. The choice of particular nanofillers for a polymer
matrix depends upon the intended application of polymer nanocomposite. As gener-
ally, polymer/filler is bonded by weak intermolecular forces, as a result such polymer
composites can be used for mild applications. While in other cases, if the polymer
is reinforced with nano-sized fillers having dispersion at molecular level, there is
a strong polymer/filler chemical bond created, which can be employed for robust
applications [3]. Polymeric phase used as a matrix can be categorized as follows:

1. Thermoplastics,
2. Thermosets,
3. Elastomers,
4. Natural and Biodegradable polymers.

The aforementioned types of the polymer have been used as a primary phase for
fabricating PNCs; nevertheless, the choice of a polymer matrix over one another
depends upon the required mechanical, electrical, magnetic, optical, biocompati-
bility, chemical stability, and the ability of functionalization of a polymer. However,
the ability to recycle and retain the properties, even after heating, determines the
superiority of thermoplasts over other polymeric matrices [4, 5].

On the other hand, application of polymer nanocomposites (PNCs) is limited by
some factors as compared tometals and ceramics. Polymers are less dense thanmetals
and ceramics. Theyhave lowcoordination of number and lighter carbon andhydrogen
as their main foundation chain; therefore, pure polymers have low performance in
mechanical, thermal, and electrical properties [6]. Nonetheless, reinforced polymers
are currently in high demand because of high surface area of nanometer-sized fillers.
High surface energy of nanofillers if on one place increases stress transfer potential
between matrix and reinforcements by increasing polymer/filler interaction; on the
other hand, it decreases the distance between the fillers resting in a polymeric matrix
mitigating the required outcome of selecting nano-sized fillers over macro- or micro-
sized filler [7]. Additionally, it is a mainstream concept adopted in investigation of
wear such that layered structure of fillers, such as layered silicates and graphene can
enhancewear of a polymer when used as reinforcement yet, infrequently investigated
in literature [8].

Clay polymer nanocomposites are the distinct class of PNCs reinforced with
layered silicates, for enhanced wear properties which are also identified by their
high stiffness and added into a polymer matrix particularly to improve tensile prop-
erties. The aforementioned property of clay PNCs is based on the fundamental
concept of chain entanglement of a soft polymer matrix with the clay particles if
the clay/matrix adhesion has an adequate chemical interaction. However, the case of
a non-polar polymer, such as most of the polyolefins, exhibits the matter of very less
or no compatibility with the inorganic clay particles. The matter arises owing to the
microstructural property of clays having water molecules trapped between the layers
of clay giving rise to a hydrophilic nature.
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Additionally, tribological/wear properties are equally important because of fric-
tion andwear account for a substantial amount of resource loss in terms of energy and
power in the commercial sector. Addition of nano-sized SiO2 and layered silicates
such as nano clays improves wear performance of HDPE polymer nanocomposites
apart from rendering strength to HDPE polymers because of layered microstructural
characteristics.

2 Factors Affecting Mechanical Properties

The final properties of PNCs cannot be estimated by considering only bulk mechan-
ical properties of the reinforcement but also certain external factors such as size of
nanofillers [9], morphology of the system, wt% of fillers in matrix, polymer/filler
interfacial interaction [10–12], fabrication technique, and degree of distribution and
dispersion [9, 13–15] which also contributes to manipulating the final properties of
the PNCs as indicated in Fig. 1. It is an established fact that all mentioned factors
essentially are interrelated which contribute to or alter bulk mechanical properties of
fillers in a polymer matrix to decide the final properties of PNCs [16, 17].

For instance, a particular state of distribution and dispersion is the foremost
requirement of PNCs which means that the nano-sized reinforcement must be prop-
erly distributed i.e., every site of the matrix should be reinforced having no empty
site and the nanofillers need to be dispersed properly such that there are no agglomer-
ated nanofillers. The corresponding relationship between dispersion and distribution
can be well understood by looking at Fig. 2a in which a virtual polymer matrix is
shown with the black dots representing nanofillers. In Fig. 2a, subdivision (a), the
fillers are distributed at minimal state. Most of the sites, not all in the matrix have the
reinforcement but there are still agglomerated fillers. Subdivision (b) of Fig. 2a is

Fig. 1 External factors contributing or effecting bulk properties of nanofillers to determine final
properties of a polymer matrix
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Fig. 2 a Demonstration of different states of dispersion and distribution. b Horizontally resting
alternate polymer/fill layers in intercalated PNCs. c Evenly distributed fillers in exfoliated PNCs.
Represented with the permission from [18, 19]

the worst case of dispersion and distribution, while subdivision (c) has the excellent
dispersion but there are empty sites in the matrix which is not reinforced. Eventually,
subdivision (d) is the best demonstration having proper dispersion and distribution
and ideally a polymer matrix with such degree of dispersion and distribution attains
the maximum values of mechanical properties [18].

3 Reinforced High-Density Polyethylene (HDPE)

Polyethylenes are commodity polymers with the –CH2– as their repeating unit
(monomer). They are organic compounds having thermoplastic nature. Polyethylenes
can be classified into six different classes based on their molecular weight, density,
and degree of branching. Some of the well-known polymers among polyethylenes
and corresponding properties are reported in Table 1.

Table 1 Comparison among different types of polyethylene

Thermoplasts Density (gm/cm3) MFI (gm/10 min) Molecular weight
(g/mol)

No of monomers

UHMWPE 0.97–0.99 0.06 3.1 million 100,000–250,000

HDPE 0.941–0.965 0.2–3.0 30,000–200,000 700–1800

MDPE 0.926–0.940 1–2.0 – –

LDPE 0.926–0.940 0.3–2.6 – 100

LLDPE 0.926–0.940 0.3–2.6 – –

VLDPE 0.926–0.940 0.3–2.6 – –

Note All data are presented based on information included in [20–23]
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Furthermore, high-density polyethylene (HDPE) is a thermoplastic polymer that
has substantial importance when used as primary phase to develop a polymer
nanocomposite (PNC). It is one of the most searched polymeric phases for devel-
opment of novel PNCs because of its outstanding performances in mechanical
[6], thermal [7], and chemical [8] applications. Additionally, low cost, less energy
demand, ease of processing [9, 10], recyclability [11], resistance to corrosion, and
abrasion make it ideal for diverse applications [10]. However, HDPE is susceptible
to fail in mechanical properties and wear resistance because of low tensile strength
[12] and low wear resistance [7, 13].

For this purpose, HDPE is reinforcedwith different treated or not treated inorganic
nanofillers for improvement in mechanical properties. Moreover, layered silicates or
nano clays are excellent choices to improve not only mechanical properties but also
wear properties. Liu et al. enhanced wear resistance of HDPE and reported the ability
of layered nanofillers to improve wear performance owing to the stacked layers of
layered silicates. As in illustration, wear behavior is improved if force is applied and
the layers start sliding over one another [8].

As an important multipurpose nanofiller, nano clay is used for improvement in
properties like mechanical properties [16], barrier properties [17], and chemical
separation of contents from one another [18]. Such attractive uses of nano clay are
attributed to its nanometric sized structural and functional characteristics of layer-by-
layer stacking of sheets over one another. On the other hand, for practical applications
of load-bearing joints replacement mechanical properties coexists with wear prop-
erties [12]. Therefore, CaCO3 as a nanofiller is considered a suitable candidate as
a reinforcement for PNCs for mechanical properties [20] at low cost. Addition of
nano-sized CaCO3 to HDPE polymeric phase has been reported to improve stiffness,
resistance to environmental stress cracking, and high impact resistance [21].

A polymer/filler system, having no adequate chemical interactions, performs iden-
tically as conventional macro- or micro-composites. It is important to realize that just
a mere physical mixture between a polymer matrix and nanofillers does not form a
nanocomposite. Hence, it is pivotal to obtain an adequate polymer/filler chemical
interaction to obtain an enhanced polymer composite [24]. Based on matrix/filler
bonding, majorly two classes of PNCs are thermodynamically distinguished as
presented in Table 2. They are as follows:

1. Intercalated PNCs
2. Exfoliated PNCs.

4 Mechanical Properties

Young’s modulus of HDPE is improved virtually in all occurrences for a particular
weight percentage of fillers which also improves the stiffness. Alexandre and Dubois
[19], reviewing mechanical properties of clay PNCs, reflected that Young’s modulus
of a polymer matrix completely depends upon the weight percentage or the clay
content, no matter what technique is employed for fabrication [19]. This comment is
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Table 2 Comparison between properties of intercalated and exfoliated polymer nanocomposites

Properties Types of polymer nanocomposites

Intercalated PNCs Exfoliated PNCs

Order of fillers They are identified by having
alternate polymer chain
entangled between the layered
silicate structures

Virtually no ordered polymer or
fillers phases. Nanofillers are
randomly distributed

Polymeric chain The number of polymer chains
residing between the two layers
of silicate ranges from a single
chain or more

Number of polymeric chains
cannot be identified as there is
random and even distribution of
polymers/fillers

Polymer/fillers interaction Polymer/fillers interact via low
wander walls forces

This particular case occurs when
there is a superior chemical
polymer/fillers interaction

Characterization XRD results clearly show the
interlayer distances between the
layers of silicates, owing to
swollen layers as a result of
penetration of polymer chains

TEM images are used for
interlayer characterization owing
to the large interlayer spacing
and no alternate polymer chains

Morphology Morphological analysis or
dispersion and other properties
are performed via TEM or
FESEM

XRD is principally used to
perform morphological analysis
such as crystallinity

Note All information is based on data included in [19]

manifested when Young’s modulus (tensile modulus) was examined at 120 °C [25].
It is reported that for a particular type of clay MMT as the clay content increases
the value of young’s modulus increases and may reach as high as 0.7 GPa [26].
This behavior is attributed to the aspect ratio of the dispersed clay, which plays
an influential role in improving the performance [19]. However, the increase of
Young’s modulus with corresponding increase of weight percentage of nanofillers
is nullified when the concentration of fillers is increased to a certain limit. This fact
is explained by the process of agglomeration of nanofillers. Additionally, surface
chemistry of inorganic fillers controls Young’s modulus significantly. For instance,
nano clays such as montmorillonite modified with octadecyl ammonium, magadiite
modified with octadecyl ammonium, and magadiite modified with methyl octadecyl
ammonium showed a variable behavior to improve Young’s modulus.

In the result obtained by Alexandre and Dubois [19], it is visible that for
epoxy composites with filler more than 4 weight percentage C18A-montmorillonite
upgraded the modulus of elasticity superiorly, which is attributed to the difference in
charge density of layers in nano clays. Likewise, the effect of surface modification
cannot be ignored because if HDPE is reinforced with surface modified nanofillers,
it alters Young’s modulus of pure HDPE substantially. Zhang et al. displayed in
their experimental investigation that grafted nano-silica (SiO2) particles increased
the tensile modulus of elasticity of pure HDPE to approximately 1070 MPa, which
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was 900 MPa when the nano-silica (SiO2) particles were not treated. Moreover,
the variation of tensile modulus depends upon the nature and type of surface treat-
ment performed as in case of SiO2-g-PS-HDPE the value of tensile modulus was
comparable to neat HDPE resin. HDPE composite was upgraded only in the case
of SiO2-g-PBA-HDPE which indicated the dependence of tensile modulus upon a
specific surfactant compatible with both the polymer and the fillers [27].

4.1 Tensile Strength

It is a well-established fact that not all, yet for most of the cases, inorganic nanofillers
such as nano clay and nano-sized CaCO3, not only increase the Young modulus
but also the tensile strength as well [28, 29]. The undesirable results of very low
strength in other situations are affected by the surface chemistry of polymer/filler
interface which is manipulated by surfactants used to alter the surface chemistry
[29]. Furthermore, experimental investigation of Zhang et al. indicates that tensile
strength of a composite is contingent to the polymer/filler interfacial interaction [27].
Min et al. compared tensile strength of HDPE as a function of different MMT clay
contents and asserted that compatibilizer assists to increase stress transfer capability.
The increase in tensile strength was reported to be up to 70% with increasing clay
content owing to the application of maleic anhydride acting as a compatibilizer [15].

4.2 Elongation at Break

Addition of fillers generally decreases the ductility of polymers or elongation at
break [29]. For inorganic nanofillers, such as nano clay, the reduction in the value of
elongation at break is more as compared to increase in the value of tensile strength
as shown in some experimental work [30], but generally speaking elongation of
the PNCs is connected to the ductility which is controlled by the glass transition
temperature. However, above the glass transition temperature, there is no such a
meaningful change in elongation at break if a polymer matrix is reinforced with
nano clay [29].

5 Tribological Properties

Tribology is the study of friction (the resistance of lateral motion of two bodies
in contact) and wears (the loss of material) because of materials sliding against one
another [31]. In some studies, tribology is the name of a combination of friction,wear,
and lubrication [32]. Particularly whenever two bodies come in contact and slide over
one another, there is amaterial loss from the surfaces of bothmaterials,which is called
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Table 3 Factor influencing
wear behavior of PNCs

Factors Examples

Bulk mechanical properties Strength, toughness, fatigue,
hardness

Surface properties Surface energy, surface
roughness, coefficient of friction

Experimental setup Applied load, testing time, sliding
distance, sliding speed

Note All information produced based on data included in [22]

as wear phenomenon, while the wear rate of a material is conventionally defined as
the volume or mass lost from the material per unit of sliding distance [33]. Even so,
the wear behavior of polymers is not well understood because it is dependent upon
a combination of factors.

Literature in summing all the reviews shows that wear properties mainly depend
uponbulkmechanical properties, surface properties, and experimental setup as shown
in Table 3. Specifically, the effect of the applied load and testing time on friction and
wear performance were considered [34]. In any case, the results of these parame-
ters present a few inconsistencies during variation for the purpose of experiments.
Furthermore, it was found in certain investigations that the friction coefficient of
certain materials is significantly influenced by the sliding speed, particularly by the
normal load.

Moreover, Clerico [35] investigated that the friction coefficient of polymers
rubbing against metals diminishes with increasing the connected load. Unal et al.
discovered dissimilarity and stated that friction coefficient decreases straightly with
the increase of the contact pressure while the wear rate has demonstrated almost
no affectability to the contact pressure. In reality, numerous different examinations
demonstrated the contrary performance, that is reduction of friction coefficient with
increasing the applied load [36, 37].

Da Silva et al. [1] have investigated the influence of applied load on rubbing
coefficient of HDPE tests with galvanized steel plate [36]. Principally, there are
three main types of wear mechanisms namely abrasive, adhesive, and fatigue wear
which can be identified in polymers. The following Table 4 shows a brief comparison
between wear mechanisms.

Moreover, the mechanisms of wear, which are reported in the sliding of polymers
against metal counter faces, are mainly adhesion and abrasion [22]. Adhesive wear
of polymers can be decreased by the formation of transfer film [37], while abrasive
wear of polymers can be decreased by manipulating experimental parameters such
as sliding distance, applied load, and material counter face [38].
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Table 4 Wear mechanisms in polymer nanocomposite

Types of wear mechanism Explanation

Properties Figures

Abrasive wear When a hard rough surface
happens to grind against a
soft surface
Two subtypes such as (a)
two-body wear and (b)
three-body wear as shown in
the image
It is identified by its
characteristics of plowing,
cutting, and cracking

Adhesive wear It occurs as a result of
material transfer from one
sliding body to others
It can be witnessed following
the process of welding, and
physical or chemical
interaction if the bond
between the two surfaces
exceeds the strength of
materials

Fatigue wear It occurs as a result of the
weakness of material during
cyclic loading
Cracks start at the surface and
spread to the subsurface
region which may possibly
cause delamination

Note All information is based on data included in [22, 39, 40]
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Liquid Desiccant Membrane
Regeneration of DES for Air
Conditioning Systems Using
Electrodialysis Technique

Temidayo Lekan Oladosu, Aklilu Tesfamichael Baheta, and P. B. Hussain

Abstract The quest for energy-saving dehumidification approach paved the way
to liquid desiccant air conditioning system (LDAC). Non-corrosive and hygroscopic
ionic liquids are compelling as potential liquid desiccants.However, toxicity, biocom-
patibility, biodegradability, and viscosity of ionic liquids still pose concerns. Binary
deep eutectic solvent (DES) of choline chloride and ethylene glycol is proposed
as potential greener liquid desiccant in air conditioning systems, by considering
desiccant regeneration performance via electrodialysis technique.Aparametric study
of the liquid desiccant regeneration was investigated numerically using COMSOL
Multiphysics commercial software. The results showed the influence of the oper-
ational parameters on the overall performance prediction. Electrodialytic regen-
erated desiccant in a single-cell analysis optimally yielded about 74 mol/m3 of
aliphatic choline species at 313.15 K working temperature and 1.25 V DC power
input. 3.59E−02 g/m2s DES flux was obtained in the regenerated channel at 2 V
power input. The results aid in predicting DES desiccant regeneration capacity,
understanding electrodialysis phenomenon, and performance influential parameter
interactions.

Keywords DESs · Desiccant regeneration · Electrodialysis · Ion flux ·
Dehumidification · Membrane

1 Introduction

Having established energy-saving potential of liquid desiccant air conditioning
system (LDAC) over vapor compression technique, attention has been given to over-
come limitations associated with liquid desiccant moisture handling mechanism. At
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the early stage of LDAC system development, desiccant carry-over due to direct
contact between the liquid desiccant solution and the air stream instigates desiccant
loss. This, in turn, increases operating costs and reduces air quality. Desiccant entrant
into the conditioned air can be hazardous to human health depending on the chemical
composition of the solution in question. The introduction of membrane into liquid
desiccant configurations provided an acute remedy to carryover limitation.

Dehumidification and regeneration capability of few chemical compounds have
been investigated for liquid desiccant suitability, and themostwidely used are lithium
chloride (LiCl), magnesium chloride (MgCl2), lithiumbromide (LiBr), calcium chlo-
ride (CaCl2), and triethylene glycol (TEG) [1]. The halide salt solutions are corrosive
to metallic equipment despite favorable thermodynamics and physiochemical prop-
erties. Potassium formate (HCOOK) is found to be less corrosive and quite cheap,
and possesses a negative crystallization temperature as compared with aqueous salts
solution. However, it is only suitable for high humidity [2, 3]. Qiu et al. [4] in the
study of a novel air dehumidifier desiccant tested HCOOK solution experimentally
and claimed over 25% decrease of relative humidity for highly humid air (>75%
RH). However, it does not dehumidify efficiently if the air relative humidity is lower
than 43% even if strong HCOOK desiccant solution is used.

The advent of ionic liquids and applicability to air conditioning system was a
remarkable leap in the liquid desiccant air conditioning systems. Ionic liquids are
non-corrosive, highly hygroscopic, non-volatility, and thermally stable [5]. Despite
attractive thermodynamics and thermos-physical properties of ionic liquids, the high
viscosity, biocompatibility, biodegradability, and toxicity are concerns to the research
community [6]. The ongoing advancement in ionic liquids is deep eutectic solvent
(DES) formulation. DES was first reported by Singh et al. [6] as greener solvent in
lieu of ionic liquids. It is a compound of hydrogen bond donor and hydrogen bond
acceptor with improved properties. DES has been applied in many applications such
as biomedical, chemical separations, pharmaceutical, CO2 capturing and sequestra-
tion, and bio-fuel synthesis [7]. Investigating DES as potential liquid desiccants in air
condition moisture handling applications would foster energy optimization in HVAC
industries. Synthesizing novel DES and stringent investigation of available DES are
crucial to their adaptability in liquid desiccant dehumidification systems.

Electrodialysis (ED) liquid desiccant regeneration has found to be more stable,
energy-efficient, and cost-effective compared to the conventional solar thermal
regeneration technique through a few theoretical and laboratory experimentation as
reported in the literature [8–11]. The low-temperature regeneration capability of this
methodmakes it favorably applicable in desiccant regeneration capable of working at
ambient temperature which prevents re-cooling occurrence as it is in thermal desic-
cant regeneration. Therefore, in this study, we proposed binary DES as desiccant for
LDAC systems. The investigation of DESs as desiccants in air conditioning system
can overcome the limitation of the conventional liquid desiccant. Organic compounds
of choline chloride and ethylene glycol in a molar ratio of 1:2 with melting temper-
ature of 207.15 K [7], high hygroscopic, and reasonable viscosity were numerically
investigated using electrodialytic regeneration technique. The working fluid temper-
ature, flow rate, and input voltage as performance influential factors were examined
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relatively to the ion flux and concentration gradient across ion exchange membrane
in an electrodialytic cell. Finally, the parametric analysis was carried out to determine
effective performance input parameters.

2 Materials and Methods

Binary DES of choline chloride and ethylene glycol solution with 17.5%
weight of water was considered for this analysis. The self-diffusion coef-
ficient of its ions was characterized by Pulsed Field Gradient, Nuclear
Magnetic Resonance (PFG-NMR) [12, 13] was used as input parame-
ters for the numerical computation in this work. The details of the
other important parameters are tabulated in the input parameters section of
Table 1.

COMSOLMultiphysics commercial softwarewas used to numerically solve a 2-D
electrodialytic separation problem. A steady-state, adaptive mesh refinement (AMR)
analysis was executed on core i-7, hyperthreading processor computer resources.
Figure 1 pictorially described the model used for this analysis while input parame-
ters are illustrated in Table 1. The design of experiment synopsis derived from design
expert tool was used in determining parametric couplings. Response surface method
(Box–Behnken design) suggested seventeen different scenarios or parameter combi-
nation runs for this analysis. Each set of parametric combination was set as a study on

Table 1 Input parameters and dialytic cell dimensions

Parameter Value/Value range Unit Description

V tot
a 0.5–2 V Total potential drop over unit cell

DCH-A 6e−11 m2/s Diffusion coefficient of aliphatic choline

DCH-OH 18e−11 m2/s Diffusion coefficient of hydroxyl choline

DEG-OH 17.8e−11 m2/s Diffusion coefficient of hydroxyl ethylene glycol

DEG-A 9e−11 m2/s Diffusion coefficient of aliphatic ethylene glycol

T a 293.15–333.15 K Temperature

cMem 1000 mol/m3 Membrane charge concentration

v_avga 0.005–0.01 m/s Channel average flow velocity

L 0.01 m Channel length

W_ch 0.001 m Channel width

W_m 1.3E−4 m Membrane width

cEG_0 190 mol/m3 Inlet concentration of ethylene glycol

cEGOH_0 190 mol/m3 Inlet concentration of hydroxyl ethylene glycol

cCHOH_0 318 mol/m3 Inlet concentration of hydroxyl choline

aVarying parameters
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Fig. 1 Electrodialytic cell

COMSOL Multiphysics. Thereafter, the performance indices from numerical anal-
ysis were updated back as responses in the design expert to run statistical analysis
of how overall performance is influenced by temperature, flow rate, and input power
supply.

2.1 Governing Equations and Boundary Conditions

Fundamental physics of electrohydrodynamics and electrokinetics was solved for
solution approximation based on finite element method (FEM). A multiphysics
coupling of electrochemistry, tertiary current distribution, andNernst–Planck tertiary
electroneutrality enables diffusion mechanism analysis and mass conservation of
the desiccant flowing through electrodialytic cells [14] were used in this analysis.
Electrodialysis (ED) analysis is governed by the following equations:

Nernst–Planck equation Ni = −Di
[
dci
dx + zi ci · F

R·T · dϕ
dx

]
+ civ (1)

Nernst–Planck equation with magnetic
vector potential and electric field

∂c
∂t = ∇

[
D∇c − uc + Dze

KBT
c
(∇ϕ + ∂A

∂t

)] (2)

Butler–Volmer equation ib−v = io ·
(
exp

[
α·n·F ·μ
R·T

]
− exp

[−β·n·F ·μ
R·T

])
(3)

Electrode kinetic equation im = ilim ·ib−v

ilim+ib−v
(4)

Bruggeman coefficient equation for
porous electrode

ii = −σl·eff.∇ϕl .σl·eff = ε1.5l · σl

ii = −σl·eff.∇ϕl .σl·eff = ε1.5l · σl

(5)

(continued)
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(continued)

Continuity equation ∂p
∂t + ∇ · (ρv) = 0 (6)

Naiver–Stokes conservation of
momentum equation

∂v
∂t + (v · ∇)v = −∇ p + μ∇2v (7)

Energy equation ρCp
∂T
∂t + ρCpu · ∇T = ∇ · (k∇T ) + Q (8)

3 Results and Discussion

3.1 Model Validation

Model validation was achieved through a comparative analysis between results
obtained from our numericalmodel and reported results frommodels in the literature.
In Zourmand et al. [15], analysis of brackish water desalination using NaCl solution,
ion flux, and ion concentration outcome across membrane is found to comply with
the trend of our result. However, little difference in total flux is a result of regener-
ated region interchange. Zourmand model described desalination while our model is
for desiccant regeneration; therefore, the variation is justifiable. Further validation
was done with Al-Jubainawi et al. [16] published outcome of both experimental and
numerical analysis of desiccant regeneration using LiCl. The comparative plot of
total salt flux of the simulated and experimental analysis was compared with DES
total flux from our analysis which is shown in Fig. 2, and the DES flux at 0.005 m/s
and 2 V is 9.30E−03 and 3.59E−02 gm2/s, respectively. Ion flux trend plots are quite
in agreement.
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Fig. 3 Concentration gradient representation of DES solution, a concentration gradient analyses
and b species concentration profile (mol/m3)

3.2 Concentration Profile and Species Flux Analysis

The regions near membrane show noticeable gradient in the ion concentration
according to Fig. 3a which is the evidence of near boundary charge effect. The
concentration at the diluate reduces while the regenerated solution at the middle
channel gains ions concentration. Figure 3b represents average concentration of the
ions that are involved in this analysis while the estimate of aliphatic and hydroxyl
associated ions of choline illustrated moisture affinity of choline as a hygroscopic
material. OH–CH has high mobility rate, and this is a clear indication of adverse
effect of electroosmosis which is prevalent to electrodialysis separations method.
EG- and OH-EG plots almost superimpose with a little lower value in OH-EG as
shown in Fig. 3b. From this fact, one can predict how little EG ions can contribute
to electroosmosis occurrence.

The concentration modulation at the membrane interface shows performance
modification possibility as a result of contact area increment. The cell conductivity
can be improved through spacers, turbulent raiser, and nano-particles embedded in the
ion exchangemembranematrix. The effect of input voltage is also illustrated in Fig. 4,
using CHA+ ion mobility to analyse the relationship between ions concentration at
the outlet and energy input.

3.3 Performance Influential Factors Interaction

The parameters’ interaction and the corresponding response revealed the optimum
performance which can be used to configure electrodialyzer for DES regeneration
towards energy saving design specification. The input power supply to the system
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above optimum voltage will lead to effect of over limiting current which is a major
concern in electrodialysis systems. In Fig. 5a, the temperature increased from 293.15
to 333.15 K and CHA+ optimum ion concentration is found to be about 74 mol/m3 at
about 1.25V and 313.15K. The increase in voltage has a very clear contribution to the
DES regeneration. Figure 5b illustrates how resident time is crucial to electrodialysis
operation. From the color legend of interaction contour plot, low entry velocity and
low temperature are more favorable to the yield of ions concentration. Figure 5c
compares input power and inlet velocity contributions to ion regeneration. The high
yield of ions migration is obtainable at low inlet velocity and high input power.
However, high input power beyond optimum threshold would lead to electroosmosis
effect and as well as increasing solution dissociation.

3.4 3D Surface Analysis Plots

3D surface analysis, as shown in Fig. 6, illustrates three-dimensional parameters
interaction view to corroborate established facts about parameters performance
influence on the overall performance. Temperature has little effect on the perfor-
mance compared with the contributing effect of velocity and input voltage, yet about
313.15 K is found to be the optimum temperature. The performance trend of voltage–
temperature interaction predicts the regeneration technique to the best performance
at low temperature.
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(a)

(b) (c)

Fig. 5 Parameter interaction and contour plots, a voltage–temperature interaction, b inlet velocity–
temperature interaction, and c voltage–inlet velocity interaction

Fig. 6 3D Surface response analysis of parameters interaction, a voltage and inlet velocity and
b temperature and voltage
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4 Conclusions

Binary DES of choline chloride and ethylene glycol was numerically regenerated
in electrodialytic single cell. The parametric analysis of the performance influen-
tial factors was carried out for predicting energy-saving threshold for electrodial-
ysis regeneration of DES as a green solvent in liquid desiccant air conditioning
system. The ion concentration of aliphatic choline species at 293.15K and 0.0075m/s
desiccant velocity yielded about 74 mol/m3. The response of the parametric inter-
action revealed high temperature insignificant to electrodialytic cell performance.
Therefore, electrodialysis will perform optimally at low temperature. At 298.15 K,
0.005 m/s DES ion flux of 3.59E−02 gm2/s is obtainable in the regeneration
channel. The effect of joule heating, Debye ionic interaction, Lorentz force, turbu-
lent raiser phenomenon, nonlinear electrokinetic phenomenon, double layer dipole
effect, and membrane fouling in electrodialytic regeneration still need more investi-
gations. Finally, synthesizing novel DESs that can compete with conventional liquid
desiccants in terms of thermo-physical properties and environmentally hazard-free
capability will enhance air quality control device configurations.
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Effects of Process Conditions on Calorific
Value and Yield of Charcoal Produced
from Pyrolysis of Coconut Shells

Rabi K. Ahmad, S. A. Sulaiman, M. Inayat, and Hadiza A. Umar

Abstract Charcoal, a black carbon residue, is mostly produced from the major
conventional method where the biomass is allowed to be heated for several days in
a kiln without studying the process condition. Most of the studies on the pyrolysis
process focus on the liquid and gaseous by-products neglecting the solid to be used as
a combustion fuel. For this study, charcoal was produced from coconut shells by the
thermochemical conversionmethod of pyrolysis in a controlled nitrogen environment
at temperatures of 300 °C, 400 °C, and 500 °C, and residence times of 15 min,
30 min, and 60 min. This was conducted to evaluate the process conditions’ effects
concerning the charcoal calorific value and yield. From the results obtained, a high
process condition increases the calorific value, which results in a decrease in the
charcoal yield. The lowest temperature gives a yield of 70.18 wt% and calorific
value of 25.30 MJ/kg while the highest temperature produces a yield for as low as
26.57 wt% and a high calorific value of 30.15MJ/kg. Furthermore, the charcoal yield
tends to decrease from 51.99 to 33.10 wt% and the calorific value increases as the
residence time increases from 15 to 45 min. Consequently, the thermal conversion
undergone by the biomass may cause the changes of the quality parameters. Thus,
charcoal can replace the use of fossil fuels because it presents energy content higher
than that of lignite and similar to that of coal.

R. K. Ahmad (B) · S. A. Sulaiman · M. Inayat · H. A. Umar
Department of Mechanical Engineering, Universiti Teknologi PETRONAS, Bandar Seri Iskandar,
32610 Seri Iskandar, Perak, Malaysia
e-mail: rabi_17000319@utp.edu.my

R. K. Ahmad
Department of Agricultural and Environmental Engineering, Bayero University Kano, Gwarzo
Road, Kano 3011, Nigeria

© Springer Nature Singapore Pte Ltd. 2020
S. S. Emamian et al. (eds.), Advances in Manufacturing Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-5753-8_24

253

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5753-8_24&domain=pdf
mailto:rabi_17000319@utp.edu.my
https://doi.org/10.1007/978-981-15-5753-8_24


254 R. K. Ahmad et al.

1 Introduction

Wood, coal, charcoal, and many other plant-based materials (biomass) have been in
use for decades as a primary source of fuel worldwide [1]. Fossil fuels are known to
be the conventional sources of energy, and energy demand is increasing due to ever-
increasing population all over the world [2], hence, the need for renewable energy.
Almost up to 80% of all household energy requirements of developing countries are
being fulfilled by the burning of these fuel sources. This burning of unprocessed
biomass has well-characterized impacts on health and environmental issues [1].

The known and current practice of charcoal production is the traditional method
of charcoal. It is themajormethod practiced all over, mostly in the growing countries.
The biomass is allowed to be heated for several days. The charcoal piles, earth kilns,
or pit kilns and pitmethods are examples of themost widely used productionmethods
of a charcoal [3, 4]. The downside of these processes includes, but not limited to,
inefficiency caused by long processing time, poor processing control, low yield, high
energy loss, and adverse change in the atmosphere [3, 5]. In combustion process,
some portion of the feedstock is also used internally for the heat needed to start
and drive the reaction [6]. The commercial charcoal usually contains 75% carbon,
20% volatile, and 5% ash in line with the production conditions and the type of raw
material used for the process [3].

The emerging technology of thermochemical conversion method of pyrolysis
is one of the relatively simple and inexpensive thermochemical technologies that
transform biomass into a useful by-product (solid, liquid, or gas) in the absence or
little oxygen [7–9]. In a laboratory-scale experiment, the processing variables are
controlled, unlike the traditional method, and the controlled burning of the biomass
is CO2 neutral. Different studies have been conducted on charcoal produced from
wood, bamboo, and agricultural wastes [3, 10–12].

Traditionally for thousands of years, the prime and common way for charcoal
production is known to be the slow pyrolysis [13–15]. It favors the production of the
solid. The process involves heating the biomass in an airtight reactor with a moderate
temperature and a slow rate of heating with longer residence time [14–16]. The aim
of the process results in a high-carbon solid product, liquid products, and combustible
gases [6, 17]. Slow pyrolysis usually occurs at a low process time ranging between 5
and 30 min up to some hours and a temperature (200–500 °C) [8, 18] which gives a
more solid product with about 35%, less liquid of 30%, and 35% combustible gases
[15].

Pyrolysis process conditions greatly alter the structure and proportion of the slow
pyrolysis by-products. The temperature has been identified as the main factor which
influences the solid product [19]. The breakdown of heavy hydrocarbons, as a result
of the high temperature, decreases the solid by-product, which increases liquid and
gaseous products [6, 17, 20]. Therefore, a low temperature is suitable for the produc-
tion of solid products. In the case of the residence time, a clear impression of its
role with regard to solid by-product production is very challenging [20, 21] as other
pyrolysis processing factors also hinder it. The available energy present in a material
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is predicted by the energy density; as such it is an important factor for solid fuels. The
energy present in parent biomass is less than the energy of the produced charcoal,
because of the thermochemical conversion process undergone by the biomass [22].
The heating value of a product is affected by the operating temperature [15].

Despite the potential application of the pyrolysis solid products, the studies on
the pyrolysis process mostly focus on the liquid and gaseous by-products. The solid
product ismostly neglected and is used as a combustion fuel for other processes.Char-
coal, which is the product of pyrolysis solid product, is used for several applications
ranging frommetallurgical and industrial fuel, in purification, cooking,medicine, and
as a carbon source and so on. It is a cleaner, easier, and less smoky and smelly fuel than
other biomass fuels made from any organic material, like the woods, straws, coconut
shells, rice husks, and bones [23]. Charcoal is also obtained as a by-product from
other thermochemical conversionmethods, for the basis of other products production.

Coconut shells are used at a substantial scale for the production of charcoal [23]
as it has certain advantages of adsorbing certain molecular species. This makes it a
good feedstock for activated carbon that serves as a raw material in many industrial
applications such as chemical mixing and preparation of pharmaceutical products,
in preserving fruits and vegetables and many other applications. It also has a high
amount of lignin which supports high solid by-products [20].

The objective of this work is to investigate the pyrolysis process conditions effect
on the calorific value and yield of charcoal produced from coconut shells from ther-
mochemical conversion methods of pyrolysis, and to compare the results with that
of coal. This will highlight an appropriate selection of pyrolysis process parameters
that will ascertain the quality of the charcoal in terms of its applications.

2 Methods

The coconut shell was used as a feedstock and the tools include machete, oven,
hammer, granulator, digital scale, bomb calorimeter, and pyrolysis reactor. The
processwas carried out under different pyrolysis process conditions. The temperature
was between 300 and 500 °C and residence time was between 15 and 45 min. These
values were chosen as they were within the range of pyrolysis process condition as
suggested by Basu [15].

2.1 Sample Preparation and Experimental Procedure

The coconut shells were chosen as the feedstock for the study, mainly because of
their abundance and suitability for the pyrolysis process, ease of operation, low
initial moisture content, less feedstock preparation time, density, and its energy
capacity. The experiment was conducted at a biomass research laboratory, at Univer-
siti Teknologi PETRONAS. Coconut outer fibrous portion was removed with a



256 R. K. Ahmad et al.

machete, and the shells were crushed using a hammer and a granulator into the
required size. ASTM E871-82 standard procedure [24] was used to dry the feed-
stock’s sample to obtain its initial moisture content. The initial and final mass of the
coconut shell was measured using a digital scale before and after drying. The dried
and desired particle sizes of samples were used for the experiments. The amount of
moisture content was calculated by:

MC% = Initial Weight− Final Weight

Initial Weight
× 100 (1)

The feedstock was weighed to 100 g for each experiment and was fed to an
electric-powered reactor. It was heated gradually at different specific pyrolysis condi-
tions according to experimental design. 20 mL/min of inert gas (nitrogen) was
connected and purged to the pyrolysis process reactor for 10 min. The condens-
able and combustible gases pass through a cooling system before being channeled
to a collection pipe. The pyrolysis reactor was switched off to collect the produced
charcoal for further analysis. The ASTM standard procedure was used for the ash
[25] and the calorific value [26] content determination. The yield of the charcoa (y)
was calculated by:

y = Mc − Mash.c

Mdry.b − Mash.b
× 100% (2)

where Mc represents the charcoal (kg), Mdry.b represents the oven-dry weight of
biomass, and Mash.c and Mash.b are the ash content of the charcoal and biomass.

3 Results and Discussion

The moisture content and the ash content of the biomass were found to be 6.18%
and 4.27%, respectively. The reaction conditions in a pyrolysis process are important
factors. The operating process conditions greatly affect the production of the solid
by-product and its quality [20]. Analysis with a kiln reactor shows that the moisture
content of the biomass affects the yield of the charcoal and the residence time [3].
The calorific value for the entire charcoal sample is higher in comparison with its
parent biomass as shown in Table 1. It was also higher with increasing the process
conditions.
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Table 1 Yield and calorific
value of the coconut shell
biomass and the produced
charcoal

Parameter Calorific value
(MJ/kg)

Yield (%)

Temperature (°C) 300 25.30 70.1

400 27.83 34.99

500 30.15 26.57

Residence time (min) 15 24.93 51.99

30 26.36 33.57

45 26.70 33.40

3.1 The Interrelation of the Operating Temperature
and the Charcoal Yield

The lowest temperature (300 °C) achieved the highest yield of 70.18 wt% charcoal,
while the yield was as low as 26.57 wt% at the highest temperature of 500 °C (Fig. 1).
A polynomial relation between the temperature and the charcoal yield was observed
which shows a significant difference. The volatiles present in the charcoal escapes as
the process temperature is increased, which results in the yield decrease. This could
be because at higher temperatures, the percent weight loss is high, thus, produces a
lower yield. The thermal breakdown of hemicellulose and other extractives present
within the feedstock occurs in a range of 190 and 270 °C, which may lead to the
high yield at low temperatures [27, 28]. This trend agrees with those reported in
other literature [29–32]. The interrelation between the yield and the temperature was
established usingMicrosoft excel tool pack for regression. It was observed that when
the operating temperature increases, the yield decreases as shown by the polynomial
regression equation.

The biomass type and process conditions affect the solid by-product production
[33]. Solid yield of 75 and 95 wt% were obtained from different biomasses after

Fig. 1 Interrelation between
the pyrolysis temperature
and charcoal yield
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Fig. 2 The interrelation of
charcoal yield and residence
time

pyrolysis process at temperatures of 350 and 750 °C [29]. This result agrees with
those of Khanna et al. [30].

3.2 The Interrelation of the Residence Time
and the Charcoal Yield

A negative correlation was shown by the two variables. The yield tends to decrease
from 51.99 to 33.10 wt% at increasing time of 15 to 45 min (Fig. 2). It shows a
polynomial relation among the observed variables. The characteristics and quality
of the solid product are also affected by the residence time [20]. The relationship
between the charcoal yield and residence timewas established usingMicrosoft Excel
tool pack for regression. The polynomial regression equation shows a decreasing
charcoal yield pattern as the residence time increases. This was also observed in the
results of different solid yields [29].

3.3 The Relation Between Temperature and Calorific Value

It was noted that the product’s calorific value is affected by the operating temperature
[15]. It was found that the calorific value tends to increase from 25.30 to 30.15MJ/kg
with increasing temperature. This could be as a result of the carbon enrichment in
the charcoal as a result of the thermal conversion process. It was known that the
charcoal chemical composition is strongly affected by the pyrolysis temperature
[34]. The relationship between the temperature and calorific value was established
usingMicrosoft Excel tool pack for regression. The linear regression equation shows
that the calorific value tends to increase with increasing the temperature (Fig. 3).
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Fig. 3 The relation between
the temperature and the
charcoals calorific value

3.4 The Relation Between Residence Time and Calorific
Value

The charcoal’s calorific value tends to increase from 24.93 to 26.70 MJ/kg with
increasing residence time (Fig. 4). A slight difference in the calorific value was noted
from residence time of 30 to 45 min. This could be as a result of the carbonization
process being nearly completed. This peculiar observation was explained with the
certainty that the energy compaction takes place in the organic proportion of the
biomass only [29]. The relationship between the residence time and the charcoal
calorific value was established using Microsoft Excel tool pack for regression. The
polynomial regression equation shows that the calorific value tends to increase with
increasing residence time, even though the difference in calorific value of 35 and
45 min residence time was slight (difference of 0.34 MJ/kg).

Fig. 4 The relation between
residence time and calorific
value of the charcoal
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Table 2 Calorific value of
different biomass and the
carbonaceous product

Fuel Calorific value (MJ/kg) References

Feedstock Carbonaceous
product

Coconut shell 19.40 30.15 Current study

Chestnut shell 15.49 25.86 [35]

Apricot stone 19.28 30.76 [35]

Hazelnut shell 18.33 29.08 [35]

Grapeseed 20.51 26.73 [35]

Rapeseed cake 8.34 28.4 [38]

Coal 24 31.7 [39, 40]

Lignite 14.6–19.3 22.4–29.5 [39, 41]

3.5 Comparison of the Calorific Value and Yield
of the Charcoal with Other Studies

The result of the calorific value of different solid pyrolysis product samples is higher
in comparison with its parent biomass as shown in Table 2. The present results
are comparable with those on various carbonaceous materials such as apricot stone,
hazelnut shell, grapeseed, and chestnut shell [35] that are used for various application.
The calorific value of the biomass ranges from 15.49 MJ/kg to 20.51 MJ/kg, and the
solid products are in the range of 25.86MJ/kg and 30.76MJ/kg, respectively. Apricot
stone carbonized product shows the highest calorific value, whereas chestnut shell
shows the lowest between the samples. In comparing the biomass fuel with the
carbonaceous solid product, there is an increase in the calorific value. The produced
charcoal can be characterized as a solid pyrolysis product with high calorific value.
It can be utilized in various industrial applications as an alternative to solid non-
renewable fuels [35]. This can be deduced from the calorific value of different types
of coals fromTable 2.Acharcoal yield of 29.68%wasobtained fromwoodwaste [36],
36.9% blackbutt [37], and 38.40% from rapeseed [32] at a temperature of 400 °C.
At 500 °C, the yield was 33.23% rapeseed [32] and blackbutt [37]. Similar results of
5.50% was found at 450 °C and residence time of 30 min [38] from rapeseed. The
results are comparable with the current study at the same process condition.

4 Conclusion

The thermochemical conversion method of pyrolysis allows a clean production of
charcoal with its simple, quick, and non-smoky technology. In the study, charcoal
was produced from a coconut shell under different pyrolysis conditions. The rela-
tion between the pyrolysis conditions and the output variables was observed. The
charcoal yield tends to decrease with increasing process conditions. On the contrary,
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increasing the pyrolysis conditions increases the charcoal’s calorific value. From
this experimental study, it was observed that low pyrolysis conditions maximize the
yield and minimize the calorific value and vice versa. This was also confirmed by
some research on rapeseed, wood waste, and blackbutt. Therefore, the relatively high
reported results show that coconut shells can be carbonized effectively at low pyrol-
ysis conditions to obtain a high charcoal yield, and at high pyrolysis conditions to
obtain a high energy value. The shells will serve as a promising source of energy
using the pyrolysis method as it can replace the use of fossil fuels.

Acknowledgements The authors gratefully acknowledge the financial support of Universiti
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Palm Kernel Shell as Potential Fuel
for Syngas Production

Hadiza A. Umar, S. A. Sulaiman, Mior Azman B. Meor Said,
and Rabi K. Ahmad

Abstract This study investigated the elemental content, proximate analysis,
morphological nature, calorific value and ultimate analysis of the Elaeis guineensis
palm kernel shell (PKS), to determine its suitability for use in syngas generation. The
elemental content was studied using the X-ray fluorescence spectroscopy (XRF)
analysis, and the presence of elements like Ca, Fe, Si, K and P with their oxides
was detected. Field emission scanning electron microscopy (FESEM) with energy
dispersive electron microscopy (EDX) was applied to detect the structural proper-
ties of PKS, with details of light surface elements. The PKS has a porous structure
for a free flow of air and volatile matter, and carbon and oxygen were seen as the
major surface elements, 64% and 29.4%, respectively. It had a high calorific value
of 18.84 MJ/kg. The ultimate analysis revealed suitable contents of carbon 48.4%,
oxygen 45% and hydrogen 5.85%. The proximate analysis showed the presence of
high volatilematter of 73.4%, lowmoisture of 6.0% and ash content of 5.8%.Overall,
PKS has a good prospect to be used as a fuel for syngas production via gasification.

1 Introduction

Theglobal energy situation is facing a lot of challenges resulting fromhighpopulation
boom, increasing urbanisation, industrialisation and commercialisation which all
translate into high energy demand. The effect of such increasing activities is the
depletion of fossil fuel resources, increased environmental and air pollution, global
warming, poor water quality and healthy lifestyle deterioration [1]. This has been the
twenty-first-century global challenge and has forced both developed and developing
countries to look for alternatives to cater for their energy demands sustainably [2,
3]. Biomass has been identified by several researchers as a source of green energy
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that is eco-friendly, renewable and sustainable. Thus, biomass conversion means
such as gasification, pyrolysis and combustion have been embarked on as means of
harnessing renewable energy.

Malaysia happens to be among the top palm oil producers globally, as such,
90% of its biomass comes from oil palm waste. The palm kernel shell (PKS) being
among the principal biomass, obtained after oil extraction [4], occurs as an abundant
secondary product of the oil palm processing factories in Malaysia. The annual
expansion in the production yield of oil palm led to the ever increasing rate of palm
kernel shell (PKS) biomass accumulation. This important biomass that is usually
used as boiler fuel in oil palm industries for steam generation has the potential to be
used for bioenergy generation by the production of syngas through the method of
gasification. Therefore, there is a need to undertake a physicochemical analysis to
prove the suitability of this fuel for use as a gasification feedstock. In 2018, about
5.4 million ha of oil plantation was cultivated, with about 97,803,919 million tonnes
(Mt) of harvested fruits processed to remove oil. According to the established ratio
of biomass to processed fruit rate [5–8], about 4.57 Mt of PKS was obtained while
the other biomass was 22.82 Mt of oil palm frond (OPF), 7.53 Mt of empty fruit
bunch (EFB), 7.92 Mt of mesocarp fibre (MF) and 65.5 Mt of palm oil mill effluent
(POME). The PKS is predominantly utilised for combustion purposes, usually as
boiler fuel for steam generation [9]. It has the potential of being used as a fuel for
thermochemical conversion due to its lignocellulosic nature. The degradation pattern
of PKS was investigated, and it was reported to have a slow decomposition trend as a
result of its high lignin content [10–12]. In another research, PKS was characterised
based on its physicochemical properties and was reported to have sufficient calorific
value of 17 MJ/kg, possessed pores having a volume of 0.0473 cm3/g with a specific
surface area of 239 m2/g, low moisture content and high volatile matter. Overall, it
was also proven to be a suitable fuel for bioenergy generation.

This study intends to conduct a physicochemical study on PKS, which involves
its chemical constituents, physical morphology, energy content and degradation
characteristics to determine its potential for use as a fuel for syngas generation.

2 Methodology

2.1 Sample Preparation

The palm kernel shell (PKS) sample was collected from FELCRA Berhad
Nasaruddin, an agricultural organisation that specialises on palm oil production situ-
ated in Bota, Lumut highway Perak, Malaysia. The PKS was washed and air-dried
for 24 h, and later dried for a period of 12 h in an oven set at 105 °C± 5. The sample
was then crushed using a granulator to reduce its size; it was later ground to powder
form and sieved to 250 µm size. The PKS powder was stored in an airtight container
to avoid moisture absorption.
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Fig. 1 Images of raw PKS a original form, b granulated form and c ground powder 250 µm

2.2 Characterisation Methods

The methods that were employed for the characterisation of the PKS sample were
ultimate analysis, field emission scanning electronmicroscope (FESEM)with energy
dispersive X-ray spectroscopy XRD, proximate analysis, X-ray fluorescence (XRF)
and calorific value. The ultimate analysis was used to find out the percentage compo-
sition of carbon (C), hydrogen (H), nitrogen (N) and sulphur (S) present in the
sample. It was conducted according to ASTMD3176-15 standard by using the Leco
CHNS-932 model analyser. The weight percentages of the elements were reported
directly while oxygen was determined by difference [13]. The proximate analysis
gives the amount of carbon content (FC), volatile matter (VM), moisture (M) and ash
content. This was conducted according to the TGA analyser (Pyris-1 TGA) based
on ASTM E1131-98 standard test method. The energy content, otherwise referred
to as the calorific value, was determined using the Leco AC-350 bomb calorimeter
based on ASTM D240-17. The FESEM-EDX and XRF analyses were used to get
the elemental distribution and composition (elemental and oxide) of the PKS. The
XRF analysis was conducted with SUPRA 55VP model field emission scanning
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electron microscopes (FESEM) analyser to obtain the inorganic constituents of the
biomass samples, in combination with energy dispersive X-ray spectroscopy (EDX)
in non-conducting specimens mode.

3 Results and Discussions

Theultimate andproximate results of thePKS sample analysis alongwith the calorific
value are shown in Table 1 based on weight percentages.

3.1 Ultimate and Proximate

The ultimate analysis is very crucial in determining the suitability of biomass as
fuel for gasification or thermal energy conversion [17]. It expresses the make-up of
the hydrocarbon fuel with reference to its basic elements of C, H, N, S and O [18].
The level of carbon in a given sample determines the calorific value of the fuel;
the more the carbon level, the more the calorific value. A high content of carbon
in fuel makes it suitable for power generation. From Table 1, the carbon content of
PKS was high (48.37%) when compared with other biomasses like RH and CS, of
carbon, both having 40.87% and 46.93%, respectively. The carbon content of the
wood was quite higher than that of PKS, 50.3%. The nitrogen and sulphur contents
of the biomass are required at low levels; larger quantities of such compounds make
the fuel unsuitable for power generation as it leads to the release of harmful gases
SOx and NOx to the atmosphere. The levels of nitrogen and sulphur in the PKS are
low, 0.6% and 0.1%, respectively, and comparing with other biomasses, PKS has
less of these elements when compared to CS. However, wood biomass has less of
the elements with nitrogen 0.07% and sulphur 0%. These exhibit the capabilities of
these fuels including PKS as environmental-friendly fuels.

The rates of ash, moisture, FC and VM contents are given by the proximate anal-
ysis. The level of moisture in a biomass should be less than 30% as a requirement
for good calorific value and satisfactory ignition capability [19]. More so, less ash
content is also required as a prerequisite to slagging and agglomeration free gasi-
fication process. This ensures cutting down of expenses in terms of ash-handling
system requirement. The moisture content of the PKS was 6% higher than that of CS
2.29% but lower than that of rice husk 9.12%. The ash content was also comparable;
PKS has 5.80% ash higher than that of CS and wood which were 0.83% and 0.5%,
respectively. However, rice husk has much ash content about 15% compared to the
other biomasses. The volatile matter of PKS was high, 73.40%, and comparable to
the other biomasses such as RH 61.9%, CS 81.67% and wood 84.3%. High volatile
matter coupled with low ash content is required to achieve gasification at low temper-
ature range of 600–750 °C low [20, 21]. The degradation trend of the PKS is shown
in Fig. 2; it displays the weight loss of PKS with change in temperature. The initial



Palm Kernel Shell as Potential Fuel for Syngas Production 267

Ta
bl
e
1

U
lti
m
at
e,
pr
ox

im
at
e
an
d
ca
lo
ri
fic

va
lu
es

of
PK

S

B
io
m
as
s
sa
m
pl
e

U
lti
m
at
e

Pr
ox

im
at
e

C
al
or
ifi
c
va
lu
e
M
J/
kg

R
ef
er
en
ce
s

C
ar
bo
n

H
yd
ro
ge
n

O
xy
ge
na

N
itr
og
en

Su
lp
hu
r

M
C

V
M

A
sh

FC

PK
S

48
.3
7

5.
86

45
.0
7

0.
60

0.
10

6.
00

73
.4
0

5.
8

14
.0
0

18
.8
4

Pr
es
en
ts
tu
dy

PK
S

46
.0
5

5.
14

45
.4
0

0.
62

0.
14

7.
52

69
.3
5

2.
67

20
.4
6

18
.9
6

[1
4]

R
ic
e
hu

sk
(R
H
)

40
.8
7

5.
59

53
.0
9

0.
45

0.
0

9.
12

61
.9
0

15
.0

17
.8
9

15
.3

[1
5]

C
oc
on
ut

sh
el
l(
C
S)

46
.9
3

3.
96

48
.2
1

0.
71

0.
19

2.
29

81
.6
7

0.
83

17
.5
0

19
.4
3

[3
]

W
oo
d

50
.3

6.
4

42
.7

0.
07

0.
0

5.
70

84
.3

0.
50

15
.2
0

20
.3

[1
6]

a B
y
di
ff
er
en
ce



268 H. A. Umar et al.

Fig. 2 Percentage weight loss of PKS with temperature

curve represents the removal of moisture content; the continuous curve that succeeds
depicts the release of volatile matter. After that step comes a steady reducing slope
indicating degradation of fixed carbon content. An almost straight line marks the end
of the curve which indicates the ash content.

3.2 Calorific Value

The energy content, otherwise the calorific value, was obtained to be 18.84 MJ/kg
using a bomb calorimeter as shown in Table 1. It was higher than that of RH
15.3 MJ/kg which may be due to the difference in moisture contents. The low mois-
ture content in the PKS 6.00% led to higher calorific value obtained. In the case of
highmoisture content, extra energy is required to remove the excessmoisture, thereby
reducing the energy level of the biomass. Both CS and Wood had higher calorific
value than the PKS, while RH had a lower value. However, all the biomasses were
in the range that is suitable for use as fuel gas.

3.3 XRF and EDX Analyses

The chemistry of PKS is given by the XRF result as presented in Table 2. The PKS is
composed of both elements and oxides of the elements. The main elements with the
highest quantity are Ca with about 62% followed by Fe, Si, K, P, Cl, Cr, Mg and S
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Table 2 Metal and metal
oxides present in PKS

Metal Concentration
(wt%)

Metal oxide Concentration
(wt%)

Ca 61.9 CaO 58.0

Fe 15.0 Fe2O3 12.9

Si 7.00 SiO2 11.6

K 5.99 K2O 5.33

P 1.94 P2O5 3.42

Cl 1.66 Cl2O 1.18

Cr 1.51 Cr2O3 1.23

Mg 1.35 MgO 1.76

S 1.25 SO3 2.35

Ni 0.827 NiO 0.572

Al 0.799 Al2O3 0.985

Mn 0.223 MnO 0.199

Cu 0.212 CuO 0.182

Zn 0.136 ZnO 0.113

Mo 0.112 MoO3 0.0862

Sr 0.0618 – –

– – RuO3 0.0721

– – Rb2O 0.0641

with 15%, 7%, 5.99%, 1.94%, 1.66%, 1.51%, 1.35% and 1.25%, respectively. Other
elements that were present in traces include Ni, Al, Mn, Cu, Zn, Mo and Sr which
constituted 2.371% of the PKS biomass. In terms of metal oxides, the major one
was CaO with 58.0%, Fe2O3 with 12.9% and SiO2 with 11.6% followed by K2O,
P2O5, SO3, MgO, Cr2O3 and Cl2O with 5.3%, 3.42%, 2.35%, 1.76%, 1.23% and
1.18%, respectively. The metal oxides present in trace constituted 2.2732%, and they
include Al2O3, NiO, MnO, CuO, ZnO, MoO3, RuO3 and Rb2O. The predominant
metals in PKS are the Ca, Fe and their oxides, and high amount of such elements
suppresses agglomeration, thereby making PKS a suitable fuel for gasification [22].
Usually presence of SiO2 andK2O leads to formation of a compoundK2O-SiOwhich
may provoke agglomeration, although they are not in high quantity in PKS, but the
presence of CaO, Fe2O3, MgO and Al2O3 counterbalances their effects.

3.4 Field Emission Scanning Electron Microscopy (FESEM)
with Energy Dispersive X-Ray (EDX) Spectroscopy

It should be noted that XRF can only detect elements with atomic number 12 to 92
that is magnesium to uranium. Therefore it does not quantify light elements such as
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Fig. 3 a FESEM image b EDX spectrum of raw PKS

Table 3 Analysed elements
on the EDX spectrum

Element Weight % Atomic %

C 64.01 70.46

O 35.57 29.40

K 0.17 0.06

Ca 0.24 0.08

nitrogen, oxygen, carbon, fluorine and sodium. Conversely EDX gives the predomi-
nant percentage elemental composition analysed on the surface of the spectrum. Thus
such major elements like the carbon and oxygen are shown on the EDX spectrum.
The image and spectrum is given by Fig 3, while Table 3 gives the EDX analysed
surface elements.

The images obtained from the FESEM analysis show that PKS is composed of
microstructure with adequately distributed micropores. This will allow for sufficient
flow of air and liquids. The structural build-up of a biomass fuel is very crucial to the
design of thermal reactors as it influences fluidisation behaviour and feeding system
performance during the biomass gasification process [23]. More so, the presence of
pores influences the release of volatile matter during thermal conversion processes.
The presence of pores in PKS is shown in Fig. 4, which indicates the suitability of
converting PKS to gaseous fuels via thermochemical conversion. Enlargement of the
pore size and macropores takes place at pyrolysis temperature [24] which eases the
release of volatiles.
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Fig. 4 PKS FESEM images at different magnifications a at 1000×, b at 5000× and c at 10,000×

4 Conclusions

The characterisation of palm kernel shells has been conducted based on thermal,
chemical andmorphological properties in order to determine its feasibility for use as a
gasification fuel. ThePKShad a remarkable calorific value, 18.84MJ/kg, its chemical
constituents as given by the ultimate analysis suit a gasification fuel requirement
having sufficient carbon 48.37%, hydrogen 5.86% and oxygen 45.07% with minute
amounts of sulphur and nitrogen. The proximate analysis depicted the PKS to be
having low moisture content, 6.0%, very high volatile matter, 73.40%, with less
ash content, 5.8%. The XRF analysis showed that it also contained less amount
of metals that make a fuel prone to causing sintering and agglomeration, thereby
leading to a cost-effective gasification process free of ash-handling requirements.
From the XRF analysis, CaO and FeO happen to be the major oxides with 58.0%
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and 12.9%, respectively. The surface structure of the PKS is a porous one making it
viable for adequate fluid passage and release of volatile matter. The EDXdetected the
major light elements, carbon and oxygen, as 64.01% and 35.57%, respectively. These
properties make the PKS a suitable fuel for the generation of syngas via gasification
and for use in other thermochemical processes.
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Potential Roles of Artificial Intelligence
in the LCI of Renewable Energy Systems

Paul A. Adedeji, Stephen A. Akinlabi, Nkosinathi Madushele,
and Obafemi O. Olatunji

Abstract Energy revolution from the conventional fossil fuels to clean energy is
fast gaining traction with renewable and clean energy sources blazing the trail on the
global scale. This has consequentially reduced electricity prices in certain countries
and reduced carbon footprints in both manufacturing and service industries. Asides
the advantages of these clean energy technologies, the assessment of their life cycle
has recently gainedmore attention with life cycle inventory playing amajor role. Life
cycle inventory is a critical component in life cycle assessment. However, a life cycle
inventory study is as accurate as the data used. This study presents a roadmap to the
use of artificial intelligence (AI) techniques in life cycle inventory (LCI). The data
chain for efficient local resident data availability for LCA studies was considered
with a focus on AI integration. In addition, a framework for the use of AI in LCI was
developed. The study concluded that it was possible to proffer solution to LCI data
unavailability problem using AI with the joint support of public and private partners.

Keywords Artificial intelligence · Energy systems · Life cycle assessment · Life
cycle inventory · Renewable energy sources

1 Introduction

The quest tomitigate climate change and ensure sustainable environment is a topmost
concern among the nations. This mantra has necessitated a revolution towards clean
energy for industrial (service and manufacturing systems), residential and non-
residential systems. As part of this revolution, a paradigm shift has been experienced
in the energy sector from the use of fossil fuels to the use of clean fuels. It is believed
that the energy of the future will be a nexus of clean and renewable energy sources
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if sustainability, efficiency and intermittency issues are resolved. Renewable energy
source exploration has lately increased on the global scale with developing countries
rising up to this global challenge [1, 2]. For example, Kenya, a developing country in
Africa with one of the highest wind potentials [3], has the largest wind farm in Africa
with 310 MW of capacity. Besides, the country added 11 MW of geothermal energy
source to the national energy mix [ref]. As much as the electricity sector is gradually
going green and clean, there is a need to evaluate the environmental impacts of these
technologies to ensure their environmental sustainability. Life cycle assessment has
been a potent tool in evaluating this, with life cycle inventory (LCI) being a crucial
part of the process and data collection being themost difficult part of the LCI process.
However, in the era of the fourth industrial revolution, the question of how artificial
intelligence can help in real-time data collection to improve the LCI process is the
focus of this discussion. The energy of the future is envisaged to be a nexus of clean
energy from multiple sources. Harnessing the prowess of artificial intelligence in
these energy sources predicates their effectiveness, cost and operational efficiency,
and sustainability.

Life cycle assessment (LCA) has its origin frommaterial flow accounting towards
ensuring sustainability. Thiswas further stepped to include emissions and their poten-
tial impacts, and other latent aspects of sustainability [4]. LCA is a methodology
employed in quantifying the environmental impacts of products and processes from
point of cradle to grave [5, 6]. The LCA tool is both a quantitative analysis tech-
nique built on factual information and an integrated model of natural and judgement
process that evaluates the importance of different life cycle stages and emissions rela-
tive to environmental concerns [7]. This tool has been widely used in product and
process development to minimize carbon footprints and associated environmental
impacts. While many studies applied LCA on operational systems [8–10], some
advocate performing the study at the product or process design stage [11]. All these
approaches are aimed at ensuring a sustainable environment.

Life cycle inventory (LCI) is an integral part of the LCA process which is
concerned with the data to be used for the LCA process. With growth of intelligence
both in systems and in systems of systems, the integration of artificial intelligence
in LCI studies will upscale the usefulness of real-time process data from real-time
forecasting to real-time life cycle analysis. In this study, we examined the role of
LCA in renewable energy (RE), the LCI and its associated processes. This study
further develops a framework, which integrates artificial intelligence into life cycle
assessment towards solving the problem of data unavailability.

2 LCA Studies in Renewable Energy System

Renewable energy is apparently globally preferred to the non-renewable energy
due to associated demerits of the non-RE technologies for power generation in
different spaces. Renewable energy technologies have, however, been viewed as not
completely “green” in nature [12]. Many have argued that Anthropocene emerged
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from industrial revolutions; however, industrial evolution is concomitant to energy
revolution. Hence, a bottom-up process-oriented and impact-conscious mitigation
strategy is considered the best for effective management of the environment and
climate. The sustainability of the RE system has lately become a growing concern
with more studies evolving at component, system and process levels. Common to
harvesting many renewable energy sources is rather environmental impact assess-
ment (EIA) as this is mandatory for the development of such projects with significant
sizes.

According to Fava [13], rather than LCA being the only tool to address envi-
ronmental performance, it should rather be seen as one of the tools to be used in
acquiring a holistic understanding of a system, product or process. For example, in
a wind farm or hydropower station, an LCA conducted on its sub-systems or the
whole system itself reveals key areas for a more efficient use of resources. However,
LCAwill not be an appropriate method for a study whose goal is to address workers’
concerns regarding health and toxic effects, but rather an ecological risk assessment
would be more appropriate. A holistic perspective of a renewable energy system can
rather be obtained by integrating LCA with several other relevant tools.

One of the main focuses of life cycle assessment (LCA) is to enable informed
decision regarding operations, processes and products at strategic management level
[14]. The question of the integration point between artificial intelligence and LCA
in the next generation of clean energy has to be well established.

LCA in renewable energy sources has received less attention in the literature;
however, recent concerns about how green the “green” energy is have instigated
few studies in this area [15–17]. In addition, the quest for energy sustainability in
the future has placed the renewable and clean energy sources at the frontline of the
energy nexus of the future. Their increased use in electricity generation, transporta-
tion and other energy-intensive processes also contributes to the LCA paradigm shift
towards them. For example, the importance of LCA of renewable energy sources
was explained by Singh et al. [18]. The study emphasises the significance of envi-
ronmental, social and economic sustainability of renewable energy resources, thus
lookingbeyond their pros to their cons. Pehnt [15] also developed adynamic approach
to theLCAof renewable energy sources and compared the resultswith that of conven-
tional fossil fuels. The study concluded that even though the emissions of greenhouse
gases exist in the renewable energy resources investigated, this percentage is very
low compared to the conventional sources. The relevant environmental impacts of
renewable energy in the future of the German energy mix were projected to be 20%
for electricity, 15% of reference mix for heat and 55% for future diesel cars. The
findings in this study do not establish a clear verdict for or against renewable energy
relative to other environmental impacts. Hence, regardless of the percentage of envi-
ronmental impacts contributed by renewable energy resources, its effect requires
critical investigation towards preventing an accumulated effect of these impacts on
the biosphere.
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2.1 Energy System Components

Harnessing renewable energy resources (Fig. 1) in their crude form requires the
use of energy harvesting technologies. These technologies are made of components
and sub-systems, which all constitute the functional system. For example, the wind
turbine generator (WTG) is made of several components and sub-systems, which
synergize together to convert themechanical energy from thewind to active electrical
energy. Similarly, the solar photovoltaic (PV), concentrated solar power (CSP) and
geothermal energy sources are made up of the same. The effectiveness and efficiency
of these systems during their useful life are hinged on their maintenance.

Many of these energy harvesting systems now come with real-time monitoring
integrated systems for real-time condition monitoring. For example, the WTG used
in large wind farms is a massive system of systems, which consists of hydraulic,
gearbox, electrical wiring systems in the nacelle. These systems all have sensors
which monitor their conditions, and data from these are logged within a defined
resolution of time. Similarly, the solar, geothermal and biomass plants all have similar
condition monitoring systems from which the data evolving can be further harvested
towards use for LCI process.

Renewable Energy Sources

Wind Energy 
Solar Energy 

(Photovoltaic and Concentrated 

Solar Power)

Hydropower
Biomass (Biofuels) 

Energy 
Geothermal Energy

Tidal Energy 

Ocean Thermal Energy 
Wave Energy 

Fig. 1 Renewable energy sources



Potential Roles of Artificial Intelligence in the LCI of … 279

3 Life Cycle Inventory and Its Associated Stages

Extraction of inputs and outputs to the product or service system forms the crux of
LCI process. Obtaining relevant data for the system process being examined is one
of the major challenges of LCA studies. There exists paucity of data for inventory
databases to draw from.Moreover,manyof the available data donot capture dynamics
of the system under study, which makes sensitivity analysis and process alternatives
for environmental improvements technically impossible [19].

System modelling in LCA studies involves a trade-off between tractability
and complexity. In ensuring tractability of every model, modellers often trade-off
tractability for complexity, thereby making the system models simple. These simple
models do not often represent the actual reality and often less describe the system
being analysed. Many critical upstream and downstream processes are often relaxed
due to unavailability of data [14]. The new generation of renewable energy systems
generates real-time operational data intermittently, which can be harnessed using
sensor technology.

3.1 Life Cycle Inventory Stages

Primal to LCA studies is the life cycle inventory (LCI). The LCI process involves
quantification of inputs and outputs into a system including the material and energy
flow across the system. Basically, the LCI processes are divided into four stages as
shown in Fig. 2.

The first stage involves identification of the whole products or processes involved
in the LCA. The second stage focuses on the collection of data fromvarious processes
involved. The third stage defines the system boundaries, and the fourth stage adjusts
the inputs and outputs to the system functional unit [20]. The data collection stage,
however, has been identified as the most difficult and time-consuming step in the LCI
process [20]. It often involves collection of a large data set from relevant companies,
which includes activity data for assessing both background and foreground processes

Life Cycle Inventory

Process Design Data Collec on System Boundary 
Re-defini on

Adjustment of 
Inputs/Outputs to 

the Func onal Unit 

Fig. 2 The LCI processes with emphasis on the data collection process
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[5]. These data are highly fundamental to an efficient LCAstudy and aremostly found
in common LCA databases. Significant developments have evolved on databases for
LCA studies over the years; however, these data are based on industry averages.
Asides the effort required in the data collection process, the challenge of data quality
and archiving has substantial impacts on the reliability of LCA results [5].

Over the years, the quest to replace classical decision-making technologies with
intelligent ones in production systems has dominated the century. Artificial intel-
ligence (AI) refers to computational techniques capable of demonstrating human
cognition at the highest level and performing at such [21]. There are numerous agents
associated with AI, some of which include machine learning, cognitive intelligence
and deep learning [21]. These agents possess highly dynamic algorithms capable of
imitating the human behaviour in terms of decision-making. They possess ability
to study patterns in highly complex problems and make logical inference with a
high level of precision. The use of AI has gained significant development in indus-
trial systems for continuous production within the past few decades so much that its
smartness is fast going out of control [22]. This is seen in the automated factories,
intelligent robots for material handling and hazardous unit processes, and complex
nexus of systems requiring precision in decision-making. In the last decade, the
emergence of the Fourth Industrial Revolution (4IR) characterized by the evolution
of cyber-physical systems has necessitated advanced manufacturing technologies
across the globe [23]. This revolution has concomitantly translated into increased
data complexity, velocity and size [24]. This is presently having significant influ-
ence on the energy sector as observed in the new generation of energy systems. A
paradigm shift from the obsolete power generating plants to the smart power plants
is observed not only in the renewable energy space but also in the non-renewable
energy space.

4 Integrating Artificial Intelligence into Life Cycle
Inventory—Proposed Roadmap

Artificial intelligence techniques consist of integrated white and black box models,
which study hidden patterns and features within data towards intelligent decision-
making. Its integration into LCI offers high prospects in evaluating environmental
impacts of global and local concerns in LCA studies of renewable energy systems.
A roadmap towards integration of artificial intelligence in LCI of renewable energy
systems is illustrated in Fig. 3. The critical points in the data floware further explained
briefly in this section.
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Fig. 3 Data flow from acquisition to retrieval with artificial intelligence integration

4.1 Data Acquisition

This forms a crucial step towards an effective LCI in LCA studies. Effective LCI in
LCA is dependent on the availability, accuracy and recency of the data used. Data in
this category can be obtained from primary and secondary sources. Primary source
data can be obtained via the use of sensor technologies. One of themajor contributors
to the avalanche of data we have today and years to come is the sensor technologies.
These technologies transmit data in real time according to a communication protocol
from devices to which they are embedded.

In recent times, continuous production processes employ the supervisory control
and data acquisition (SCADA) systems. Through the SCADA, data acquisition,
monitoring, control and over-limit triggers are ensured in continuous production
systems [25]. These systems, through sensor technology, generate an avalanche of
data of process parameters and conditions in real time whose warehousing offers
a high prospect for the future of LCA studies of such systems. The use of sensor
technology with real-time data logging offers a great potential for future LCA studies
enabling all processes to be incorporated in the product or process life cycle study.
ManyLCA studies are static studies. They define system processes as static processes
without considering dynamics of the process. Assumptions are often made in life
cycle software that every processworks as expected. An example is seen inmodelling
the transportation of raw materials or end products to end-users. Breakdowns and
corrective maintenance processes which might have occurred along the process, as
well as materials used up in such processes, are often never accounted for. The
dynamics of the process obtainable from real-time data of upstream and downstream
processes enables a good sensitivity analysis to be performed at the interpretation
phase in the course of the product or process LCA. Asides from the possibility of the
system dynamics, the availability of region-specific data is ensured, when process
machineries are manufactured with future LCA study in view.

However, a critical challenge in sensing continuous processes and real-time data
logging is data storage and structuring. Humongous volume of data is bound to



282 P. A. Adedeji et al.

be generated from these processes in real time leaving a critical challenge to data
management.Management of this big data can be achieved using the proposed frame-
work in Fig. 3. Notable in big data studies are their fiveVs. These include the volume,
velocity, variety, veracity and value. These five concepts therefore require an intel-
ligent solution approach towards ensuring that they become advantages and not
disadvantages in the LCI process.

The secondary data are process data archived in plant books. To increase the
availability of these data, digital copies of these data are recommended to be struc-
tured under which product, process and plant-specific data can be stored for future
retrieval.

4.2 Data Mining

Making deductive information from avalanche of data requires studying the patterns,
trends, anomalies and correlations, from a large data set. Data mining forms the crux
of knowledge discovery process (KDP). The process follows two techniques: the
descriptive and the predictive approaches [26]. Shown in Fig. 4 are the examples of
data mining techniques. In renewable energy systems, the predictive and descrip-
tive techniques have significant applications towards acquiring useful information
from the database of the acquired data for the LCA process. Predictive analysis
from the data pool gives a projection of the equipment status at specific instance
which will increase the novel field of “Predictive LCA” studies. Several intelligence
algorithms in the literature have proved efficient in predictive analysis like artifi-
cial neural network (ANN), hybrid and standalone adaptive neuro-fuzzy inference
system (H-ANFIS/S-ANFIS) and support vector machine (SVM), [27–30].

Regression Anomality Detec on

Classifica on Segmenta on 

Dependency Modeling

Predic ve Techniques Descrip ve Techniques

Fig. 4 Some data mining techniques
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4.3 Data Structuring

Data structuring is highly essential for archiving and easy reference at the point of
use. This technique involves the use of local and central servers to optimize data
volume and variety. The data from renewable energy harvesting equipment are often
resident on the SCADA system. The present SCADA system, however, presents real-
time status of the equipment or farm for informed decision-making. The SCADA
system requires a database management system (DBMS) of which the relational
DBMS is often used. The relational database monitoring system (DBMS) stores data
in the form of tables consisting of rows and columns for easy and rapid retrieval [31].
Integrating the structured query language (SQL) with the SCADA system enables
data from the SCADA’s DBMS to effectively communicate with other enterprise
software. Prospect of communication betweenLCAsoftware and the SCADAsystem
will offer a high prospect in localized LCA studies, thus reducing the problem of
LCI data unavailability.

The conventional means of data structuring has proved effective over the years;
however, an integration ofAImethodologies in this process offers a higher prospect in
reducing throughput and increasing accuracy. Mined useful data can be intelligently
clustered to associate related datawith one another in the system. Product and process
with high level of similarities can be structured together for easy drill down during
the retrieval stage.

4.4 Data Warehousing and Retrieval for LCA Studies

This is one of the crucial stages in data preparation for intended purpose. Data
warehousing has been observed to be the centre for the architecture of the future
information systems. A data warehouse is defined as an integrated decision support
database whose content emanates from numerous operational databases [32]. The
warehouse architecture is tripartite vis-à-vis the backend data extraction process,
the warehouse and the front-end data access process. A data warehouse takes into
consideration the subject-oriented, integrated, time-variant and non-volatile concepts
of data. AnLCI for renewable energy sources requires data fromnumerous databases.
It is expected of a data warehouse to contain current detailed data, older detailed
data, a lightly summarized data, a highly summarized data and a metadata [33].
Efficient data warehousing for easy accessibility is highly essential for real-time
data availability for LCI in LCA studies.

An efficient front-end data retrieval process is highly essential for efficient and
effective LCI for LCA studies where accuracy and speed of retrieval help tominimize
the throughput of the process. At data retrieval process, it should be ensured that data
quality is maintained such that specific data for intended purpose are made available
without trade-off between dimensionality and quality.
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5 Conclusion

Environmental sustainability of emerging renewable energy sources has become a
global concern. LCA tool has proven to be highly efficient in quantifying these
impacts. However, its procedure consists of several processes in which LCI forms a
significant part. In this study,we identified the integration points betweenLCI process
and artificial intelligence towards ensuring availability of quality and reliable data
for the LCA process. The data value chain was studied from data acquisition to
data retrieval. Real-time data collection and processing using artificial intelligence
techniques was proposed in this study at specific echelons of the data chain. AI
techniques can be used in data mining and structuring processes, which we believe
will reduce throughput of the process, increase data quality, enhance data structuring
and warehousing, and increase efficiency in data retrieval.
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Fault Detection System
for Long-Distance Gas Mixture Pipelines
Using Statistical Features
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Abstract Integrity management of gas pipelines can be enhanced by incorporating
state-of-the-art failure detection, diagnostics and prediction tools. A plethora of
methods are available for real-time monitoring and leak detection, the majority of
which reported for liquid pipelines that can be quickly introduced for real-life appli-
cations. The present paper, however, proposes dynamic principal component analysis
(DPCA) for it has not been tested for gas pipelines under transient conditions. Mass
flow rate, temperature and pressure values are used separately and in combined form
to establish the referencemodels.Measured data are projected into the newdimension
based on selected principal components. For leak detection, Hotelling’s T 2-statistics
and Q-statistics are monitored in real time. The validation tests for simple as well
as dynamic PCA show that both methods successfully detect a leakage that has an
opening of 10% of pipeline diameter. DPCA significantly magnified the informa-
tion on leak in terms of T 2-statistics, thus reducing the probability of missed faults.
T 2-statistics is found to be more sensitive to small leaks than Q-statistics. Overall, it
can be said that the proposed technique has the potential to accurately identify small
leaks under transient conditions.
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1 Introduction

Pipelines are the preferred and economical means for the transportation of natural
gas around the globe. However, pipelines may be exposed to several environmental
conditions based on location and demand. Pipelines may be offshore, onshore or
buried. Pipelines became extremely dangerous because of the faults like leakage and
blockage. Old pipelines usually face material degradation due to corrosion which
may lead to leakage and pipeline explosion resulting in several losses [1]. Various
studies have been conducted in the past for fault detection in pipelines, but still there
is a room to improve these techniques to meet industry expectation [2–4].

Fault detection techniques can be classified into model-based and data-driven
methods (Fig. 1). Model-based techniques require mathematical modelling of the
process to interpret abnormal events, while data-driven techniques extract features
of the system using process data with minimal process knowledge [2]. Statistical
process control (SPC) is one of the data-driven fault detection techniques. It moni-
tors and controls a process or a system using statistical measures (control charts)-
originated from manufacturing processes [5]. Statistical measures do not require
mathematical model of the complex process, like other data-based techniques; it
only relies on the process historical data [6]. These techniques can further be divided
into univariate and multivariate statistical techniques. Typical control charts such as
Shewhart chart, cumulative sum (CUSUM) chart and exponentiallyweightedmoving
average (EWMA) chart consider monitoring of single variable having independent
samples [5].However, there could be a correlation between system variables which
is beyond the capabilities of univariate statistics [7], thus, for real systems, correla-
tion between variables must be incorporated. Multivariate statistics maintainns the

Fig. 1 Classification of fault detection and diagnostic techniques
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correlation among several variables and makes calculation of new features from the
data. The most common multivariate statistics used for fault detection and diagnos-
tics is principal component analysis (PCA) combined with Hotelling’s T 2-statistics
and Q-statistics. Detection of leak using multivariate approach is similar to other
FDD techniques, i.e. by setting control limits (CL) [5, 7].

Increase in number of variables causes curse of dimensionality which can be
partially resolved by dimensionality reduction techniques [2, 8]. Principal component
analysis (PCA), partial least squares (PLS), Fisher’s discriminant analysis (FDA) and
independent component analysis (ICA) are some of the techniques that are being used
for dimension reduction of data [2, 8]. Lower dimensions of data are calculated in
such a way that the remaining variance retains maximum information of the original
data [6]. In PCA, data with a high number of variables are projected into low number
of principal components (new variables) using linear transformations [9].

From previous studies, for leak detection in water pipelines, Gertler et al. [10]
used PCA to monitor the changes in flow residuals in case of small leaks.Hu et al.
[11] used PCA in oil pipelines to identify negative pressurewaveswhich lead towards
leak detection. Torres et al. [12] used PCA coupled with T 2-statistics andQ-statistics
to monitor natural gas pipelines; once there is a leak in a pipeline, these statistics
violate the control limits.

The challenge in time-dependent systems like gas pipelines is to consider corre-
lation between variables and the system dynamics at the same time. Simple PCA
only handles the correlation between static variables. As such it is unable to handle
temporal correlations [13]. This issue canbe resolvedbyusingdynamicPCA(DPCA)
proposed by Jackson [14]. In DPCA, a sample of a variable is augmented with its
previous samples [7]. Usage of DPCA for fault detection and diagnostics (FDD) is
found in applications like chemical plants [5] and industrial boilers [15, 16]. Further-
more, Rato et al. [17] compares the performance of several modified forms of PCA.
Santos-Ruiz et al. [18] proposed the use of DPCA to detect and quantify leak of
various sizes in liquid pipelines by monitoring T 2- and Q-statistics as residuals. One
study found that Hotelling’s T 2-statistics is good for small as well as large leak-
ages, whereas Q-statistics is good for large leaks only. To our knowledge, none of
the past study applied DPCA for the purpose of FDD in case of natural gas long-
distance pipelines. In this study, OLGA simulation is performed to generate data
for a long distance natural gas pipeline under transient conditions. Mass flow rate,
pressure and temperature will be used to find the principal components using simple
and dynamic PCA. Then, T 2-statistics and Q-statistics will be calculated and moni-
tored through control limits for the detection of leaks. Detection results using simple
and dynamic PCA for both statistics will be studied. This paper is arranged in the
following sections. Section 2 is describing mathematical details of the simple PCA
and DPCA models. Section 3 is on the calculations of T 2-statistics and Q-statistics
with their control limits. Section 4 is defining the methodology of the proposed tech-
nique. Section 5 covers the results and discussion of our findings. Finally, Sect. 6
concludes the findings followed by future recommendations.
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2 PCA Mathematics

2.1 Simple PCA

PCA is a multivariate statistical approach that transforms matrix of measured data
into orthogonal and linearly integrated variables called principal components. Typical
advantage of PCA is dimensionally reduced model. According to [7, 19], if X ∈
R

n×m implies thematrix formed bymeasured data (scaled and normalized to standard
deviation of unity), then the corresponding covariance matrix S can be written as

S = 1

n − 1
XTX (1)

Alternatively, by using singular value decomposition, S can be written as

S = P�P
T

(2)

where � is a diagonal matrix consisting of eigenvalues in decreasing order and
columns in P are representing loading or eigenvectors. n is the total number of
samples and is the number of observed variables, and if n > m, resulting eigenvalues
and eigenvectors will give m × m matrix [19].

� =

⎡
⎢⎢⎢⎣

λ1 0 0 0
0 λ2 . . . 0
...

...
. . . 0

0 0 . . . λm

⎤
⎥⎥⎥⎦ (3)

Eigenvalues basically signify the variance corrosponding to the eigenvectors.
Resulting variables in the diagonal of matrix � are arranged in order of decreasing
order so that the variable with the highest magnitude will be λ1.

The matrix P can be split into two matrices,

P = [
P P̃

]
(4)

P consists of vectors (vectors with maximum variance of the data) called prin-
cipal components, while P̃ contains remaining or complementary vectors [18]. The
transformation of old matrix into new space (Score matrix) Y can be written as

Y = X P (5)

Now, the predicted data into original dimensions can be written as

Y
∧

= Y PT + error (6)
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Here, error is due to the complementary vectors which can be explained as

error = X P̃ P̃
T

(7)

2.2 Dynamic PCA

Simple PCA resolves the issue of correlation between variables but assumes that each
sample is independent from the next sample, in temporal sense. So, PCA is suitable
in steady-state conditions and cannot incorporate the dynamics of the system. PCA
can be extended to dynamic PCA by adding previous samples of a variable in a new
column of data matrix X1 (Eq. 8) [7, 18]. For a variable x1, dynamic matrix can be
written as

X1 =

⎡
⎢⎢⎢⎣

x1(1) x1(1 − 1) . . . x1(1 − r)
x1(2) x1(2 − 1) . . . x1(2 − r)

...
...

. . .
...

x1(n) x1(n − 1) . . . x1(n − r)

⎤
⎥⎥⎥⎦ (8)

Here, x1(1) is representing the first sample of a variable x1, x1(2) is representing
the value of a second sample, and so on. The second column of the matrix contains
the same variable x1, but shifted one sample backward, i.e. each sample of a variable
in the first column is followed by their preceding sample in the second. Third and
above columns of the matrix are arranged with the similar approach, where r decides
the number of previous samples to be included. For more than one variable, the same
matrix can be generated for each variable and finally combined to get final matrix
(Eq. 9) [7].

X = [
X1 X1 . . . Xm

]
(9)

The rest of the procedure to calculate principal components is the same as that of
simple PCA.

3 Fault Detection Formulation

3.1 Hotelling’s T2-Statistics

The basic concept of T 2-statistics was developed in 1947 by Hotelling [20]. Since
then, it has been used to measure the variance in the principal components [19] that
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can be used to monitor a process. Using covariance matrix S, calculated from the
training data and new data matrix XNew, T 2-statistics can be calculated as [18]

T 2 = XNewS−1XT
New (10)

Thresholds T 2
α for T 2-statistics can be calculated by [21]

T 2
α = m

(
n2 − 1

)

n(n − m)
Fα(m,n−m) (11)

where Fα(m,n−m) is the F-distribution with m and n − m degrees of freedom.
If p represents the number of considered principal components, then Eq. 11

becomes [18, 19]

T 2
α = p

(
n2 − 1

)
n(n − p)

Fα(p,n−m) (12)

3.2 Q-Statists

The squared prediction error (SPE) or Q-statistics is responsible for measuring the
variability in the residuals. If Rs is representing the residuals between actual and
predicted variables, then Q-statistics can be written as [19]

Q = Rs RsT (13)

Rs = XNew − Y
∧

(14)

Y
∧

= YNewPT (15)

YNew = XNewP (16)

Threshold Qα for Q-statistics can be calculated by the following formula [21]

Qα = θ1

[
h0cα

√
2θ2

θ1
+ 1 + θ2h0(h0 − 1)

θ2
1

] 1
h0

(17)

θi =
n∑

j=a+1

σ 2i
j (18)
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h0 = 1 − 2θ1θ3
3θ2

2

(19)

Here, cα is representing Student’s t-distribution with m degrees of freedom and
1 − α confidence interval.

4 Methodology

Figure 2 is representing the steps involved in defining the control limits and how
these limits can be used to detect the faults like leakage.

4.1 Benchmarking and Validation

Due to unavailability of field data, OLGA simulator is used to model a long natural
gas pipeline and generate data enough to train and test PCA and DPCA models. A
recent study byUilhoorn [22] is considered as a benchmark to validate OLGAmodel.
For the validation, mass flow rate values of OLGA model and benchmark study are
compared at the same boundary conditions.

4.2 Case Study

A case is developed to generate natural gas pipeline data under normal and leakage
conditions. Mass flow rate is excited at the inlet to design the system for training
[23]. Mass flow rate, temperature and pressure readings are measured at six different

Fig. 2 Methodology of leak detection by monitoring T2-statistics and Q-statistics with control
limits
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locations in the pipeline. Simulations are performed to generate data for normal,
validation and testing conditions.

4.3 Determination of Principal Components

For the training, mass flow rate, pressure and temperature measurements are used
independently and in a combined form to calculate principal components. To find
the principal components, data are normalized to convert all data to zero mean and
standard deviation of one, then, normalized datamatrix is extended to obtain dynamic
matrix using Eqs. 8 and 9. After that, covariance matrix is calculated using Eq. 2.
This covariance matrix is then used to solve eigenvalues (variance) and eigenvectors
(principal components) using SVD function in MATLAB.

4.4 Fault Detection

A new data set under pipeline normal operating conditions is generated using the
same model to calculate the residuals between actual and predicted values. These
data are then used to calculate T 2-statistics and Q-statistics using Eqs. 10 and 13,
respectively. For normal conditions, control limits (CL) are also defined for these
statistics using Eqs. 12 and 17, where the confidence intervals for F-distribution and
Student’s t-distribution are tuned for each variable. Data with a leakage of 10% are
generated, and residual statistics are calculated again for faulty data. It is observed
that after 10min (time of leak), the defined limits are violated indicating the existence
of fault (leak) in a pipeline. PCA and DPCA using different variables and several
shifted samples are calculated to study their effect in detection of 10% leakage in a
pipeline. Outcomes of the study are presented in the following section.

5 Results and Discussion

5.1 Simulation Setup

A 150-km horizontal pipeline transporting natural gas is modelled using OLGA
simulator. Mass flow rate and pressure sources are modelled at the boundaries of the
pipeline. Inlet boundary condition is excited with random signals based on design of
experiment (DOE), and outlet boundary condition is fixed to 7.2 MPa. Composition
of the natural gas (methane, 84.385%; nitrogen, 0.416%; carbon dioxide, 1.919%;
ethane, 8.871%; propane, 3.179%; n-butane, 0.658%; i-butane, 0.346%; n-pentane,
0.091%; i-pentane, 0.0897%; hexane, 0.0317%; heptane, 0.0073%; octane, 0.0016%;
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Table 1 OLGA simulation
parameters

Parameters Values

Length, diameter 150 km, 1.4 m

Pipeline Thickness 0.101 m (4 in.)

Pipe material Carbon steel

Flowing fluid Natural gas

Surface roughness 0.016 mm

Ambient temperature 278.15 K

Heat transfer coefficient 2.84 W
m2 K

Inlet mass flow Refer to Figure 3

Outlet pressure 7.2 MPa

Friction factor Colebrook equation

Equation of state GERG-2008

Leakage (testing) Maximum 0.14 m (10% opening)

hydrogen, 0.0020%; and oxygen, 0.0010%) and the required pipeline details are
adopted from [22]. Table 1 provides the further details needed for the simulation.

Figure 3 is representing the amplitude-modulated pseudo-random binary signals
(APRBS) of mass flow rate at the inlet of the pipeline for the simulations of training,
testing and validation case. Mass flow rate, pressure and temperature measurements
are captured at six different locations in a pipeline. 1200 samples are captured in a

Fig. 3 Amplitude-modulated pseudo-random binary signals (APRBS) at the inlet of the pipeline
for training, validation and testing phase



296 S. M. Mujtaba et al.

Fig. 4 Comparison between the mass flow rate of OLGA model and the benchmarked study [22]

period of 60 min. Simulations are performed to get the data for normal and leakage
conditions. For testing condition, 10% leakage is introduced after 10 min.

5.2 Benchmarking and Validation

Validation of OLGA model from the literature is presented in Fig. 4. Mass flow rate
values at 120 km from the inlet are compared. It can be observed that the results of
OLGA model are very close to the benchmarked study with root mean square error
(RMSE) of 5.42 kg/s. This small difference is due to usage of different solvers and
discretization schemes used by OLGA and the benchmarked study [22].

5.3 Data Normalization

Mass flow rate, pressure and temperature measurements are normalized to zero mean
and standard deviation of one; this is to give equal weightage to all variables. For
instance, normalized variables of training data are shown in Fig. 5. S1 to S6 are
representing the readings of sensors at 0, 30, 60, 90, 120 and 150 km, respectively.
It can be seen that all variables are scaled to similar numbers having exactly similar
trends as indicated in the training boundary condition (Fig. 5).
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Fig. 5 Normalized data for mass flow rate, pressure and temperature used for the calculations of
principal components

5.4 Fault Detection

Figures 6, 7, 8, 9, 10, 11, 12 and 13 are representing the results of leak detection
by monitoring T 2-statistics and Q-statistics, respectively, under 0.01% white noise.
Simple PCA (zero delays) results are mentioned in the left side of figures, and DPCA
results are mentioned in the right. For DPCA, several r values are studied, and the
one with the best results is presented.

Fig. 6 Results of T2-statistics obtained from mass flow rate measurements. The left figure is using
zero delays (normal PCA), and the right figure is using twenty delays (DPCA)
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Fig. 7 Results of T2-statistics obtained from pressure measurements. The left figure is using zero
delays (normal PCA), and the right figure is using twenty delays (DPCA)

Fig. 8 Results of T2-statistics obtained from temperature measurements. The left figure is using
zero delays (normal PCA), and right figure is using twenty delays (DPCA)

Fig. 9 Results of T2-statistics obtained from mass flow rate, pressure and temperature measure-
ments. The left figure is using zero delays (normal PCA), and the right figure is using thirty delays
(DPCA)
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Fig. 10 Results of Q-statistic obtained from mass flow rate measurements. The left figure is using
zero delays (normal PCA), and the right figure is using eight delays (DPCA)

Fig. 11 Results of Q-statistic obtained from pressure measurements. The left figure is using zero
delays (normal PCA), and the right figure is using twenty delays (DPCA)

Fig. 12 Results of Q-statistics obtained from temperature measurements. The left figure is using
zero delays (normal PCA), and the right figure is using twenty delays (DPCA)
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Fig. 13 Results of Q-statistics obtained from mass flow rate, pressure and temperature measure-
ments. The left figure is using zero delays (normal PCA), and the right figure is using five delays
(DPCA)

5.4.1 Hotelling’s T2-Statistics

Leak detection results, by monitoring of T 2-statistics for mass flow rate, pressure,
temperature and all three variables, are shown in Figs. 6, 7, 8 and 9, respectively.
Dynamic PCA (right side) successfully detects leakage for almost all cases with
big significant margin except for temperature (Fig. 8). But, simple PCA in cases of
pressure and temperature fails to detect leakage (Figs. 7 and 8).

5.4.2 Q-Statistics

Leak detection results by monitoring of Q-statistics residuals of mass flow rate,
pressure, temperature and all three variables are shown in Figs. 10, 11, 12 and 13,
respectively. It can be observed that using Q-statistics, both PCA (zero delays) and
DPCA are able to detect the leak by selecting the appropriate principal components
(PCs) and delays for all variables. For example, DPCA, using pressuremeasurements
(Fig. 11), requires 27 PCs and 20 delayed terms to detect leakage, while only 3 PCs
are required in case of mass flow rate with zero delays (Fig. 10). Summary of results
obtainedbymonitoringQ-statistics for several variables is presented under discussion
section.

5.5 Discussion

Tables 2 and 3 are representing the summary of detection results obtained through
T 2-statistics and Q-statistics, respectively. As simple PCA is not able to capture the
changeswith time,T 2-statistics, which is themeasure of variations in the data, suffers
to detect leak using simple PCA. By incorporating dynamic PCA, detection results
due to T 2-statistics improved notably. It can be seen in Figs. 6, 7 and 8 that the use
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Table 2 Summary of T2-statistics results, SWLM: successful with lowmargin; SWHM: successful
with high margin

Variable T2-Statistics

PCA DPCA

Components Testing Components r Value Testing

Mass (Fig. 9) 6 SWLM 12 20 SWHM

Pressure (Fig. 10) 6 Not successful 22 20 SWHM

Temperature
(Fig. 11)

6 Not successful 35 20 Not successful

Mass, pressure and
temperature
(Fig. 12)

7 SWLM 8 30 SWLM

Table 3 Summary of Q-statistics results, SWLM: successful with low margin

Variable Q-Statistics

PCA DPCA

Components Testing Components r Value Testing

Mass (Fig. 5) 3 SWLM 9 8 SWLM

Pressure (Fig. 6) 5 SWLM 27 20 SWLM

Temperature (Fig. 7) 5 SWLM 26 20 SWLM

Mass, pressure and temperature (Fig. 8) 4 SWLM 8 5 SWLM

of DPCA allows T 2-statistics to successfully detect leak by significantly violating
the control limits. Thus, it can be said that T 2-statistics is a good measure to detect
small leaks; similar conclusion is made by [18].

It can be noted that results ofQ-statistics due to 10% leak violate the limits butwith
low margin. Even the incorporation of dynamic PCA does not make any significant
improvements inQ-statistics results. This might be due to the reason thatQ-statistics
calculates prediction errors but not the variations in the data [21]. Thus, it can be
said that although in our case (10% leak) Q-statistics successfully detected the leak,
it is not suitable for smaller leaks.

To monitor changes in time due to small leakage, one must switch to DPCA
coupledwith T 2-statistics. From the study, it is observed that higher number of delays
is required to detect leak with big margin, e.g. in Fig. 7. It requires twenty delayed
terms to excite the leakage to a reasonable margin. Temperature measurements do
not show any noticeable changes due to 10% leak, so it is not recommended to use
temperature in case of small leaks. It can also be said from our findings that using all
three variables for leak is not fruitful instead of using individual variables like mass
flow rate and pressure which are highly recommended.

There are several aspects that need to be considered for application of proposed
technique in actual pipelines, such as gas composition, pipeline boundary conditions,
presence of system and sensor noise, length of pipeline and pipeline roughness. The
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results obtained in this study are dependent on the parameters that are mentioned
in Sect. 5.1. For instance, the pipeline that is considered in this study is working
under a high pressure of around 8.0 MPa at inlet, having fluctuations in mass flow
rate between 300 and 700 kg/s and with the specific natural gas compositions. Under
these conditions,Q-statistics and T 2-statistics are both able to detect 10% leakage. If
pipeline conditions and parameters are changed, there is a need to tune the proposed
technique accordingly.

6 Conclusions

Real-time leak detection and diagnostics tools are essential parts of a pipeline
integrity management system. In the present paper, a new leak detection system
(with DPCA as the primary algorithm) is introduced and its performance is assessed
by considering various delay models, controlled leaks and simulated measurement
noise. As per the validation tests and analysis, the following conclusions are drawn:

a. Both simple and dynamic PCA are able to detect 10% leak under transient
conditions and 0.01% white noise.

b. Q-statistic detects leak using all variables for simple as well as dynamic PCA,
but with low margins; thus, it may not be able to detect smaller leaks.

c. T 2-statistics almost failed to detect leak using simple PCA, but modification to
DPCA allows T 2-statistics to successfully detect leak with significant margin.

d. Increasing the number of delayed terms notably increased the violation of T 2-
statistics due to leakage.

e. Pressure or mass flow rate measurements are recommended to detect small
leakage using DPCA coupled with T 2-statistics.

Future Work will be on the extension of the current method for leak diagnostics,
which can be materialized by considering ANN, fuzzy systems or Bayesian network.
Another potential aspect for further research is the application of DPCA for fault
detection and diagnostics in multiphase flow pipelines.
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Feasibility Study on Metal Inert Gas
(MIG) Welding on Zincalume G550 Steel

WaliSiJiang Tayier, Shamini Janasekaran, and Arvinth Rajandran

Abstract The Metal Inert Gas (MIG) welding is commonly used to weld similar
and dissimilar metals in many metal processing sectors because it welds efficiently
and it is low cost, as well as it produces low fume that is one of the environmentally
friendly aspects. In the present study, the Zincalume G550 steel was welded at a
lap joint technique using MIG welding machine. The effect of welding parameters
on Zincalume G550 steel was investigated using Digital Microscope (DM). The
welded specimens were cold-mounted and cut with cutting machine, and the cross-
section of the joints ground with three different abrasive papers (220, 1000, 2000)
and etched with ferric chloride (FeCl3) for observing welded bead geometry. The
results showed the wire speed was the most significant parameter in the experimental
testing, in which direct variation was found in size of penetration, bead width, and
wire speed mean, and when wire speed was increasing, the size of penetration and
bead width also increased. In addition, the result showed the experimental testing
for penetration reached to predicted values for penetration in fuzzy logic technique.
In the meantime, the experimental testing for the bead width was much higher than
predicted values for the bead width.

Keywords MIG welding · Zincalume G550 steel · Lap joint

1 Introduction

Nowadays, similar metal joining of light metal steel is performed in the manufac-
turing fields in order to reduce weight and cost in any requirements for construction
and industry [1]. Metal joining in conventional method is an inconsistent process
due to its low welding quality and inaccuracy of measurement such as welding speed
[2]. Some highly advanced welding techniques are used by researchers such as laser-
beam welding, friction-stir welding, and brazing welding. However, these highly
advanced methods not only need more expensive equipment, but also energy spent is
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costly [3]. Zinc-alloyed metal and zinc-coated steel have been expended to be used
in construction and building industries for their high corrosion resistance in different
climate conditions, as well as humid tropical areas [4].

Zhang et al. [5] have investigated themicrostructure and properties of cupper joint
in Metal Inert Gas (MIG) welding. Different parameters were set for experimental
testing that it included wire feed rate (10.5 mm/min) and arc voltage (31 V). As a
result, the copper plate has not fully penetrated of 3.5 mm depth with V-grooving [5].
Some researchers studied on aluminum and stainless steel in MIG welding that the
welding voltage (13–15 V), welding current (20–40 A), wire feed (5.8–6.8 mm/min)
are set into parameters for testing. The results showed that dissimilarmetal plate has a
lower melting point compared to stainless steels. However, the aluminum joined with
low melting point in Stainless-aluminum plate [6]. Meanwhile, Nguyen and Huang
[7] studied on Aluminum alloys with SS400 steel joint in MIG, that study set to three
different parameters for influences on welding appearance and microstructure. The
results showed they obtained results reached to Yufeng Zhang testing results [6] that
the aluminum alloys is easy to melt with wire by low melting point. In contrast, the
SS400 steel was melted with wire in high melting point; for the combination, the
SS400 steel is less than Aluminum alloy sheet [7]. However, the similar novel metal
joining process also has been investigated until the present, in which the issues of
low welding quality, energy, and materials cost still exist in metal joining processing
fields. Hence, this study conducts an experiment on Zincalume G550 metal joining
which aims to solve some issues related to Zinc/Aluminum coated steel (Al–Zn alloy
coated steel) joint with lower cost welding equipment (such asMIG). The aim of this
study is investigating on the effects of different welding parameters on welded pool
geometry of Zincalumemetal welded joint usingMIG throughDesign of Experiment
(DOE) that contribute to sustainable environment in metal joining process, besides,
it helps to solve some problems of metal joining in construction areas.

2 Experimental Procedure

2.1 Material and Sample Preparation

Figure 1 shows the sheets of Zincalume G550 steel (20 mm * 20 mm * 1.2 mm)
were welded successfully by Metal Inert Gas (MIG) on lap joint configuration. The
chemical deposit of metal wire is given in Table 1. The metal wire (ER70S-6, wire
diameter is 1 mm) used on the Zincalume steel for welding and the chemical compo-
sitions of base metal are given in Table 2. The samples are ground through three
different types of silicon carbide (SiC) abrasive papers, namely 220 grit, 1000 grit,
and 2000 grit. It removes burrs on the joining interface.
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Fig. 1 Configuration joint
(closed square in lap
jointing). a Front view, b top
view

2.2 Metal Inert Gas (MIG) Machine

The Hero Tech IM1680 160A inverter MIG welding was used to weld the joints.
The IM1680MIG welding machine range of output current is from 40 to 160 A with
output voltage of 16–22 VDC. The specimens were clamped with G-clamp on the
welding table for stability of samples in lap joint configuration.

The effect of wire speed (3, 3.75, and 4.5 m/min) was studied at a constant
welding current of 70 A. In addition, the welding voltage (16.5, 17, and 17.5 V)
was investigated at a constant gas flow rate of 15 L/min in this article.

2.3 Metallographic Characterizations

In this paper, the weld appearance of lap joint is evaluated via the visual inspection.
In the analysis of metallographic characteristics, the welded specimens were cold-
mounted (15 mL resin and 2 mL hardener/per sample) and cut perpendicular to the
welding direction. The specimens were grounded with three types of abrasive papers
(SiC) which consist of 220 grit, 1000 grit, and 2000 grit. Finally, these specimens
were etched for 10 s and brushed to surface for two times. The welded samples were
etched using ferric chloride (FeCl3) (25 mL of distilled water and 8 mL hydrochloric
acid mixed with 4 g iron metal). The cross-sectioned surface (penetration and bead
width) was detected using Digital Microscope (DM) from Celestron Micro Direct
1080 HDMI, and the configuration of penetration and bead width were given in
Fig. 2.

2.4 Taguchi Method and Fuzzy Logic

The orthogonal arrays (OAs) in Taguchi method are an optimal design which helps
finding the best values for experimental processes. The signal to noise (S/N) ratio is an
analysis tool in Taguchi method that analyses each factor in the experimental result.
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Table 2 Chemical compositions of base metal (Zincalume G550 steel, (99.59%))

Element of metal C Mn S P Si Al

Percentage of value
(%)

0.02–0.07 0.14–0.22 0.01–0.02 0.01–0.02 0–0.02 0.03–0.06

Fig. 2 Configuration of
penetration and bead width

The S/N ratio is divided to three main categories that included Smaller is Better,
Normal is Better, and Larger is Better [8]. In this paper, the L9 (3ˆ3) orthogonal
arrays are employed to optimize the parameters. The fuzzy logic is one of the analysis
methods that can predict the output values from the input values with creating roles
between the input values and the output values [9].

3 Results and Discussion

3.1 Results of Testing for Penetration and Bead Width
in Welded Metal

The parameters of wire speed and welding voltage were set via orthogonal arrays
(OAs) of Taguchi method in design of experiment (DOE) and the testing results from
parameter setting are given in Table 3.

Table 3 Parameters testing results for penetration and bead width

Trial number Welding voltage (V) Wire speed (m/min) Penetration (mm) Bead width (mm)

1 16.5 3 0.66 3.256

2 16.5 3.75 0.67 3.119

3 16.5 4.5 0.692 3.825

4 17 3 0.651 2.645

5 17 3.75 0.636 3.589

6 17 4.5 0.807 3.288

7 17.5 3 0.699 3.051

8 17.5 3.75 0.551 4.07

9 17.5 4.5 0.813 4.699
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The setting rules’ relationship in between input variables (welding voltage and
wire speed) and output variables (penetration and bead width) were set via fuzzy
logic in Matlab software. The rules are shown in Table 4. The errors in between
predicted values and measured values for parameters are given in Table 5.

The graphic of membership for input variables (welding voltage and wire speed)
and output variables (penetration and bead width) was set via fuzzy logic in Matlab
software. The graphic for membership is shown in Fig. 3.

Table 4 The rules for input and output variables (L—low, M—medium, H—high)

Parameters Input (welding
voltage)

Input (wire speed) Output
(penetration)

Output (bead
width)

1 L L M M

2 L M M L

3 M L M H

4 M M L L

5 L H L L

6 H L H H

7 H M M H

8 H H L H

9 M H L M

Table 5 The errors in between predicted values and measured values

Trial number Penetration (mm) Bead width (mm)

Measured Predicted Error (%) Measured Predicted Error (%)

1 0.66 0.7 0.6 3.256 3 0.9

2 0.67 0.629 0.7 3.119 3 0.5

3 0.692 0.597 1.6 3.825 2.98 2.8

4 0.651 0.65 0.02 2.645 3.01 1.2

5 0.636 0.597 0.7 3.589 3.33 0.8

6 0.807 0.654 2.3 3.288 3.01 0.9

7 0.699 0.793 1.5 3.051 3.42 1.1

8 0.551 0.639 1.4 4.07 4.2 0.3

9 0.813 0.76 0.7 4.699 4.5 0.4



Feasibility Study on Metal Inert Gas (MIG) Welding … 311

Fig. 3 The fuzzy logic system for a output (penetration), b output (bead width), c rules set, d input
(welding voltage), e input (wire speed)

3.2 Discussion on Testing Result of Penetration and Bead
Width

In the geometry shape for bead width and penetration, the welding wire speed and
welding voltage are the most significant parameters in many of the previous articles.
In the MIG welding process, the size of bead width and penetration are decided by
the welding voltage. The welding voltage increases; then, dimension of bead width
increases and becomes wider. Meanwhile, an optimum value of welding voltage
decides to the penetration increasing [10]. In this paper, the testing results of pene-
tration and bead width are parallel with the Sakthivel et al. [10] results that when the
welding voltage increases, the size of bead width increases from 2.645 to 4.699 mm.
In the meantime, the penetration increases when the welding voltage reaches an
optimum value at 17 V, which is given in the Fig. 4. In Fig. 5, the wire speed is
a significant parameter in the experimental testing when the wire speed increases;
then, the bead width and penetration increase. This result is consistent with the Yang
et al. [11] result that when the wire speed and welding voltage increase, then heat
input increases, and the bead width and penetration also increase. In addition, Fauzi
et al. [12] reported that the lower welding voltage can decrease the penetration of
weld pool [11, 12]. In Fig. 6, the real experimental testing for penetration and bead
width approximately reached to prediction of penetration and bead width in fuzzy
logic. It was found that the percentages of errors were less than 3% for all the tested
data, and this percentage of errors is better than the results of prediction of error from
the Shamini Janasekaran research [13, 14]. Thus, the predicted values for penetra-
tion and bead width are accepted by experimental testing. For the optimum value of
penetration and bead width, this paper recommended the 17.5 V of welding voltage
and 4.5 m/min of wire speed according to the S/N ratio in Fig. 4.
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Fig. 4 S/N ratio for a bead width and b penetration (LB—Larger is Better)

Fig. 5 Penetration and bead width value and structure in Digital Microscope at constant welding
current 70 A. a Trial 7, b Trial 8, c Trial 9

Fig. 6 The errors graphic for a penetration and b bead width

4 Conclusion

The following conclusions can be drawn from the results of this study:

1. The sheets of Zincalume G550 steel (20 mm * 20mm * 1.2 mm) are successfully
jointed by MIG welding using the suitable parameters.



Feasibility Study on Metal Inert Gas (MIG) Welding … 313

2. The experimental testing values for penetration reached the predicted values of
penetration, and experimental testing values for bead width are much higher than
predicted values of bead width.

3. When the welding voltage and wire speed increase, then the penetration and bead
width increase.
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The Influence of Welding Parameters
on the Microhardness of Zincalume Steel
Welded Joint Using Taguchi Technique
in Metal Inert Gas (MIG)

Walisijiang Tayier, Shamini Janasekaran,
and Abdullah Hussein Ali Alzubydi

Abstract Nowadays, the Metal Inert Gas (MIG) welding is widely used to join
similar and dissimilar metals in many industrial and manufacturing sectors because
it welds efficiently, and it is low cost. In the present study, the Zincalume G550
steel was joined with a lap joint technique using MIG welding machine. The effect
of welding parameters on microhardness of Zincalume G550 steel was investigated
using Vickers hardness machine and digital microscope (DM) for the weld appear-
ance. The welded specimens were cold mounted and cut with cutting machine, and
the cross section of the joints was grounded at three different abrasive papers (220,
1000, 2000 grit). The results showed the wire speed is the most significant parameter
in the experimental testing in which the direct variation was found in microhard-
ness value, wire speed, and welding voltage mean when wire speeds, and when the
welding voltage increase, the microhardness also increases.

Keywords MIG welding · Zincalume G550 steel · Lap joint · Microhardness

1 Introduction

In recent years, the Metal Inert Gas (MIG) welding technique is widely used in the
metal processing fields in order to improve the welding quality and the welding
accuracy [1]. A variety of materials, for instance, aluminum, copper, and plastic, are
widely used in many industrial and manufacturing areas. However, these lightweight
materials not only do not have high strength and toughness, but also do not have anti-
resistance capability and easy of corrosion in the humid area [2]. In this study, the
Zincalume G550 steel is used for metal joint in MIG welding, which is lightweight,
highly resistant, and has a high strength. Many studies have been reported on alloyed
metal welded joint using the fusion welding processes such as MIG [3–5]. Li et al.
investigated the microhardness of commercial pure titanium using MIG welding
with different parameters (20 mm/s of welding speed, 50L/min of gas flow rate, and
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18.8V ofwelding voltage). The results showed themicrohardness of thewelded zone
is higher than the heat affected zone (HAZ) and the basemetal [6]. In contrast, Li et al.
studied the mechanical properties of aluminum alloy with various parameters (290 A
of welding current, 27 V and 28 A of welding voltage and 8.5, 7.5 and 6.5 mm/s of
welding speed). In the results, the hardness value in the welded zone was much lower
than HAZ and base metal [7]. In addition, some researchers reported on mechanical
properties of 7005 aluminum alloy using different parameters. From the results, the
microhardness in base metal is much higher than HAZ and welded zone that it is
parallel with Li results [8]. However, the joining of coated steels (such as Zincalume
steel) has not been fully studied by researchers yet. Thus, the aim of this paper is
investigating the effect of welding parameters on microhardness of Zincalume G550
steel welded joint inMIGwelding that conduct on full factorial design of experiment
(DOE) and analyzing data frame with Taguchi approach.

2 Experimental Procedure

2.1 Material and Sample Preparation

The sheets of Zincalume G550 steel (20 mm * 20 mm * 1.2 mm) were jointed
via Metal Inert Gas (MIG) on lap joint configuration that is given in Fig. 1. The
chemical compositions of metal wire are given in Table 1. The metal wire (ER70S-
6, wire diameter is 1 mm) used on the Zincalume steel for welding and chemical
compositions of the base metal is given in Table 2. The samples are ground through
three different types of silicon carbide (SiC) abrasive paper, namely 220 grit, 1000
grit, and 2000 grit. It removes burrs on the joining interface.

Fig. 1 Configuration joint (closed square in lap jointing at the front view)

Table 1 Chemical compositions for ER70S-6 wire (Iron: 96.11%)

Element of
metal

C Mn Si P S Cr Ni Mo Ti Cu

Percentage
of value
(%)

0.06–0.14 1.4–1.6 0.8–1 ≤0.025 ≤0.025 ≤0.15 ≤0.15 ≤0.15 ≤0.15 ≤0.5
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Table 2 Chemical compositions of base metal [Zincalume G550 steel, (99.59%)]

Element of metal C Mn S P Si Al

Percentage of value (%) 0.02–0.07 0.14–0.22 0.01–0.02 0.01–0.02 0–0.02 0.03–0.06

Fig. 2 Configuration of
hardness distribution

2.2 Metal Inert Gas (MIG) Machine

This study used Hero Tech IM1680 160 A inverter MIGwelding machine for joining
the metals. The IM1680 MIG welding machine range of output current is from 40
to 160 A with output voltage of 16–22 VDC. The workpieces were clamped with
G-clamp on the welding table for stability of samples in lap joint configuration.

The effect of welding voltage (16.5, 17, and 17.5 V) was investigated at a constant
gas flow rate of 15 L/min. In addition, the wire speed (3, 3.75, and 4.5 m/min) was
studied at a constant welding current of 70 A in this article.

2.3 Metallographic Characterizations

In this study, the weld appearance of lap joint is evaluated by the visual inspection for
the hardness testing. In the hardness value testing, the welded specimens were cold
mounted (15 mL resin and 2 mL hardener/per sample) and cut perpendicular to the
welding direction. The specimens were ground with three types of abrasive papers
(SiC) consisting of 220 grit, 1000 grit, and 2000 grit. The microhardness is tested
via Vickers microhardness testing machine (401MVD, WOLPERT) with the load
of 25 gf [2]. The hardness distribution crossed the cross section of welded pool on
which the microhardness values were measured for the base metal (BM), fusion zone
(FZ), and head affected zone (HAZ) [9], and the configuration of the microhardness
distribution is given in Fig. 2.

2.4 Taguchi Method

The Taguchi orthogonal arrays (OAs) are a robust experimental design for optimizing
process of parameters in which each factor is evaluated randomly by OAs. Normally,
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Table 3 Parameters of testing results for microhardness

Trial number Microhardness values

HAZ1 (HV) Welded pool (HV) HAZ2 (HV) Average (HV)

1 346.9 293.4 186.2 275.5

2 564.8 449.1 410.3 474.7

3 362.4 420.5 341.6 374.8

4 352.4 272.2 271.4 298.7

5 407.2 374.9 346.9 376.3

6 405.7 392.6 317.2 350.8

7 295.3 222 430.3 315.9

8 447.4 317.7 248.5 337.9

9 450 524.7 595.9 523.5

Average of each factor 403.6 356 349.8

Base metal 43.3

there are three different categories for the analysis of signal–noise ratio (S/N) which
are Small is Better, Normal is Better, and Larger is Better. In this study, the L9 (3 ˆ 3)
orthogonal arrays are used to set the parameters in the Taguchi method in which the
total number of trial is nine times [10].

3 Results and Discussion

3.1 Results of Testing for Microhardness in Welded Metal

The parameters of wire speed and welding voltage were set via orthogonal arrays
(OAs) of Taguchi method in design of experiment (DOE), and the testing results
from parameter setting are given in Table 3.

3.2 Discussion on Testing Result of Microhardness

From the previous studies aboutmicrohardness, thewelding parameters greatly affect
the hardness and toughness of the weldment. The size of grain structure of welded
metal (WM) and the size of grain structure of heat affected zone (HAZ) are much
smaller than the base metal (BM), and an increase in size of grain structure leads
to a decrease in hardness [11]. In Fig. 3, the wire speed is a significant factor in
this experiment which leads to an increase in hardness in the weldment. As a result,
when the wire speed welding voltage increases, then the microhardness increases
from 275.5 to 523.5 HV. The result is consistent with Li et al. [12] testing result and
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Fig. 3 a S/N ratio and b means for microhardness (LB-larger is better)

Sundararaj [13] in which the microhardness increases significantly when the wire
speed and welding current increase. In Fig. 4, the hardness value in HAZ is higher
than WM and BM (HAZ > WM > BM) at 403.6 HV results better than the results
in a study by Hao et al. with 155 HV [14]. In the meantime, Berczeli found that the
hardness value is the highest inHAZat 190HV[15].According to theTaguchi results,
this paper recommended the optimum value of results which included 4.5 m/min of
wire speed and 17.5 V of welding voltage. The latest result is given in Table 4.

Fig. 4 Comparison of microhardness among the three positions in the welded metal

Table 4 Optimum values of
results

Parameters Wire speed (m/min) Welding voltage (V)

Value 4.5 17.5
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4 Conclusion

The following conclusions can be drawn from the results of this study:

1. The sheets of Zincalume G550 steel (20 mm * 20mm * 1.2 mm) are successfully
jointed by MIG welding using suitable parameters.

2. In the experimental results, when the wire speed and welding voltage increase,
then the microhardness also increases.

3. The hardness value in HAZ is higher than BM and WM at 403.6 HV.
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Construction of a Hybrid Geometric
Model for an Injection Mould Using
CAD/CAM System

Jian Xin Tan and Mohd Salman Abu Mansor

Abstract The design of a mould, which is manually performed, is time-consuming
and quite complicated. This research presents a study on the procedures for auto-
matic feature recognition to help in mould design. A hybrid representation approach
is used in automatic feature recognition to extract geometric information from a
feature to identify undercut features. Boundary representation is applied in the shape
representation using topology and geometry. The proposed approach uses a face
adjacency hypergraph to describe the shape of the undercut features by representing
the relationships amongst the feature faces. Face-to-face composition is applied to
represent the relationship between the main and the undercut features. Parts A, B,
and C are created, and automatic feature recognition is used to classify the depres-
sion and protrusion features. Algorithms based on a heuristic rule are adopted to
determine the optimal parting line and direction of the parts by comparing their
feature’s geometric information. The automatic feature recognition approach iden-
tifies the shape of concave and convex features in accordance with the depression
or protrusion of faces and the face adjacency relationship. This approach can be
helpful in automatically creating the core and cavity. The proposed approach will
help simplify the process and reduce the time for mould design. Therefore, this
approach will significantly affect the increase in productivity in the manufacturing
industry.

Keywords Automatic Feature Recognition · Undercut Features · Hybrid
Representation · Parting Direction · Parting Line

1 Introduction

An injection mould is widely used in the manufacturing industry. Mould design is
manually carried out, which is time-consuming and quite complicated. The automatic
feature recognition will help promote automatic mould construction for industrial
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uses. Several feature recognition and representationmethods have been implemented
to represent the feature shape and determine the undercut feature. However, some
of these methods have limitations for specific features, and they are complex and
require considerable geometric data to support the scheme.

The hybrid representation method is the key to generating a feature recogni-
tion algorithm based on geometric data and entities. The hybrid representation in
the present research consists of an extended attributed adjacency graph (EAAG),
boundary representation (B-rep), face adjacency hypergraph (FAH), and face-to-
face composition (FFC). The parts and features can be represented by faces and
edge and adjacency information relationship through the use of these representa-
tions. The details can be extracted and transformed into useful data. The data can
generate some rules to help in feature recognition. These rules include determining
the protrusion and depression. In CAD and solid modelling, B-rep is a method for
representing feature shapes using limits. B-rep will focus on 3D structures, such as
cylinder, cube, cuboid, sphere, and pyramid, by analysing the different entities in the
model. This representation can effectively recognise various isolated features.

This research aims to use the hybrid representation method for generating several
algorithms. Such an undertaking is initiated to help the feature recognition in the 3D
model. The undercut features, such as protrusion and depression, can be determined
through these algorithms. These algorithms will be inserted in the ACIS program.
Subsequently, the mould construction for injection moulding will be automatically
carried out.

2 Literature Review

Injection moulding is a manufacturing process of injecting molten materials into a
designed mould to produce parts. The mould design is directly related to the mould
quality and the time required to generate a mould [16]. Themould design process can
be automatically carried out using the advanced knowledge in CAD/CAM software;
this task is conducted to replace the manual method which is time-consuming [7].

In designing a mould through injection moulding, the part feature must be care-
fully analysed to ensure goodmould quality.Moreover, themouldmust be unaffected
by the presence of undercut features. The method for determining and classifying
the undercut features is crucial. The undercut features can be classified into two
types, namely concave (protrusion) and convex (depression). Concave regions, such
as pockets, holes, and slots, can probably become undercut features. By contrast,
convex regions, such as bosses, spheres, cylinders, and cones, have low potential as
undercut features [7]. The identification of non-convex regions on the part determines
the part obstruction, and the region probably contains undercut features. Chakraborty
and Venkata Reddy [5] reported that the external and internal undercut features are
the major concerns to be solved. The internal undercut features are moulded by form
pins or split cores inside the cavity and core. However, the external undercut features
are moulded in the side cavities or cores.
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A candidate retraction space is used for retracting the corresponding undercut
facet, firstly in the horizontal direction and secondly in the vertical one, without
intersecting with the part. However, the solid body is huge with a finite dimension
attached to every undercut facet during retraction. This solid body volume and size
will be the same as the core or cavity. The retraction space of the undercut facet will
be computed [1]. Md Yusof and Abu Mansor [13] proposed an algorithm to detect
feasible undercut features and generate the cavity and core using edge convexity and
face connectivity approaches.

The 3D part can only focus on the square, triangle, rectangle, and loop containing
a circular or partially circular arc [11]. Recognition rules that focus on regular shape
recognition are simpler than those of a free-form-shaped one. Recognition rules
applicable to all free-form shapes are difficult to generate. The free-form surface
recognition method is restricted because the free-form features have no common
pattern similarity [2]. Such a method can be applied using principle curvatures [4].
Entities, such as vertices, edges, and faces, are clustered into a curvature region and
then grouped into features if they have the same curvature type. This method can be
applied to regular-shaped and free-form features. Langerak [10] proposed a free-form
feature recognition method. The global match on a free form is determined between
the feature and the target shapes through an evolutionary computation procedure.
If some dissimilarities still exist, then the shape’s similarity is further expanded in
another evolutionary procedure.

In the graph-based representation, a class of features has been determined by
the required topological and geometric constraints. Gao and Shah [8] proposed an
EAAG for the feature recognition method by extending the AAG and adding several
edge and face attributes. The EAAG consists of five attributes, namely convexity,
loop, geometry, existence, and blend type. The node attributes were used to verify the
coincidence between faces. The other node attributes were used to verify the number
of loops in the faces and concave hull and whether the face is planar or non-planar.

Nasr et al. [15] presented an approach for an automatic feature recognition system.
The part data were extracted from the STEP file. The geometric information was
analysed, and then a simple algorithm was developed to extract the feature face
dimension. The maximum and minimum X, Y, and Z values of the part were deter-
mined to estimate its volume size [18]. The common edge between the faces and the
face group was verified to extract the dimension from the edge loop of the grouped
faces through dimensional algorithms. The algorithms and checking common edge
method helped identify part holes and pockets [9]. Ye et al. [20] proposed an extended
attributed face edge graph (EAFEG) which is also a B-rep that extends the AAG to
represent a solid model by adding edges and face attributes. The EAFEG has two
attributes, namely face property and geometric type. The unique faces and edges
were combined to generate the geometric information. The analytical result of the
arc attributes indicates that the edge convexity is important for undercut feature
recognition.

Concave edge is defined as the angle that is less than 180° between the sharing
faces. The sharing faces which are greater than 180° are considered a convex edge.
Sakkalis et al. [17] claimed that a valid B-rep model must be represented by a model
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node if only one external shell exists, and no shell intersection and independent shell
are present. Wu and Liu [19] proposed that the rule-based representation scheme for
generating a set of heuristic rules is used to describe the characteristics and definition
of a feature class. The graph-based representation scheme can also be converted into a
rule-based one. Falcidieno [6]mentioned that the FAHmodel is used for shape feature
recognition. The representation described the object faces, whereas the hyperarcs and
arcs represented the face relationships. Bruzzone and Floriani [3] proposed that the
FFC model of a feature is based on the decomposition into face adjacent parts. The
two kinds of the components in the FFCmodel are negative and positive components.
The former consists of depression features, whereas the latter consists of protrusion
features.

Md Yusof and Abu Mansor [12] presented an algorithm that can automatically
generate cavity and core for regular and free-form faces of a 3D CAD model. The
optimal parting direction was selected using a normal vector approach. By contrast,
holes and undercuts were detected using a scanning ray approach. Md Yusof and
Abu Mansor [14] introduced a new algorithm for another alternative to determine
parting direction automatically using the B-rep of a visibility map for generating the
cavity and core of a two-plate mould.

3 Methodology

3.1 Construction Part of the Injection Moulding in ACIS

Three parts were constructed using the ACIS system. Part A consisted of depression
features, such as blind and through-hole. Part B was composed of an external cuboid
and a cylindrical protrusion feature. Part C consisted of protrusion and depression
features which were the combined concepts of Parts A and B.

3.2 Obtain the Feature Geometry and Topology

The global topological traversal functions were applied to obtain geometric informa-
tion lists of lumps, shells, wires, faces, edges, and vertices of the parts. The number
for each list of the parts was calculated and recorded using the global topological
traversal functions.
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3.3 Classification of Undercut Features

Solid objects bounded by two manifold features were considered. The FAH model
was used to analyse the face relationship of the undercut features by constructing
the FAH representation which uses the nodes to describe the object faces. The FFC
composition was used to identify the face adjacent information between the features
based on the component decomposition in the feature. The face classification cate-
gorised the faces in accordance with the shape and interaction. The types of undercut
features were classified in accordance with the number of undercut faces, the type
of faces, and the composition of features.

3.4 Generating the Rule-Based Representation to Determine
the Undercut Feature

The EAAG and rule-based representations (heuristic rule) generated the attributes
and rules which were based on the hybrid representation of FAH and FFC. The AAG
was extended to determine the depression and protrusion features. The face attributes
were added to the EAAG. Such attributes included convexity, type of face, number
of adjacency faces, number of faces in the undercut feature, and geometry.

The rule-based representation was generated by the previous representation in
this research to describe the undercut feature. The new heuristic rules are presented
as follows:

• Cuboid depression feature

1. A concave feature is present.
2. The feature consists of five depression faces.
3. The feature only consists of cubic or rectangular planar faces.
4. Only one interacting face is present on the depression feature.

• Cylindrical through a hole depression feature

1. A concave feature is present.
2. The feature only consists of one depression face.
3. The circular edge is present on the feature.
4. The feature only consists of one cylindrical face which is a non-planar one.
5. Two interacting faces are present on the depression feature.

• Cylindrical blind hole depression feature

1. A concave feature is present.
2. The feature consists of two depression faces.
3. The feature has one cylindrical face and one circular face.
4. Only one interacting face is present on the depression feature.
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• External cuboid protrusion feature

1. A convex feature is present.
2. The feature consists of five protrusion faces.
3. The feature only consists of square and rectangular planar faces.
4. Only one interacting face is present on the protrusion feature.

• External cylindrical protrusion feature

1. A convex feature is present.
2. The feature consists of two protrusion faces.
3. The feature has one cylindrical face and one circular face.
4. Only one interacting face is present on the protrusion feature.

3.5 Determination of the Parting Direction

The parting direction, d, should be identified to select the optimal direction to allow
the core to move away from the cavity in the right direction. To identify the parting
direction of the part, the normal direction, n, of the depression faceswas identified and
recorded to analyse their direction and find the parting direction of the depression
feature. Table 1 displays the method for finding the parting direction of different
features.

Table 1 Determination of the parting direction of the cuboid depression feature

Normal direction of the
faces in the depression
feature

Summation normal
direction of each face in
the depression feature

X-direction: nX(f 1) + nX(f 2) + nX(f 3) + nX(f 4) + nX(f 5) = dX
Y-direction nY (f 1) + nY (f 2) + nY (f 3) + nY (f 4) + nY (f 5) = dY
Z-direction nZ(f 1) + nZ(f 2) + nZ(f 3) + nZ(f 4) + nZ(f 5) = dZ

Parting direction, d (dX, dY, dZ)
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3.6 Determination of the Parting Line

The parting line should be identified to separate the core and cavity. The parting line
could be identified by gathering the mid-point information of the protrusion feature.
If the mid-points of the protrusion features are sharing the same axis planar plane,
then the parting line could be formed in the core and cavity generation.

3.7 Construction of the Core and Cavity

The structure and size of the core and cavity were constructed on the basis of the
parting direction and line identified in the program.

4 Case Study

The automatic feature recognition programme is applied to Part C (Fig. 1). Such a
programme consists of protrusion and depression features.

The undercut features of Part C were identified using the program. The topology
information was known initially in this program. The programme showed that Part
C consists of 1 lump, 1 shell, 29 faces, 60 edges, 44 vertices, and 48 loops. The
maximum (x, y, z) coordinate was (9, 2, 4.5), and the minimum was (−9, −2, −3).
Themould minimum should not be smaller than 540mm3. The programme extracted
the protrusion and depression features information in accordancewith the EAAG and

Fig. 1 Part C
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heuristic hybrid representation. Such a programme showed that Faces 23–29 have
no undercut feature.

For depression feature
The maximum (Xmax, Ymax, Zmax) and minimum (Xmin, Ymin, Zmin) values in this

cuboid depression feature are (4.5, 2.0, 2.5) and (−4.5, −0.5, −2.5), respectively.
The volume of the cuboid depression feature is constructed as follows:

(Xmax − Xmin)× (Ymax − Ymin)× (Zmax − Zmin) = (4.5− (−4.5))× (2.0− (−0.5))

× (2.5− (−2.50)) = 112.5mm3.

To find the parting direction:
For the X-direction:

X( f 4)+ X( f 5)+ X( f 6)+ X( f 7)+ X( f 8) = 0+ 1+ 0+ 0+ (−1) = 0

For the Y-direction:

Y ( f 4)+ Y ( f 5)+ Y ( f 6)+ Y ( f 7)+ Y ( f 8) = 0+ 0+ 0+ 1+ 0 = 1

For the Z-direction:

Z( f 4)+ Z( f 5)+ Z( f 6)+ Z( f 7)+ Z( f 8) = (−1)+ 0+ 1+ 0+ 0 = 0

The parting direction of Part C is (0, 1, 0) after comparing the parting directions
of the depression features.

For protrusion feature
Find the normal direction of cuboid protrusions 1 and 2.
For the X-direction:

X( f 9)+ X( f 10)+ X( f 11)+ X( f 12)+ X( f 13) = 0+ 0+ (−1)+ 0+ 1 = 0

For the Y-direction:

Y ( f 9)+ Y ( f 10)+ Y ( f 11)+ Y ( f 12)+ Y ( f 13) = 0+ (−1)+ 0+ 1+ 0 = 0

For the Z-direction:

Z( f 9)+ Z( f 10)+ Z( f 11)+ Z( f 12)+ Z( f 13) = 1+ 0+ 0+ 0+ 0 = 1

This finding indicated that these features are sharing the same axis plane (Y = 0).
The results can be used to determine the parting line. The parting surface should be
generated (134 mm2) to determine the parting line and should be located at (Y = 0)
as follows:
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Fig. 2 Core and cavity of Part C

The parting surface = (Xmax − Xmin)× (Zmax − Zmin)

= (9− (−9))× ( 4.5− (−3))

= 134mm2

The programme combined the results by mixing the determination of depression
and protrusion methods and created the ideal core and cavity for the mould (Fig. 2).

The result showed that the hybrid representation can combine the feature recogni-
tion and representationmethods to produce another method that can ideally represent
the part features, such as undercut features and feature shapes. The parting line and
direction had also been identified and demonstrated by the algorithm.

5 Conclusions

The case study shows that different concave and convex features consist of various
depression and protrusion faces, respectively. The parting direction is determined by
the summation normal direction of the depression face algorithm in the depression
feature, and the parting directions of the depression features are compared to find
the optimal direction for ejecting the core away from the cavity. The parting line is
determined by the algorithm wherein the mid-points of the protrusion features are
compared to find the optimal parting surface for separating the core and cavity. In
terms of contribution to knowledge, the determination of undercut features and the
selection of the optimal parting direction and line can be automatically performed to
help in the mould design. The mould design method can be simplified to save time.
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Development of a Face Sculpture
Prototype Using a Reverse Engineering
Technique

Mohd Zhafran Anwar Mohd Tahar and Mohd Salman Abu Mansor

Abstract This paper uses a reverse engineering technique to develop a face sculpture
prototype from a real part without an original design documentation. Reproducing
the model of a face sculpture becomes a considerable issue in the absence of such
a documentation. Therefore, a data point was acquired for generating a 3D face
sculpture in computer-aided design. The Delaunay triangulation and mesh of the
point cloud were created using the computer-aided three-dimensional interactive
application software. The surface of the mesh part was rebuilt, and the generated
surface model of the face sculpture was analysed. To fabricate the face sculpture
prototype via computer numerical control milling machine, machining simulation
was performed using a computer-aided manufacturing software called Mastercam.
The simulation showed different surface finishes for the face sculpture prototype
when various parameters, such as cutting tool size, step over of the cutting tool and
tool path style, were considered.

Keywords Reverse engineering · Computer-aided design · Prototype ·Machining

1 Introduction

Reverse engineering (RE) allows a user to generate a computerised representation
from an existing part surface based on the point data acquired [16]. RE consists of two
processes, namely digitising a physical part and creating a 3D part modelling from
digitised data. Different types ofmaterials, such as stone, ceramic, bone, plastic, clay,
metal, polyurethane or polystyrene, can be digitised [2, 4, 8]. An existing product or
part of the geometrical shape is measured from the physical part, and then a complete
computer-aided design (CAD) model is created [19]. Contact or non-contact method
is used to collect 3D point data in creating a CAD model and in subsequent manu-
facturing processes [14]. RE input includes the focal physical object, and the CAD
model is the output either as a volume representation or a surface reconstruction
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[18]. Existing RE software includes computer-aided three-dimensional interactive
application (CATIA) [8, 16], SolidWorks, Pro-Engineer, CopyCAD, Rapidform and
Geomagic Studio [3, 18]. RE is a versatile and highly popular technology in the
currently advanced manufacturing world.

REbeginswith data acquisition,wherein hardware is used to capture the data point
cloud of the surface object. The physical object is scanned using different types of
hardware which can be classified into the contact and non-contact methods. Contact
methods involve the probe andmechanical contact between the physical object during
the scanning process. For non-contact method, no probe and mechanical contact are
found between the physical object during scanning [1]. An example of the contact
method hardware is the coordinate measurement machine (CMM) with probe, and
counterparts for the non-contact approach include computer tomography, magnetic
resonance imaging, laser and ultrasonic scanners [18]. In contrast to their non-contact
counterparts, contact-type devices are slow but can more accurately acquire data.

Varaday et al. [14], Lee and Woo [8] and Budaka et al. [3] discussed certain data
acquisition issues, including data point accuracy, calibration, massive point data,
measurement error, redundant data, the surface effect of the object (e.g. a shining
object) and unfinished data that are associated with less accurate surface reconstruc-
tion. Budaka et al. [3] presented several solutions to these issues, such as the 3D
digitisation preparation result via data filtering, data reduction and data smoothing.
These steps usually imply a RE process at the pre-processing phase. Varaday et al.
[14] also suggested calibrating the sensing device to identify accurate parameters
or data points and utilising multiple scanning devices and views to resolve accessi-
bility problems. Errors in acquired data are introduced by multiple views because of
registration problems. Lee andWoo [8] proposed a procedure that overcomes certain
resulting concerns and integrates RE and rapid prototyping.

Moreover, Son et al. [12] proposed an automated measuring system for partial
inclusion of a free-form surface. To automate a measuring process, suitable hard-
ware and software systems are needed. The software modules create optimal scan
plans such that the scanning operation can be performed consequently. The hard-
ware systems consist of setup fixtures and a laser scanning device that can give
proper orientation and location for the part to be measured. Bernard and Véron [2]
proposed a method that can scan a part automatically using a CMM with offline
programming, and they employed a software module called Paint to locate the illu-
minated region using a laser beam, and thus, facilitate the data acquisition process.
However, the system required enhancement in terms of its scanning effectiveness
for a complex part. Vidvans and Basu [15] put forward a scalable open-source 3D
reconstruction system for RE, which involves normalisation from a digital image
correlation of surface speeds during a rotational motion of the focal part.

Pre-processing eliminates noisy points and obtains the required points. Despite
technology utilised for scanning, a pre-processing phase is still needed to filter
the point clouds from the deficiencies due to accuracy limitations and the noise
introduced during the acquisition phase, thereby ultimately combining the point
clouds that represent dissimilar views of the object and optimise the cloud’s density
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[6]. Budaka et al. [3] proposed a programmed system for the 3D digitisation pre-
processing of data point. This commonly used system was derived from a cross-
sectional approach.Data points acquired froma 3Ddigitisation systemwere rendered
acceptable, sufficiently prepared and modified for the CAD model reconstruction.
Carbone et al. [4] suggested combining a CMM and vision system for free-form
surface RE by pre-processing point clouds through properly developed procedures
for data reduction and ordering. Two algorithmswere presented for reducingmassive
point data. Firstly, the random algorithm permitted the deletion of curves according
to the probability specified by the consumer. This algorithm is very valuable when
a large point number should be eliminated in the smooth shape areas. Secondly, a
data reduction algorithm was developed on the basis of the change tolerance of the
curvature or tangent [4].

According to Hsiao and Chuang [7], the data should be retrieved and reduced
after reaching the acquisition data point. Scanned data will be overlooked at times
for several reasons, including having a partition line or a concavity on the model.
Moreover, the data point number can be reduced when the scanned data density is too
high. A point cloud reduction method proposed by Lee and Woo [8] was employed
to reduce the redundant point. The new point should be generated before creating the
surface reconstruction. The first two steps in point cloud processing involve sampling
and filtering [17]. Xu et al. [17] mentioned that these two steps directly influence the
quality of model rebuilding and are the key stages in RE technology. This method
may filter more noise on the high variability and low variability which could reflect
the boundary and form points. Zhang [19] developed a programme for the format
transformation of measurement data. Initially, the measurement data output format
must be converted into a format that can be received by the Unigraphics software.
Subsequently, the measurement data out of the tolerance range must be filtered out
in a visualised way. The processed data can be employed directly for generating the
die model.

Delaunay triangulation is defined as all the empty circumcircle of the triangle in the
net. It is performedby creating a bounded circle from three randompoints andwithout
any other points existing in the circle [9]. A triangle that is small and with a narrow
angle must be avoided for stereolithography (STL) creation and actual fabrication
using a rapid prototyping equipment. Hence, even the smallest among all triangle
angles is sizeable. A vertex that makes an error that is smaller than the tolerance
is selected and removed to reduce the point data. The Delaunay triangulation then
retriangulates to the region around the vertex. A triangular mesh is one of the most
popular shape representations in computer graphics and in the CAD and computer-
aided manufacturing (CAM) domains. Such mesh comprises a set of triangles which
is typically in 3Dand is connected by common edges or corners. Sansoni andDocchio
[11] used the Polyworks IMMerge module to generate or create a triangular mesh
from the point cloud. The said module allows the operator or user to lightly adjust
several parameter values thatmake this step flexible and feasible, and it also optimises
the mesh both in terms of the number of the model triangles and in accuracy with
respect to the original point cloud.
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After creating and saving a solid model, it is transferred to a special file known as
the STL. This file format was derived from the leading 3D systems in stereolithog-
raphy. An STL file format stands for the virtual CAD model of the focal object to be
modelled as a triangular facet. When taken together, this triangular facet describes
a polyhedral estimation of the object’s surface—such an estimation is a polyhedral
approximation of the boundary involving the material and non-material. Using the
scanned data to direct the STLfile creation reduces the error and time in themodelling
process. The number of point data reduction is important when producing STL file
directly with retained precision from the measured point data. Lee et al. [9] demon-
strated a novel approach for reducing the data size by segmentation and Delaunay
triangulation. Chen et al. [5] focused on STL creation by specifying error bounds
and percentages in data reduction. The region to be triangulated was chosen by the
triangle deviation and its surrounding ones, and triangulationwas executed according
to the distance between the region points. Masood et al. [10] generated tool paths
directly from point cloud data in the STL format based on direct machining. They
proposed the machining of free-form surface geometries with complex machining
areas and used three-axis milling with a ball end mill cutter and B-spline curves as
the toolpaths [10].

RE is an important tool within the CADmodelling process, particularly in relation
to complex surfaces which are often very complicated or almost impossible to model
by using the tools offered in contemporary CAD systems. In the current study, a RE
technique is used to develop a face sculpture prototype from its real part as the
original design documentation of the face sculpture does not exist. Reproducing the
model of the face sculpture becomes a great problem in the absence of the original
design documentation.

2 Methodology

Figure 1 shows the flow chart of the overall RE process. In an early stage, CATIA
is used to create the 3D part modelling from the digitised data. It is one of the most
powerful and commonly used tools in many industries.

The first step in RE is accessing the workbench by using CATIA software for
importing the point cloud from the scanned data file. To import the point cloud, the
CATIA Digitised Shape Editor (DSE) workbench must be accessed. The DSE is
used in the early stages of the RE cycle. In RE, the geometry of an existing physical
object is captured by 3D scanning. The result is obtained in the form of digitised
data. CATIA DSE allows for various operations on this digitised data. With DSE,
many forms of digitised data can be imported, including meshes, grids, scans and
point cloud to extract characteristic curves and create tessellated meshes. First, the
CATIA DSE workbench must be accessed by selecting Start > Shape > Digitised
Shape Editor. The point cloud is then imported using the ‘cloud import tool’. This
point cloud file can be in ASCII, Hyscan, Opton or stl file formats. The ASCII file
format is selected to import the data by clicking ‘Apply’.
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Machining simulation
No

Yes

Start

Import data point cloud file

Remove and filter point clouds

Mesh creation and correction

Export to STL file

Create surface model

Prototype fabrication

End

Fig. 1 Flow chart of the prototype development process

The number of points can be reduced to hasten further operation. The point to be
removed can be selected either through using each of the points or the spline line
to trap the certain region that must be removed. The ‘remove tool’ icon is clicked
to remove the unnecessary points. Different modes (pick, trap or brush) can then be
chosen to remove the point. This step filters the points and identifies the equilibrium
gap between each of the points. When the scans or grids are filtered, the filtered
points are hidden, and new scan or grids are created. The points can also be recalled
using the ‘reset’ tab.

The next step is the mesh creation. In this step, facets can be created on the point
cloud using the ‘mesh creation’ tool. The principle is that a mesh is created on all the
active point clouds. Themaximum facet edge is set via the neighbourhood parameter.

The mesh creation toolbox will appear after clicking on the ‘mesh creation’ tool.
The standard or recommended neighbourhood value will be shown when the part or
point cloud is clicked. The neighbourhood value is the maximum length of the facet
edge. If one edge of the facet is greater than this maximum, then the facet will not be
created. The neighbourhood value is increased to close unwanted holes in the mesh.
In the display icon, the shading and triangles must be activated so that mesh with its
triangles can be seen. In certain cases, identifying a neighbourhood value that can
fill the holes without creating unwanted triangles may be difficult.

Figure 2 shows a complete mesh surface after hiding the point clouds. For the
cloud export, an external format file can be created from the cloud, scans or meshes
using the ‘Export’ tool.

The mesh elements that must be first exported are selected. The selected element
is displayed in the ‘Element(s)’ field. The ‘Grouped’ feature selects all the elements
for export into a single file. The ‘….’ button is then clicked to enter the name and the
path of the file to be created. Subsequently, the ‘Save As’ dialogue box is displayed.
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Fig. 2 Complete mesh surface after hiding the point clouds

The file name is entered to create and select the needed file format, such as the STL
file. Finally, the ‘Save’ button is pressed to revert to the main dialogue box.

A surface model is then generated for machining simulation. The tool and
parameter selections are required for machining simulation using the CAM of the
Mastercam software. Roughing is one of the processes for removing the bulk of
the waste material during the machining process. This process is the first step of
machining. The end mill tool is commonly used during roughing. This type of tool
can be employed for removing the bulk of the material. In computer numerical
control (CNC) milling, an end mill tool can perform many tasks, including cutting
blind holes, flattening edges and making holes. However, such a tool cannot cut a
square hole. Roughing is performed at high speed and depth. Conversely, finishing
is the cutting process for completing the part and achieving the final dimension,
tolerances and surface finish. Finishing is carried out at low speed and depth. In
production machining tasks, one or more roughing cuts are usually performed on
the work followed by one or two finishing cuts. Figure 3 shows the selected tool
parameter. Finally, prototype fabrication is performed.

The face sculpture prototype was developed through RE. A CNCmilling machine
was used to fabricate the prototype. Perspex is theworkpiecematerial utilised to fabri-
cate this prototype. At the beginning of the process, the workpiece raw material was
prepared into the required size, i.e. 200 mm× 150 mm× 50 mm (length× width×
height). The thickness of the face sculpture to be fabricated is approximately 50 mm,
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Fig. 3 Final selection of the
tool parameter

but the available thickness of the workpiece raw material is only 25 mm. Hence, two
blocks of Perspex material were employed and joined by using chloroform.

3 Result and Discussion

The surface of the face sculpture is almost similar to the actual one, and the apparency
is more clear (Fig. 4) because the data point cloud used in CATIA is larger. The larger
the data point cloud used, the higher the probability that the shape of the face sculpture
will be apparent. Each of the point cloudswill connect to each other to create a triangle

Fig. 4 Surface generation
from CATIA
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in a process known as Delaunay triangulation. This triangle will define the surface of
the face sculpture. Therefore, the more the triangle is developed, the more apparent
the shape of the face sculpture becomes.

Figure 5 shows that the smoothness of the surface model increased after the final
selection of the tool parameter. The generated shapes obtained before this simulation
are also rougher. The shape and contour of this machined surface model are also
observed to be almost the same as those of the actual shape.

The set-up of the Perspex material was achieved with the CNC milling machine.
After the complete set-up of the machine, the CNC code programme generated from
the Mastercam software was transferred to the CNC milling machine to execute
the machining operation. Machining started with the roughing process where the
workpiece was roughly cut and was followed by the finishing process. Figure 6
shows the finished part of surface sculpture prototype.

Fig. 5 After the machining
simulation

Fig. 6 Finished face
sculpture prototype
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The simulation indicated that the size of tool used for each process (including
roughing and finishing) influenced the surface quality of the final product. Tool
size selection also depends on the size of the product that must be machined. This
observation is because using a large tool for machining a small part will damage
the part during machining. Furthermore, the step over of the cutting tool also plays
an important role in producing a good surface finish. The larger the step over of the
cutting tool used for themachining process, the lower is the surface quality produced.

A new paradigm for CNC carving of 3D surfaces on metallic or wooden plaques
[13] can be related to this research as regards to the development of a face sculpture
prototype. In contrast to the present work, prior research is focused on a 3D free-form
surface representation in the form of a STL format and point cloud data from the
conversion of a 2D digital image. However, their toolpath data for three-axis CNC
finishmachining was generated from the 3D surface data by using a ball endmill tool
and validated by using a machining simulation, which is generally identical to the
one in the current study. Therefore, the RE technique proposed for this work seems
quite flexible, as indicated by the result for prototype development.

4 Conclusions

Several software applications can be used to develop a product design using the
RE technique. However, software selection depends on the complexity of the part
or the product that must be reverse engineered. In this study, CATIA software is
used because it can import large file sizes given its lack of limitations regarding file
sizes, and the quality of the final product also has its advantages. Surface analysis
and comparison on the simulation can be performed for the CAD model of the face
sculpture using CATIA. Furthermore, the Mastercam software was employed for
machining simulation to fabricate the part prototype. This CAM software has its
own benefits. Specifically, the quality of the part would be similar for the machining
simulation and for the finished prototype of the face sculpture. Consequently, the step
over of the tool is crucial in the finishing or sweeping process because it will influence
the final surface quality of the product. In terms of contribution to knowledge, the
RE technique presented in this paper can be employed flexibly, though no existing
original design documentation is present.
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Experimental Investigations
on the Surface Hardness of Synthesized
Polystyrene/ZnO Nanocomposites

Mohammad Azad Alam, H. H. Ya, P. B. Hussain, M. Azeem, S. M. Sapuan,
Rehan khan, and Tauseef Ahamad

Abstract The addition of inorganic spherical nanoparticles fillers to polymers
matrix enables in the enhancement in the polymer’s mechanical properties as
well as the addition of new features in the polymer matrix. In the present study,
ZnO/polystyrene composite was synthesized by bulk polymerization route and the
hardness of compositeswas studied. The prepared nanocompositeswere injected into
a compression mold in a compression-molding machine. The prepared test specimen
was subjected to Rockwell hardness tests. Further, to ensure proper morphology of
nanocomposites, scanning electron microscopy (SEM) and X-ray diffraction (XRD)
were carried out. Results revealed that by increasing nano-ZnO up to 0.3%, there
is a remarkable increment approximately 47% in the hardness. Also, an analysis of
variance (ANOVA) has been applied to find the optimal input parameter levels and to
analyze the effect of these parameters on hardness. The composite produced is envi-
sioned to have applications as the building blocks for the manufacturing of various
automotive parts, sensors, transducers, actuators, UV detectors, and optoelectronic
devices.

Keywords Polystyrene · Rockwell hardness · ZnO · Bulk polymerization

1 Introduction

In today’s industrialization world, polymer-based composites are gaining their popu-
larity as structural materials owing to their versatile properties. In order to enhance
various properties like mechanical properties, tribological properties, and thermal
stability, polymers are used to filled with nano-sized fibers, metals, and minerals;
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however, in some previous studies ZnO nanoparticles have been studied as rein-
forcements for a number of polymers such as polyacrylonitrile [1, 2], polystyrene [3,
4], polystyrene butyl acrylate [5], and polyurethane [6]. However, the degree of prop-
erty enhancement relies on the polymer matrix and on the particle size, distribution,
and dispersion of the nanoparticles and on the adhesion at the interface of the filler
matrix. Polystyrene is a widely used polymer, and its main features include low cost,
transparency, and ease of processing. Due to its unique characteristics, polystyrene
is to be used in a broad spectrum of applications area [7]. Polystyrene finds its appli-
cations in various industrial sectors that include electronics appliances, insulation of
building and constructions, food utensils, and packaging [8]. The nano-sized zinc
oxide (ZnO) has offered great attention as one of the multitask inorganic nanofillers
due to its highly significant suitability like infrared adsorption, increased chemical
stability, and low dielectric constant [9].

Themain issue faced during processing or fabrication of polymer nanocomposites
is to disperse the nano-sized fillers in a polymer matrix homogeneously [10]. The
nano-sized fillers dispersion originates a greater interface area, and hence, nanocom-
posites got differentiated from traditional composites and filled plastics. Tradition-
ally, there are usually three methods to fabricate polymer nanocomposites. They are
melt intercalation, solution methods, and in situ polymerization. Hardness is purely
a relative term, and hence, hardness of materials is impressed in number scale; so, it
has no unit. Various evaluation approaches are developed to determine the hardness.
Various types of hardness tests are the Rockwell hardness test, Durometer (shore)
hardness test, Brinell hardness test, Knoop hardness scale, and Vickers scale.

The objectives of the present work are to synthesize new PS/ZnO nanocom-
posites using in situ polymerization methods and to analyze the influence of ZnO
nanoparticles on the mechanical behavior, i.e., hardness of prepared composites and
to characterize the prepared composites using SEM and XRD. The enhanced hard-
ness nanocomposites are expected to be used in various fields such as field emission
display, UV shielding, photocatalysis, and gas sensing.

2 Experimental Procedure

Prior to the fabrication of the nanocomposites, neat polystyrene sampleswere synthe-
sized at 85 °Cwith the addition of initiator, namely benzoyl peroxide. The processing
time for the polymerization is approximately 120 min, and the level of initiator was
taken as 0.40% by weight. The experimental environment was chosen in order to get
polystyrene with a melt flow index (MFI) value that is similar to commercially avail-
able polystyrene. The synthesis was done using polymerization (in situ) methods
which include dispersing the nano-ZnO in monomer styrene and followed up by
polymerization (free radical) process initialized by the addition of benzoyl peroxide
(BPO). The monomer (styrene) with a suitable amount of ZnO was mixed (mechan-
ically) with stirrer for half an hour. The mixture obtained is further gone in an
ultrasonic bath for half an hour in order to obtain better dispersion. The benzoyl
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peroxide was added to the prepared mixture to initiate the process (polymerization)
at 95 °C for 180 min. The composites finally obtained were molded into the molds
made up of aluminum and were kept in an oven at 110 °C to accomplish the process.

2.1 Sample Preparation and Testing

In order to prepare the specimens for hardness testing of the synthesized nanocom-
posite, synthesized composites are compression-molded between two compression-
molding plates at a temperature of 160 °C. Before starting compression mold, the
PS composite chunks and gauge are heated up to 160 °C. After this, pressure was
applied manually in steps by a hand lever projected in the hydraulic press. The full
pressure was applied for a minimum of 2 min. When the last step has taken place,
the plates were cooled down to room temperature by giving the water bath. Then the
compressed sheet of PS composite was taken out from the gauge. Ten sheets were
prepared in a similar fashion. The capacity of this hydraulic press was 20 Ton.

2.1.1 Hardness Test Procedure

In Rockwell hardness test for all samples,M scale indenter is used and 100 kgf load is
applied. Rockwell hardness test is most commonly used for relatively hard plastics.
ASTM D785, standard test method for Rockwell hardness of plastics and electrical
insulating materials was adopted for the Rockwell hardness test. ASTM D785 was
adopted, and the test was carried out at a controlled atmosphere of 23± 2 °C and 50
± 5% RH. A test scale preselected from the table was taken for measurement. This
test was based onASTMD785 according to thematerial. Accordingly, themajor load
was selected and was set, and the indenter was fitted. The test sample was placed
on the anvil and minor load was applied by lowering the steel ball indenter onto
the surface of the specimen. Minor load ensures good contact of indenter and test
specimen. The dial of equipment was set to zero position, and major load is applied
within 10 s by releasing the trip leaver. After 15 s, major load is removed and the
specimen is allowed to recover for another 15 s. During this period, the needle of
the scale passing from zero position is counted. Rockwell hardness was calculated
from the dial scale based on the difference in the number of times the needle of dial
passes from zero. The Rockwell hardness was reported in number.

3 Results and Discussion

The hardness of the nanocomposites synthesized at a different speed and concen-
tration shows a notable increment as depicted in Fig. 1. This improvement can be
attributed to the uniform dispersion of nano-filler in the polymer matrix. The uniform
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Fig. 1 Rockwell hardness
variation with the
concentration of ZnO at
three different stirrer speeds

dispersion of nano-PS is also revealed that as the speed increases, the dispersion
improves. In the present work, the maximum increment in Rockwell hardness is
47.41% at 1200 rpm with only a 0.3% level of concentration which is comparable
with the previous works [11].

3.1 Characterization

The XRD pattern of the ZnO nanoparticles sample is shown in Fig. 2. It can be
observed from Fig. 2 that the significant reflections are between 30° and 40° (2θ
values), which reveals a more crystalline regime in the zinc oxide sample. Figure 3
shows the XRD pattern of neat polystyrene. Figure 4 shows the XRD pattern of
prepared composites at 1200 rpm and its comparison with base and filler materials.

The nano-ZnO peaks in the composite pattern confirm the formation of zinc oxide
dispersed PS composite and development of crystallinity in the polystyrene matrix.

Fig. 2 XRD pattern of
nano-ZnO
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Fig. 3 XRD pattern of
polystyrene

Fig. 4 Comparison of XRD
of ZnO with nanocomposites
at different concentrations at
1200 rpm

In this case, all the three composites peaks match with peaks of nano-ZnO, indicating
the good dispersion of ZnO in the matrix.

Peak details of ZnO nanopowder obtained by powderx software are summarized
in Table 1.



350 M. A. Alam et al.

Table 1 Peak details
obtained by powderx

Sample ZnO and nanocomposites

Crystal system Hexagonal

Lattice type P

Lattice parameter a = 4.9168, b = 4.9168, c = 5.4089

Lattice parameter Alpha = 90, Beta = 90, Gamma = 120

Radiation Cu

Wavelength: 1.540598

2θ start 20

2θ end 70

Fig. 5 SEM micrographs of a nano-ZnO and b PS/ZnO nanocomposites

3.1.1 Scanning Electron Microscopy

The scanning electron microscope (SEM) is one of the most flexible instruments for
the assessment and investigation of the structural qualities of materials. The crack
system of a polymer is a significant subject of intrigue identified with the structure
of the material. The initiation of cracks and voids occurs in the weak region when
a point load is applied on the surface of the polymer or composites. These voids
can be detected by small angle X-ray scattering when they reach a size of about 20
to several hundred Angstrom units, and the structure can be observed directly by
SEM. SEMmicrographs for nano-ZnO and nanocomposites are shown in Fig. 5a, b,
respectively.

3.2 ANOVA Analysis

The two-way ANOVA table for hardness against speed and concentration gener-
ated by MINITAB 15 is summarized in Table 2. From the table, it can be inferred
that contribution of concentration is 19.93%, and while the contribution of speed
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Table 2 ANOVA table general linear model for hardness

Source DF SS MS F P Contribution%

Speed of stirrer (r.p.m) 2 1597.56 798.778 40.05 0.002 76.25

Conc. of ZnO 2 417.56 208.778 10.47 0.026 19.93

Error 4 79.78 19.944 3.82

Total 8 2094.89 100.00

Fig. 6 Main effects and interaction plot for rockwell hardness

is 76.25%, it means that the effect of concentration is more on tensile strength as
compared to speed. Their contribution to error is 3.82%. The more the error, lesser
will be the simultaneous effect of input parameter on the output parameter. The main
effects plot and interaction effects plot are shown in Fig. 6. The concentration and
stirring speed have an effect of 19.93% and 76.25%, respectively, as analyzed by
ANOVA.

4 Conclusions

This research is focused on an experimental investigation of the effect of nano-
ZnO and stirrer speed on the Rockwell hardness of prepared polymer nanocom-
posites. Polystyrene (PS)–zinc oxide (ZnO) nanocomposites were synthesized at
three different concentrations and different stirrer speeds by in situ polymerization.
Concentration and speed of stirring during polymerization are important parameters
for the enhancement of mechanical properties. Nano-ZnO gives crystalline nature to
nanocomposites. The optimum ZnO content to improve Rockwell hardness is 0.3%.
At this ZnO content, the increment in Rockwell hardness is 47.41%. The dispersion
of nanopowder enhances the crystallinity of PS. ANOVA results exhibit that in the
case of Rockwell hardness, the concentration and stirring speed have an effect of
19.93% and 76.25%, respectively.
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A Review: Hybrid Welding of High
Strength Materials

Okwudili S. Ogbonna, Stephen A. Akinlabi, Nkosinathi Madushele,
Abiodun A. Abioye, and S. Hassan

Abstract Hybrid welding of high-strength materials such as stainless steel,
aluminum alloy, and titanium alloy has become more important due to an ever-
increasing demand for structural parts with combined properties of lightweight, low
cost, enough strength, and energy saving and high performance in adverse environ-
ments for automobile, aerospace, petrochemical, andmarine applications.Welding of
suchmaterialswith conventional fusion processes has not always been possible due to
wide disparity between their physical and thermal properties, residual stress, as well
as the precipitation of thick and brittle intermetallic compounds, IMCs. Mechanical
and corrosion properties depend so much on the thickness of IMCs, which conven-
tionally must be less than 10μm. Although friction stir welding, laser welding, elec-
tron beamwelding, and ultrasonic welding can give quality hybrid weldwith reduced
thickness of IMCs as low as 4 μm, their application is limited by size and shape of
basemetals, need for vacuum environment in the case of electron beamwelding, high
cost, and special tool requirements. As a result of this, modified fusion arc welding
processes remain the most widely applied welding processes in the industries. The
improvement in themicrostructural properties of hybrid arc fusionwelding processes
has been observed to achieve qualityweld jointwith enhanced performance. Compre-
hensive details of MIG–TIG hybrid welding of some high-strength materials have
been developed in the subsequent sections of this review.
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1 Introduction

Manufacturing processes are broadly classified into forming, casting, material
removal, and joining processes [1]. Conventionally, welding is a manufacturing
process in which similar or dissimilar metals are joined together by heat to form a
formidable bond upon solidification different from brazing, riveting, and use of bolts
and nuts [2]. Over the years, various welding processes have been developed such as
friction stir welding (FSW), metal inert gas (MIG) welding, electron beam welding
(EBW), ultrasonic welding (USW), tungsten inert gas (TIG) welding, submerged arc
welding (SAW), laser beam welding (LBW), resistance spot welding (RSW), and
plasma arc welding (PAW) [3] due to their superior strength over other metal joining
processes. Hybrid welding entails a combination of two welding processes to form
a joint [1]. There are about five types of welding joints based on applicability. They
include lap joint, corner joint, butt joint, tee joint, and edge joint [2].

Properties of welded materials such as the fatigue, strength creep resistance,
impact toughness and yield strength, and corrosion properties are affected by the
chemical composition, residualwelding stresses, andmicrostructural evolutions such
as the formation of intermetallic compounds which arise from phase transforma-
tion during the heating process [4, 5]. The need for structural components with a
combination of high specific strength, lightweight, and excellent corrosion properties
in aerospace, automobile, railway, petrochemical, and marine industries increases.
This increase is aimed to reduce cost, environmental pollution, weight, and energy
consumption. Thus, welding of high-strength materials (most metal alloys) that meet
these requirements or obtain high-performance workpiece becomes more important
[6, 7]. However, welding of these materials demands adequate care to ensure that
their excellent properties are not compromised during the welding process.

Most of the time, considering the disparities in chemical composition, and thermal
and physical properties of high-strength materials, their weld joints often have prop-
erties different from their parent materials due to the introduction of residual stresses
and formation of thick and brittle intermetallic compounds (IMCs) [7]. Several
studies have examined arc fusion welding of similar and dissimilar high-strength
materials [2, 8–27].

Tungsten inert gas welding (GTAWor TIG), a type of fusion welding, that utilizes
arc between a non-consumable tungsten electrode and the workpiece [28], has also
been widely investigated in joining of high-strength materials [29–38].

Although conventional MIG or TIG has been used to achieve a quality weld joint
of high-strength materials with good performance through various strategies such
as optimization of welding parameters, use of improved filler wire, use of adhesive
bond, post-weld heat treatment, peening of surface to be welded, and numerical
modeling [2, 8–27, 29–38], they are not without their shortcomings. Some of these
shortcomings include low productivity due to low heat input and deposition rate of
TIG welding process [39] and especially the formation of massive thick IMCs which
has been seen to possess a great effect on the integrity, properties, and performance
of welded joints [40].
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Friction stir welding, laser beam welding, ultrasonic welding, and electron beam
welding have been observed to achieve high-performance weld joints with very thin
IMCs due to low heat input [41–44]. However, their application is limited by the size
and shape of the workpiece, need for vacuum environment in the case of electron
beamwelding, and high cost of equipment. Arc welding, therefore, remains the most
widely applied welding process in the construction and automobile industries. It is
then obvious that there is need for MIG–TIG hybrid welding to be adopted instead
of utilizing either MIG or TIG alone in welding of high-strength materials. This
paper, therefore, has focused on the hybrid arc welding (MIG–TIG) of high-strength
materials.

2 Methodology

Some scholars have investigated the microstructure of MIG–TIG hybrid welding.
Zhang et al. [45] examined themicrostructure ofMIGwelded joint of 7005 aluminum
alloy to 321 stainless steel with auxiliary TIG arc. A welding–brazing joint mode
with enhanced back and front appearance was observed due to the incorporation of
the TIG arc, which was used to heat up the steel part with lower heat conductivity.
The microstructure of IMCs of the weld bead was homogenous without abnormal
lath-shaped intermetallic compound and less than 10 μm. The IMCs of the joint
obtained with conventional MIG process alone were not uniformed with serrated
and some abnormal lath-shaped IMCs, which grew into the weld metal, thereby
reducing the quality of the weld. The energy dispersive electroscopic study (EDS)
conducted showed that the IMCs on the steel side possessed more dissolved nickel
and chromium atoms than there were in the case of conventional MIG welding.

Still in an attempt to reduce the thickness of IMCs in order to enhance the quality
of fusion welded joint, Ye et al. [46] also studied the synergistic effect of TIG and
MIG double-sided arc welding on the microstructural and aesthetic properties of
aluminum alloy and steel butt weld. The poor weld appearance often experienced
in single-sided arc welding due to oxidation would be mitigated with the TIG torch
at the reserve side of the weld if its current did not exceed 70 A. The Al–Fe IMC
in the welding–brazing joint mode also was optimal at this TIG current value with
thickness of 2.07 μm on the steel brazing interface, which is lower than 2.23 μm
obtained at higher TIG current. It is also observed that the thickness of the IMCs
became massive when the MIG voltage exceeded 13 V. The thickness of the IMCs at
this voltage value decreased from 3.8 to 2.43 μm also on the steel brazing interface.

Cheng et al. [6] observed the microstructural evolution of butt welded titanium
alloy (Ti–6Al–4 V also known as TC4) and 304 stainless steel using MIG–TIG
double-sided arc welding (DSAW). In the study, four different joint modes were used
in the study by regulating the amount of heat input. It was observed that the stainless
steel welding–TC4 brazing joint mode showed the best joint integrity. The welding–
brazing mode achieved was different from the conventional welding–brazing joint
mode, which involves the fusion of the two base metals with the base metal with
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a lower melting point to braze the one with a higher melting point. Here, copper
interlayer used formed brazing on the titanium alloy side andwelding on the stainless
steel sidewhich suppressed the precipitation of brittle Ti–Fe IMCs. The stainless steel
side interface of the joint contained two phases of copper and iron melted zones with
curved morphology, which improved the quality of the joint.

Cheng et al. [7] also examined the microstructure of MIG–TIG double-sided arc
welding of 304 stainless steel to pure copper without preheating and grooving. The
heat input was regulated to examine its effect on the microstructure of the joint. It
was found that at low heat input, a brazing mode was observed on the stainless steel
side without pores and cracks. At intermediate heat input, dual welding and brazing
were seen at the stainless steel side.

However, there was the presence of cracks and pores. At higher heat input, fusion
on the stainless steel side was observed with pores and cracks. In all the three cases,
there was fusion on the copper side of the joint. Therefore, copper welding–stainless
steel brazing mode gave the best weld quality with good front and back appearances
due to low heat. The positioning of the TIG arc at the reverse side of the joint during
welding also protected the weld zone from oxidization.

The welding–brazing interface on the stainless steel side showed that the flat
morphology and theweld zone consisted of single copper phase. At higher heat input,
the fusion joint mode showed a scraggy morphology and the weld zone consisted
of double phase of iron and copper due to the diffusion of iron atom at higher heat
input. The microstructural evolution of MIG–TIG hybrid welded joints that has been
discussed is given in Table 1.

Table 1 Microstructural observations

Authors Workpiece Microstructure

Zhang et al. [45] 3.5-mm plates of 7005 aluminum
alloy and 321 stainless steel

Homogenous lath-shaped Fe–Al
IMCs with a thickness of less than
10 μm
Increased diffusion of nickel and
chromium atoms in the α (Al) matrix

Ye et al. [46] Q235 low-carbon steel and AA5052
aluminum alloy (3 mm × 60 mm ×
200 mm)

Good front and back appearances
obtained. With a proper combination
of welding parameters, the Al–Fe
IMC layer was less than 3 μm

Cheng et al. [6] TC4 and 304 stainless steel plates
(2 mm × 60 mm × 200 mm)

Thin IMCs with curved morphology
and suppressed brittle Ti–Fe IMCs

Cheng et al. [7] Pure copper and 304 stainless steel
plates (3 mm × 60 mm × 200 mm)

At low heat input, stainless steel/weld
interface showed a flat morphology
Scraggy morphology was noticed at
higher heat input due to the
coarsening of grains
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3 Study of Mechanical Properties

The mechanical properties of MIG–TIG hybrid welded joint have been investigated.
Zhang et al. [45] observed the effect of auxiliary TIG arc on the mechanical behavior
of MIG welded joint of 7005 aluminum alloy to 321 stainless steel. The hardness of
the joint was lower than that of the aluminum base metal due to the replacement of
iron atoms in the IMCs by nickel and chromium atoms. The reverse was observed
without auxiliary TIG arc. The average tensile strength of the joint with auxiliary
TIG arc increased from 96.7 to 146.7 MPa, and the fracture surface showed that the
crack had penetrated through the weld metal, unlike in the case of conventional MIG
where the crack initiated and ran through the IMCs alone.

Among four different joint modes observed between titanium alloy (TC4) and
304 stainless steel [6], stainless steel welding–titanium alloy brazing joint mode
indicated the maximum tensile strength of 319 MPa which is higher than 63 MPa,
227 MPa, and 273 MPa obtained in TC4 welding–stainless steel brazing, TC4–
stainless steel fusion, and TC4–stainless steel brazing joint modes, respectively. In
MIG–TIG double-sided arc welding of pure copper to 304 stainless steel [7], as the
heat input was increased, there was a reduction in the hardness of the heat-affected
zone (HAZ) on the copper side of the joint. Their weld zone also changed from single
phase of copper at low heat input to double phase of copper and iron. This increased
the hardness of the weld zone to 139.1 and 136.1 HV at intermediate and higher heat
inputs, respectively, which are significantly higher than 98.6 HV observed at lower
heat input.

The tensile strength of all the joints obtained was lower than that of the base
copper, the best tensile strength was 229 MPa, and fracture occurred on the HAZ of
the copper basemetal in all the cases due to increased softening. However, elongation
observed was higher than that of the base copper. Table 2 gives the summary of the

Table 2 Mechanical property observations

Authors Workpiece Response in mechanical property

Zhang et al. [45] 321 stainless steel plates and
3.5-mm 7005 aluminum alloy

Microhardness of welded bead was less
than the aluminum base metal. Tensile
strength increased from 96.7 to
146.7 MPa

Cheng et al. [6] 2 × 60 × 200 mm TC4 and 304
stainless steel plates

The joint with TC4 brazing–stainless
welding mode showed a maximum
tensile strength of 319 MPa

Cheng et al. [7] 3 × 60 × 200 mm plates of 304
stainless steel and pure copper

The hardness of the weld zone
increased at higher heat input. Tensile
strength decreased, but the elongation
increased. The fracture occurred at the
HAZ on the copper side in all the joint
modes
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mechanical properties of MIG–TIG hybrid welding of some high-strength materials
that have been discussed.

4 Study of the Effect of Welding Input Parameters

The weld pool behavior, arc shape, and manner of molten metal transfer in welding
are determined by the choice of welding input parameters. These parameters, as well,
have a great effect on the mechanical behavior and microstructure of the weld joint.
Chen et al. [39] investigated the influence of auxiliary TIG arc on high-speed TIG-
MIG hybrid welding. A bead on plate was used in the study. It was observed that
when the auxiliary TIG arc was leading, the MIG arc was stable, the welding speed
rose to 1.5 m/min, and undercut defect and spatters were not observed. In addition,
even when the heat input was increased significantly, the microstructure of the weld
did not deteriorate by the additional heat generated by the auxiliary TIG arc.

In MIG–TIG double-sided arc butt welding of aluminum alloy to low-carbon
steel, Ye et al. [46] obtained optimal welding parameters. It was observed that TIG
current, MIG voltage, and welding speed of 70 A, 13 V, and 2 cm/s gave the best IMC
layers with best mechanical properties. Cracks were formed when the heat input was
too high that was by increasing MIG voltage beyond 13 V or TIG current above 70
A. It was then observed that for optimal weld performance, MIG/TIG voltage ratio
must be within 1.35–1.64. Beyond this ratio, the IMC layers were massive, which
comprised the integrity of the weld joint.

In a MIG–TIG double-sided arc welding–brazing, Zhang et al. [47] studied the
influence of welding parameters on the intermetallic compounds and mechanical
properties of titanium alloy (Ti–6Al–4 V)/aluminum alloy (5A06) butt joints. The
phase composition, thickness, and morphology of the Ti–Al IMCs were determined
by the magnitude and concentration of the heat input. When the heat input was
increased by increasing the TIG current from 70 to 100 A or by reducing the welding
speed from 17 mm/s to 13 mm/s, the thickness of the Ti–Al IMCs increased. As a
result, the morphology was transformed into serrated shape from the lamellar shape
and the phase changed from TiAl3 to TiAl at the titanium alloy side of the joint.
The maximum tensile strength of 240.3 MPa and IMCs of thickness from 2 to 6 μm
were obtained when the TIG current, welding speed, and TIG position were 80–90
A, 15 mm/s, and 0 mm, respectively.

Zhang et al. [40] also studied the effect of welding parameters on the microstruc-
ture of MIG–TIG double-sided arc welding–brazing of 1060 pure aluminum and
304L austenitic stainless steel. The argon flow rate of 15 L/min and welding rate
were maintained at 200–400 mm/min at the two welding torches, while the MIG
voltage was varied from 13 to 15 V and the wire-feeding rate from 5.8 to 6.8 m/min.
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The TIG current was varied from 20 to 40 A.With the double-sided arc welding, due
to its low heat input, a good weld was obtained with good front and back appear-
ances and the thickness of IMCs was less than 5 μm compared to 15 μm observed in
conventional MIG welding. The average tensile strength reached 80 MPa at fracture
occurred at the HAZ of aluminum. However, this was reduced to 30 MPa with frac-
ture at IMC layer when the TIG current, MIG voltage, and wire feed were raised to
40 A, 15 V, and 6.8 m/min, respectively, and welding speed reduced to 200 mm/min.
This was due to increase in heat input, which increased the thickness of brittle IMC
layers.

A challenge that is often encountered in the MIG–TIG double-sided arc welding
(DSAW) is the welding depression defect. As a result, with the advantages of DSAW
retained, Miao et al. [48] examined the effect of bypass current on the arc behavior
and mode of molten metal transfer in high-speed butt welding of 304 stainless steel
in order to eliminate welding depression. Due to the bypass current, a good weld
seam appearance with significantly reduced depression was obtained at 0.87 m/min
welding speed. The HAZ also became narrower, average tensile strength reached
618 MPa, the manner of metal transfer changed to globular transfer from short-
circuiting transfer, and its rate of transfer was improved by 50%. These effects were
attributed to the reduction of the base metal heat input and the increase in the filler
wire melting heat by the bypass current.

From the foregoing, it is obvious that MIG–TIG double-sided arc welding has
significantly improved the quality and performance of welded high-strength mate-
rials. However, in the welding of magnesium alloy to stainless for lightweight appli-
cations, the problems faced cannot sufficiently be solved by DSAW, since according
to binary system, magnesium and iron do not interact with each other. Hence, Ding
et al. [49] utilized copper as an interlayer between lap joints of AZ31B magnesium
alloy and 430 ferritic stainless steel.

The joining was made possible because copper has great interaction with both.
The TIG and MIG touches were arranged with an angle of 75° between them. In
addition, two different copper foils of thicknesses 0.02 and 0.1 mm were chosen to
study their effect on the properties of the weld joint. Optimal welding parameters
were carefully chosen as follows: Welding current, voltage, shielding gas flow rate,
and welding speed were 134A, 15.2 V, 15 L/min, and 30 mm/min, respectively.

With these values, when the thickness of the foil was lower than 0.01 mm, there
was no proper spreading of the Mg on the Fe, while cracks began to occur when
the thickness of the foil was above 0.15 mm. The lap joint with 0.1-mm copper foil
gave the best quality joint. This was attributed to the higher conductivity and better
heat distribution with the thicker foil, which promoted proper wetting, and hence
better joint integrity with 47% improvement in tensile shear strength. The effects
of welding parameters on the MIG–TIG hybrid welding have been summarized in
Table 3.
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Table 3 Study of the effect of welding parameters

Authors Workpiece Processing parameter Observation

Chen et al. [39] Steel plate (5 mm × 70
mm × 250 mm)

Addition of auxiliary
TIG arc current of 50 A,
MIG current of 250 A,
and argon shielding gas
flowing at 20 L/min

The weld bead
decreased by 48%, and
no spatter and undercut
defect detected. Stable
current–voltage
characteristics observed.
There was no grain
coarsening in the weld
zone, and HAZ became
narrower as welding
speed increased

Ye et al. [46] Q235 low-carbon steel
and AA5052 aluminum
alloy (3 mm × 60 mm
× 200 mm)

MIG voltage was varied
from 11 to 15 V, TIG
current was varied from
50 to 90 A, and the
welding speed was
varied from 1.6 to
2.4 cm/s

Optimal welding
parameters of MIG
voltage 13 V, TIG
current 70 A, and
welding speed 2 cm/s
gave the best weld
quality with Al–Fe IMC
layer less than 3 μm.
The MIG/TIG voltage
ratio must also be within
1.35–1.64 to avoid
cracks

Zhang et al. [47] Ti6Al4V and 5A06 Al
(3 mm × 60 mm ×
200 mm)

Welding speed:
13-19 mm/s, TIG
current: 70–100 A

Maximum tensile
strength obtained with
TIG current, welding
speed, and TIG position
being 80–90 A,
15 mm/s, and 0 mm,
respectively. The
morphology of the
Ti–Al IMCs changed
from lamellar to serrated
shape with a thickness
of 2–6 μm, and their
phase changed from
TiAl3 to TiAl on
Ti6Al4V side of the
joint

(continued)
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Table 3 (continued)

Authors Workpiece Processing parameter Observation

Zhang et al. [40] 1060 pure aluminum
and 304L austenitic
stainless steel (2 mm
60 mm × 200 mm)

Welding rate:
200–400 mm/min, wire
feed: 5.8–6.8 m/min,
argon flow rate: 15
L/min, MIG voltage:
13–15 V, and TIG
current: 20–40 A

A good weld appearance
without defect was
obtained with DSAW. In
addition, the thickness
of IMCs reduced at low
heat input, the tensile
strength reached
80 MPa with fracture at
the HAZ of aluminum,
and this was reduced to
30 MPa at higher heat
input with fracture at the
thick IMC layer

Miao et al. [48] 304 stainless steel
(3 mm × 50 mm ×
200 mm)

Bypass current of 50 A,
filler melting current of
110 A, 32 V, 0.87 m/min
welding speed, argon
flow rate at 15 and 5
L/min for MIG and TIG,
respectively, and wire
feeding at 6.8 m/min

Depression reduced,
metal transfer mode
became globular instead
of short-circuiting,
fusion amount reduced,
HAZ became narrower,
average tensile strength
reached 618 MPa, and
the rate of metal transfer
increased by 50%

Ding et al. [49] AZ31B Mg alloy (3 mm
× 60 mm × 150 mm)
and 430 stainless steel
(2 mm × 60 mm ×
150 mm)

Welding current,
voltage, shielding gas
flow rate, and welding
speed were 134 A,
15.2 V, 15 L/min, and
30 mm/min, respectively

Joint with 0.02-mm
interlayer fractured at
the Cu–Fe interface with
brittle fracture mode,
while the joint with
0.1-mm interlayer
fractured at the
intermetallic compound
alloy which was not
formed with 0.02-mm
interlayer and
propagated through the
weld seam with
quasi-cleavage fracture
mode. The hardness of
the Mg alloy was 55 HV.
After welding, its HAZ
rose to 83.2 HV with
0.02-mm foil and 64.4
HV with 0.1-mm foil.
The tensile shear
strength of 0.1-mm foil
joint was 47% higher
than the one with
0.02-mm foil
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5 Conclusions

From the various studies examined, the following conclusions can be drawn:

(1) High-strength materials such as titanium alloy, aluminum alloy, stainless steel,
and magnesium alloy can successfully be welded with MIG–TIG hybrid
welding.

(2) The major challenges in welding of dissimilar materials are differences in their
physical and thermal properties.

(3) Welding of materials leads to the precipitation of intermetallic compounds at
the weld and base metal interface. However, the properties of the welded joint
are largely determined by the microstructure and thickness of intermetallic
compound layer.

(4) The thickness of intermetallic compounds is determined by the amount of heat
input, which can be regulated by the welding parameters such as the welding
current, voltage, speed, and shielding gas. Increasing the heat input increases
the thickness of IMCs, which must be less than 10 μm for optimal performance
of the welded joint.

(5) Although other welding processes, such as electron beam welding, ultrasonic
welding, and friction stir welding, can be used to achieve a high-quality weld,
their application is limited by the high cost of equipment, size and shape of base
metal, special tooling, and their need for special preparation.

(6) Hybrid MIG–TIG arc welding especially in DSAW has a great potential in the
welding of high-strength materials without groove and preheating due to its low
heat input, which reduces the thickness of IMCs formed during welding which
improves the mechanical behavior of the welded joint. In addition, due to the
positioning of the welding torches at both sides of the weld, a good spreadability
of the molten metal is achieved, which yields a weld seam with excellent front
and back appearances. The weld is also protected from oxidation at the backside
of the weld.

6 Recommendations

From the literature reviewed, the following recommendations are made:

• Although from the reports given by the researchers on the MIG–TIG hybrid
welding of high-strength materials, quality weld joint with excellent performance
can be achieved, only a few studies in this regard have been reported and as such,
more studies need to be done.

• The thickness of the workpiece that has been investigated is 3 mm and below
without groove. Therefore, there is a need for more investigations to be made
with workpieces with higher thicknesses. The result should then be compared
with traditional MIG or TIG welding.
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• Corrosion and thermal properties are crucial considerations for high-strength
material structural components in an adverse and high-temperature environment.
The studies that were reviewed in this paper have not considered the effect of
MIG–TIG hybrid welding on these properties. Hence, more studies are required
in this regard.

References

1. Das S, Biswas A, Debbarma J, Deoghare AB (2018) Study of hardness of the weld bead
formed by partial hybrid welding by metal inert gas welding and submerged arc welding at
three different heat inputs. Mat Today Proc 5(5):13650–13657

2. Sen R, Choudhury SP, Kumar R, Panda A (2018) A comprehensive review on the feasibility
study of metal inert gas welding. Mat Today Proc 5(9):17792–17801

3. Bu Y, Gardner L (2019) Finite element modelling and design of welded stainless steel I-section
columns. J Constr Steel Res 152:57–67

4. HuM, Li K, Cai Z, Pan J (2018) A newweld material model used in welding analysis of narrow
gap thick-walled welded rotor. J Manuf Process 34:614–624

5. Kucharczyk P, Madia M, Zerbst U, Schork B, Gerwien P, Münstermann S (2018) Fracture-
mechanics based prediction of the fatigue strength of weldments material aspects. Eng Fract
Mech 198:79–102

6. Cheng Z, Huang J, Ye Z, Liu H, Yang J, Chen S, Zhao X (2018) Interfacial microstructure
evolution andmechanical properties ofTC4alloy/304 stainless steel jointswith different joining
modes. J Manuf Process 36:115–125

7. Cheng Z, Huang J, Ye Z, Chen Y, Yang J, Chen S (2019) Microstructures and mechanical
properties of copper-stainless steel butt-welded joints by MIG–TIG double-sided arc welding.
J Mat Process Technol 265:87–98

8. Meena SL, Butola R,MurtazaQ, Jayantilal H, NiranjanMS (2017)Metallurgical investigations
of microstructure and micro hardness across the various zones in synergic MIG welding of
stainless steel. Mat Today Proc 4(8):8240–8249

9. Ghosh N, Pal PK, Nandi G (2017) GMAW dissimilar welding of AISI 409 ferritic stainless
steel to AISI 316L austenitic stainless steel by using AISI 308 filler wire. Eng Sci Technol Int
J 20(4):1334–1341

10. Khanna P, Maheshwari S (2108) Residual stress analysis in MIG welding of stainless steel
409 M. 5:4939–4947

11. Li D, Uy B, Aslani F, Hou C (2019) Behaviour and design of spiral-welded stainless steel tubes
subjected to axial compression. J Construct Steel Res 154:67–83

12. Vijaya SB, Daniel LI, Jayabal S (2018) Experimental study and analysis of weld parameters
by GRA on MIG welding. Mat Today Proc 5(6):14309–14316

13. Dong H, Yang L, Dong C, Kou S (2012) Improving arc joining of Al to steel and Al to stainless
steel. Mat Sci Eng A 534:424–435

14. Costanza G, Sili A, Tata ME (2016) Weldability of austenitic stainless steel by metal arc
welding with different shielding gas. Procedia Struct Integrity 2:3508–3514

15. Rosado-Carrasco J, Krupp U, López-Morelos VH, Giertler A, García-rentería MA (2019)
Effect of a magnetic field applied during fusion welding on the fatigue damage of 2205 duplex
stainless steel joints. Int J Fatigue 121:243–251

16. Li D, Yang D, Luo X, Zhang G (2018) Effects of shielding gas on GMAW of 10Ni5CrMoV
HSLA steel using high Cr-Ni austenitic wire. J Mat Process Technol 259(92):116–125

17. Ratan A, Chakraborty S, Sarathi P, Bose D (2018) Study of parametric effects on mechanical
properties of stainless steel (AISI 304) and medium carbon steel (45C8) welded joint using
GMAW. Mat Today Proc 5(5):12384–12393



364 O. S. Ogbonna et al.

18. Anant R, Ghosh PK (2017) Ultra-narrow gap welding of thick section of austenitic 19. stainless
steel to HSLA steel. J Mat Process Technol 239:210–221

19. Májlinger K, Kalácska E, Russo P (2016) Gas metal arc welding of dissimilar AHSS sheets.
Mat Design 109:615–621

20. Huang L, Hua X, Wu D, Jiang Z, Ye Y (2019) A study on the metallurgical and mechanical
properties ofAGMAW-WeldedAl-Mgalloywith different plate thicknesses. JManufProcesses
37:438–445

21. Yagati KP, BatheRN,Rajulapati KV, SankaraKB, PadmanabhamG (2014) Journal ofmaterials
processing technology fluxless arc weld-brazing of aluminium alloy to steel. J Mat Process
Technol 214(12):2949–2959

22. Ru JI,RamC(2007)Effect of preheating temperature andfillermetal type on themicrostructure,
fracture toughness and fatigue crack growth of stainless steel welded joints. Mat Sci Eng
453:235–243

23. García AL, Salas R, Centeno L, Velásquez A (2011) Crack growth study of dissimilar steels
(Stainless-Structural) butt-welded unions under cyclic loads. Procedia Eng 10:1917–1923

24. Tasalloti H, Kah P, Martikainen J (2017) Effect of heat input on dissimilar welds of ultra
high strength steel and duplex stainless steel: microstructural and compositional analysis. Mat
Charact 123:29–41

25. Shiri SG, Nazarzadeh M, Sharifitabar M, Afarani MS (2012) Gas tungsten arc welding of CP-
Copper to 304 stainless steel using different filler materials. Trans Nonferrous Met Soc China
22(12):2937–2942

26. Anant R, Ghosh PK (2017) Advancement in narrow gap GMA weld joint of thick section of
austenitic stainless steel to HSLA steel. Mat Today Proc 4(9):10169–10173

27. GhoshN,Kumar P,NandiG (2016) Parametric optimization ofMIGwelding on 316L austenitic
stainless steel by grey-based taguchi method. Procedia Technol 25:1038–1048

28. Singh AK, Dey V, Rai RN (2017) Techniques to improve weld penetration in TIG welding (A
review). Mat Today Proc 4(2):1252–1259

29. Wu B, Wang B, Zhao X, Peng H (2018) Effect of active fluxes on thermophysical properties
of 309L stainless-steel welds. 255:212–218

30. Kumar A, Sharma G, Dwivedi DK (2018) TIG spot weld bonding of 409 L ferritic stainless
steel. Int J Adhes Adhes 84:350–359
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Abstract Composite materials constitute two or more constituents with significant
differences in their physical and chemical behaviours which combine to form a single
material with superior properties than any of the individual constituents. Particle-
reinforced composite is a class of composite materials in which particles (metallic,
fibre, polymer, etc.) of various sizes are used to improve the property of the base
material. The properties of particle-reinforced composite are greatly dependent on
the particle size of the component used as reinforcement in the base ormatrixmaterial
among other factors. This is due to a change in the interface bonding of the particles
with the matrix component as the particle size changes. However, these reinforcing
materials do not always come in the required particle size desired by the composite
manufacturer. As a result of this, there is a need to reduce the particles to the required
sizes. Vibratory disc milling is one of the techniques used in reducing the reinforcing
material into the required size. In this study, the effect of milling duration on the
particle size of titanium alloy powder has been analysed with MATLAB software.
The result shows that when other milling parameters are held constant, the particle
size reduces with increasing milling duration.
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1 Introduction

Composite materials constitute two or more constituents with significant differences
in their physical and chemical characteristics which combine together to form a
single material with superior properties than any of the individual constituents [1].
Composite materials are conventionally made of two phases, namely: the matrix
phase (the load distribution phase) and the reinforcement phase (the dispersed phase)
[1]. The properties of composite material are a function of the relative quantity,
quality, geometry, orientation and chemical composition of the constituent phases [2].
Composites are categorized based on thematrix phase as polymermatrix composites,
ceramic matrix composites and metal matrix composites and also based on dispersed
constituent as particulate-reinforced composites, structural composites and fibre-
reinforced composites [3].

Particle-reinforced composites can be classified into two, namely: large-particle-
reinforced and dispersion-strengthened composites. Concrete is an example of
the large-particle-reinforced composite, while dispersion-strengthened composites
include metals/metal alloys, polymer and ceramic matrices which contain finely
dispersed inert material as reinforcement [4]. Particle-reinforced composites are
widely utilized due to their excellent high specific strength, high strength, elastic
stiffness, good dimensional stability, creep resistance, good fatigue property and
enhanced tribological properties [5]. Titanium and its alloys display superior phys-
ical, mechanical and chemical behaviours which make them very useful for particle-
reinforced composite fabrication for applications in industries such as aerospace,
marine and automobile industries [6]. The titanium alloy used in this study is an
α + β type (Ti–6Al–2Sn–2Zr–2Mo–2Cr–0.25Si) with high ductility, high strength,
high density, high corrosion resistance with reduced cold formability [7].

There are two major routes in the fabrication of particle-reinforced composite
(ceramic matrix), namely: through liquid-state and solid-state processes. Liquid-
state process of ceramic matrix composite fabrication includes various casting tech-
niques, while the solid-state process involves powdermetallurgy technique.Mechan-
ical milling is often employed in the production of powder from the bulk material or
in reduction of already obtained powder to the required size. Vibratory disc milling
and ballmilling havewidely been utilized to this end [8]. In vibratory discmilling, the
substance is milled by the pressure and frictional force generated between a gyrating
disc and another fixed disc. The milling operation involves preliminary crushing by
the grinding disc before the samples are transferred to the exterior regions of the
grinding discs via centrifugal force where they are then finely ground to the required
size depending on the set milling parameters [6].

Several studies have investigated the significance of milling operation on the
microstructural transformation and properties of materials for various applications.
Garroni et al. [9] stated that the reduction in grain size induced in metals during
milling is determined by the processing technique, relative amount of metals present
in the mixture and the differences between their respective hardness values. Dikici
and Sutcu [6] reported a reduction in the average particle size of Ti–6Al–4 V flake
powders without a change in the crystal structure.
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Singh et al. [10] reported that the microhardness and compressive strength of Al-
MWCNTnanocomposite reinforcedbyball-milled aluminiumwerehigher compared
with nanocomposite without milled aluminium powders. Chen et al. [11] reported
in cold pressing operation, milling operation increases the rate of microstructural
evolution. Li et al. [12] also observed the consequences of milling on the particle
size of tungsten–copper alloy below 48 h. Above this milling time, only the lattice
parameters changed.

Madavali et al. [13] reported the growth of copper grains during the milling oper-
ation. The powder was milled under both air and argon atmospheres with varying
milling time. After 80 h of milling, copper powder milled under air atmosphere
due to contamination with oxygen showed higher particle size compared to the one
milled under argon atmosphere. However, there was no observable change in their
crystal structure as well as lattice parameters under both conditions of milling and
at the end of many hours of milling. Ozkaya and Canakci [14] achieved a reduction
in density and an increase in microhardness value of hot-pressed boron carbide-
reinforced aluminium alloy matrix composite (AlCuMg–B4C) as the content of the
boron carbide and milling duration progressed. The increased hardness of the rein-
forced composite was attributed to the even dispersion of the B4C particles in the
aluminium alloy matrix.

Similarly, Yu et al. [15] also observed an increase in microhardness and refine-
ment in the particle size of magnesiummatrix-reinforced composite. Zhao et al. [16]
utilized mechanical milling in spark plasma sintering of tungsten–yttrium (W3Y)
composite. According to the study, as the milling time increased, there was corre-
sponding increase in the crystallite size of the resultant composite. There was also
slight increase in the microhardness of the composite as the milling duration was
increased. In this study, the image segmentation and particle size analysis of vibratory
disc-milled titanium alloy powder using MATLAB software were explored.

2 Experimental Procedure

An α + β titanium alloy powder (Ti–6Al–2Sn–2Zr–2Mo–2Cr–0.25Si) produced and
delivered by TLS Technik GmbH & Co company, South Africa, was used in this
study. The mechanical milling process was carried out on vibratory disc milling
machine model 2MZ-200 at 2 min intervals from 0 to 10 min. Prior to milling, the
compartment was properly cleaned with water and detergent and then dried before
finally cleaning with acetone to ensure that there is no contaminant left behind. The
microscopic image of the powder obtained from the milling operation was analysed
by scanning electronmicroscopy equipped with energy-dispersive spectrometer. The
scanning electron images of the powder with their corresponding processed images
are shown in Fig. 1a–f.

Vibratory disc milling machine specification has two chambers and can contain
about 20 g weight of powder. Its feed size, motor capacity and speed are less than
15 mm, 380 V/50 Hz, 1.5 KW and 940 rpm, respectively.
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Fig. 1 SEM of the a un-milled powder; bmilled for 2 min; c milled for 4 min; d milled for 6 min;
e milled for 8 min; and f milled for 10 min and their corresponding segmented images
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Fig. 1 (continued)

The image segmentation and particle size analysis of the scanning electron
microscopic images of the powder were analysed by MATLAB software.

3 Image Segmentation

In image processing for morphological analysis, thresholding is a common segmen-
tation technique as it separates the foreground pixel from background pixel, thereby
improving the visual quality of the image [17]. To minimize data complexity during
the thresholding, greyscale microscopic images are transformed into binary images.
One of the advantages of threshold segmentation is that it simplifies calculation due
to its fast operation and lack of complexity [18].



372 O. S. Ogbonna et al.

4 Methodology

4.1 Otsu Image Segmentation

In this study, the image thresholding was carried out via Otsu approach [19]. This
approach is nonparametric and one-dimensional. It utilizes maximization of the intr-
aclass variance of binary images. Bimodal class of the image is assumed which
incorporates the foreground and background pixels which the microscopic images
used in this study satisfy. After the global threshold value, the particle sizes of the
images were obtained by using the different milling times after thresholding.

Given the local thresholds t1, t2, t3, . . . tn to be selected from, the thresholds subdi-
vide the images into n+ 1 classes of C1,C2,C3, . . .Cn by maximizing the objective
function given by the sum of all threshold variances [20]. The flow chart is as follows:

J1(t1, t2, t3, . . . tn) = σ 2
0 + σ 2

1 + σ 2
2 + σ 2

3 + . . . σ 2
n (1)
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and σ 2
0 , σ 2

1 , σ 2
2 , σ 2

3 , . . . σ 2
n are the class variances, ω0, ω1, ω2, ω3, . . . ωn represent

the class probabilities and μ0, μ1, μ2, μ3, . . . μn represent the mean values of the
segmented classes. The intensity of the whole image is μT ⊆ μT = ω0μ0 +ω1μ1 +
ω2μ2 + ω3μ3 + . . . + ωmμm and ω0 + ω1 + ω2 + ω3 + ωn = 1.

Segmentation of the SEM images was performed at different milling times using
aMATLAB script implemented inMATLABR2015a installed on a laptop computer
with configuration 64 bits, 6 GBRAM Intel (R) Core (TM) i7. The statistical analysis
of the particles is displayed in Table 1.
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Table 1 ANOVA: two factors without replication

Summary Count Sum Average Variance

0.00 2.00 45,330.00 22,665.00 196,099,208.00

2.00 2.00 53,261.00 26,630.50 308,736,400.50

4.00 2.00 43,204.00 21,602.00 156,574,208.00

6.00 2.00 40,885.00 20,442.50 152,617,920.50

8.00 2.00 34,309.00 17,154.50 54,236,112.50

10.00 2.00 28,610.00 14,305.00 31,728,578.00

Particle size (micrometres) 6.00 73,699.00 12,283.17 1,688,072.57

StDev 6.00 171,900.00 28,650.00 54,807,137.20

5 Result and Discussion

As shown in Fig. 1a–f, the thresholding segmentation technique with MATLAB
software was able to distinguish the foreground from the background pixels, thereby
enabling the particle sizes to be calculated. It can be deduced from Table 1 that the
average particle size of the un-milled powder is 22,665 μm. After two minutes of
milling operation, the average particle size increased to 26,630.50 μm. However,
after 4, 6, 8 and 10 min of milling, the average particle size decreased to 21,602 μm,
20,442.50 μm, 17,154.50 μm and 14,305 μm, respectively.

This shows that if other milling parameters are kept constant, increasing the
milling time decreases the particle size of the powder. The increase in the particle size
of the powder after 2 min milling suggests that the milling time is too low to cause
complete fracturing of the particles; rather, they are experiencing some deformation
from spherical to flake-like shape, which is most likely responsible for the increase
in the average particle size. However, as the milling progressed, the particles began
to fracture by plastic deformation indicated by the transformation of the spheroidal
shape of the powder into flattened irregular morphology.

6 Conclusion

From the result obtained, the following conclusions were drawn:

1. Vibratory disc milling is an effective technique to obtain the desired particle
size from the bulk material for application in powder metallurgy and composite
fabrication.

2. Increasing themilling timewhile othermilling parameters are kept constant leads
to a significant reduction in the particles of the material being milled.

3. Threshold segmentation with MATLAB software can be used for image
processing to determine the particle size of a sample.
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Hydrodynamic Analysis of Floating
Offshore Solar Farms Subjected
to Regular Waves

A. M. Al-Yacouby, Emiruddin Redza Bin Abdul Halim, and M. S. Liew

Abstract In the Malaysian water, most of offshore platforms rely on fossil fuels to
produce electricity for their power generation. However, due to concerns related to
depletion of fossil fuels and the greenhouse gas (GHG) emissions, the Malaysian
government is moving towards the application of renewable energy resources.
Floating solar farms are comparatively new in the Malaysian water, and in-depth
investigation is needed to better understand the performance of these types of floaters
when placed in the open sea. This paper is intended to conduct a parametric study
on the dynamic responses of a floating solar farm for Malaysian offshore applica-
tions. In this study, the dynamic responses of the floating solar farm are determined
using analytical methods, and then the results are validated using Computational
Fluid Dynamics (CFD). The important parameters covered in this study are the wave
heights, wave periods, water depths, and the diameter of pontoons. The results show
that wave heights, wave periods, and pontoon diameters have major influence on the
hydrodynamic forces, while the water depth has comparatively minor influence on
the dynamic responses of the floating offshore solar farm.

Keywords Hydrodynamic analysis · Floating offshore solar farms · RAO · CFD ·
Dynamic responses

1 Introduction

Increasing awareness of climate change has increased the demand for renewable
energy resources [1]. Offshore solar panels have already been pioneered across the
globe where several such solar farms have been built on large lakes [2]. However,
installing such floating solar farms in open sea is a challenging task as their responses
to the environmental loads are not fully understood. Malaysian offshore platforms
rely on non-renewable energy sources during the exploration and production of oil
and gas. Solar energy is the most promising alternative energy for such a particular
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country that has strategic geographical location near the equator that gives abun-
dance source of sunlight and high solar irradiance levels. Malaysia lies between 1°
and 7° in north latitude and 100° and 120° in east longitude, which possesses high
yearly average values of solar irradiance [3]. It can be observed that most regions in
Malaysia are highly exposed to the radiant energy, thus making the solar energy a
good alternative to generate electricity. Malaysia is currently on the path to become
a major competitor in solar energy industry, particularly in the manufacturing of
photovoltaic (PV) solar panels. Reason why solar power is foreseen to have high
acceptance is because the generated power has contributed to zero greenhouse gas
emission, resulting in a clean energy source that seems viable in Malaysia [4]. As
such, implementing solar power to generate energy panel will help Malaysia reduce
the emission of carbon dioxide by 35% by the year 2030 [5]. The review of the
literature shows that many countries including Malaysia have started implementing
large-scale solar projects [6]. For instance, Japan has occupied more solar energy
capacity than any country in the world and their solar farms are installed on both
land-based and lake-based units as presented in Fig. 1. However, installing floating
offshore solar farms in open sea is a new concept and needs fundamental investiga-
tions to better understand the dynamic responses of these floating platforms when
subjected to environmental loads. Thus, the objective of this paper is to conduct
parametric study on the hydrodynamic responses of floating offshore solar farms
when subjected to regular waves. For additional material on the topic, the reader can
refer to [7–9]. In this paper, the remainder is organized as follows. Section 2 presents
the theoretical background formulation of Linear Airy Wave Theory, and commonly
used wave spectra in offshore engineering. In Sect. 3, the research methodology,
Response Amplitude Operators (RAOs), and Computational Fluid Dynamics (CFD)

Fig. 1 Typical floating solar panel system [10]
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adopted in this paper are briefly discussed. Results and discussion for the numer-
ical analysis of hydrodynamic forces and the corresponding RAOs are presented in
Sect. 4. Finally, investigated conclusions based on the observation are summarized
in Sect. 5.

2 Theoretical Background

2.1 Linear Airy Wave Theory

Airy waves are defined as the first-order, small-amplitude gravity waves with a sinu-
soidal shape, which can be modelled in deep water using the equations of waves
propsed by Airy [11]. It is essential for all offshore structural analysis to estimate the
forces generated by fluid given the description of the wave and current environment
[12]. This can be carried out by defining the coordinate system and the parameters
that will be used in the development of the wave theories. Figure 2 shows the coor-
dinate system with x measured in the direction of the wave propagation, y measured
upwards from the ground surface, and z orthogonal to x and y. It is assumed that the
waves are two-dimensional in the x–y plane and that they propagate over a smooth
horizontal bed in water of constant undisturbed path [13].

2.2 Formulation of Linear Airy Wave Theory

A Linear Airy wave theory and the associated assumptions are discussed in this
section. Based on this theory, analytical expressions for thewater particle’s velocities,

Fig. 2 Linear Airy wave theory characteristics



378 A. M. Al-Yacouby et al.

particle paths, particle accelerations, and pressure are established. Even though this
theory is not strictly applicable to typical design waves in offshore engineering, it is
a preliminary calculation to reveal the basic characteristics of wave-induced water
motion. Airy’s linear theory gives an expression for horizontal and vertical water
particle velocities at (x, y) and time, t, as depicted in the following equations:

The horizontal water particle velocity, u;

u = πH

T

cosh ks

sinh kd
cos(kx − ωt) (1)

The vertical water particle velocity, v;

v = πH

T

sinh ks

sinh kd
sin(kx − ωt) (2)

The wave number, k, and wave angular frequency, ω, are related in linear
dispersion which are

ω2 = gk tanh kd (3)

By using the linear dispersion equation, the wave speed can be expressed as

c2 =
(g
k
tanh kd

)
(4)

The water particle accelerations in x (horizontal) and y (vertical) directions can
be calculated by applying the second derivative to Eqs. (1) and (2):

hori zontal : ∂u

∂t
= 2π2H

T 2

cosh ks

sinh kd
sin(kx − ωt) (5)

vertical : ∂v

∂t
= −2π2H

T 2

sinh ks

sinh kd
cos(kx − ωt) (6)

The inherent assumption in the derivation of linear airywave theory has a limit of y
= d, which does not allow computation above the SWL (i.e. y > d). This predicament
is resolved by the linear surface correction, η [14]:

η (wave surface elevation) = H

2
cos(kx − ωt) (7)

Dynamic pressure, p, can be expressed as:

p = ρg
H

2

cosh ks

sinh kd
cos θ (8)
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2.3 Commonly Used Wave Spectra

Short-term stationary irregular sea waves can be described by its energy density
spectrum formulated by several parameters such as the significant wave height and
peak period [15]

• Pierson–Moskowitz (PM) spectrum

S( f ) = ag2

(2π)4 f 5
exp

[
−1.25

(
f0
f

)4
]

(9)

where α = 0.0081 and f0 = 1
Tp
.

• JONSWAP spectrum

S( f ) = ag2

(2π)4 f 5
exp

[
−1.25

(
f0
f

)4
]
γ
exp

[
− ( f − f0)

2

2π2 f 20

]

(10)

where
γ = 3.30

τa = 0.07 for f ≤ f0
τb = 0.09 for f > f0
τa = 0.0081

3 Research Methodology

3.1 Response Amplitude Operators (RAOs)

In the design of floating structures, the extreme responses of the structure due to
ocean waves must be determined. The amplitude of the response is normalized with
respect to the amplitude of the wave. The RAO can be determined theoretically
or using physical models [16, 17]. In the following sections, the equations used to
determine RAOs in three degrees of freedom are discussed in the following sections.

3.1.1 Surge RAO

Total mass of surge is calculated using the following formula:
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AddedMass = ρ(Cm − 1)
(π

4
x D2

)
× d (11)

ρ density of sea water (1025 kg/m3)
Cm 1.9
D diameter of pipe
d draft to baseline

msurge, total mass of surge = mass + added mass
Stiffness is calculated using the following formula:

ksurge =
(
2π

Tn

)2

× msurge (12)

Tn natural period
msurge total mass of surge

The natural frequency can be calculated as follows:

ω =
√

ksurge
msurge

(13)

SurgeRAO =
(

Fsurge
H/2

)

[(
Ksurge − Msurgeω2

)2 + (Cω)2
] 1

2
(14)

3.1.2 Heave RAO

Total mass of heave is calculated using the following formula:

AddedMass = ρ(Cm − 1) × A × d

ρ Density of seawater (1025 kg/m3)

Cm 1.9
A water plane area of floating platform
d draft to baseline

mheave, total mass of heave = mass + added mass
Stiffness is calculated using the following formula:

kheave = ρ × g × A

Natural Frequency
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ω =
√

kheave
mheave

HeaveRAO =
(

Fheave
H/2

)

[(
Kheave − Mheaveω2

)2 + (Cω)2
] 1

2

(15)

3.1.3 Pitch RAO

The total mass of pitch is calculated using the following equations:
AddedMass = (

ActualMass × r2
) × mheave

ActualMass

r radius of gyration

mpitch, total mass of pitch = mass + added mass
The stiffness is calculated as follows:

kpitch =
(
2π

Tn

)2

× mpitch

Tn natural period
mpitch total mass of pitch

From which the pitch RAO can be estimated using the following equation:

PitchRAO =
(
Momentz

H/2

)

[(
Kpitch − Mpitchω2

)2 + (Cω)2
] 1

2

(16)

3.2 Computational Fluid Dynamics (CFD) Simulation

The hydrodynamic forces on the floating solar platform have been validated using
CFD simulation. ANSYS Fluent was used for the validation purposes. Figure 3
shows the general overview of a typical floating solar farm used for CFD simulation.
The mass of the platform is 10,000 kg, and the materials used for the pontoons are
high-density polyethylene. Pipe diameters of 0.8 m, 1 m, and 2 m are used in this
simulation, and the hydrodynamic forces are determined for water depths of 50 m,
62m, and 100m, respectively. The CFD simulation was conducted using Large Eddy
Simulation (LES) method.
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Fig. 3 Typical floating solar farm model for CFD simulation

4 Results and Discussion

4.1 Numerical Analysis of Hydrodynamic Forces

A MATLAB code was developed to determine the effect of input variables on the
hydrodynamic forces acting on the four pontoons that form the floating offshore
solar farm unit. The numerical calculations are done based on Morison’s equation,
in which the time interval varied from t = 0 to t = 50 s. Figure 4 shows the plan
view of the proposed floating solar farm unit and the direction of wave propagation.

Fig. 4 Plan view of floating solar platform
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4.2 Effect of Wave Periods on Hydrodynamic Forces

Figures 5, 6, 7 show the variation of the hydrodynamic forces on the floating solar
farms as a function of wave period. The graphs show that increasing the wave
height has increased the hydrodynamic forces. The graphs also show that as the
wave frequencies decreased, the hydrodynamic force increased to 580 kN at T ass =
9s. In addition, from the graphs one can conclude that increasing the outer diameter
of the pipe by 50% has resulted in an increment of 60% on the hydrodynamic forces.

4.3 Effects of Water Depth on Hydrodynamic Forces

The variation of hydrodynamic forces with the water depth is presented in Figs. 8,
9, 10. The figures show that when the water depth is increased from 50 m to 100 m,

Fig. 5 Variation of hydrodynamic forces with wave periods, D = 0.8 m, d = 50 m

Fig. 6 Variation of hydrodynamic forces with wave periods, D = 1 m, d = 50 m



384 A. M. Al-Yacouby et al.

Fig. 7 Variation of hydrodynamic forces with wave periods, D = 2 m, d = 50 m

Fig. 8 Variation of total hydrodynamic forces with water depth, T ass = 9 s

Fig. 9 Variation of total hydrodynamic forces with water depth, T ass = 12 s
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Fig. 10 Variation of total hydrodynamic forces with water depth, T ass = 17 s

the total hydrodynamic force was slightly increased by 1% only. The maximum
total hydrodynamic force was observed on the pontoon with outer diameter, D =
2 m. From the graphs, it can be observed that different water depths have compara-
tively minimal effects on the total hydrodynamic forces, with a maximum variation
of less than 20%.

4.4 Effects of Pipe Diameters on Total Hydrodynamic Forces

The variation of hydrodynamic forces as function of wave periods for various pipe
diameters is presented in Figs. 11–13. The graphs show that increasing the pipe diam-
eters has significantly increased the hydrodynamic forces. For insatace, increasing
the pipe diameters from 0.8 to 1 m has increased the total hydrodynamic forces by
28% as shown in Fig. 11. Similarly, when a 0.8m pipe diameter was increased to 2m,
the total hydrodynamic force was increased by 76% as depicted in Fig. 12. Similarly,
an increase of 67% on the total hydrodynamic force was observed when the pipe

Fig. 11 Variation of total hydrodynamic forces with pipe diameter, Hmax = 3 m
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Fig. 12 Variation of total hydrodynamic forces with pipe diameter, Hmax = 7 m

Fig. 13 Variation of total hydrodynamic forces with pipe diameter, Hmax = 9.5 m

diameter was increased from 1 to 2 m as shown in Fig. 12. It can also be observed
from the graphs that themaximum total hydrodynamic force is recorded at T ass = 9 s.
In addition, one can observe that as the wave frequency increased, the hydrodynamic
forces on the pontoons decreased. However, the graphs indicate that increasing the
wave height by 35.7% has resutlted in an increase of 60% on the hydrodynamic
forces as depicted in Figs. 12 and 13.

4.5 Response Amplitude Operators (RAOs)

4.5.1 Surge RAO

The surge RAO for the floating unit is depicted in Fig. 14. The graph shows that
surge RAO for the pontoon with outer diameter of 2 m is comparatively higher than
the other pipe diameters. The maximum value of surge RAO occured at T = 9 s.
Generally, RAO decreased with increasing wave periods, in the meantime, the graph
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Fig. 14 Surge RAO, D = 0.8 m, 1.0 m, and 2.0 m, at Hmax = 3 m

shows that increasing thewave heights has slightly increased theRAO from0.02m/m
to 0.075 m/m.

4.5.2 Heave RAO

The variation of heave RAOwith wave periods for different pipe daimeters atHmax=
9.5 m is presented in Fig. 15. The graph shows that pontoon with outer diameter of
2 m has experienced the highest RAO in heave as compared to other pipe diameters
when subjected to different wave heights and wave periods. The graph also shows
that the maximum heave RAO occurs at T ass = 9 s. Generally, the responses of the
model decreased with increasing wave periods.

Fig. 15 Heave RAO, D = 0.8 m, 1.0 m, and 2.0 m, at Hmax = 9.5 m
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Fig. 16 Pitch RAO, D = 0.8 m, 1.0 m, and 2.0 m, at Hmax = 9.5m

4.5.3 Pitch RAO

Figure 16 shows the variation of heave RAO with the wave periods for different pipe
diameters at Hmax= 9.5 m. The graph shows that the pipe diameter with D = 2 m
has comparatively experienced higher RAO as compared to other pipe diameters.
Increasing the wave height has produced an increment in the pitch moment with a
difference of 18%. It can be observed that maximum pitch RAO values occur at T ass

= 9 s.

4.6 Validation of the CFD Results

CFD simulation was used in this study to determine the hydrodynamic forces on the
floating solar farmmodel. The total forces determined fromCFD simulations are then
used to validate the hydrodynamic forces determined analytically using the Morison
equation. Then, these forces were used to estimate the RAO for surge, heave, and
pitch. Figure 17 shows the comparison of total hydrodynamics forces on a horizontal
pipe with outer diameter of 2 m, subjected to various wave heights and wave periods.
The comparison of the numerical methods with the CFD simulations shows a good
agreement, with a total variation ranging from 3–4%.
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Fig. 17 Comparison of numerical analysis versus CFD simulation

5 Conclusions

This paper presented a fundamental research on the dynamic responses of a floating
solar farmusing analytical andCFDsimulation techniques. The important parameters
covered in this study are the wave heights, H, wave periods, T, water depths, d, and
the diameters of pontoon, D. The results show that wave heights, wave periods, and
pontoon diameters have major influences on the hydrodynamic forces, while the
water depth has comparatively a minor influence on the dynamic responses of the
floating offshore solar farm unit. Generally, the comparison of hydrodynamic forces
between the numerical analysis and CFD simulation shows a fair agreement. The
comparison of the results shows a version of 3–4% between the two methods, which
is within the acceptable limits.
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Open-Hole and Filled-Hole Failure
Envelopes of BFRP and GFRP:
A Comparative Study

Z. Sajid, S. Karuppanan, and S. Z. H. Shah

Abstract Open- and filled-hole analysis is essential in the calculation of allow-
able stresses of composite structures as open- and filled-hole strengths of a struc-
ture can be limiting factors. Considering the end of product life management, most
companies are starting to replace traditional composite materials with green mate-
rials. One of the best options is to substitute glass fibers with basalt fiber. Basalt
fibers are less costly than glass fibers. Importantly, basalt is a green material along
with excellent recyclability. Therefore, this research aims to compare the BFRP and
GFRP with respect to the open- and filled-hole laminates. In this research work,
strain-based failure envelopes of open- and filled-hole laminates made up of E-glass,
S2-glass, and basalt were compared and discussed. Classical laminate theory and
Lekhnitskii solution were used to develop the failure envelopes. In addition, the
effect of first ply failure (FPF) and last ply failure (LPF) on failure envelopes was
also discussed. In longitudinal and transverse tensions, basalt fiber has large failure
strains as compared to E-glass and has a reasonably comparable failure strains with
S2-glass. In compression, basalt is better than E-glass and S2-glass.

1 Introduction

Fiber-reinforced plastics (FRPs) are commonly used in aerospace, automotive,
marine, and civil industries, because of their high specific stiffness, specific strength,
and their elastic tailoring properties. However, composite structure performance is
degraded in the presence of holes. This is because holes lead to stress concentration.
Reduction in ultimate strain and ultimate strength occurs due to the introduction of
the holes in composite laminates. Therefore, notched testing is used to determine
the reductions in ultimate strain and strength. Composites present a much greater
challenge, as compared to metals for which stress concentrations and strength reduc-
tions, due to the presence of holes, are relatively simple to calculate. The directionally
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influenced stiffness of composite laminates considerably increases the complexity
of stress concentration calculations in composites. Moreover, the damage states
in composite laminates around holes are considerably more complicated than the
yielding around holes in metallic structures. These damages are influenced by the
composite material, loading directions, and the ply-stacking sequence. Due to these
complications, the strength reduction is very difficult to predict.

Another source of stress concentration is in the joining of composites. Composites
can generally be joined through a variety of methods. Among many, bolts and rivets
can be identified as themost usedmechanical fasteningmethods. Stress concentration
resulted by the interaction of bolt and the hole is called as bolt–hole damage. The
damage to the bolt–hole is caused by the bearing stress on the contact surface. This
could cause the hole to elongate resulting in laminate splitting or damage to the
upper plies. The inappropriate design of any joint can cause structural problems or
influence the integrity of the structure. Furthermore, any conservative design can
indirectly add weight to the structure. The testing of the filled-hole laminates is used
to determine the strength and strain reductions that occurred due to fastener filled
holes.

After the introduction of the hole in a composite structure, the strength of the
structure reduces. Open- and filled-hole strengths are therefore important for the
estimation of the allowable stresses for the composite structures. Therefore, the first
objective of the current study is to predict the failure envelope of open- and filled-hole
laminates.

FRP is a material made of a polymer matrix, reinforced by high-strength fibers.
The fibers may consist of carbon, glass, aramid, or basalt. The laminate properties
are determined by fiber quality, shape, orientation, and the fiber volumetric ratio. The
polymer matrix is made up of epoxy resin, vinyl ester, or polyester thermosetting
plastic. The fibers added into a polymermatrix contribute to the strength and stiffness
of the composite, while resin transfers the load into the reinforcement fibers and
protects the fibers from the environment [1, 2]. Carbon fiber (CFRP), glass fiber
(GFRP), aramid fiber (AFRP), and basalt fiber (BFRP) are mainly used in industry
as common FRPs [1]. Basalt fiber is a type of molten rock produced at 1400oC,
which is extruded by tiny nozzles to produce fine fiber without the addition of any
material [3, 4]. Basalt FRP (BFRP) in comparisonwith carbon FRP (CFRP) and glass
FRP (GFRP) is a newcomer to the FRP. Basalt fiber is an eco-friendly material. It is
superior in terms of strength-to-weight ratio, ductility, and durability, and has high
thermal resistance and excellent resistance to corrosion. It offers excellent properties
at low cost as compared to the other FRP materials. BFRP has been used in many
engineering sectors, including civil engineering, automotive, and marine. However,
its failure envelopes have not been studied in detail. In order to reliably predict
structural performance, understanding of the material properties of BFRP is crucial.

Many studies have been conducted on the mechanical and thermal properties of
BFRP. Colombo et al. [5] studied BFRP composite’s static material characteristics,
produced by the vacuum infusion method instead of the hand layup method. Two
types of polymer matrices have been tested, i.e., epoxy resin and vinyl ester resin.
Epoxy resin composite has been found to have bettermechanical properties than vinyl
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ester composite. Failure behavior is totally different for both the matrix systems. The
epoxy resin composite generally fails with the fiber still attached to the matrix,
whereas the vinyl ester composite fails due to the separation between the fibers and
the matrix. The mechanical properties of BFRP with two different fabric types (plain
weave and twill weave) were investigated by Valentino et al. [6] under tensile load.
It has been found that the type of fabric has no effect on the values of stiffness.
However, the failure mode and location of the failure were found to be different
for two types of fabric. High et al. [7] improved the flexural properties of concrete
members by the addition of chopped basalt fibers.

In view of the good mechanical and thermal performance of basalt fibers, many
authors comparedBFRPwith various FRPs. Lopresto et al. [8] compared themechan-
ical characteristics of BFRP and GFRP composites. Young’s modulus, compressive
strength, bending strength, and impact resistance were compared. The findings of
the experiment indicated that BFRP has higher Young’s modulus, compressive and
bending strength, higher impact force resistance, and energy absorption capacity
compared to GFRP. Wu et al. [9] investigated the behavior of basalt fibers under the
influence of a corrosive environment. Wu et al. investigated the fatigue performance
of several FRP composites made of carbon, glass, basalt fiber, and hybrid fibers.
It was observed that the failure mode of the composite is highly dependent on the
tensile modulus of fibers. The fatigue performance has been improved significantly
in hybrid carbon/basalt composites.

Recently, most of the industries start implementing end-of-life management to
their product. Two factors need to be satisfied to achieve the end-of-life manage-
ment. These factors are recyclability and environmental friendliness of the product.
Therefore, thematerialmust have these two characteristics [10]. Considering the end-
of-life management of the products, most of the industries start replacing conven-
tional composite materials with green materials. One of the best options is to use
basalt as the replacement of glass fibers. As discussed earlier, basalt fibers are cheaper
than glass fibers. In addition, basalt fibers have better mechanical and thermal prop-
erties than glass fibers. Importantly, basalt is a green material along with excellent
recyclability [11, 12].

Considering the excellent mechanical performance of BFRP, many authors
proposed that BFRP would be a useful substitute for GFRP. This research work
will, therefore, focus on the comparative study between BFRP and GFRP. Analyt-
ical methods consisting of classical laminate theory and Lekhnitskii solutions were
used to generate open- and filled-hole laminate failure envelopes. In this research
work, strain-based failure envelopes of open- and filled-hole laminates made up of
E-glass, S2-glass, and basalt were compared and discussed.
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2 Methodology

To compare the performance of open- and filled-hole laminates made up of different
materials, three materials made of QI laminate, [0/ ± 45/90]s were considered.
These three materials were E-glass, S2-glass, and basalt fibers. In order to study
the effect of different materials, all the factors should remain the same, except the
fiber material. Importantly, the fiber volume fraction greatly influences the stiffness
and strength properties of the material. However, there is a limitation in obtaining
the exact amount of fiber volume fractions in all laminates experimentally. It is
plausible that a slight variation in fiber volume fraction could influence the results
obtained. Therefore, the fiber volume fraction should be the same for all thematerials.
This problem could be avoided by using analytical relations. The micromechanical
approach is a viable alternative in obtaining the same volume fraction. Therefore, a
micromechanical approach was used to calculate stiffness and strength [13] of three
different laminates. The properties of fiber and matrix are listed in Table 1.

Properties of laminates,whichwere calculatedusing amicromechanical approach,
are shown in Table 2.

In the product design process, the first stage is to use some analytical techniques.
These analytical techniques could save a lot of time and effort for detailed designing
in the later stage. Therefore, an analytical approach was considered to study the
response of open- and filled-hole laminates working under different scenarios. Clas-
sical laminate theory (CLT) [14] is considered as a fundamental analytical approach to
study the response of laminates. However, it could only be used for un-notched lami-
nates. This was considered to be the main limitation of using CLT alone for notched
laminates. As discussed earlier, some researchers have shown the compatibility of
CLT with Lekhnitskii [15] solutions. Therefore, the methodological approach taken
in this study is a mixed methodology based on the combination of CLT and Lekhnit-
skii solutions. Combination of these approaches was particularly useful in studying
the response of open- and filled-hole laminates. Hashin failure criteria [16] were
opted for the prediction of failure index of the laminates. Equations (1)–(4) listed
different failure modes, namely fiber failure in tension, fiber failure in compression,

Table 1 Material properties of fiber and matrix

Properties E-glass S2-glass Basalt Matrix

E11 (GPa) 74 87 90 3.20

E22 (GPa) 74 87 90 3.20

G12 (GPa) 30.8 36.3 35.7 1.18

v12 0.2 0.2 0.26 0.35

v23 0.2 0.2 0.26 –

XT (MPa) 2150 2850 2950 73

XC (MPa) 1450 2450 2950 120

Vf 0.6 0.6 0.6 0.4
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Table 2 Material properties
of laminates

Properties E-glass S2-glass Basalt

E11 (GPa) 45.68 53.48 55.28

E22 (GPa) 8.84 8.93 8.95

G12 (GPa) 3.30 3.33 3.32

G23 (GPa) 2.81 2.83 2.70

v12 0.26 0.26 0.29

v23 0.33 0.33 0.40

XT (MPa) 1327.18 1751.93 1811.95

XC (MPa) 895.08 1506.04 1811.95

YT (MPa) 49.51 49.34 49.29

YC (MPa) 127.82 127.92 127.97

S (MPa) 87.00 87.47 87.42

matrix failure in tension, and matrix failure in compression, respectively.

FFT = σ 2
11

X2
t
+ σ 2

12

S2
(1)

FFC = −σ11

Xt
(2)

MFT = σ 2
22

Y 2
t
+ σ 2

12

S2
(3)

MFC = σ 2
22

4S2
+

[(
YC
2S

)2

− 1

]
σ12

YC
+ σ 2

12

S2
(4)

Two definitions of failure are commonly used in the composite industry. These
two failure definitions were considered in this study, namely first ply failure (FPF)
and last ply failure (LPF). FPF is different from LPF in a number of aspects. Figure 1
highlights the change in slope for FPF. Even though the failure occurred according
to the FPF, laminate still poses some load-bearing capacity. This is because the fiber
can still continue to bear load as FPF indicates the transverse failure of the matrix. To
sum up, FPF indicates the failure initiation of 900 plies, whereas LPF is the ultimate
failure of laminate. Unlike the FPF, after LPF has occurred, laminate has no load-
bearing capacity. Therefore, LPF indicates the failure of fiber [17]. For LPF analysis,
stiffness and strengths were decreased by a degradation factor equal to 0.1.
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Fig. 1 LPF and FPF
comparison

3 Results and Discussion

As indicated in Fig. 2a, there was a huge difference in the shape and size of FPF and
LPF failure envelopes. Closer inspection of Fig. 2a revealed that failure envelopes
of FPF are very small as compared to LPF. Interestingly, there was not much differ-
ence found in the failure envelope of E-glass, S2-glass, and basalt when FPF was
considered. In addition, significant variations were found in the failure envelopes for
all the three materials when LPF was considered. Therefore, only LPF-based failure
envelopes have been discussed from now on.

Next, the failure envelopes of un-notched, open-hole, and filled-hole laminates
are compared. Figure 2a–c compares the failure envelopes of un-notched, open-hole,
and filled-hole laminates, respectively. By analyzing Fig. 2a–c, it was observed that
the shapes of the failure envelopes are different for all the three cases (un-notched,
open-hole, and filled-hole laminates). Also, the values of the failure strains differ
for each case. The highest values of failure strains in all directions were shown
by the un-notched laminates, as can be seen in Fig. 2a. Among these three cases
(un-notched, open hole, and filled hole), open-hole laminates produced the smallest
failure envelope.

Lastly, the effect of materials (E-glass, S2-glass, and basalt fibers) on the LPF
failure envelopewas considered. PointsA andB inFig. 2a, c illustrate that all the three
materials of un-notched and filled-hole laminates exhibit the same values of failure
strains when subjected to tension loadings (longitudinal and transverse). However,
this behavior is not reflected for open-hole case, as shown in Fig. 2b. For open-hole
laminates, E-glass shows lower strain values as compared to the other two materials.
In all the three cases (un-notched, open hole, and filled hole), basalt produces higher
failure strains when subjected to compression loadings, as highlighted by points C
and D in Fig. 2a–c. This is due to the larger diameter of the basalt fiber compared to
the glass fiber. Compressive performance of a laminate depends upon the diameter of
the fiber. Larger diameter fibers exhibit more compressive strength than the smaller
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Fig. 2 Effect of material on failure envelop of a un-notched b open hole c Filled hole laminates

diameter fibers [18]. Overall, it could conceivably be hypothesized that basalt fibers
offer larger failure strains than the other twomaterials, especially under compression
loadings.

4 Conclusions

The aim of the current research work is to compare the failure strains of open-
and filled-hole laminates comprised of BFRP and GFRP. Following are the few
observations from the current study:

• These findings suggest that basalt fibers have more capacity to bear load than
E-glass and S2-glass fibers.

• In longitudinal and transverse tensions, basalt fiber has larger failure strains as
compared toE-glass andhas a reasonably comparable failure strainswithS2-glass.
In compression, basalt is better than E-glass and S2-glass.
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• There is not much difference in the failure envelopes of all the three materials
when generated using FPF theory. However, a considerable difference was found
for all the three materials when considering LPF.
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Investigation on Effect of Fly Ash Volume
Percentage on Microstructure
and Microhardness of AA7075—Fly Ash
Surface Composites via FSP
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Abstract In this study, friction stir processing (FSP) technique is used to fabri-
cate aluminium AA7075 alloy reinforced with fly ash (FA) metal matrix composites
(MMCs). The cheap and abundantly available industrial-waste fly ash (FA) microp-
owder is used as a reinforcing medium. The main focus of this study is to find out
the optimal volume percentage that will bring out good mechanical properties on the
selected base metal AA7075. The surface blind holes method is used for depositing
the FA particles, and inter-cavity spacing is utilized as a parameter to control the
volume percentage. For inter-cavity spacing of 4 mm (S1), 6 mm (S2), 8 mm (S3),
and 10 mm (S4), the volume percentages of FA particles to be inserted are 2%,
4%, 6%, and 8%, respectively. After producing the MMCs, the microhardness and
tensile tests have been conducted to study the mechanical properties of the MMCs.
The microstructural analysis of Al 7075-FA MMCs has been conducted using field
emission scanning electron microscopy (FESEM). The highest average microhard-
ness value 178 HV and the highest UTS 240 MPa are observed for the sample
of S-2 combination. The microstructural observations confirm that breaking of FA
microparticles and their more uniform distribution facilitates grain refinement which
contributes to obtain enhanced microhardness and tensile strength. The FESEM-
EDX and mapping confirm the presence of FA micropowder in the form of silicon
oxide and other constituents.
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1 Introduction

In the material industry, the demand of high-strength and low-cost material is rising
globally. Aluminiummatrix composites (AMCs) are highly sought after in industries
which produce automobiles, aircraft, rockets, military vehicles structural compo-
nents, etc. The justification for the popularity of AMCs among these sectors is its
good wear resistance, low cost, and high stiffness besides having a high strength-to-
weight ratio [1]. However, the cost of aluminium matrix composite (AMC) produc-
tion is high. Yet, the cost can be reduced by utilizing natural and industrial waste
materials as reinforcement particles in its fabrication [2]. To promote sustainability
and reduce pollution, it is crucial for engineers to look for suitable industrial waste
and further utilize it. The usage of coal in thermal plants to produce energyworldwide
has raised environmental issues as the process usually produces a waste known as fly
ash (FA) which is being disposed into ponds or supporting landfill initiatives which
causes soil and water pollution due to its high salinity [3]. It is reported by Prabhakar
et al. [4] that the use of FA as a composite material in AMC by using friction stir
processing (FSP) can enhance the mechanical properties, such as microhardness, of
the base alloy. Hence, in order to utilize FA to produce AMCs, considering that FA
contains constituents mainly silicon oxides (SiO2) and other oxides is getting more
attention from researchers worldwide [3].

FSP is a thermomechanical processing method based on the friction stir welding
(FSW) process principles. An FSP machine comprises a rotating tool with a pin and
shoulder. Two of the most important variables in FSP are the tool rotational speed
and tool traverse speed. Both of these factors will account most of the heat genera-
tion that is required to soften or plasticize the metal through friction [5]. Enhance-
ment of the material properties after applying FSP is because there is a transition
of the microstructure from heterogeneous to a refined homogenous microstructure
[6]. The microstructural changes are mainly observed at the three crucial zones
such as stir zone (SZ), thermomechanically affected zone (TAZ), and heat-affected
zone (HAZ) [5]. Within these zones, the microstructure will develop as a conse-
quence of plasticized material flow, plastic deformation, and elevated temperature.
Sometimes, comparing to conventional strength improvement methods, such as heat
treating, FSP has provided a better solution in providing the localized enhanced
properties [6].

Various approaches have been implemented in producing a defect-freeMMCwith
uniformly reinforced AMCs. In case of deposition by groove method, Rathee et al.
[7] found out that defect-free surface composites can be fabricated when the ratio of
groove width (w) to tool pin diameter (d) is not more than 0.5. They mentioned that
the width must not be more than the ratio of 0.5 since it may lead to lack of proper
plasticization in the base alloy with the reinforcement particles within the groove.
The abundance of the reinforcement particle is believed to reduce the heat generated
by the tool rotation as the particles tend to absorbmore heat as the volume percentage
of particle increased within the groove. Single FSP pass and multiple FSP passes are
the other important parameters for MMC fabrications. Increasing number of passes
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has resulted in reduction of cluster size along with homogeneous dispersion of the
reinforcement particle, ultimately being able to reduce the grain size successively [5].
However, Weglowski et al. [5] stated that there will not be any significant reduction
of grain size after more than six passes. Employing multiple-pass technique might
be useful on certain types of metals, but it will not work as well on age-hardened
alloys as it might lead to weakening which is associated with Ostwald ripening of
the strengthening precipitate. Another alternative has been proposed by Gangil et al.
[8] in which they used unit stirring parameter defining certain relationship between
tool dimensions and machine parameters. It was inferred that when the unit stirring
is high, it is likely that the reinforcement particles slip more and less likely to stick
to the matrix material [8]. However, reports on how volume percentage affects the
properties of AA7075-FA MMC are hardly submitted. Therefore, the objective of
this study is to study the relationship between volume percentage of FA and resultant
mechanical properties of Al alloy MMCs.

2 Materials and Methods

In aerospace grade, AA7075-T651 aluminium alloy samples with dimensions of
(110 mm × 150 mm × 6.35 mm) were used as the base metals. The fly ash microp-
owder (99% pure) with average particle size of 40–50 µm was selected as the rein-
forcement particle. TheH13 steel tool with straight cylindrical profile having 4.5-mm
pin length, 6-mm pin diameter, and 20-mm shoulder diameter was selected for FSP.
The chemical compositions of Al 7075-T651 base alloy and fly ash powder are
presented in Tables 1 and 2, respectively.

Table 1 Chemical composition of Al 7075-T651 alloy

Component wt% Component wt% Component wt%

Al 87.1–91.4 Mg 2.1–2.9 Si Max 0.4

Cr 0.18–0.28 Mn Max 0.3 Ti Max 0.2

Cu 1.2–2 Others, each Max 0.05 Zn 5.1–6.1

Fe Max 0.5 Others, total Max 0.15

Table 2 Chemical
composition of fly ash
micropowder

Component wt% Component wt%

SiO2 51.57 MgO 1.74

Al2O3 22.57 SO3 0.99

Fe2O3 14.91 Loss in ignition 3.56

CaO 4.82 Na2O + K2O 0.68
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Table 3 Fly ash volume
percentages

No. Inter-cavity
spacing (mm)

Number of blind
holes

FA volume
percentage (%)

1 4 23 8

2 6 16 6

3 8 12 4

4 10 10 2

2.1 Surface Blind Holes Deposition Method

The types of deposition holes used in this study are blind holes of equal size of 2-mm
diameter and 3-mm depth. The volume percentage of the fly ash is controlled by
changing the number of blind holes on each band. The volume of the composite to
be fabricated is calculated by using the formula

Volume of FSPRegion = L × PD× PL (1)

where L is the length of plate, PD is the pin diameter, and PL is the pin length.

Volume of 1Hole = π × R2× Dmm (2)

where R is the radius of hole and D is the depth of the hole.
The volume percentage of FA into AA 7075 is defined using the expression:

Vol% = (Total Volume occupied byHoles/Vol. of FSPRegion) × 100 (3)

By changing the inter-cavity spacing of the blind holes within the plates, different
numbers of blind holes could be obtained, and thus, the FA volume percentages are
given inTable 3. The blind holesweremachined ontoAA7075using a verticalmilling
machine. The selection of the inter-cavity spacing was kept less than the radius of the
shoulder diameter to ensure continuous dispersion of FA particles during the process.
The variation in volume percentage of FA with inter-cavity spacing is represented in
Table 3.

2.2 Capping and Friction Stir Processing

The capping process was done by using a 20-mmdiameter pinless H13 steel tool. The
capping parameters used are: tool rotational speed 1000 rpm and traversing speed
30 mm/min. The FSP parameters were selected by using unit stirring parameters and
tool plunge depth relation. Gangil et al. [8] reported that the derivation of unit stirring
parameter has been proved to provide a clearer picture on how the particle disperses
within the aluminium matrix. It was reported that when the unit stirring parameter
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ω = 0.00223, there will be good degree of mixing and dispersion with less defects
on the aluminium.

The unit stirring parameters were given by:

ω = T/(R × SD) (4)

where T is the traverse speed, R is the rotational speed, and SD is the shoulder
diameter.

Plunge depth is also reported to affect the mechanical properties and microstruc-
tures in FSP. When the plunge depth is not carefully set, over-plunging of tool will
cause undesirable flash formation. However, when the plunge depth is not sufficient,
vertical motion of thematrix will not occur, hence preventing sufficient plasticization
of material due to lack of forging action [9]. The tool plunge depth relation provides
a better judgement on how to select the right plunge depth. The relation proposed by
Khan et al. [9] is given as below:

PD = (R + r) sin α + l cosα (5)

where R is the shoulder radius, r is the pin radius, l is the pin length, and α is the tool
tilt angle. The final FSP parameterswere designed for this study by applying concepts
of unit stirring parameters and tool depth–tilt angle relationships as discussed above.
The parameters used in this study are R 670 rpm, T 30 mm/min, α 2DP, PD 5.3 mm,
and single-pass processing.

2.3 Microstructural Characterization

The square-shaped samples of 20 mm× 20 mm were cut using wire EDMmachine.
The specimens were mounted and polished with silicon carbide paper by increasing
grit of 600, 800, 1200, and 2400. The samplewas oriented 90°with each increment of
silicon carbide paper. Further polishing of the sample was done by applying diamond
slurry, 6-µm diamond paste, and 3-µm diamond paste. Keller’s reagent was used for
etching with immersion time of 30 s, immediately cleaned with running water, and
dried. Optical microscopy (OM) of 5× and 50× magnification was used to observe
the grain boundaries andvalidate the presence of theFAwithin theAA7075/FA-AMC
along the SZ, TMAZ, and HAZ. FESEM analysis was used to capture microscopic
images within the SZ. Energy-dispersive X-ray (EDX) and mapping using FESEM
were used to further analyse the elements contained within the stir zone as well as
the dispersion of each element.
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2.4 Microhardness and Tensile Testing

The flash that has been formed during the FSP was removed by using diamond file
to prevent misalignment of the specimen when the scope and indenter moved. The
specimen was tested with 200 gf with 15 s dwell time. The indentation was measured
on two diagonals (d1 and d2 in µm). Ten readings were recorded on the advancing
side (AS), stir zone (SZ), and retreating side (RS), and the average value is utilized
for further analysis. The dog bone sample was prepared according to ASTM E8M
subsize and tested with strain rate of 2 mm/mm until fracture occurs. The tensile
specimens were cut such that the gauge length was incorporated within composite
zones.

3 Results and Discussion

3.1 Vickers Microhardness Test

The microhardness values of three important zones were measured for each
composite sample. The readings of four composite samples were recorded, and the
average of the results is given in Table 4 and plotted in Fig. 1.

All the samples above received an increase inmicrohardness compared to the base
alloy (140 HV). For this study, the highest average hardness value was recorded at
S2. Gangil et al. [8] observed that with unit stirring of ratio ω = 0.00223, rotational
speed is sufficient such that the reinforcement particles slip easier in the aluminium
matrix rather than attaching evenly throughout the surface of the aluminium matrix.
As discussed before, FSP is a process whereby the material experiences plastic
deformation and causes large strains in the material. Dinaharan et al. [10] tried to
produceMMC fromAZ231 aluminium alloy,Mg, and Cu alloy with FA through FSP
and observed that most of the FA particles break during the FSP process as they were
unable to sustain the large strain that was applied. Besides that, the broken-down
fly ash became debris which was not seen to cluster together; instead, they blended
well with the metal, forming the composite desired. They also mentioned that the
debris was dispersed homogenously in the composites resulted in higher resistance
for particle dislocation. The disintegrated FA also fills up the spaces between the

Table 4 Microhardness results of Al 7075-T651-FA MMCs

Sample Volume % of FA particles AS SZ RS Avg. HV

S1 2 161.53 170.06 184.19 171.7

S2 4 179.63 180.88 174.52 178.3

S3 6 174.23 163.43 150.13 162.6

S4 8 163.31 172.61 167.69 167.87
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Fig. 1 Microhardness of AA7075 FA-AMCs on AS, SZ, RS, and average microhardness values

magnesium alloy particles which produces higher microhardness with lower grain
size.

Besides showing positive mechanical properties on magnesium alloy, various
metals such as AA6061 and AA5083 that were reinforced with FA as reinforcement
particles also produced desirable results as well. Through FSP, the final appearance
of the composite is seen to be shiny and there is no defect on the surface of theMMCs
[11, 12]. By looking the microstructure of the processed composite, the FA particles
were observed to bemixed homogenously along the stir zonewithout reduction in the
size of the FA particles [11, 12]. The microhardness of all the samples in their study
also proved that the hardness value of the composite will be higher when compared
to the original base metal. After FSP, smaller and finer grains are formed which
contribute to the increase of microhardness.

3.2 Tensile Tests

The dog bone-shaped samples were cut and tested with a strain rate of 2 mm/min,
and the results were observed. Both of the samples with least defect were compared.
S2 exhibits a higher tensile strength when compared to S4. The result is in line with
the findings in the microhardness test where S2 exhibited highest hardness. When a
material has a higher hardness value, the material itself will be able to resist more
localized deformation with less ductile properties. Therefore, the trend of increased
hardness is close to the relationship of increased tensile strength. However, there is
the presence of tunnels within the dog bone sample itself for both S2 and S4. The
flaw within the specimen acts as a stress concentrator which inhibits the specimen
to distribute the force evenly throughout the whole cross-sectional area. Therefore,
when a force is applied, localized stress happens at the flaw, which propagates the
crack throughout the specimen of the material. The FA-reinforced aluminium alloy
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Fig. 2 Stress–strain curve for a S2 and b S4

now exhibits the characteristics of a brittle fracture. There is no necking of the frac-
tured samples, and the fracture of the specimen occurs without prior indications. The
results obtained for S2 sample were: peak load= 9.15 KN and UTS= 240.24 MPa.
For the S4 sample, the results obtained were: peak load = 8.55 KN and UTS =
224.49 MPa.

Figure 2a shows the stress–strain curve of S2 which shows a distinct elastic region
below180MPa. S2 reaches the yield point at 200MPa and starts to deformplastically.
At the fracture point, the graph showed a sudden drop towards 0.6% strain rate due
to specimen slippage from the extensometer. Figure 2b, stress–strain curve for S4,
shows the stress–strain curve for S4 which shows a distinct elastic region below
180 MPa which reaches yield point at 220 MPa. As S4 enters the plastic region
after yield point, the graph started to move towards lower stress with larger strain %.
The phenomenon was caused by loose gripping of the extensometer which started
to record lower stress as the elongation occurred. However, both of the specimens
have a similar elongation length of 1 ± 0.5 mm. However, in other studies, it was
observed that the presence of FA hindered the movement between the FA particles as
it increased the strength required to dislocate the particles [11]. It is also reported that
the ultimate tensile strength (UTS) and yield strength (YS) influentially improved in
the copper matrix composites with FA [3].

3.3 Microstructural Observations

The fly ash seemed to be dispersed homogeneously within the aluminium matrix as
shown in Fig. 3. It is noticed that the size of the original fly ash powder (40–50 µm)
was broken down into smaller sizes. Irregularities of the shape and sizes of the fly
ash were due to the intense rotating motion of the tool which breaks the particles
into finer particles to be deposited within the aluminium matrix [11]. As per Fig. 4
observations, it showed that there were cracks beneath the surface of the composite.
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Fig. 3 Microscopic images of 50× magnification taken around the stir zone of S1–S4

Fig. 4 FESEM images for samples S1–S4: a 200× magnification and b 1000× magnification

The plasticization of the base alloy, which moves the aluminium matrix layer by
layer, did not occur intensively. When the tool traverses, frictional heat is provided
to melt the aluminium, hence moving the material from AS to RS.

In imaging, it is confirmed that there are cracks beneath the surface of the
composite due to poor interfacial bonding as shown in Fig. 4. The intense plasticiza-
tion, which moves the aluminium matrix layer by layer, did not happen sufficiently,
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Fig. 5 FESEM-EDX elemental analysis results of Al 7075-FA composite samples S1–S4

and thus, agglomeration of particles and poor interfacial bonding took place. When
the tool traverses, frictional heat is provided tomelt the aluminium, hencemoving the
material from AS to RS. Figure 4 shows that homogeneous distribution of particles
is achieved in sample S2 and sample S3. It is confirmed that by using unit stirring
parameter, a better particle–matrix bonding is accomplished within 1 pass of FSP.
The high volume of fly ash does not have a good particle–matrix bonding as before
due to the high-volume percentage of fly ash. The axial force with suitable stirring
parameters will help in plasticizing the matrix to provide a better condition for the
fly ash to stick when the aluminium moves layer by layer.

The FESEM-EDX elemental analysis results of Al 7075-FA composite samples
S1–S4 are shown in Fig. 5. The matrix of aluminium has some dark spots which
contains the FA particles. On the same area, the intensity of the silicon and oxygen
elements is higher compared to other regions. For other elements, such as carbon,
calcium, and iron have been dispersed homogenously within the aluminium matrix
which enhances their hardness. However, oxides, silicon, iron, and carbon were
present in the region as the fly ash particles were lodged into matrix site of the
surface composite. EDX analysis confirmed the presence and distribution of fly ash
through the mapping of carbon (9.85–28.24%), oxygen (3.12–18.98%), and calcium
(0.1–0.63%) within the composite samples as shown in Fig. 6.
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Fig. 6 FESEM mapping results of Al 7075-FA composite sample S4

4 Conclusion

In this study, AA7075/FA-AMCs were successfully produced through FSP. The tests
have been conducted to further analyse the mechanical properties and microstruc-
ture of the composites. AA7075/FA-AMC with 4% volume percentage (S2) exhib-
ited the highest increase of microhardness value of 178.3 HV. The low 2% FA has
not increased the hardness of the AA7075/FA-AMC due to lack of more strength-
ening particles. High-volume 6 and 8% FA insertions have not been as efficient in
increasing hardness value due to agglomeration of micropowder and poor interfacial
bonding. The OM and FESEMmicrographs showed homogenous distribution of FA
particles. The FA particles have been broken into finer particles embedded within the
aluminium matrix due to sufficient stirring which breaks the particles and is spread
across the AS to RS. Finally, the EDX analysis confirmed the presence and distribu-
tion of fly ash in the composites in terms of its constituent’s elements such as carbon
(9.85–28.24%), oxygen (3.12–18.98%), and calcium (0.1–0.63%).

Acknowledgements We are thankful to Centre of Graduate Studies, Universiti Teknologi
PETRONAS, for providing financial support for this publication.
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Design-Point Performance Adaptation
of Small Gas Turbine Using Particle
Swarm Optimization

Affiani Machmudah and Tamiru Alemu Lemma

Abstract Modeling of design-point performances is an important step for designing
the gas turbine engine. It is also a necessary step in an off-design performance analysis
where during themodeling of design-point performance, some engine parameters are
typically not known. These unknown parameters should be estimated and adapted
to obtain design-point target performances. This paper employs meta-heuristic opti-
mizations, namely genetic algorithm (GA), particle swarm optimization (PSO), gray
wolf optimizer (GWO), and whale optimizer algorithm (WOA) to solve the design-
point adaptation of a small gas turbine designed for marine applications. Target
parameters are shaft power, fuel flow, turbine exit temperature, turbine exit pressure,
and thermal efficiency with seven adapted parameters as the optimization param-
eters. Due to multiple solutions and constraints of the searching area, the meta-
heuristic optimization can encounter the computational difficulty. The PSO shows
an outstanding performance among other meta-heuristic optimizations where it has
the smallest fitness value, i.e., 0.02233. The GWO has the minimum fitness value as
compared with the GA and WOA, but the value of turbine inlet temperature (TIT) is
approaching its upper bound, in which this condition is not expected. The GA has a
problem of escaping from the initial value for the TIT parameter. The WOA has the
largest fitness value, i.e., 0.0971, although it does not have a problem of escaping the
initial value and approaching the upper/lower bound.

1 Introduction

Engine performance modeling is an important step during the gas turbine design. It
should be started from the design-point modeling [1]. In most cases, values of engine
parameters are not known and the user does not have access to the information, since
they are manufacturer’s properties. Thus, design-point parameter estimation should
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be conducted to predict their values in such a way that the engine target parameters
are obtained. This process is also known as the design-point adaptation [2].

Performance adaptation is an inverse mathematical problem with the objective to
adapt an engine model in such a way so that the real engine data as target parameters
can be obtained [3]. Design-point adaptation can be modeled as the optimization
problem. Stamatis et al. [4] presented a computational procedure for developing a
performance model adaptation by employing optimization technique. Yi et al. [2]
proposed the method for adapting the design-point performance of industrial gas
turbine using pseudoinverse technique. Li and Pilidis [5] employ GA and influence
coefficient matrix to solve the design-point adaptation of the industrial gas turbine.
TURBOMATCH/PYTHIA softwarewas employed to simulate the proposedmethod.
Mohammed et al. [6] presented design-point performance simulation and adaptation
of an industrial GE LM2500+ gas turbine engine. PYTHIA software was employed
with target parameters of fuel flow rate, compressor exit pressure, turbine exit temper-
ature, and compressor exit temperature.Kiaee et al. [7] presented amethod to estimate
the specification components for design-point and off-design performance analysis
of a micro-gas turbine. Design-point and off-design-point adaptations of 30 MW gas
turbine GE LM 2500+ were presented in [3]. Simulation was conducted in PYTHIA
software employing the GA.

Using small gas turbines as propulsion system of marine vehicle has been of
interest due to its lightweight and high power [8]. The small gas turbine has the
range of power from 1 to 40 MW [9]. This paper addresses the design-point adapta-
tion to design the small gas turbine engine with power of 3 MW. The meta-heuristic
optimizations, namelyGA, PSO,GWO, andWOA, are employed to solve the design-
point adaptation. Their performance to estimate the value of adapted parameters to
achieve the targeted parameters is investigated. To be adapted, parameters consist of
inlet mass flow, compressor pressure ratio, compressor polytropic efficiency, turbine
polytrophic efficiency, power turbine polytrophic efficiency, burner pressure loss, and
TIT. Target performances involve design specification parameters of engines, which
are the shaft power and the thermal efficiency, and gas generator turbine param-
eters, which are the exit turbine temperature and pressure. Gas turbine engine has
performance limiters which include the surge, TIT, minimum spool speed, maximum
spool speed, maximum spool speed, and flameout limits that construct fuel bound-
aries. The TIT limit presents because of material temperature properties, while the
surge limit should be considered because of the compressor blade design property
[10, 11]. Besides the performance of the meta-heuristic optimizations, the fuel flow
boundary of the designed small gas turbine is further presented in discussions.
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2 Thermodynamics Models of Gas Turbine Design-Point
Performance

Figure 1 illustrates the two-shaft gas turbine engine used in this work. Design-point
performance modeling is the first step of the design process where the results will
be used for the next steps, which are the off-design performance modeling and
the control system design. Its calculation aims to obtain the unknown design-point
parameter at the expected design performance, i.e., targeted parameters. This work
models the gas turbine components at the design-point level using standard thermody-
namics model. It should be noted that the thermodynamics model of the design-point
performance will be different from the off-design performance modeling. In the off-
design performance analysis, designer should consider the detail of the gas turbine
components, such as compressor, turbine, and power turbine.

2.1 Inlet

Total temperature and total pressure of ambient conditions can be expressed as
follows:

Toa = Tamp + v2amp

2Cp
; Poa = Pamp +

(
Toa
Tamp

) γ

γ−1

(1)

where Cp, γ , T amp, and Pamp are the specific heat at ambient condition, the specific
heat ratio, the ambient temperature, and the ambient pressure, respectively.

Fig. 1 Two-shaft engine layout
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Assuming the vamp is relatively low, Eq. (1) can be expressed as:

Toa = Tamp; Poa = Pamp (2)

Pressure at inlet can be expressed as follows:

Po1 = Poa(1 − �PRinlet);�PRinlet = 1 − Po1
Poa

(3)

where �PRinlet is the pressure loss at inlet.
Mass flow at inlet is expressed in the following equation:

m1 = ma (4)

where m1 and ma are the mass flow at compressor inlet and the air mass flow,
respectively.

2.2 Compressor

Pressure and temperature at exit point of compressor can be obtained as follows:

Po2 = Po1 PRc (5)

To2 = To1 +
(
To1
ηpc

)(
To2s
To1

− 1

)
; To2s = To1(PRc)

γ−1
γ (6)

where PRc and ηpc are the compressor pressure ratio and the compressor polytrophic
efficiency, respectively.

Compressor power is obtained as follows:

Cpower = m1(h(To2) − h(To1)) (7)

where Cpower and h are the compressor pressure ratio and the specific enthalpy,
respectively.

2.3 Combustor

Fuel flow and pressure at turbine can be expressed as follows:
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ṁ f = m21(hair(To3) − hair(To21))/(HV.Bn − hair(To3)) (8)

Po3 = Po2(1 − �PRb) (9)

To3 = TIT;m21 = m2;m3 = m21 + ṁ f

where ṁ f , HV, TIT, and �Pb are fuel flow, heating value, turbine inlet temperature,
and pressure loss at burner, respectively.

2.4 Gas Generator Turbine

Power by gas generator turbine is expressed as follows:

HPTPower =
(
Cpower

Mn

)
+ Aux (10)

where HPTPower, Aux, andMn are power of gas generator turbine, auxiliary power,
and mechanical efficiency, respectively.

Exit temperature and pressure of the power turbine can be expressed as follows:

To4 = To31 −
(
HPTpower

ηpc · m31

)
(11)

Po4 = Po3/PRt ;PRt =
(
To31To4
To4

) γ

(γ−1)ηpT
(12)

where ηpc and ηPT are polytrophic efficiencies of compressor and turbine, respec-
tively.

2.5 Power Turbine

Power of power turbine can be obtained as follows:

LPTPower = m41(hair(To41) − hair(To5)) (13)

To5 − To41 + (To5s − To41)ηpPT ; To41 = T041 (14)
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where LPTPower and ηpPT are power of power turbine and the power turbine
polytrophic efficiency, respectively.

2.6 Shaft Power

Shaft power and thermal efficiency of the gas turbine engine can be obtained as
follows:

Shaft Power = LTP power.Mn.GBn (15)

ηthermal = Shaft Power

ṁ fHV
(16)

where Mn, GBn, and ηthermal are mechanical efficiency, gearbox efficiency, and
thermal efficiency, respectively.

3 Optimization

Using the optimization approach, the objective optimization is to minimize the error
of targeted parameters with actual parameters. Using meta-heuristic optimization,
adapted parameters become the searching agents or optimization parameters. The
adapted parameters are the air mass flow, the compressor efficiency, the compressor
polytropic efficiency, the turbine polytropic efficiency, the power turbine polytropic
efficiency, burner pressure loss, and turbine inlet temperature. Searching area for
air mass flow, compressor pressure ratio, burner pressure loss, and turbine inlet
temperature are 3 < ṁa < 22, 5 < PRc < 15, 0.07 < �Pb < 0.1, and 1000 <

TIT < 1220, respectively. Target parameters are the fuel flow, the efficiency thermal,
the shaft power, power turbine inlet temperature, and power turbine inlet pressure.

3.1 Fitness Function

Since the number of adapted parameters is more than the number of targeted param-
eters, mathematically there are multiple solutions. It is necessary to ensure that the
meta-heuristic optimization lays within the valid solution. For example, the negative
value of polytrophic efficiency should be avoided. Fitness function should accommo-
date these requirements. This work employs the death penalty in the fitness function
as Eq. (17a) to avoid the unfeasible solution.
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F =
⎧⎨
⎩

∞ (3 < ṁa < 22) or (5 < PRc < 15) or
(
0 < ηpc, ηpT , ηpPT < 1

)
or

(0.07 < �Pb < 0.1) or (1000 < TIT < 1230)
Fob else

(17a)

Fob =
∑

aibi
∣∣xtarget(i) − x(i)

∣∣ (17b)

3.2 Genetic Algorithm

There are threemain operators in the GA: reproduction, crossover, andmutation. The
optimization parameter is represented in the chromosomes to code it in the evolution
process to find the best individual with the best performance. Using real code GA, the
chromosome is a string of numbers, which represents the number in sequence. The
selection is the process of choosing two individuals as parents from the population
for mating to born the new offspring. A crossover is a process of randomly picking
one or more individuals as parents and swapping segments of the parents. This paper
uses random resetting mutation. In this scheme, randomly chosen gene is assigned
to be changed with a random value. Detailed procedure of the GA can be referred to
[12].

3.3 Particle Swarm Optimization

The optimization parameter is represented as particles that have positions and veloc-
ities. The particle will move with a certain velocity. Velocities and positions will be
updated according to the local and global best solutions.

Eberhart and Shi [13] proposed the velocity by utilizing constriction factor, γ , in
the following equation:

vt+1 = χ
{
wvt + φ1β1(pi − xi ) + φ2β2

(
pg − xi

)};
χ = 2

2 − ϕ − √
ϕ2 − 4ϕ

;φ = φ1 + φ2, φ > 4 (18)

The velocity for each particle is needed to be updated and adds this velocity to
the particle position. If the best local solution has a fitness less than the fitness of the
current global solution, then the best local solution replaces the best global solution.
Detailed procedure of the PSO can be referred to [13].
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3.4 Gray Wolf Optimizer

Inspiring from the leadership hierarchy and huntingmechanism of graywolves, there
are four types of gray wolves which are alpha, beta, delta, and omega. The compu-
tation of GWO involves four steps, namely hunting, searching for prey, encircling
prey, and attacking prey. The fittest solution is considered as the alpha (α). The beta
(β) and delta (δ) are the second and third best solutions, respectively. The remaining
of the candidate solutions are omega (ω). ω wolves follow the guidance from α, β,
and δ wolves in the hunting mechanism. Detailed procedure of the GWO can be
referred to [14].

3.5 Whale Optimization Algorithm

The WOA is a meta-heuristic optimization technique inspired from the bubble-net
hunting strategy of humpback whales proposed by Mirjalili et al. [15]. Humpback
whales have an ability to recognize the location of prey and encircle them.Because the
optimal solution in the search space is not known a priori, the current best candidate
solution is assumed as the target prey or is close to the optimum solution. The search
agents will update their positions approaching the best search agent. Humpback
whales search for prey randomly according to the position of each other. In the
exploitation phase, the position of the search agent is updated according to a randomly
chosen search agent instead of the current best search agent. Detailed procedure of
the WOA can be referred to [15].

4 Results and Discussion

This section presents the results of design-point adaptation of small gas turbine engine
using the meta-heuristic optimizations. At design-point level, the value target param-
eters for shaft power, ηthermal , ṁ f , To4, and Po4 are 3 MW, 0.27, 0.26, 970 K, and
260 kPa, respectively. The values of input parameter for design-point performance
modeling are presented in Table 1.

The value of weighting factor and normalized factor in Eq. (17b) is, respectively,
as follows

ai = [
0.1 0.1 0.3 0.3 0.2

];

bi = [
100 100 0.005 0.005 0.005

]

The computation of design-point adaptation using themeta-heuristic optimization
is conducted by writing the computer program in MATLAB environment. For each
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Table 1 Parameter values of
design-point input

Components Symbol Value Parameter

Inlet ΔPRmin 4 (in H2O) Inlet total
pressure loss

Compressor Bc 0.015 Compressor
bleed fraction

Combustor ηb 99% Combustion
efficiency

HV 43,100 kJ/kg Fuel heating
value

Exhaust ΔPRexhaust 8 (in H2O) Exhaust total
pressure loss

Shaft ηmech 99% Mechanical
efficiency

Load ηgear 100% Gearbox
efficiency

meta-heuristic optimization, the computation uses 20 search agents in the population
with 5000 number of iterations. For the GA, the selection rate and mutation rate are
0.5 and 0.008, respectively. For the PSO, the constriction parameter, the cognitive
parameter, and the social parameter are 1, 1.5, and 1.5, respectively. To give the
objective evaluation, this study considers to input the initial searching parameter
[ṁa PRc ηc ηT ηPT�Pb TIT ]initial = [14.3 7.75 0.94 0.8 0.9 0.009 1216]. Figure 2
shows the fitness value evaluation of the meta-heuristic optimizations. It shows that
the PSO has outperformed other methods.

Table 2 presents the detailed results of the adapted parameters from the GA, the
PSO, the GWO, and theWOA. It can be observed that from the fitness value, the PSO
and the GWO have almost the same value; however, they have different values of the
compressor efficiency, turbine efficiency, power turbine polytrophic efficiency, and

Fig. 2 Fitness value
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Table 2 Optimization results of the adapted parameter

Fitness Best optimization parameter

ṁa PRc ηpc ηpT ηpPT �Pb TIT

GA 0.032182 14.400 7.8359 0.9378 0.7997 0.9068 0.0825 1216

PSO 0.02233 14.288 7.6141 0.941 0.7946 0.91777 0.08946 1213.1999

GWO 0.0226 14.2164 7.3012 0.8606 0.8618 0.9201 0.0741 1228.8084

WOA 0.0971 14.2439 6.3029 0.8881 0.9485 0.8975 0.0868 1210.3695

TIT. Especially for the TIT value, the TIT obtained from the GWO is approaching
the upper bound, i.e., 1230 K. The WOA does not have a good performance where
it has the largest fitness value, but different with the GWO, the WOA result of TIT
is not approaching the upper bound value. In terms of the fitness value, the GA has a
better performance than the WOA; however, the TIT value does not move from the
initial value.

In the optimization point view, avoiding the value near to the upper bound and
lower bound of the constraints is a positive value. Thus, in the case of multiple
solutions, the PSO has a good performance in searching the optimization parameters
where they are quite far from the upper bound and lower bound values. Table 3
presents the details of the target parameter obtained from the optimization results of
each meta-heuristic optimization. Generally speaking, since this case has multiple
solutions, the meta-heuristic optimization can encounter the computational problem
of approaching the lower/upper bound and being trapped in the initial value for TIT
parameter. Among the meta-heuristic optimizations that have been employed in this
study, the PSO has an outstanding performance where it avoids such problems.

After the design-pointmodeling, the off-design performance should be conducted.
The gas turbine also operates at off-design conditions where the variation of speed,
power, or load is necessary. The results of the optimal adapted parameters are used
in the off-design performance analysis. Computational procedures of the off-design
analysis need a compressor map in the calculation. In the preliminary design, in
which the compressor is still under development, the compressormap can be obtained
through the scaling method. Employing the scaling method as in [16], Fig. 3a shows
the compressor map of the designed gas turbine.

Table 3 Value of the adapted parameter obtained from meta-heuristic optimization

Target

Shaft power (kW) ηthermal ṁ f To4 Po4

GA 2999.991 0.26792 0.2598 967.3834 265.4347

PSO 3000 0.26782 0.25989 969.9991 260.8092

GWO 2999.8768 0.26962 0.25815 970.0611 259.9617

WOA 3000 0.26544 0.26223 983.5893 268.8245
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Fig. 3 a Compressor map and b fuel flow boundaries

Accurate prediction of engine performance is very important for the user to main-
tain the engine operating in the safe zone. Gas turbine has performance limitations
that should be considered during its operation. According to Saravanamuttoo et al.
[17], the fuel boundaries can be obtained through the compatibility of flow and
compatibility ofwork during the steady-state off-design performance considering the
limiters. Based on material properties of the gas turbine components, the maximum
transient gas generator TIT and over-temperature of TIT are 1250 and 1300K, respec-
tively. Minimum fuel-to-air ratio is 0.0081 to ovoid engine flameout [1]. These limit
values are necessary in the computation of the fuel boundaries using the component-
matching method. Employing the Newton–Raphson method to solve the compati-
bility requirements, the graph of fuel flow boundaries of the designed gas turbine is
illustrated in Fig. 3b. The fuel boundaries represent the safe zone of the operational
gas turbine. To protect the components of the engine from being damaged, control
system needs to be designed in such a way so that the engine operates within the fuel
flow boundaries. Acceleration and deceleration schedules should be designed inside
these boundaries.

The design-point modeling to obtain 3 MW of the gas turbine power has been
presented. This is the first step of the comprehensive design of the gas turbine
engine. Applying the optimal design-point obtained from PSO, which has the best
performance among other meta-heuristic optimizations, the fuel boundary graph has
been obtained in this present study. Next steps that need to be conducted are tran-
sient off-design performance, acceleration/deceleration scheduling, and designing
the control system of the small gas turbine, which are currently under develop-
ment. The optimal control system considering performance limiter employing the
meta-heuristic optimizations will be conducted for future research.
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5 Conclusions

Modeling the design-point performance adaptation using the meta-heuristic opti-
mization for designpurpose of the small gas turbine has been studied.ThePSOhas the
best performance among the other meta-heuristic optimizations, which are the GA,
the GWO, and the WOA. For future research, employing other meta-heuristic opti-
mizations that can give the best performance without involving the problem of trap-
ping the initial condition and approaching the upper/lower bound values is encour-
aged. The next step of design process, which is designing optimal control system of
the small gas turbine for marine application, is very essential to be conducted.
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Finite Element Analysis of the Heat
Generated During FSP of 1100 Al Alloy

Adedotun Adetunla and Esther Akinlabi

Abstract FSP is a solid-state technique for microstructural modification using the
heat from friction and stirring; hence, the temperature during the experiment may
alter the microstructural behaviour of the material if not properly controlled. In this
study, the in situ temperature during the experiment was measured and compared
with the simulation result. The finite element analysis was done using ABAQUS
to study the heat generated due to friction during the process. The experimentally
measured temperature results are in agreement with the generated heat energy of the
developed model, which is less than 10 °C difference. Hence, this study shows that
the peak temperature during the process from the experiment and simulation is well
below the melting point of the material.

Keywords Aluminum alloy · Finite element simulation · Friction stir processing’
heat generation

1 Introduction

Friction stir processing (FSP) is a technology that involves severe plastic deformation
caused by the contact between the base material and the non-consumable workpiece
[1]. The working principle of both friction stir welding (FSW) and FSP is one that
has a tool with cylinder shoulder consisting of a smaller pin shaped with a specific
design, and the tool rotates while the pin is plunged into the surface of the material.
The material is softened due to a combined frictional and adiabatic heat caused by
friction as a result of the contact between the surface of the material and the non-
consumable tool, thereby leading to plastic deformation and consequently altering the
microstructure of the material. In FSP, a volume of the workpiece is being processed
which is determined by the design of the tool pin, the transverse pattern, and the tool
parameters used. When FSP is applied to a material, the mechanical and the physical
properties of the material may be improved while changing the macroscopic shape

A. Adetunla (B) · E. Akinlabi
Department of Mechanical Engineering Science, University of Johannesburg, Johannesburg 2006,
South Africa
e-mail: dotunadetunla@yahoo.com

© Springer Nature Singapore Pte Ltd. 2020
S. S. Emamian et al. (eds.), Advances in Manufacturing Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-5753-8_39

425

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5753-8_39&domain=pdf
mailto:dotunadetunla@yahoo.com
https://doi.org/10.1007/978-981-15-5753-8_39


426 A. Adetunla and E. Akinlabi

of the material [2, 3]. The tool rotational speed, tool traverse along the processed
path, and plastic deformation of the tool result in rapid heat and steep gradients in
the temperature and strain rate.

Ramadam et al. [4] developed a heat generation model of an FSP tool with cylin-
drical shape used to fabricate Al alloys, and the temperature field was measured
with thermocouples during the experiment and compared with the central differen-
tial scheme used to calculate the heat transfer during the plunging stage, transverse
stage, and the tool removal from the workpiece. Thermocouple measurements were
done by Lebaal et al. [5] using the inverse problem approach. The effect of tool rota-
tional speed on the temperature of the workpiece was predicted by Cartigueyen et al.
[6] by using a numerical model which was subsequently validated with the results
gotten from thermocouple measurements. The effect of tool rotational speed on the
quality of the fabricated alloy has not been extensively studied. Also, as far as the
authors know, the effect of heat generated due to friction on themechanical properties
of the alloys has been moderately studied; in particular, no published literature has
predicted the peak temperature for different alloys and materials using ABAQUS to
ensure a temperature as the melting point of the material. Therefore, this study aims
to investigate the heat generated due to friction and studies the effect of rotational
speed on the thermal history of the interface between the tool and the workpiece
using finite element analysis software (i.e. Abaqus).

2 Methods

2.1 Experimental Procedure

Sequel to the work done by Adetunla et al. [7], in situ measurement of temperature
duringdifferent stages of the fabricationof aluminiumalloybyusingdifferent process
parameters is carried out. In their work, the base material used was 1100 aluminium
alloy sheet of 5 mm thickness. The sheets were subjected to three cumulative passes
with 100% overlap using constant traverse speed of 30 mm/min and varying tool
rotational speeds of 600 and 1200 rpm. Table 1 shows the mechanical properties and
temperature at different process parameters. Workpiece material was cooled down
to room temperature after each pass before subjecting it to another FSP pass; hence,
the temperature measurements of the second and third passes are negligible [8].

Table 1 Mechanical properties and temperature measurements of fabricated 1100 alloy [9]

Number of pass Tool rotational
speed (RPM)

Hardness (HV) Tensile properties
(UTS)

In situ temperature
measurements at
20 s (°C)

1 pass 600 26.58 91.77 405

1 pass 1200 26.14 88.20 385
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2.2 Simulation Procedure Using ABAQUS

A three-dimensional (3D), transient, nonlinear thermal model was developed by
using ABAQUS 2019 edition to simulate the thermal history during FSP of 1100
aluminium. The modelling of the aluminium plate with a length of 150 mm, breadth
of 50 mm, and base extrusion depth of 200 mmwas performed in order to investigate
the heat generated due to friction caused by the base material and the FSP tool
during the process when subjected to two different tool rotational speeds (i.e. 600
and 1200 rpm), as shown in Fig. 1. A linear static and nonlinear transient modelling
method for the nodal temperature at nodes was used to predict the heat generated
during the process.

The assumptions made in developing the model are as follows:

• Material sheet is homogenous and isotropic.
• Workpiece material was cooled down to room temperature after each pass before

subjecting it to another FSP pass.
• Uniform boundary conditions are along the processed part.
• The contact between the FSP tool and the base material has perfect contact with

100% sticking condition.
• The tool pin only generates 2% of the total heat, which is negligible [10].

Fig. 1 Surface contact of the FSP tool and aluminium plate

Table 2 Simulation
parameters

Parameters Values

Young’s modulus of elastic 70 GPa

Poisson’s ratio 0.3

Thermal conductivity 0.15 (W/(m K))

Coefficient of friction 0.1

Density 27,000 kg/m3

Specific heat capacity 670,000 J/K
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• Heat transferred to the clamp from the workpiece is negligible. Table 2 shows the
properties of 1100 aluminium used in finite element modelling.

3 Finite Element Analysis of the Heat Generated Due
to Friction During the Process

The temperature fields measured from the material during FSP can be used to deter-
mine the heat generated during the process. To analyse the heat generated due to
friction, the transient temperature (T ) which is a function of time (t) and the spatial
coordinates (x, y, z) can be calculated using Fourier’s law of heat conduction in Eq. (1)
[11].

K

(
∂2T

∂x2
+ ∂2T

∂y2
+ ∂2T

∂z2

)
+ Qint = cρ

∂T

∂t
(1)

where K is the thermal conductivity, Qint is the rate of internal heat, c the heat
capacity, and ρ the density of the material.

The thermal history of a material can be determined by heat transfer coefficients
on several surfaces. The loss of heat (qs) is calculated using Eq. 2

qs = β(T − T0) + εσ
(
T 4 − T 4

0

)
(2)

where β the convection coefficient (61W/m2 K), T is in Kelvin, which is the absolute
temperature of the workpiece materials, T 0 is the ambient temperature (300 K), ε the
emissivity of the plate surfaces (0.11 for aluminium), and σ the Stefan–Boltzmann
constant (5.67 × 10−8 W/m2 K4).

With the assumptions made in this study, the heat produced due to the friction
between the material and the tool shoulder is the only source of heat generated. The
heat generation rate (qr ) is obtained by using Johnson et al. [12] in Eq. 3 for this
model.

qr = 3Qr

2π(r)
(3)

where the shoulder radius is r , the material’s coefficient of friction is μ which is 0.3
for aluminium, the heat input (Qr ) is calculated by Eq. 4, while the downward force
is denoted with F and the tool speed is ω or this model, the heat flux (qr) from Eq. 4
is applied as surface load by using the appropriate conditions at the boundary.

Qr = πωμF
(
r2 + r

)
45(r)

(4)
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Experimental data achieved from the tensile test carried out on the specimenswere
used to complete some simulation parameters needed. The finite element modelling
utilizes parameters of aluminium alloy such as specific heat capacity (0.385 kJ/KgK),
density (8930 kg/m3), and thermal conductivity (400 W/mK), while the boundary
conditions were specified. The results from this model are compared with the exper-
imental results for validation. Figures 2 and 3 show the finite element model results
generated with ABAQUS software. The heat is generated due to friction during the
experiment, and initially the temperature of the plate was 20 °C and it rose up to
different peak temperatures when fabricated with different tool rotational speed.

The temperature–time curves for the contact point (in situ) are compared with the
simulation results. The simulated temperature history of FSP and the experimental
result of the 3-passes sample produced with tool rotational speed of 600 rpm are
presented in Fig. 4.

Fig. 2 Temperature distributions obtained byABAQUSon the aluminium alloy onω= 600 rev/min
and v = 30 mm/min

Fig. 3 Temperature distributions obtained by ABAQUS on the aluminium alloy on ω = 1200
rev/min and v = 30 mm/min
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Fig. 4 Temperature profiles
of simulated and
experimented values at
600 rpm and 30 mm/min

Fig. 5 Temperature profiles
of simulated and
experimented values at
1200 rpm and 30 mm/min

The 3-passes sample fabricated with 1200 rpm is shown in Fig. 5. Increasing
speed from 600 to 1200 rpm causes significant changes in the thermal history where
the maximum temperature of 423 °C is observed at 600 rpm. However, at 1200 rpm,
a higher peak temperature of 475 °C is observed. The results observed in this study
are in agreement with other studies [13]. It can be said that the generated heat energy
and the maximum temperature by the model and experimentally measured results
are in good agreement.

4 Conclusions

In this study, the heat generated due to friction during the process was investigated
through three-dimensional transient heat transfer model developed by ABAQUS
in a moving coordinate and compared with the experimental data. The following
conclusions can be drawn:

• A good agreement of numerically and experimentally determined time depen-
dence of the temperature has been obtained. Workpiece (plate) temperature
suddenly increases when the tool shoulder establishes contact with it.

• The developed model described in this study can be used to predict the peak
temperature for different alloys and materials. Thermal modelling is useful in
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predicting the temperature of the material around the tool. The simulation and the
experimental results are in agreement, with a temperature difference of less than
10 °C.

• The peak temperature during the process from the experiment and simulation is
well below the melting point of the material. The findings of this study reveal that
the peak temperature increases as the tool rotational speed increases.
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of Hybrid Particulate Reinforced
Aluminium Metal Matrix Composites
on the Microstructure, Density
and Mechanical Properties
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Abstract The area of aluminium metal matrix composites has seen considerable
research done to further produce materials capable of meeting the current indus-
trial needs of adequate material selection. This has led to improvements in both
cost savings, mechanical properties and sustainability in production processes in
AMMCs. This work attempts to highlight this point by adequately reviewing selected
recent sources of literature which highlights the selection of reinforcements used in
the production of AMMCs. The need highlighted earlier has been met through the
production of MMCs reinforced using two or more particles defined as hybrid rein-
forced MMCs. Research to this end has reported the engineering of lightweight
MMCs with improved tensile and compression strengths, hardness values, impact
energy and corrosion resistance among others. Most of the research highlighted in
this work has selected stir casting and powder metallurgy as their preferred route for
the production of the MMCs. The works reviewed in this paper suggest the impor-
tance of materials regarded as ‘waste’ as investigations done in hybrid reinforced
MMCs.
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1 Introduction

Metal matrix composites (MMC) have become a household choice during the mate-
rial selection phase of most design and manufacturing endeavours. MMCs are
produced to cater for the need of selecting lightweight materials in producing struc-
tural and mechanical members across several industrial sectors. This statement holds
true due to the addition of reinforcements regarded as the dispersed phase to the
MMC. These reinforcements are high strength, high modulus refractory particles
[1] which act as the primary load-carrying components of the resulting composite
[2]. The addition of these reinforcements into the continuous phase, known as the
matrix, produces a composite material with improved properties such as density,
tensile strength, toughness, hardness and compressive strength [3–5]. The properties
of a composite material are highly dependent on the constituents of the dispersed
phase, relative proportion, size, shape, orientation and distribution. Composites can
be classified based on the reinforcement, and by this definition, composites can be
reinforced with continuous fibres, short fibres/whiskers and particulates. Of these
classifications, MMC R&Ds have leaned towards particulate composites owing to
their isotropic properties, overall cost saving and reduced post-processing require-
ments [6] of the reinforcement particles. Another merit of particulate reinforcements
in MMCs is the availability of production routes required to produce these MMCs.

Aluminium and its alloys are the most utilized continuous phase in the production
of MMCs owing to properties such as corrosion resistance, lightweight, ductility and
wear resistance. Other metals employed as base metals in MMC production include
magnesium, copper, titanium and iron. Other than the properties highlighted earlier,
aluminium is favoured in MMC production due to its availability. It is the most
commonly used metal in engineering industrial applications [7]. Magnesium-based
MMCs, although sought after because of theirmechanical properties, have limitations
due to their ductility, low fracture resistance and high reactivity at elevated service
temperatures [8]. On the other hand, iron-based MMCs are brittle and have low
impact strength. Copper-based MMCs have low strength, although they have found
applications in areas where thermal and electrical conductivity are important factors
for the MMCs’ application [9].

Particulate reinforced composites, mostly hard enabled aluminium alloy matrix
such as aluminium 2, 6 and 7 series are attractive due to their ductility, strength and
toughness as well as their ability to be processed using conventional methods [10].
For particulate reinforced MMCs, the most utilized materials are SiC, Al2O3, TiC,
B, BN and B4C [2]. Of these particles, the most utilized is SiC owing to its close
density values to that of aluminium [11]. On the other hand, B4C powder has limited
interest owing to its high cost and poor wettability [12]. The need for sustainability in
the production of components and materials has generated high interest in the use of
alternative materials for particulate reinforcements for MMCs. This identified need
for sustainability commonly dubbed as ‘waste-to-wealth’ has promoted research
into the use of waste materials as reinforcements. These waste materials are usually
categorized into agricultural and industrial wastes as shown in Fig. 1.



A Concise Review of the Effects of Hybrid Particulate … 435

Sustainable 
reinforcements

Industrial Waste

Coal fly ash

Red mud

Agricultural 
Waste

Animal waste
snail shell, 

eggshells, cow 
bone etc.

Plant waste
rice husk, 

bamboo, coconut 
shell etc. 

Fig. 1 Classification of sustainable reinforcement materials

Table 1 Properties of selected sustainable materials used as reinforcements in MMCs

Sustainable material Chemical constituents Density (g/cm3) References

Fly ash SiO2, Al2O3, Fe2O3, CaO, MgO, SO3,
K2O, Na2O

2.17–2.47 [13–15]

Eggshells CaCO3 1.98–2.22 [4, 16]

Coconut shell SiO2, Al2O3 Fe2O3, CaO, MgO, SO3,
K2O, Na2O, ZnO

1.16–2.2 [17]

Red mud SiO2, Al2O3, Fe2O3, K2O, Na2O, TiO2 3.05 [18]

These materials, such as those highlighted in Fig. 1, have been researched, of
which certain constituents are identified to fit the profile of the sought-after rein-
forcement particles. These constituents, often regarded as phases, include CaCo3,
Fe2O3, Al2O3, SiO2, graphene, magnesium and carbon among others. Apart from
these identified phases, thesematerials usually have low densities, making them ideal
candidates for producing lightweight MMCs. Table 1 highlights selected sustain-
able materials used as reinforcements in MMC research, along with their chemical
constituents and densities.

1.1 Production Routes

Over time, research into the production of MMCs has given birth to several methods
which aims to effectively produce composites having uniform particle distribution
and minimum production defects. The uniform particle distribution is a major factor
that defines the isotropy of the resultingMMCproduced. In the production ofMMCs,
two factors are considered to meet an applied need [19]. The first is to produce the
composite, and the second is to shape the composite to its final application. Various
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Table 2 Advantages and limitations of stir casting and powder metallurgy

Stir casting Powder metallurgy

Relatively cheaper production route Expensive when compared to stir casting

Easier to perform A more complex operation

Ability to produce a variety of simple and
complex shapes

Produces composites in rolls only

Can produce net shape products Requires further manufacturing operations to
produce the required component

There could be losses particularly that of the
reinforcements due to oxidation or reduction
reactions during stirring

There is no loss of materials during production

Uniform distribution is highly dependent on a
number of factors which could be difficult to
control

There is always uniform distribution of
reinforcement in the matrix pool

methods of producing composites are defined based on the working temperature
and the phase of the metallic matrix during the production process [20]. Based on
this definition, there are essentially five classifications of process used as production
routes for MMCs [21]: liquid-phase processes, solid–liquid processes, deposition
techniques, in situ processes and two-phase (solid–liquid) processes. Stir casting
and powder metallurgy are the most used routes in MMC production. Stir casting
has been identified as the most economical production route in production of MMCs
[22–26]. Table 2 highlights the advantages and limitations of powder metallurgy and
stir casting.

The reinforcement phases in particulate reinforcement can be single or hybrid.
A hybrid particulate reinforcement composite is regarded as the use of two or more
reinforcements for the production of an MMC. In this case, the use of a hybrid
reinforcement could be as a result of factors such as cost savings, and in some
cases improvements of certain properties such as mechanical properties, weight and
corrosion resistance among others. In this regard, most researchers have attempted
to produce MMCs reinforced with a synthetic material and a sustainable material.
In most cases, citing cost is the identified need to be addressed. In some cases, these
research attempts have tried to improve the machinability of the resulting MMC
without compromising its strength and hardness. This article will attempt to review
the current state of research of hybrid reinforcements and their effects on theMMCs.

2 Literature Review

The production of MMCs has sought to study the effects of the dispersed phase on
the matrix material. These researches, in this regard, have produced ample evidence
that the reinforcement particles/fibres/whiskers alter certain properties of the matrix,
resulting in the production of entirely new material (composites). Most researches
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have recorded improvements in properties such as hardness, density, tensile strength,
temperature and corrosion resistance among others. Hybrid particulates as reinforce-
ments are sought after for reasons such as improvements in a particular property or
sets of properties and cost in some cases [27]. This has led to the production ofMMCs
with different reinforcements such as research carried out by Sharma et al. [28] which
attempted to reinforce the selected matrix material with a mix of a sustainable mate-
rial and a synthetic material for sustainability sake and research done by Ashok et al.
[29] which was conducted to reinforce the matrix material with two synthetic mate-
rials mostly for the improvement of the mechanical properties and machinability of
the resulting MMC. Sustainable materials are regarded as ‘waste materials’ obtained
from industrial and agricultural processes. Thesematerials, in some cases, are further
processes through pyrolysis (carbonization) or other processes before they can be
used as reinforcements for composite production. The succeeding sections of this
work will highlight research done in the area of hybrid composites and their effects
on microstructure, density and mechanical properties.

2.1 Microstructure

Using powder metallurgy route, Naim Shaikh [30] produced a hybrid aluminium
MMC reinforced with fly ash and SiC whiskers attempting to study their effect on
properties such as microstructure, density, hardness and wear. The analysis of the
microstructure to study the grain structure, reinforced particles shape and the distri-
bution of the dispersed phase in the matrix showed good interfacial bonding between
the constituent phases of the MMC and adequate dispersion of the reinforcements
in the matrix pool. It was also reported that with the increasing wt% of fly ash,
the uniformity and homogeneity of the specimen began to decrease as a result of the
formulation of agglomerate by the fly ash particles. Citing the issue of environmental
degradation, Sharma and Dwivedi [31] studied the effects of waste eggshell and SiC
on the thermal and specific strength of AA 2014matrix. Results from the microstruc-
ture analysis, as shown in Fig. 1, show uniform distribution, proper wettability and
good face bonding between the AA 2014/SiC/eggshell ash particles. Themicrostruc-
tural analysis was conducted on only the AA 2014/7.5% eggshell/2.5% SiC due to
the maximum specific strength and minimum cross-sectional reduction after thermal
expansion. It was also reported that beyond a certain wt%, it was observed that there
was clustering of the reinforcements as shown in Fig. 2b. These clusterings also
resulted in porosity in the interface of the MMC.

Ravi Kumar et al. [32] investigated the microstructure among other mechanical
properties of Al 6082 reinforced with coconut shell ash and zirconium oxide (ZrO2).
The composite having been produced using stir casting route was checked for the
presence of pores which were not present, indicating proper casting. There was also
uniform distribution of reinforcements in the continuous phase with clustering of
coconut shell ash along some sections of the surface. This resulted in a non-uniform
mixture in those areas. The SEMalso showed a good intermolecular bonding between
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Fig. 2 Microstructure of AA2014 reinforced with 2.5% SiC and 7.5% eggshell, microstructure of
AA2014 reinforced with 2.5% SiC and 12.5% eggshell [31]

the MMC constituents. Quader et al. reported fairly uniform distribution of the SiC
particles in the matrix pool [18]. The work was centred on the characterization of AA
6061 reinforced with Al2O3 and red mud. It was concluded from the SEM analysis
that the dispersion of the coarser sizes resulted in a more uniform distribution when
compared to the finer particles. An investigation into the mechanical properties of Al
7015/boron carbide/coconut shell ash by [33] reported that the dispersed phases of
the composite were uniformly distributed and randomly oriented. It was also reported
that the as produced MMC had good interfacial bonding and minimum porosity. The
results of these studies have shown thatwith goodproductionprocesses, productionof
MMCs by using the stir casting and powder metallurgy will produce composites that
possess minimal microstructural defects while promoting isotropic characteristics
during the service life of the produced composite materials.

2.2 Density

With the introduction of low-density reinforcements into the matrix pool of an
MMC, it is expected to produce lightweight composites with reduced density values
compared to the matrix. Research is conducted in the area of hybrid. Aluminium
MMCs, as summarized in Table 3, indicated reduced density values with increasing
wt% of reinforcements.

2.3 Mechanical Properties

The main objectives of studies in AMMC are to produce components with improved
mechanical properties among other properties. These mechanical properties are
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Table 3 Summary of density values of selected research in hybrid AMMCs

S. No. Researchers Aluminium metal
matrix composite

wt% of
reinforcements

Density
values of
matrix
(g/cm3)

Density
values of
AMMC
(g/cm3)

1 Prakash and
Satpal [28]

A356/SiC/Fly ash 5, 10, 15, 20 2.70 2.65, 2.48,
2.35, 2.21

2 Kulkarni et al.
[34]

A356/Al2O3/Fly ash 2, 4, 6 2.69 2.605,
2.549,
2.534

3 Chethan et al.
[35]

AA 6061/bamboo
char/B4C micro fillers

1, 2, 3 2.70 2.66,
2.59,2.57

4 Sharma and
Dwivedi [31]

AA
2014/SiC/Carbonated
eggshell

25 variations SiC
and Carbonated
eggshell, (5 and
10) (5 and 12.5)
(12.5 and 10)
(12.5 and 12.5),
respectively

2.8 2.68, 2.66,
2.68, 2.66

5 Hima Gireesh
et al. [36]

Al
6061/SiC/Al2O3/Fly
ash

SiC and Al2O3 (5,
7.5, 10). Fly ash
kept constant at
5%

2.67 2.48,
2.56, 2.44

poised to be replacements of materials selected for components already in service.
Such applications include pipelines, aircraft body, automobiles, sporting equipment,
structural applications and marine applications among others. Most research into
all areas of MMC production, regardless of the reinforcement types, investigates
properties such as specific strength, hardness, impact energy and toughness [37–40].
Saravanakuma et al. [41] produced a hybrid composite of AA 6063 reinforced with
Al2O3 and graphite. The mechanical properties, including compression strength,
toughness and hardness, were investigated.

For the production of these composites, the wt% of Al2O3 varied from 3 to 12%
while graphite was kept constant at 1%. The investigation led to the conclusion that
the hardness, compressive strength and impact strength were best at 6wt% Al2O3

as evident in Fig. 3; [42] investigated the characteristics of Al2024/SiC/red mud
produced using stir casting. It was observed that the tensile strength is influenced
greatly by the increase in wt% of red mud. The resulting hybrid composite saw an
increase in tensile strength by 34%. The tribological behaviour of Al 1100 reinforced
with coconut shell ash and graphite was studied by Siva et al. [43]. The mechanical
properties of the produced composite are summarized in Table 4.

HimaGireesh et al. [36] conducted an experimental investigation into themechan-
ical properties ofAl6061/SiC/Al2O3/fly ash. Thewt%of the fly ashwas kept constant
at 5 wt% while that of the SiC and Al2O3 were varied as shown in Table 5.

The tensile test, hardness and impact strength test were conducted on the speci-
mens. Sample B had the best values for hardness and impact strengths, 63.66 BHN
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Fig. 3 Impact strength and hardness values of AA 6063/Al2O3/graphite [41]

Table 4 Mechanical properties obtained according to [43]

Composite BHN Elongation (mm) T.S (N/mm2) Specific strength (N-mm/kg)

Al 1100 28.30 21.91 104.3 43.40

Al + Al2O3 50.53 13.27 146.74 52.76

Al + Al2O3 + Gr 49.97 17.11 126.91 51.30

Al + CSA 51.33 13.85 173.50 63.29

Al + CSA + Gr 50.42 18.23 154.48 60.40

Table 5 Composition of
Al6061/SiC/Al2O3/fly ash
[36]

Specimen Al 6061 (wt%) SiC (wt%) Al2O3

A 85 5 5

B 80 7.5 7.5

C 75 10 10

and 1.75 J/mm2, respectively. Specimen C had the best value for tensile strength
(129mPa) followed by sample B thenAwith values of 126mPa and 117mPa, respec-
tively. It was concluded that the hybrid AMMC exhibited improved tensile strength,
yield strength and hardness when compared to the base material but no significant
change in impact strength. David et al. [44] conducted a study into themicrostructure
and mechanical characterization of AA 6061/TiB2/Al2O3 hybrid MMC processes
using an electric stir casting furnace. The tensile strength and microhardness values
showed an increasing trend with higher wt% of the reinforcement. The values for
these properties were highest at 15wt% with tensile strength and hardness values of
287 mPa and 122HV, respectively. [33] showed that the tensile strength and hardness
values of Al 7075/B4C/coconut shell ash increased with increasing wt% of the rein-
forcement. The impact strength of the composite also increased from 3 to 12wt%.
‘Further addition of reinforcement reduced the impact energy of the MMC due to
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the micropores in the composite and crack initiation in the reinforcement matrix
interface, which resulted in the failure at the earlier stage’.

3 Conclusion

This work in detail summarizes using recent and relevant literature in the current
state of events regarding the research in the area of hybrid reinforced AMMCs. The
effects of these hybrid reinforcements on selectedmechanical properties, microstruc-
ture and density were reviewed. Based on this study, the following conclusions and
recommendations were drawn:

1. Results from the reviewed literature highlight cost savings and sustainability as
the drive for this area of research.

2. With the positive results obtained from the relevant literature,more investigations
can be carried out using new combinations of reinforcements to ascertain their
effects on selected matrix materials.

3. Avenues for the production of hybridmaterials using sustainablematerials should
be explored.
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Application of Molecular Dynamics
Simulation: A Case Study to Estimate
Wettability

Vahid Khosravi, Syed Mohammad Mahmood, and Davood Zivar

Abstract Enhanced oil recovery (EOR) has always been a significant pillar in the
oil industry, and lots of laboratory studies have been conducted for this technology.
However, experimental research in EOR encounters several problems such as expen-
sive materials and equipment, and long-term duration of measurements that could
take from weeks to years. In this backdrop, molecular dynamics simulation (MDS)
appears to be an efficient complementary method that can be used for first-order
approximation once it is validated. The objective of this work is to evaluate the effi-
cacy of molecular dynamics (MD) for the understanding of wetting condition of a
given rock/fluid system by calculating the free energy which could yield contact
angles (a measure of wettability). The interaction between polyethylene surface and
n-decane oil as the first system as well as polyethylene surface and cyclohexane oil as
the second systemwas simulated byMDS, and the total free energies were calculated
to be −7.515 (kcal/mol) and −1.872 (kcal/mol), respectively. Contact angles were
calculated from MDS and computed 15.4 degrees for the first, and 28.6 degrees for
the second system. The deviation for n-decane was 3.1-degree, and cyclohexane was
0.4-degree on the same surface compared to the published results. Data shows that
the MDS is a reliable method for the first-order estimation of wettability determina-
tion for the purpose of initial screening and optimization of EOR processes relying
upon wettability alteration.

Keywords Molecular dynamics simulation (MDS) · Solvation free energy (SFE) ·
Contact angle ·Wettability

1 Introduction

Since primary and secondary oil recovery stages are able to recover only 20–40% of
the original oil in place (OOIP), enhanced oil recovery (EOR) techniques are needed
to increase oil recovery (up to 60% or higher) [1, 2]. However, field application of
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EOR is technically challenging, requiring extensive and time-consuming geological
and laboratory studies. Research continues to find quick alternatives, albeit as a first
approximation. In this regard, MDS is a tool that has shown promising results. In one
MDS study for enhancing oil recovery, intermolecular dynamics calculations were
utilized to explain and predict the interaction between different components (polar or
non-polar) and organic/inorganic surfaces. It was found that increasing temperature
leads to decreasing interfacial tension (IFT) in the case of CO2, N2, and CH4 injection
in the presence of alkanes [3]. This could be achieved by Large Atomistic/Molecular
Massively Parallel Simulator (LAMMPS) [4] package. In another study, interaction
energy was calculated for swelling of the CO2-alkane system at various temperatures
and pressures using the molecular simulator [5, 6]. Wang and Wu [7] also showed
that the wettability alteration of rock can be simulated by MDS. They investigated
the effect of surfactant solution and hydrophobic nanoparticles on oil detachment
from the solid surface [7].

Several theories exist for calculating surface free energy, including Zisman,
OWRK, Fowkes, and van Oss acid–base for single or multicomponent interaction
calculations. Among them, Zisman theory is one of the most reliable ones to calcu-
late surface free energy for the non-polar surfaces. In this theory, liquid/solid contact
angles are used to compute solid surface energy (SSE) [8].

This studywas conducted in viewof the importance of rapidwettability estimation
for EOR method screening and optimization. The molecular free energies for a non-
polar surface with two different oils were calculated by utilizing MDS, and their
corresponding contact angles were determined to understand wetting characteristics.
Results were validated by wettability determined by the Zisman plot.

2 Literature Review

Three different CO2 flooding systems were studied [9]: (1) without sodium dodecyl
sulfate (SDS) and nanoparticles, (2) with SDS but without nanoparticles, and (3) with
SDS and nanoparticles. Thus, the system involved: (1) CO2-water–water/hexane
system, (2) CO2-water/SDS-water/hexane system, and (3) CO2-water/SDS/silica
nanoparticle (SiO2)-water/hexane system, respectively. MDS was used to calcu-
late the diffusion coefficients and interfacial tensions of SDS, Hexane, CO2, and
water on the SiO2 surface at two different temperatures (298 K and 383 K). Material
Studio (MS [10]) was used with Condensed-Phase Optimized Molecular Potential
For Atomistic Simulation Studies (COMPASS) [11] forcefield and NPT ensemble
(constant number of particles, pressure, and temperature) as a functional group. It is
found that the temperature helps in the diffusion process. The diffusion coefficient
increased with increasing temperature. Adding SDS reduced the interfacial tension
of the system. Adding SiO2 along with SDS further reduced IFT, thus resulted in
better oil recovery. Although oil type and boundary conditions used in his study were
slightly different than the other similar studies, simulation results were close to the
published experimental results.
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In another research [12], equilibrium molecular dynamics (EMD) simulation
was used to investigate the effect of CO2 injection into oil shales. In fact, physics
behind the interaction between injected CO2, synthetic oil mixture, and nanopores
of the organic material was investigated. The CO2 was at supercritical condition
(scCO2), i.e., miscible with the oil. The molecular simulator was LAMMPS along
with the graphical processing unit (GPU [13–15]) and visual molecular dynamics
(VMD) [16] packages forMDvisualization. The Statistical Associating Fluid Theory
(SAFT-γ coarse-grained forcefield developed [17]) was employed for components
and COMPASS forcefield to describe atoms, bonds, and angles interactions. NVT
(constant number of particles, volume, and temperature) and NPT as functional
groups were selected. Density profiles were plotted using MDS, and the recovery
factor was calculated. The results showed good agreement with the laboratory data.
They showed that the heavy oil components (C7+) had more absorbance on the
kerogen surface than the lighter hydrocarbon components. In addition, increasing the
injection pressure of scCO2 increased the soaking time required to achievemaximum
process performance (for gas which completely mixed with oil). The tendency of
scCO2 molecules for being absorbed onto the surface of the kerogen resulted in the
separation of the synthetic oil molecules. Synthetic oil recovery factor was found
to increase from 24.4 to 49%, which was in good agreement with laboratory data.
Due to higher adsorption of heavy oil components on kerogen surfaces, recovery of
heavy components was much less than light oil components.

Furthermore, the CO2/N2 flooding at the molecular level was studied [18], and
the interaction energy, diffusion coefficient, density profile, radial density function
(RDF), and velocity profile were determined. LAMMPS andMS software were used
with Chemistry at Harvard Macromolecular Mechanics (CHARMM [19, 20]) and
CLAYFF [21] forcefields (for octane and silica, respectively) and NVT ensemble.
Three different injection scenario studies were: (1) mixture gas flooding, (2) CO2

slug+N2 (pre-CO2) flooding, and (3)N2 slug+CO2 (pre-N2) flooding. Themedium
was hydroxylated silica nanoslit in the presence of octane. The results showed aweak
movement of carbon dioxide and a weak reaction of nitrogen and crude oil which
resulted in short residence time in the nanosilicate. However, CO2/N2 slug flooding
displacement efficiency was better than both CO2 and N2 or mixture gas flooding.
The displacement efficiency was the best when the front slug was CO2.

Another study was performed for the alteration of calcite wetting characteristics
by low salinity brine (CaCl2, MgSO4, NaCl, and KCl salts), TiO2 nanoparticles, and
dioctyl sulfosuccinate sodium (AOT) ionic surfactants in the presence of crude oil
[22]. The LAMMPS simulator was used with the CHARMM forcefield and the NVT,
NPT, andNVE (constant number of particles, volume, and energy) ensembles. Poten-
tial ofmean force (PMF) calculations showed the adjustment of the nanoparticles near
the surface of the brine–oil interface. The nanoparticles (NPs) interaction with the
surfactant produced surface pressure, which in combination with multi-component
ion exchange (MIE) and cation-bridge, resulted in the separation of the oil from
the calcite surface. The results showed that the combination of NPs + surfactant +
low salinity brine leads to the maximum synergy and minimum contact angle. This
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combination resulted in the maximum separation of oil from the calcium carbonate
surface. Results were validated by experimental data from the literature.

Furthermore, oil recovery improvement by thewater-alternating-gas (WAG) using
CO2 as gas was studied [23]. The interactions between CO2-WAG, scCO2, and water
in the presence of oil on the silica surface were investigated. MD simulations were
conducted using the NVT ensemble at 330 K with the Nosé–Hoover thermostat.
Molecular interaction energy and RDF were calculated by non-equilibrium molec-
ular dynamics (NEMD) method and LAMMPS with CLAYFF forcefield (for silica)
and CHARMM forcefield (for oil). It is understood that the apolar oil component
dissolved by scCO2 slug, and miscible decane/scCO2 is taken out of the nanoslit
by water slug. In this regard, four synergistic phenomena, namely high dissolu-
tion efficiency, easy discharging of residual water, broadening of the fluid channel,
and desirable displacement consequence, were observed. The high oil recovery effi-
ciency by CO2-WAG injection at low injection pressure due to the phenomena above
happened.

Furthermore, the interaction among propylamine surfactant, dodecyl amine
surfactant, functionalized (silica) nanoparticle, n-tridecane, and the water in the pres-
ence of bitumen on the surface of silica was studied [24]. EMD and NEMDmethods
were used to simulate nanoparticle surfactant behavior in static and dynamic condi-
tions. It was done by LAMMPS software with CLAYFF forcefield and Nosé–Hoover
thermostat. Molecular calculations of the interaction energy, interfacial tension, and
density profile showed that the movement of the nanoparticles is effective in the
displacement of the oil film from the rock surface. Increasing the temperature and
adding surfactants also increased the ability of the oil to be swept from colloidal
nanosuspensions. Changes in interfacial tension and density with functionalized
silica NPs and surfactant-NP compositions were observed. The potential for change
ofwettability and surfactant transferability of nanoparticleswas also observed. These
observations were consistent with the study of Eskandar et al. [25]. It is concluded
that they have the potential for EORapplications due to their surface-active properties
observed on the oil–water interface (Table 1).

3 Materials and Method

3.1 Surface and Fluids

Polyethylene (plastic) was considered as surface, and n-decane/cyclohexane was
selected as fluids. This selection was made to be able to validate the results by
Zisman theory which is for calculating SSE of one component on the non-polar
surface through contact angle. The surface energy of a liquid is identical to its surface
tension [8].
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3.2 Molecular Dynamics Simulation (MDS)

MS was used as Molecular Dynamics Simulator. Calculations were done by the
Forcite module using a thermodynamic integration algorithm for electrostatic and
van der Waals non-bond interactions. The energy of interaction between the solvent
and the solute, called solvation free energy (SFE), as well as creating the cavity
relating to the solvent entropy that disturbs the solvent mixture was considered in this
study. Therefore, solvation free energywas calculated by simulating two components
of the Zisman plot. Thereby, the interaction between non-polar surfaces, which are
polyethylene and two different components (n-decane and cyclohexane), was simu-
lated. Then, contact angles were obtained and compared with Zisman contact angles
for the same components.

Simulation stages started by building the molecular structure. Polyethylene was
built via homopolymer function from MS library, and components were made by
the “Sketch Atom” tool. Also, the “Cleaning” tool was utilized for aligning correct
molecular angles.

The molecules needed to be prepared for the following calculations. For the
system relaxation, molecular dynamics energy was needed to be minimized. Hence,
the geometrical optimization was done for all systems including surface and fluids,
one by one. In this regard, the COMPASS forcefield was selected for group-based
non-bond electrostatic and van der Waals interactions with cutoff distance 12.5 Å.
COMPASS forcefield can predict the structure andproperty of awide range of organic
and inorganic substances.

Then, the amorphous cells were built for preparing a platform to initiate the
dynamics of molecular calculations. For this, ten polyethylene molecules and one
fluid for each component were loaded individually as the composition of the
amorphous cell, which provided a trajectory document.

Before equilibrating the system for starting the calculation, it must be realized that
there is a possibility of having stress points or density heterogeneity in different parts
of the structure. The thermostat tool will remove the excess heat from the system.
Nosé–Hoover thermostat is a good choice for simultaneous production and equilibra-
tion runs. Therefore, for attaining the equilibrium in the system, the NVT ensemble
at 298 K with Nosé–Hoover thermostat was chosen with 10 ps total simulation time
through the Forcite dynamics module.

For reducing calculation time, 1000 and 5000 runs with 1 fs time step were used
for equilibration and production steps, respectively. For this purpose, polyethylene
was defined as solvent, and n-decane and cyclohexane were defined as solute atoms
for simulation runs. In the end, SFE was calculated for both systems which include
ideal, vanderWaals and electrostatic free energy contributions. The ideal contribution
calculation was quick, but the other contributions took a longer time. After finishing
the molecular dynamics simulation, contact angles were determined.
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4 Results and Discussion

As it is shown in Figs. 1 and 2, two molecular lattice systems were simulated,
polyethylene-n-decane as the first system and polyethylene–cyclohexane as the
second system.

Fig. 1 Molecular dynamics simulation: a amorphous cell: polyethylene as solvent and n-decane
as solute and b total SFE calculation: ideal, van der Waals and electrostatic free energies
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Fig. 2 Molecular dynamics simulation: a amorphous cell: polyethylene as solvent and cyclohexane
as solute, b total SFE calculation: Van der Waals and electrostatic free energies

4.1 Polyethylene-n-Decane SFE Molecular Calculations

InFig. 1, (a) is theMDSof thefirst system (polyethylene-n-decane). In (b), the vertical
axis is free energy in kcal/mol, and the horizontal axis is the coupling parameter (λ),
whichmeasures the degree of interaction between the solutemolecule and the solvent.
Usually, λ = 0 corresponds to no coupling, and λ = 1 corresponds to full interaction
[9].

According to SFE molecular dynamics calculation, ideal, van der Waals and
electrostatic free energies obtained were −1.715 kcal/mol, −7.444 kcal/mol, and
1.645 kcal/mol, respectively. The total free energy calculated was −7.515 kcal/mol.
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4.2 Polyethylene-Cyclohexane SFE Molecular Calculations

For the second system (Fig. 2), the results for the ideal, van der Waals and electro-
static free energies were −0.813 kcal/mol, −1.776 kcal/mol, and 0.718 kcal/mol,
respectively. And the total free energy calculated was −1.872 kcal/mol.

Based on calculated total free energies, contact angles obtained for System 1 and
System 2 were 15.4° and 28.6°, respectively. According to the Zisman plot, contact
angles for the untreated low-density polyethylene (LDPE) film were calculated to be
18.5 and 28.2 for the same fluids, respectively. It shows that the results were in good
agreement with Zisman-computed contact angles. Thus, MDS can be a good means
for estimating contact angles and wettability conditions of the non-polar surfaces.
Furthermore, our simulation observations were in agreement with Zisman in which it
was indicated that the increased surface tension resulted in increasing contact angle
[8], i.e., decreasing surface and fluid contact area. Thus, a correlation was observed
between free energies and contact angles/wettability.

5 Conclusions

Experimental determination of wettability is a complex, time-consuming, and costly
process, and researchers continue to find an alternative for its quick first-order
approximation for screening and optimization purposes.

This study shows the below results:

• Molecular dynamics simulation (MDS) is such a reliable alternative.
• Wettability obtained from MDS only had a maximum deviation of 3.1-degree

from experimental data which is acceptable in many situations prior to a final
laboratory determination.
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A Comparison of Single-Vacuum-Bag
and Double-Vacuum-Bag Methods
for Manufacturing High-Quality
Laminated Composites

Yasir Mujahid, Nabihah Sallih, and Mohamad Zaki Abdullah

Abstract Selection of an appropriate vacuum-bagging technique is critical for
producing high-quality laminated composites. However, the comparative study
among various choices of vacuum-bagging techniques is not readily available. This
study investigates the contribution of various bagging techniques and laminate thick-
nesses in achieving lower void content. Six laminates were produced, and their
contents of surface porosity and through-thickness void were evaluated. The lowest
contents of surface porosity and through-thickness void are achieved using a double-
vacuum-bagging technique, i.e., 0.04% and 0.5%, respectively. The reduced void
content is a result of the ballooning effect due to a pressure difference between
the inner and outer bags. The laminate void content increased with an increase in
thickness. The highest content of void is reported in the laminate with 3.2 mm thick-
ness, i.e., 0.79%. This comparative study conclusively elucidates the importance of
selecting appropriate processing parameters in reducing the formation of voids in
laminated composites.

Keywords Laminated composites · Single-vacuum-bag method ·
Double-vacuum-bag method · Image processing · Surface porosity ·
Through-thickness void content

1 Introduction

The demand for advanced composite materials is increasing enormously in recent
years because they offer commendable advantages over metallic materials including
a significant weight reductionwithout compromisingmechanical strength [1], design
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flexibility [2], and fatigue resistance. They also offer outstanding specific strength
and stiffness [3]. Advanced composites are being used in a wide range of appli-
cations including the aerospace industry, oil and gas industry, automobiles, and
biomedical applications [1, 3]. Vacuum bagging (VB) is a promising technique to
manufacture advanced laminated composites and sandwich structures. Traditionally,
such composites were produced using vacuum bagging with an autoclave (VBA).
The vacuum-bagging setup is placed inside an autoclave vessel, achieving partial
or full vacuum in the bag, as shown in Fig. 1. The vessel temperature is raised
following a specified curing profile, and the vessel is pressurized. The prepregs are
compressed by the consolidation pressure differential to acquire the required shape
[4]. VBA is commonly known to produce high-quality composites with veryminimal
void content. However, manufacturing process for composites using VBA process
is extremely costly because of high procurement, operation, and maintenance costs
involved in a specialized autoclave vessel [5, 6]. The vessel size also limits the sizes
of parts to be produced. Their unavailability in required sizes certainly affects the
production rate or required components in the industry. Furthermore, a longer cure
cycle is required to heat up a large autoclave vessel which at the end of the operation
also takes longer to cool down. Occasionally, a slower ramp rate is used to ensure an
even distribution of temperature distribution on both the tool and the parts themselves
[6].

Pressure

Pressure

Vacuum Pump

Vacuum Bag Setup

Mould

Autoclave Vessel

Through Bag Connector

Fig. 1 Vacuum bagging with the autoclave curing process
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As the demands, desired sizes and complexity for these composite parts increase,
the need for a faster and more economical manufacturing process increases [5, 2].
However, the challenges associated with a VBA process prohibit it from achieving
all the advantages in a single manufacturing process. Vacuum-bagging-only (VBO)
is another promising composite manufacturing process which has the potential
to produce autoclave quality high-performance composite structures, mostly with
the use of partially impregnated prepregs [7]. VBO is an economical and cost-
effective manufacturing process. It solves major limitations associated with auto-
clave processes such as high operational and setup cost, longer curing cycles, and
size dependency on autoclave chambers. It only uses atmospheric pressure differen-
tial to consolidate the prepregs to achieve the required shape of molds [8, 9]. VBO
prepreg processing allows the composite parts to be cured in conventional ovens.
A void is the most commonly known manufacturing-induced defect associated with
VBO. The acceptable void content in polymer composites may vary depending on
desired applications. However, many researchers often use aircraft standards for
benchmarking purpose. The primary structures of the aircraft industry have less than
1% void content, while the secondary structures allow up to 5% void content [10].
Manufacturing of such quality composite parts is a challenging activity. It depends on
several factors including consolidation pressure, curing cycle, rawmaterial, prepregs,
breather density, and release film perforation. Usually, a vacuum is pulled in VBO
at room temperature prior to the curing of composites at elevated temperature [11].
This technique is efficient to prevent any leakages in the bag at an early stage of the
process. Conventionally, a single bag is used to form a vacuum chamber in vacuum-
bagging method, hereby known as single-vacuum-bagging (SVB). A typical SVB
setup consists of composite plies stacked on amold/tool of the desired shape, covered
with a release fabric, perforated (or unperforated) film, and a breather cloth layer, and
then sealed in a vacuum bag using sealant tape [12]. Vacuum pump with fittings (i.e.,
value, pressure gauge, pressure regulator, hoses) is connected to the vacuum-bagging
setup using a through-bag-connect, as shown in Fig. 2a.

Release fabric is a smooth woven fabric which is placed on top of the laminate
plies to create a separation film between the breather cloth and the laminate. It allows
the excess epoxy to penetrate though laminate and still can be peeled off, as it does
not bond with resin. An example of a commonly used release fabric is a finely woven
polyester fabric. A perforated plastic film is often placed on top of a release fabric
which aims in holding the resin within laminate when a high consolidation pressure
is applied. Clamping pressure, resin’s viscosity, and its out-time define the selection
of a suitable perforated film which varies in pore sizes and its patterns [13]. On
top of a perforated film, a breather cloth is placed to allow air evacuation from the
inner environment to through-bag-connector by providing a separation between the
bag and the laminate [13, 1]. Edge breather or porous dams are also used on the
edges of a composite; they prevent resin loss while allowing air evacuation [12].
Before applying sealant bag on top of the setup, the through-bag connector is placed
inside which helps evacuating entrapped air to the atmosphere through a vacuum
pump. The setup is then sealed with a plastic bag using sealant tape to provide an
airtight environment. It is recommended to use a transparent bag for easy inspection.
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Vacuum Bag

Breather Cloth
Perforated

Film

Vacuum Pump

Through Bag
Connector

Laminates

Tool/Mould

Peel Ply

Vacuum Bag

Caul Sheet

Breather Cloth

Perforated
Film

Vacuum Pump

Through Bag
Connector

Laminates

Tool/Mould

Peel Ply

(a) (b)

Fig. 2 Anexample of a vacuum-bagging-only schematics and b laminates subjected to atmospheric
pressure using a vacuum-bagging-only technique

After setting a vacuum bag on top of the setup and sealing to avoid any leakages,
the vacuum port is then connected to the vacuum pump. Any leakages in the bag
or near through-bag-connector can be sealed using sealant tape. Before starting the
vacuum pump of a vacuum-bagging setup, the inside and outside pressures of the bag
are the same, i.e., one atmospheric pressure. Once the air-evacuation process from
inside of the bag starts, the inner pressure starts to drop, while the outer pressure
of the bag remains at 1 atm [14]. This pressure difference forces the bag to tightly
hold everything inside together, applying uniform pressure, as shown in Fig. 2b.
For composites to be cured at a temperature higher than ambient conditions, the
SVB setup is then placed inside an air-circulating oven. The required cure cycle is
then followed to increase the temperature with an appropriate ramp rate and dwells
[15, 16]. Modified SVB (MVSB) is similar to SVB, except that it incorporates caul
sheets or pressure strips as pressure intensifiers to facilitate the intensification of
pressure distribution on composites, especially for composites with complex shapes.
MSVB is suitable for composites with convex, concave, or semi-spherical corners.
The intensifiers, however, block the air passages for entrapped air to escape which
causes porosity [1].

The concept of the double-vacuum-bagging techniquewas first introduced in 1990
by NASA Langley Research Centre. DVB technique is a superior alternative to an
SVB and offers exceptional void management [17]. There are two types of DVB
setups. For the first DVB type, vacuum-bagging setup (similar to SVB) is placed
inside a rigid chamber, which acts as a second vacuum environment, as shown in
Fig. 3 [18]. The rigid chamber is vacuumed during a low-temperature hold stage
to create a second vacuum environment, as shown in Fig. 3a, and then purged to
the atmosphere during a high-temperature hold, as shown in Fig. 3b. Initially, a
partial vacuum is drawn in the vacuum bag during low temperature while the bag is
fully vacuumed during the high-temperature hold. This technique is, however, not
favorable because of its limitation on composite size flexibility. VBO process was
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Ambient Pressure = 1 atm

Rigid
Chamber

Inner
Bag

Breather
Cloth

Peel
Ply

Laminates

Tool/Mould

Chamber Pressure = 0 atm

Bag Pressure = 0 atm

Ambient/Chamber Pressure = 1 atm

Bag Pressure = 0 atm

(a) (b)

Fig. 3 Schematics of a double-vacuum-bagging setup within a rigid chamber during a degassing
phase and b compaction phase

introduced to eliminate the need for autoclave shells. Introducing rigid chambers
would again limit the sizes of composites, which is not desirable. It also involves
added costs for manufacturing and maintenance of the rigid chambers. The second
type of DVB setup includes an SVB setup placed inside another plastic bag which
is separated by a perforated steel tool, as shown in Fig. 4. This tool prevents outer
bag from collapsing onto the inner bag while creating a second vacuum environ-
ment. A double-vacuum-bagging assembly creates two vacuum environments, one
inside inner bag and one in between inner and outer bags, for fabricating composites
using prepregs while eliminating the possibilities of void formation. This process is
conducted in two phases, namely degassing and compaction. Degassing phase occurs
at B-stage (low-temperature dwell) of the cure, while the compaction phase occurs
at C-stage (high-temperature dwell) of the cure. A full vacuum in the outer bag is
drawn by applying 1.01 bar pressure which tends to create a ballooning effect inside
the inner bag, as shown in Fig. 4a. A partial vacuum of 0.95 bar is created in the
inner bag, say 0.95 bar [19, 17]. During B-stage of a cure cycle, volatile by-products

(a)

Vacuum Pump
Outer Bag Pressure = 1 am

Outer Bag

Perforated Tool

Inner Bag Pressure < 1 am

(b)

Outer Bag Purged

Inner Bag Pressure = 1 atm

Fig. 4 Schematics of a flexible double-vacuum-bagging setup with a perforated tool during
a degassing phase and b compaction phase
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are produced, which are free to evacuate easily due to the ballooning effect created
inside the inner bag.

A suitable cure cycle with enough curing time is very essential to ensure volatiles
and air evacuation from inner bag so as tomanufacture void-free composites. In DVB
arrangement, the composite lay-up assembly is not compacted by the atmospheric
pressure because the Inner bag remains loose. The vacuum in the outer bag is discon-
tinued by purging it to the atmosphere at the end of the B-stage, while the vacuum
inside the inner bag is maximized to complete 1.01 bar pressure. This helps in the
consolidation of composites during the high-temperature ramp-and-hold period of
the cure cycle, as shown in Fig. 4b. Although the concept of DVB has been intro-
duced for a while now, this setup is yet to be fully understood and applied in the
laboratory/industry. The literature on the performance of the technique is not readily
available. Therefore, this work compares the compatibility and performance of the
double-vacuum-bagging with conventional single-vacuum-bagging techniques for
manufacturing high-quality composites.

2 Materials

Out-of-autoclave carbon prepregs XC110 3K, 210g, 2/2 Twill with 58%fiber content
by weight were used to manufacture composite samples with both SVB and DVB
techniques to investigate and compare their behaviors. All the laminate samples were
stacked using an [0°]n orientation, where n is the number of the prepreg plies used.
The consumables for VB assembly comprised of polyester-woven breather cloth,
nylon bagging film, and polyolefins perforated release film.

3 Specimens Manufacturing Method

Carbon prepregs XC110 3K were given an adequate four-day out-time at 20 °C
before producing laminates. Total of six laminate samples were produced using two
difference bagging techniques (SVB and DVB) and laminate thicknesses (1.6, 2.5
and 3.2 mm), as shown in Table 1.

For each sample, prepregs of dimensions 220 mm × 220 mm were stacked on a
flat aluminummold. Laminates using SVB technique were covered with first release
fabric, followed by a perforated film and on top, a breather fabric was placed. A
plastic bag 20% larger than the laminate dimensions was cut to accommodate the
stacking without disturbing its orientation. Composites were then sealed within the
vacuum bag using sealant tape on the edges. A second bag was used in the DVB
to create a second vacuum environment which was separated from the inner bag
by a steel-perforated tool. A manufacturer’s recommended cure cycle (MRCC) was
used for SVB and DVB techniques, as shown in Fig. 5a, b. The MRCC for SVB
technique consists of 4-h dwell at 70 °C (B-stage) and 1-h dwell at 120 °C (C-stage).
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Table 1 Manufacturing plan
for laminate samples (for
example, Sample 1 is
produced using SVB
technique which is 1.6 mm
thick)

Samples Bagging techniques Laminate thickness (mm)

1 SVB 1.6

2 SVB 2.5

3 SVB 3.2

4 DVB 1.6

5 DVB 2.5

6 DVB 3.2

(a)

B-stage
C-stage

(b)

B-stage
C-stage

Fig. 5 Manufacturer’s recommended cure cycle used in a SVB and b DVB techniques

Two ramp rates are used: 1 °C/min up to 70 °C and 2 °C/min from 70 to 120 °C. A
full vacuum is pulled at room temperature by applying 1.01 bar pressure until the
end of C-stage. The temperature profile in the MRCC for DVB is similar to SVB.
However, it consists of two pressure profiles due to the two vacuum bags used. The
pressure inside the inner bag is 0.95 bar (partial vacuum) during B-stage and 1.01 bar
pressure (full vacuum) during C-stage. A full vacuum is drawn inside the outer bag
during B-stage (to create a ballooning effect in the inner bag) while it is purged to
the atmosphere during C-stage.

4 Quantification of Void Content

Content of surface porosity and through-thickness void is quantified usingMATLAB
code for image processing. First, high-resolution images of mold-laminate and
laminate-bag sides were acquired for all samples produced, using a Nikon D7000
DSLR camera with an AF-S XD NIKKOR 18–105 mm VR lens. Specimens were
then cut into 15mm× 200mmdimensions using a diamond blade cutter. Specimens’
cross-sectional areas were then polished using 1000-grit and 1500-grit sandpapers,
respectively. High-resolution images were taken to quantify through-thickness void
content. To avoid discrepancies and human error, twenty images on each side of the
specimens were analyzed to evaluate void content.
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5 Results and Discussion

Surface porosity or pitting effect is a frequent concern which often arises in VBO
prepreg-processed laminates. This effect is the repercussion of air trapped between
prepreg ply in contact with the tool surface. While the effect of surface porosity on
mechanical performance is not significant, it is an aesthetic issue that may include
costly methods for remedies such as paints, resin-rich surfacing films, and filling
gel coats. However, the mechanical properties and overall life cycle of composite
parts are deeply dependent on the through-thickness void content. An example of
surface porosity and through-thickness void content using aMATLABcode for image
processing is shown in Fig. 6.

100 mm

Original Images Processed Images

Void

100 mm

(a)

(b)

Fig. 6 Original and processed images for a surface porosity and b through-thickness void

Table 2 Surface porosity and through-thickness void content

Samples Bagging techniques Laminate thickness
(mm)

Surface porosity
(%)

Though-thickness
void (%)

1 SVB 1.6 0.100 0.484

2 SVB 2.5 0.117 0.754

3 SVB 3.2 0.120 0.904

4 DVB 1.6 0.030 0.229

5 DVB 2.5 0.040 0.462

6 DVB 3.2 0.036 0.675
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Fig. 7 Surface porosity and through-thickness void in laminates produced using a various vacuum-
bagging techniques and b various laminate thicknesses

The contents for surface porosity and through-thickness void are listed in Table 2.
Laminates produced using DVB technique exhibited the lowest manufacturing-
induced void content, as shown in Fig. 7a. The lowest content of surface porosity and
through-thickness void is reported when using DVB, i.e., 0.04% and 0.5%, respec-
tively. These results are superior when compared to laminates produced using SVB
technique which demonstrated the content of surface porosity and through-thickness
void of 0.1% and 0.7%, respectively. The SVB technique holds the laminate tightly
during the entire curing process, leavingminimal space for entrapped air to be evacu-
ated, which results in the worse pitting effect. On the contrary to the SVB technique,
the ballooning effect in DVB allows entrapped volatiles to be evacuated, resulting
in a reduction of 69% lower content of surface porosity and 36% through-thickness
void. These observations conclusively elucidate that the DVB technique is better
in vigorously removing the entrapped volatiles so as to achieve a lower content of
voids. It is observed that the increment of thickness in laminates further hinders the
air-evacuation process and worsens the void contents, as shown in Fig. 7b.

The content of surface porosity is almost similar in all laminateswith an average of
0.07%. This similar pitting effect indicates that the evacuation process of entrapped
(in between tool-part and bag-part sides) volatiles is not affected by the addition
of prepreg layers after some threshold. However, an increasing trend in through-
thickness void content is observed with the increase in laminate thickness. The
through-thickness void content in laminates increased by 41% when thickness
increased from 1.6 to 2.5 mm (an addition of four layers), and by 55% when double
the laminate thickness from 1.6 to 2.5mm thickness. This increase in the void content
with the increase in laminate thickness demonstrates the complexity of the volatile-
evacuation process. Although partially impregnated prepregs contain channels to
facilitate the air-evacuation process, however, the further increase in the laminate
thickness hinders the air-evacuation process and worsen the void content.
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6 Conclusions

This study investigates the effects of vacuum-bagging techniques alongwith laminate
thickness on the formation of surface porosity and through-thickness void content.
Void contents in the laminated composites could be further reduced by consid-
ering the contribution of various bagging techniques and laminate thickness. Six
laminates were produced using single-vacuum-bagging and double-vacuum-bagging
techniqueswith laminate thicknesses of 1.6, 2.5, and 3.2mm.High-resolution images
of laminate surfaces and cross-section areas were analyzed to quantify the contents
of surface porosity and through-thickness void using a MATLAB® code for image
processing. Among bagging techniques, the double-vacuum-bagging technique was
found to be better in achieving the lowest content of surface porosity and through-
thickness void. The is achieved by the ballooning effect during the low-temperature
hold stage which ensures an adequate time for the entrapped volatiles to be evac-
uated which is followed by the consolidation at the high-temperature hold stage
which helps in achieving the shape conformation to the mold. The surface porosity
trend in each bagging technique was almost similar in all samples of laminates with
different thicknesses and indicates that the surface porosity is not affected after some
threshold. However, the through-thickness void content got worse with the increase
in the laminate thickness. An increment of 55% void content was observed when the
laminate thickness was doubled. This present investigation of comparison of lami-
nates produced using various bagging techniques and laminate thicknesses suggests
that the formation of void due to the entrapped volatiles can be minimized by the
introduction of second bagging technique to allow easy evacuation process during
the low-temperature hold.
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Experimental Studies of FPSO Responses
with Validation by Numerical
and Artificial Neural Network Prediction

N. L. Azizan, Ruly Irawan, M. S. Liew, A. M. Al-Yacouby,
and Kamaluddeen Usman Danyaro

Abstract There will be a force on the floating systems after applied environmental
load which has an important effect on the performance and safety of the structure.
Therefore, the research on orientation of the structure andwave impact has a practical
significance. Experimental and numerical simulation becomes valuable in predicting
the performance during the system operation. Hence, in this article, a study on the
effect of FPSO response by changing the orientation of FPSO has been presented by
conducting experiments in the UTP wave basin subjected to regular wave condition.
The results are used to be validated with numerical models using a commercial
software AQWA by the 3D frequency domain theory and presented in terms of
Response Amplitude Operators (RAO) of six degrees of freedom. To accurately
consider the effect of response, artificial neural network (ANN) is adopted to predict
the FPSO behaviour under different orientations and validate the results. ANN can
provide meaningful solutions and can process information in extremely rapid mode
ensuring high accuracy of prediction, especially for long response in time histories.
Results show that three methods were achieved to generalize the responses.

Keywords Floating · Production · Storage and Offloading (FPSO) ·
Experimental · Numerical Simulation · Response Amplitude Operators (RAO) ·
Artificial Neural Networks (ANN) · Universiti Teknologi Petronas (UTP)

1 Introduction

Recently, floating production platforms have been accepted by the offshore industry
as reliable, efficient, and economic solutions for oil and gas production for large and
marginal fields. To achieve the expected results, it is necessary to have a combination
of both, the model basin results and the analysis, although there is a poor correla-
tion between the model tests and simulations [1]. Many authors have mentioned the
involvement of wind, waves, and current as external loads to the structure which
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needs a dynamic study [2]. Wicher [3] had performed an experiment to investigate
the response of the turret-moored FPSO for water depth of 6000-ft. A similar exper-
iment has been done by Howell [4] to find the extreme response of a turret-moored
FPSO in the Gulf of Mexico. The model tests have some limitations to calculate the
interaction effects of rigid body and slender cables at deep-water condition due to
depth restrictions of wave basins. Another major problem of physical model testing
is differential Reynolds number between the cable lines and the prototype. Recently,
researchers have changed their focus to develop the modelling and simulation tools
for the analysis of an FPSO. Likewise, a second-order diffraction radiation theory
has been incorporated into the hydrodynamic analysis on the turret-moored FPSO
by Kim [5]. To estimate the response behaviour of FPSO under dynamic environ-
ment condition, the time domain analysis has been preferredmore over the frequency
domain analysis [6].

Neural networkmodel can learn a complex and nonlinear relationship between the
inputs and the outputs. Forecasting is required extensively in offshore engineering
problems such as fatigues, maximum stress, and reliability of structures. ANNmodel
has a robust alternative if it is applied in the right ways; therefore, the ability to
understand the advantages and the limitations of ANNs is highly important [7, 8].

Neural network-based surrogate model is applied for the intensive computational
simulation to design moorings and risers. Neural networks show a good accuracy as
those calculated byfinite elementmethod (FEM)with a great reduction on calculation
in time domain [7]. Hybrid integration of neural network model and FEM are also
used to predict the responses and forces in time domain. The hybrid method shows
that the approach has a better efficiencywithin 20 times faster compared to a complete
simulation [8].

Wavelet neural network model is a hybrid of wavelet transform and feed-forward
neural network. Wavelet neural network can give good accuracy and speed for the
prediction of nonlinear dynamic finite element problems [9]. The use of ANN, surro-
gate, and othermeta-model has beenwidely considered in structuralmechanics. Prac-
tically, in offshore engineering, the prediction of sea-state characteristics, dynamic
positioning systems, mooring forces, and recently, fatigue behaviour of rises is using
neural network models. Kim used a meta-model based on quadratic Volterra kernels
to predict the dynamic behaviour of catenary risers in the time domain, which also
had been studied before [10, 11].

Mazaheri et al. started developing the design and analysis of mooring system
using neural network model. ANN was used to predict the extreme values of the
offsets of FPSO with a spread mooring system under specific metocean conditions.
Using the specific mooring configuration, the use of models has been presented to
obtain the tension forces, both moorings and risers, in full time domain [11].

Therefore, this paper investigated an approach for an experimental study
conducted on FPSO to observe the effect of waves on the hydrodynamic responses
in six degrees of freedom. The numerical analysis is then used to validate the exper-
imental results. Finally, to achieve the expected results in both methods, artificial
neural network is used for prediction of FPSO responses.
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2 Methods

The general approach of predicting the FPSO responses can be categorized according
to the model set-up and numerical analysis methods.

2.1 Modelling Law

In order to simulate the prototype responses, the important factor is to determine the
modelling laws that were required for the system to be examined by the following
parameters [12]:

• Geometric similitude,
• Hydrodynamic similitude.

The limitation of the experimental facilities affected the choice of scale for the
tests. Normally, the choice of scale that provides the most economical and the most
effective solution will be chosen. The common ranges of scaling factors for coastal
studies are in the range of 1:150 to 1:20 in 2D tank, 1:150 to 1:80 for 3D wave
tank, and 1:100 to 1:10 is the common range of scale for free and moored floating
platforms. The most practical scaling law for the free and moored floating platform
tests is the Froude’s law, where the Froude’s number, Fr is given as [12]:

Fr = u2

gD
(1)

where u = fluid velocity, g = gravitational acceleration, and D = characteristic
dimension platform.

The Froude model should satisfy the relationship, where a model scale of λ and
geometric similarity are assumed [12]:

Fr =
u2p
gDp

= u2m
gDm

(2)

where p = prototype, m = model, and λ = scaling factor.
Themodel linear dimensionswill be scaled linearlywith the scale factor according

to the geometric similarity [12]:

IP = λIm (3)

while

uP = √
λum (4)
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2.2 Wave Kinematics

The solution of the boundary value problem can be found in different ways using
the existing wave theories. The simplest solution of the hydrodynamic equations
involves further assumptions that the waves are of small amplitude compared to
the water depth and the wave length. This solution was introduced by Airy (1845)
and became known as the linear Airy wave theory or sinusoidal wave theory. This
assumption allows the free surface boundary condition to be linearized dropping the
wave height terms beyond the first order. It was used to provide a good solution
in deep water when water-depth-to-wave-length ratio is greater than 0.5. For the
range of water depths, wave periods and wave heights were used for the first-order
analysis using regular waves, and the linear wave theory was used since it is simple
and reliable over a large segment of whole wave regime and sufficient to obtain the
kinematics of waves to be used in the analysis of FPSO [12, 13].

2.3 Case Study

For the purpose of comparative evaluation, a generic FPSO has been selected as the
study case. The results of the coupled versus non-coupled analyses of the case study
are presented. The same study case is used for evaluating the model test techniques
and sensitivity analyses of FPSO responses.

2.4 Model Description

The FPSO model, as shown in Fig. 1, was used to perform experimental tests. The
model was fabricated by adopting a scale ratio of 1:100 by using plywood and timber.
The model test is based on full load condition with four numbers of mooring lines.
The details of model are presented in Table 1.

2.5 Test Facilities and Instrumentations

The experimental test was executed in the wave basin at Universiti Teknologi
Petronas, Malaysia, with the dimensions of 22 m long, 5 m wide, and 1.2 m depth.
It is equipped with eight wave paddles to generate regular and random waves. The
wave absorber functioned tominimize thewave reflection and three skidded remotely
controlled bridges were used to support personnel and equipment instruments. The
wave basin also aided with the wave probes and inclinometer, load cells, data logger,
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(a) (b)

(c)

wave direction

wave direction wave direction

Fig. 1 a FPSO in head sea, b FPSO in beam sea, and c FPSO in quarter sea direction

Table 1 Hydrostatic
particular FPSO

Measurement Full scale Model (1:100) Unit

Overall length 177.3 1.7730 m

Beam of ship 32.2 0.3220 m

Draft to baseline 12.6 0.1260 m

Displacement 58,095 0.0581 tonne

slamming gauge, velocimeters, pressure transducers, accelerometers, Qualisys, and
optical tracking system are also available in the laboratory.

2.6 Metocean Data

The experiment was conducted based on metocean conditions in Table 2 and Fig. 1
for the FPSO position and wave heading direction.
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Table 2 Metocean
conditions (model scale)

Parameters Notation Value Unit

Wave height Hs 4 m

Time period Tp 8–30 s

Water depth d 70 m

2.7 Laboratory Tests

Before starting the model tests, wave height, as per Table 2, which are intended to
be used in the tests, were calibrated at the model position. The instantaneous wave
elevation was measured using the twin-wire wave probes for the set water depth.
Wave probes were calibrated, and the required water depth was set with free surface
set to zero position. During wave calibration, five wave probes were installed, with
one wave probe being at the centre of the tank. Figure 2 shows the wave probe
arrangement for wave calibration. To enable the generation of wave conditions, it is
necessary to know the dimensionless paddle transfer function (PTF), which relates
the desired wave height up on the model and the associated paddle movement. This
relationship is dependent on both water depth and frequency. Hence, it is mandatory
to calibrate the waves with the same wave height and period if they are used at
different water depths. For regular waves, the theoretical wave height and wave
period are similar with the measured wave height and wave period obtained from the

Fig. 2 Wave probe position
in wave basin
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wave probe in the model position, by adjusting the gain factor in the HRWaveMaker
software.

2.8 Seakeeping Tests

To investigate the dynamic motion responses of the model in the seakeeping condi-
tion, regular waves were generated. The six DOF motion responses were captured
using the optical track system. To obtain the six DOF response amplitude operators
for the model, the wave elevations were generated and measured prior to the instal-
lation of the models by the wave probe placed at the same location where the models
were installed. Long-crested regular waves were recorded for the duration of 5 min
[12].

Seakeeping tests were done for two purposes: for validating the numerical model
and for conducting parametric studies. The frequency-dependent motion RAOs for
the first-order systems (linear) are obtained as [12]:

RAO(ω) =
√
SR(ω)

S(ω)
(5)

The effect of wave heading direction was studied under the action of long-crested
regular waves for 0.7 m water depth. The wave module defined the regular wave as
the sine function. The motion RAOs, when subjected to regular waves, are obtained
as [12]:

RAO = Response(τ )

η(τ )
(6)

2.9 Time Domain Analysis

Moored compliant offshore platforms could be analysed by either coupled or uncou-
pled analysis. In this study, uncoupled analysis was adopted. In uncoupled analysis,
the platform and the mooring system are considered as two different components.
The force vector, stiffness, mass, and damping matrices are formulated for each plat-
form elements.Mooring lines aremodelled asmass-less springs, and the contribution
to the inertia, damping, and excitation force is ignored [12].

The governing equations for the rigid platformEOMwith three degrees of freedom
are derived by considering the conditions of equilibrium in the longitudinal direction,
transverse direction, and the rotational direction around CG. In the case of both spars
and semi-submersible platform prototypes, the general equation is given as [13, 14]:
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[M]
{
Ẍ

} + [C]{Ẋ} + K {X} (7)

2.10 Artificial Neural Networks (ANNs)

The ANN methodology was first started by McCulloch and Pitts (1943) which then
artificial model of a neuron was known as McCulloch–Pitts neuron. Figure 3 shows
the process of how neural network systems are working. The network is created as
a group by combinations of neurons. The input signals that come to the network
will be processed before being transmitted to the other neurons. This process of
transmitting inputs to neurons has a performance on the network systems. Based on
this assumption, artificial neural networks (ANN) models are developed [15].

3 Results and Discussions

The RAOs for each six DOFs were analysed for the FPSO model. The directions of
the waves were corresponding to the FPSO in head sea (180°), beam sea (90°), and
quartering sea (135°) conditions. The experiments were carried out under the action
of regular waves. The wave height was 4 m, and time period range was between
8 and 30 s. The water depth was 70 m. In this paper, the comparison of model
responses in surge, sway, heave, yaw, pitch, and roll for FPSO, in terms of response
amplitude operator (RAO) are presented. As mentioned earlier, the result is verified
with numerical methods and predicted by using artificial neural networks (ANNs).
To study the effect of motions response of the model subjected to waves, the model
was positioned in different angles, which are head sea, beam sea, and oblique sea.

Output 
Layer

Hidden 
Layer

Input
Layer

Fig. 3 Typical neural network architecture
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3.1 Combine Model Testing and Analysis Approach

The overall FPSO responses can be well predicted by either the numerical tools or
the model tests. Both have their advantages and limitations. Until now, the model
test method is still perceived as a more reliable mean to correctly predict the deep-
water floater responses [1]. A numerical simulation is conducted in order to verify
the validity of the modelling process by comparing the results obtained from the
experimental works. Artificial neural networks (ANNs) can give prediction based on
input and output data because the system is encouraged by biological systems, such
as human brain. Each processing element is fully interconnected to other processing
elements called “connection inputs”. The selection of inputs is a key element for
the analysis. Meaning, the data selection inputs, which can capture the main feature
of prediction element, are very important. From that, it can generate a number of
predictions. For this paper, the time series analysis of a result, which is based on the
experimental and numerical simulations by AQWA, will be used for the prediction.
The results obtained from the experiment, numerical works, and ANN are shown in
Figs. 4, 5, 6, 7, 8 and 9, respectively. All the result is based on the model scale.

Fig. 4 Response in surge a head sea, b beam sea, and c quarter sea
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Fig. 5 Response in sway a head sea, b beam se, and c quarter sea

Fig. 6 Response in heave a head sea, b beam sea, and c quarter sea
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Fig. 7 Response in yaw a head sea, b beam sea, and c quarter sea

Fig. 8 Response in pitch a head sea, b beam sea, and c quarter sea



480 N. L. Azizan et al.

Fig. 9 Response in roll a head sea, b beam sea, and c quarter sea

3.2 FPSO Motion Responses

The surge, sway, heave, roll, pitch, and yaw motion RAOs are all important. All six
DOF motions, shown in the result, provide a good agreement between experiment
and numerical simulation. ANNs also predict accurate values for the responses on
both analyses. Thus, the measured RAOs for the model FPSO are reliable to produce
the prototype FPSO to calculate the other environmental condition vs numerical
analysis or ANN model.

For the surge RAO (Figs. 4), beam sea (BS) and quarter sea (QS) give (0.12 m/m)
which is slightly higher compared to head sea (HS) (0.05 m/m). It means surge
motion is important to BS and QS conditions. For the sway RAO (Figs. 5), BS
is smaller (0.008 m/m) compared to BS and QS (0.014 m/m). For the heave Rao
(Figs. 6), BS possesses a higher motion (0.051 m/m) compared to QS (0.014 m/m)
and HS (0.007 m/m). For the yaw Rao (Figs. 7), BS and QS were observed with the
same motions (0.7 deg/m), while HS was smaller (0.2 deg/m) which the motion does
not affect much. For the pitch RAO (Figs. 8), BS has a higher motion (2.1 deg/m)
followed QS (1.48 deg/m) and HS (1.04 deg/m). For roll RAO (Fig. 9), no significant
differences were found to the response which is 0.4 deg/m. Therefore, the charac-
teristics of roll damping were identified to be important for RAO, while the others
for surge, sway, yaw, pitch, and heave shown to be less impact. The feature for roll
motion RAO is low because it is influence by the resonant response which excessive
from the viscous effects due to the vortices that are generated by the bilge keels of
the FPSO model. However, the model used for experiment does not have bilge keel,
which is usually present in real scenario, while the other motion RAOs are largely
governed by the inertia of the FPSO model [12].
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4 Conclusions

There are several methods is adopted to be capable for generating motion responses
of the model. Based on the present results, the motion responses of the RAOs are
influence to the direction of waves heading. It is measured that the FPSO model
was testing is more crucial on beam and quartering sea. The impact of FPSO RAOs
by experimental analysis is more reliable compare to numerical simulations. In such
case, a combined model testing and analysis approach is required to correctly predict
the system responses. However, the difference affect is not much and still acceptable.
Thus, further analysis for others metocean data condition can be done by using
software analysis. The results also observed that the ANN approach is competence to
provide a good accuracy and reduce times for predicting long response time histories.
The responses obtained from the ANN approach are similar to the input from the
experimental and numerical analysis and give a good prediction. Thus, ANN tool is
one of the prediction methods to measure the responses by saving the time duration.
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Surface Coating Processes: From
Conventional to the Advanced Methods;
a Short Review

A. D. Baruwa, Esther T. Akinlabi, and O. P. Oladijo

Abstract This study considers a short review of the coating methods from conven-
tionalmethods to the recentmethods. Surface coating is a surface engineering process
by which the surface of a material is subjected to another overlay, such as powder,
film or bulk for intended applications based on the coating material and the surface to
be coated. Some view samples of convectional and advanced coating processes were
considered including their evolving properties. Some of the disadvantages associated
with each of the processes were also mentioned. Conclusions were drawn from the
literature review, and future concerns were also enumerated.

Keywords Advanced Method · Convectional Method · Deposition · Surface
Coating

1 Introduction

Surface coating is an engineering aspect that deals with surface layer deposition,
process or modification in order to improve, protect or beautify the surface. Surface
engineering is required in a state where the substrate could not perform its func-
tion as a result of the environment or stress in a particular application. Surface
modification has found its application in the areas of food processing, aviation,
medicine, defence, automobile, microelectronics and petrochemical machine tools,
among others to serve the purpose of decoration, tribology resistance and surface-
passivation applications [1]. Surface engineering can be achieved in three different
ways; changing or altering surface chemistry, changing or altering the surface metal-
lurgy, and addition of a top layer (surface coating). Altering of the surface chemistry
occurs by changing the elementary composition of the material’s surface such as
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carburization, vanadizing, boronizing, nitriding, laze alloying and ion implantation
[2, 3]. In some processes, the engineered surfaces generate entirely new surfaces as a
result of processing through lattice-structure formation, transformational behaviour
or disruption. Changing of surface metallurgy happens by modifying the surface
characteristics without altering the chemical matrix such as grain size-refinement,
strain hardening, and transformation hardening. These characteristics are usually
established by either thermal energy treatment (transformational hardening and grain
refinement) andmechanical energy treatment (strain hardening) [4]. Surface coating,
however, is a method by which another layer or multi-layer materials are deposited
on the material’s surface for the resistance or appearance improvement depending
on the area of application which varies from soft to hard and metal to ceramic to
organic materials [5].

Surface coating, therefore, could be classified into three categories based on the
applications and functions. A coating can serve as a barrier coating by impeding the
diffusion of oxygen through the film unto the underlying substrate and suppressing
the ionic-solution transmission when densely prepared [6]. Some of these types of
coatings often offer permeability to water without jeopardizing the resistance ability
to the oxygen diffusivity and ionic-solution transmission [7]. Another category a
coating can exhibit is an inhibitive nature. This is a method by which the substrate-
primer interfacial environment is chemically modified for an associated application
[8]. The pigment is usually added to the topcoat to release the passivating moieties
and oxidizing ions into the matrix of the aqueous phase against the interface. This
type of coatings is usually found in the aviation and automobile industries. Another
category is the zinc-rich coating which is done by incorporating zinc dust into the
pigment; this anodizes the coating and renders the substrate as a cathode [8]. The
sacrificial nature of this type of coating poses it to be different from the barrier and
inhibitive coatings because it undergoes corrosion to protect the substrate.

The coating methods vary from one another depending on the application, and
the choice of a method is dependent on the type of materials to be deposited and the
intended applications.

Both conventional coating and the advanced coating methods have been summa-
rized in Table 1 by Sulzer [9].

This review focuses on conventional and advanced coating processes aswell as the
coating materials and their area of applications including their evolving properties.

2 Conventional Coating

The conventional coating is the type of coating that is very common and generally
accepted and applied on the surface of a material. Few processes are mentioned
below.
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Table 1 Lists of a few examples of types of coating and their associated features

Coating process Typical coating
thickness

Coating material Characteristics Examples

PVD 1–5 µm
(40–200 µin)

Ti(C,N) Wear resistance Machine tools

CVD 1–50 µm
(40–2000 µin)

SiC Wear resistance Fibre coating

Baked polymers 1–10 µm
(40–400 in)

Polymers Corrosion
resistance

Automobile

Thermal spray 0.04 – 3 mm
(0.0015–0.12 in)

Ceramics and
metallic alloys

Wear resistance,
corrosion
resistance

Bearing

Hard chromium
plate

10–100 µm
(40–4000 µin)

Chrome Wear resistance Rolls

Weld overlay 0.5–5 mm
(0.02–0.2 in)

Steel, stellite Wear resistance Valves

Galvanize 1–5 µm (40–200
µin)

Zinc Corrosion
resistance

Steel sheet

Braze overlay 10–100 µm
(40–4000 µin)

Ni–Cr–B–Si
alloys

Very hard, dense
surface

Shafts

2.1 Thermal Spray

It is often adopted where there is a requirement for hybrid improved properties such
as wear/corrosion, corrosion/temperature, corrosion/oxidation or any combination.
It can be easily defined as the coating process whereby functionalized molten or
semi-molten particles are sprayed and deposited on the substrate [10]. FeCoCr and
FeCoCrNi alloys were thermally sprayed on a steel structure by Bastos et al. [11] to
improve the wear and corrosion resistance in an aggressive marine environment.

It was observed that porosity, usually associated with thermal spray coating
process, was also evident.

2.2 Weld Overlay

This type of coating finds its application in the area of wear resistance by a simple
process of overlaying high-strength steels. It is done by marrying the carbides abra-
sion resistance with the metal matrix toughness. Adopting tungsten inert gas (TIG)
welding process, alloys of stellite 21, stellite 6 and Inconel 625 were overlaid on
H11 steel substrate for the purpose of wear resistance applications by Kashani et al.
[12], and improved wear resistance was observed more than the substrate mate-
rial. Liyanage et al. [13] adopted plasma-transferred arc welding (PTAW) process
to overlay different alloys of NiCrBSi varied by the concentration of chromium
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constituent and made comparison with a typical NiCrBSi by understudying the influ-
ence of alloy chemistry on the microstructural and mechanical properties evolution,
and it was observed that the permutated alloys of NiCrBSi showed an improved hard-
ness. Materials such as Ultimet, Iron—Aluminide 316L SS, Inconel-625, Hastelloy-
C22 and Stellite-6 were overlaid on ductile-wrought superalloy materials by Levin
et al. [14] using plasma-transferred arc welding (PTAW) process, and it was clear
after investigations that three overlays (Ultimet, Inconel-625, and 316LSS)were able
to produce an improved high hardness and low wear rate which helped in defining a
set of parameters for toughness determination.

This method of the coating process is very known to deposit a defect-free and effi-
cientwear resistance structure [15], but it has been limited in application deployments
as a result of its cost application [16].

2.3 Galvanize

This process can be achieved in three ways; either by hot-dipping, zinc-enriched
plating or by spraying. It is the type of coating process that is usually associated with
corrosion resistance, and it has been widely deployed [17]. Anti-corrosion capability
of galvanized steel treated by zinc was investigated by Pistofidis et al. [18], and it
was observed that molecules of O2, H2O and CO2 formed a denser and adherent film
on the surface of the metal which caused a barrier to the propagation of aggressive
ions and electrolyte because of their insolubility. Akamphon et al. [19] employed
a process-based cost modelling (PBCM) to enhance corrosion resistance. This was
achievedby reducing the zinc composition in the chemicalmatrix, and itwas observed
that corrosion resistance was still achievable at reduced zinc content and cost. The
effect of continuous galvanizing and galvannealing by the hot-dip method on the
morphology kinetics of interlayer formation was investigated by Chen et al. [20]
that confirmed that the influence duration of the sample in the zinc bath, aluminium
concentration and temperature defines the microstructural evolution of the sample
and influences the diffusion path of the ions or electrolyte by defining the kinetic
model for the inhibition layer growth. Also, in conclusion of Shibli et al. [21], the
efficiency of a coating in a specific application is based on the process parameter
factors which are determined by the in situ physicochemical control, characteristics
of the structure and its applicability.

2.4 Hard Chromium Plate

Corrosion and wear are the major characteristics of hard chromium coating or mate-
rials processing. Processes such as duplex chromium coating, crack-free coating
and hard chromium coating were investigated for both corrosion and wear resis-
tance reasons by Sohi et al. [22] and Dhondt et al. [23], and it was established
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that hard chromium coating performed better in both wear and corrosion resistances
than the other two processes investigated. Danilov et al. [24] investigated properties
such as surface structure, wear behaviour, hardness and corrosion resistance of a
nanocrystalline hard chromium deposited on stainless steel 403 from the trivalent
chromium-rich in carbide and formic acid by adoption of electrodeposition process.
It was discovered that trivalent chromium coating has improved wear resistance and
corrosion resistance and has exhibited stable chemical structure but without signif-
icant hardness improvement in comparison with the hexavalent chromium process.
The same results were reported by Liang et al. [25] using the aforementioned trivalent
and hexavalent chromium coating processes.

Evidence of microcracks and porosity have limited the adoption of the process
within the aviation and marine and other sectors [7, 8, 26, 27].

2.5 Braze Overlay

The process works on the basis of overlaying a more cathodic material onto another
substrate for corrosion or wear resistance. This is achieved by joining of dissimilar
metals in order to function in a specific application. It involves heating the braze
metal above the melting temperature and depositing it on the base material at a lower
temperature. Improved corrosion resistance was achieved by brazing AISI 316 with
the Cu-Ag-Ti and Cu-Ag-In-Ti in the investigation conducted by Kvryan et al. [28].
Ban et al. [29] investigated the corrosion resistance of Inconel 625 brazing on ASTM
A333 Gr6 material at different elevated temperatures and observed no iota of pitting
corrosion on the surface of the base material.

Inconsistence in the bonding strength of this process has limited its application.

3 Advanced Coating Process

This type of process usually involves a specialized machine(s) to carry out the
target task. Most of the shortcomings usually exhibited by the conventional coating
processes are near annihilation using advanced coating process.

3.1 Physical Vapour Deposition (PVD)

It operates on the basis of ions bombardment to release atoms of depositing material
from the target onto the substrate in a reaction chamber. The PVD is of four different
processes which are dependent on the plasma make-up, the vaporized material’s way
of ion plating or plasma creation. The processes are: (a) low-voltage electron beam
evaporation; (b) magnetron sputtering; (c) cathodic- arc deposition; and (d) triode
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high-voltage electron beam evaporation [30]. It is an advanced coating method that
is suitable for multiphase coating, multi-layer coating, multi-component coating and
gradient coating [31]. This type of processes has a vast range of applications such as
the deposition of piezoelectric films for dielectric materials, interconnection-wiring
on semi-conductors, the deposition of wear and corrosion-resistant materials. In
the investigation conducted by Lin et al. [32], titanium nitride/zirconium nitride
(TiN/ZrN) was deposited on the AISI 304 via PVD in a simulated oxygen (O2)-rich
environment of a regenerative fuel cell for improved corrosion and wear resistance.
It was established that the process showed a nearly non-defective result, and it has
been used to deposit metal unto the targets.

3.2 Chemical Vapour Deposition (CVD)

CVD process was developed to alleviate the least defects usually associated with
PVD [33], although it is usually employed for thin film surface modification. It oper-
ates by pulsing the precursors into the reacting chamber accommodating preheated
substrates, and the gaseous precursors react at near surface to form a film [34]. It has
been very useful in diverse applications such as optics, microelectronics, synthesis,
sensors, adhesion enhancements, nanoparticle water resistance with their applica-
tions, scalable resistant coatings and anti-corrosive coatings [35], and its applica-
tions range from scalable [36] to large-scale applications [37]. This process can be
conducted in five ways which are detailed in Fig. 1

Benson et al. [38] performed an experiment to establish the five types of CVD
process; pyrolysis or thermal decomposition (CH3SiCl3 → SiC + 3HCl), reduction
(WF6 + 3H2 → W + 6HF), oxidation (SiH4 + O2 → SiO2 + 2H2), hydrolysis
(2AlCl3 + 3H2O → Al2O3 + 6HCl) and coreduction (TiCl4 + 2BCl3 + 5H2 →
TiB2 + 10HCl). CVD process shown to have improved seemly impossible properties
such as chemical andmechanical properties of asymmetrical structures, with any type
of material that can exhibit gaseous state.

CVD coating process was adopted to deposit poly-para-xylylene organic
compound on implantable medical devices. This was shown to have improved the
mechanical stability and adhesionwhen comparedwith other known coatingmethods
[39]. Ren et al. [40] deposited metamaterial niobium nitride (NbN) film doped with
silver via CVD to achieve a hard hydrophobized surface, and a high level of hardness
greater than 20 Gpa was found when investigated using Berkovich nanoindenter. The
ability of the coating process to terminate hydrogen bond, oxidize or deoxidize made
the process to be an advanced method as a result of inner chamber reaction or depo-
sition process. It was used to achieve chemical and thermal stability and improve
corrosion resistance when SiOx in combination with tetraethyl orthosilicate (TEOS)
precursor in form of post-plasma coating was deposited as a thin film for enhanced
photoactive receptions [41]. For nanoscale applications, Elias et al. [42] deposited a
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Fig. 1 Outline of different types of the CVD process

thin carbon nanotube (CNT)material by thermal CVDmethod for improvedmechan-
ical properties; thematerial exhibited a stablemicrostructure, a high level of hardness
and a superhydrophobic surface which could not be achieved via dipping process.

The high degree of roughness associated with this kind of process led to the
development of another advanced coating process called atomic layer deposition.

3.3 Atomic Layer Deposition (ALD)

ALD is an advanced and high-precision coating process of depositing or growing a
film from precursors through a chemical reaction in sequential order in a self-limiting
way [43]. It is an advanced state of CVD to eliminate the dichotomy limitations. The
dichotomy is an issue related to the higher temperature of the precursors and the
lower melting temperature of the substrate which frequently affects the integrity,
stability and the quality of the coating or deposited film. The precursors of ALD
are categorized according to the physical state into three: (1) gases; (2) high vapour
pressure (from 5 to 40 Torr) at room temperature; and (3) low vapour pressure (less
than 0.5 Torr) at room temperature.
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Langereis et al. [44] developed tantalum nitride (TaNx) from the reaction of
Ta[N(CH3)2]5 and H2, as well as H2–N2 and NH3 for conductivity and semi-
conductivity resistance with adequate structural stability, deposited by the aid of
ALD. An improved electrical resistance was registered, and a conductive TaNx could
be achieved when the film was deposited within temperature range of 150–250 °C.
It is the most appropriate coating process for nanostructures, complex nanostruc-
tures and surface synthesis when it is used for diverse applications such as optics and
photonic crystals, medicine, biomedical, nanopatterning, microelectronics and semi-
conductor conformal coating [45]. Hosseini et al. [46] used ALD to deposit SiO2 on
a silicon wafer for microelectronic application and discovered that the film of 38 nm
thickness behaved in an ohmic manner and caused a breakdown of approximately
10MV/cm.

In the same way, the CVD process has many types, and ALD process has different
types which can be grouped into three: (1) batch (single wafer); (2) energy enhanced
(thermal) and (3) spatial (temporal) [47]. The various types of ALD are presented in
Table 2 and are based on their area of applications.

The ALD processes can also be classified according to chamber pressure starting
from atmospheric to ultra-high vacuum [59], as well as the flow rate [60]. The process
is classified in two ways: (a) pressures higher than or equal to 100 mTorr which
operate under viscous/transition flow conditions; these types of reactors are similar
to that of CVD reactor, and (b) pressures at high/ultra-high vacuum reactors which
operate under molecular flow conditions; they are in resemblance with the molecular
beam epitaxial reactors.

4 Conclusion

The conventional and advanced coating of the metal process has been considered in
this short review. It has been established that in the conventional coating process,
the type of process is dependent on the application, which also defines the kind of
material to be deposited. The advanced coating process has shown to deposit wide
varieties ofmaterial (bothmetals and non-metals) for different applications.Different
improved properties associated with each process were highlighted. Shortcomings
of each process are listed, and the reasons for seeking an alternative method were
listed. However, some gaps are observed in the case of advanced coating process;

(a) There are large-scale productions with advanced coating process, but there are
no provisions for large structures to be processed like conventional coatings.

(b) The functionally graded deposition has not been widely exploited using
advanced coating process

(c) Although the future of manufacturing is tending towards nanoprocessing, the
advanced coating processes have not seen much attention for processes above
00 µm.
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Table 2 Types of atomic layer deposition with associated processes and area of applications

Type Process Attribute

Thermal ALD process (TALD) The substrate is stationary, and
the precursor is pulsed into the
chamber

This is the best-known ALD;
it is based on a high-quality
industrial deposition technique
[48]

Plasma ALD The energy is delivered by
distributing power either
directly to the base material
(substrate) stage

This plasma is made of free,
charged particles and many
reactive atomic or molecular
gas-phase species [44, 49, 50]

Spatial ALD process (SALD) The reactor of the spatial ALD
is separate; it moves
underneath the substrate below
the target precursor by
depositing precursors at
atmospheric pressure up to
70 nm/min deposition rate

This a good method to use for
the deposition of industrial
high-quality metal oxides on a
substrate [48]

Particle ALD It deposits a conformed
nanothick coating on the
particles of the substrate, with
the aid of a fluidized bed
reactor [56]

It is a self-limiting reaction
technique that can
meritoriously functionalize the
nanoparticles’ surface without
showing a significant shift in
particle size, loss or the
surface area of the powder [57]

Polymer ALD It is a self-limiting method has
been described as an
alternating vapour deposition
polymerization (AVDP) [33]

It is very helpful in growing
polymeric thin film. The
chemistry of the polymer
ALD usually comprises a
two-step AB reaction cycle,
using homo-bifunctional
reactants [58]

Metal ALD This type of reactor operates
on the generation of hydrogen
radicals that would reduce the
precursors of either the metal
or the semiconductor.
This type of ALD is usually
adopted whereby the thermal
ALD could be difficult to
employ, such as single-element
ALD material (metal and
semiconductors) [51, 52].
It is operated on a
low-temperature growth that
would accommodate “back
end of the line” (BEOL) [43]

This type of deposition
process is useful when there is
a need for a process with an
excellent conformability to the
nanoscale base structure
– lower than 100 nm [53–55]
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Surface Coating Processes: From
Conventional to Silane Organic
Compound Applications: Recent
and Prospects

A. D. Baruwa, Esther T. Akinlabi, O. P. Oladijo, and F. M. Mwema

Abstract Silane is a chemical compound that has been widely deployed for both
inorganic and organic applications. It has the capability to unilateral function or
gets doped for optimal ability. This review enumerates where silane compounds
have found its application in diverse engineering applications and stated the areas
where the improvements are pronounced. It also states the potential application they
can be employed. The future research and expected improved properties that can
make the compound materials to potentially replace known carcinogenic coatings
are mentioned.

1 Introduction

Silane can be described as a silicon compound that has a hydrolytic center that can
react with an inorganic substrate such glass. Textile, metal, silicon, plastics, fabrics
ceramics, silicon (to mention a few) chemically in order to form a stable covalent
bond and also has the capacity to substitute organic branch which can be used to
make alteration between the inorganic substrate and the physical interaction of the
organic compound.

The silane film preparation, modification and abilities have been investigated in
several ways; among them is the development of silicon nanocrystals from two silane
precursors- pure silane (SiH4) and silicon tetrachloride (SiCl4) through non-thermal
plasma synthesis for structural stability determination; a distortion in the Si–Si chain
(silicon) and destabilized structural formation was observed as a result of bombard-
ment of nanocrystal with chlorine atoms which terminated the particles generation
fromSiCl4 [1]. In anotherway,Arkhireeva et al. [2] experimented a versatile hybrid of

A. D. Baruwa (B) · E. T. Akinlabi · O. P. Oladijo · F. M. Mwema
Department of Mechanical Engineering Science, University of Johannesburg, Johannesburg,
South Africa
e-mail: darebaruwa@gmail.com

O. P. Oladijo
Department of Chemical, Material and Metallurgical Engineering, Botswana International
University of Science and Technology, Palapye, Botswana

© Springer Nature Singapore Pte Ltd. 2020
S. S. Emamian et al. (eds.), Advances in Manufacturing Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-5753-8_45

495

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5753-8_45&domain=pdf
mailto:darebaruwa@gmail.com
https://doi.org/10.1007/978-981-15-5753-8_45


496 A. D. Baruwa et al.

organic-silica nanoparticles of silsesquioxane prepared organically modified precur-
sors, and it was observed that a higher concentration of emulsifier can be achieved
by adopting a non-ionic surfactant and, also, a 3 nm spherical nanoparticle can be
achieved. They discovered that hydrolytic and non-hydrolytic showed an effect on the
surface chemistry of the particles whichwas established as a result of solvent polarity
during the synthesis.Anothermethodwas developedbyBrook et al. [3] bydeveloping
sugarsilane and alkoxysilane precursors from sugar and its alcohol; it was observed
that the curing behaviour of sugarsilanes and other alkoxysilanes such as tetraethy-
lorthosilicate (TEOS) and tetramethylorthosilicate (TMOS) is different by showing
a distinction in pH and solubility in water solubility. Silane precursors have also
been developed from dimethyldiethoxysilane and bis(trimethoxysilylpropyl) amine
doped in silica aerogels and were used to examine the recovery effect by Randall
et al. [4]. Soares et al. [5] use lipase activity prepared from tetraethoxysilane (TEOS),
methyltrimethoxysilane (MTMS) and polydimethylsilane (PDMS) to produce an
alkyl-substituted silane that was used to study the influence of the precursor in the
substrate. It was registered that the performance of all the samples was improved as
a result of encapsulated lipase, as well, the surface ability was enhanced [6].

In this study different silanes applications will be reviewed, and area of success
will be highlighted.

2 Chemistry of Silane Deposition

The chemistry behind deposition and its eventual application of silane compound are
categorized into two; a hydrolytic deposition and an anhydrous deposition by Arles
[7]. The chemistry is represented in Fig. 1.

Figure 1a described the chemistry of surface modification by adopting the anhy-
drous deposition condition, this is very effective in the absence of catalysis except for
the methoxysilanes which are synonymous adequate and efficient vapour deposition
and monolayer deposition.

Figure 1b, however, showed a detailed hydrolytic condition process stage. Hydrol-
ysis served as thefirst stagewith liable (RSiOMe), 3MeOHandRSi(OH)3), the second
stage entailed the condensation of oligomer’s reaction which formed a bond with the
surface hydroxyl group of the substrate; this formation is lead to the third stage by
producing a hydrogen bond, last stage involved the formation of a covalent bond
with the substrate during the curing process.

This type of deposition in Fig. 1 led Senkevich et al. [8] to investigate short-chain
chemistry of alkoxysilane molecular layer for structural growth; a good metallic
diffusion barrier was discovered after it possessed a molecular silane layer dielectric
control as a function of surface chemistry. Jonsson et al. [9] investigated the role of
deposited silane-dextran chemistry the role of silane chemistry in the lateral flow of
the polymer chip. In their conclusion, hydrophilization and immobilization extended
the life span of the cycloolefin-copolymer test chips.
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Fig. 1 Reaction process of organosilane compounds with a substrate using a an anhydrous method
and b the hydrolytic method [7]

The silane chemistry was also used to define the type of silane compound and this
is based on the functionality of the silane compound itself; (a) non-functional silane
compound and (b) functional silane compound. non-functional silane compound is
known to have two hydrolyzable X group molecules at either end of the carbon chain
[10]. This is termed as a crosslinking agent but lacked good properties such as strong
adhesion. It only portrayed a non-reactive group, which interacted or reacted with the
inorganic surfaces [11]. Functional silane compound, however, has general formula
X3Si(CH2)nY, where X could be any of the groups of ethoxy (OC2H5) or methoxy
(OCH3) group which could readily hydrolyze while Y is the organofunctional group
like epoxy or chlorine [12].
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3 Recent Application of Silane Compounds

Application of organic silane is based on the intention on the surface behavior of a
material which could be hydrophilic/oleophilic, hydrophobic/oleophobic, superhy-
drophobic/superoleophobic. Hydrophilic is a state of a solid’s surface, which with
water makes an angle less than 90˚ when deposited [13], while the hydrophobic
surface has a water contact angle greater than 90° but less than 150° [14] and super-
hydrophobic is a solid state, where the surface of the material has a water contact
angle above 150° [15]. These states of the surface behaviour inform the subjected
applications.

Biomedical: A thin TiO2-modified 3-glycidoxypropyl)-trimethoxysilane
(GPTMS) coating was applied on the surface AZ31 and ZE41 Mg alloys for biode-
gradeable implants by Córdoba et al. [16]. U-methacryloxypropyltrimethoxysilane,
vinyltriisopropoxysilane, and Tris (3-trimethoxysilylpropyl)isocyanurate coatings
on titanium implants were investigated by Matinlinna et al. [17] for medical
dental application. Tan et al. [18] also deposited Octadecyltrichlorosilane (OTS),
3-aminopropyltriethoxysilane (APTES) and glycidoxypropyltrimethoxysilane
(GPTMS) on the surface of titanium to improve the shear strength for the purpose
dental implant.

Anti-stiction: for a surface to show anti-stiction properties, Van der Waals,
electrostatic and capillary forces are to be overcome. Octadecyltrichlorosilane
(OTS) self-assembled monolayer and dichlorodimethylsilane (DDMS employed
octadecyltrichlorosilane (OTS) self-assembled monolayer and dichlorodimethylsi-
lane (DDMS) monolayer silanes were employed by Ashurst et al. [19] to improve
the anti-stiction properties of glass substrate for micro-mechanical structural appli-
cations. The surface of a silicon wafer substrate was improved by the addition of 1H,
1H, 2H, 2H-perfluorodecyltrichlorosilane and otadecyltrichlorosilane by showing
enabled anti-stiction, improved wear resistance, high-temperature tolerance, even in
oxygen-rich environments [20].

Energy: Yan et al. [21] achieved a self-cleaning coating on a solar panel
for power generation using 2-[acetoxy (polyethyleneoxy) propyl] triethoxysilane
(SIA) while Matin et al. [22] used octadecyltrichlorosilane (ODTS) to achieve
a self-cleaning solar panel. The efficiency of a solar cell from dye synthesis
was improved using a dry solvent with alkyl(trialkoxy)silanes by Spivack et al.
[23]; while octyl(trimethoxy)silane was used or increase the optimum perfor-
mance of the solar cell. A hydrogenated amourphous silicon was used by Shin
et al. [24] for a solar cell application, and by adopting the Urbach energy-silane
depletion-fraction relationship, homogeneous film deposited from the optimiza-
tion improved the photon capturing on the solar panel, as well as the photo-
voltaic conversion efficiency. Han et al. [25] showed an improved hydrogen
generation fuel cell by deposition of silane such as 1,1,3,3,5,5-hexachloro-1,3,5-
trisilacyclohexane, 1,1,4,4-tetrachloro-2,5-bis(trichlorosilyl)-1,4-disilacyclohexane,
1,1,1,3,3,5,5,5-octachloro-1,3,5-trisilapentane, 1,1,2-tris(trichlorosilyl) ethane, and
1,2,3-tris(trichlorosilyl)propane on the cell container. Kim et al. [26] used
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carbonsilane-based hydrides to dope 1,3,5-trisilacyclohexane silanes to achieve a fast
releasing hydrogen releasing fuel cell while Brunel [27] used polysilane to achieve
the same result.

Anti-icing: This is a method by which a chemical or material is deposited on a
surface of a material to prevent a bond between the ice and the surface. Matsumoto
et al. [28] deposited U-aminopropyltri-ethoxysilane and triethoxy- 1H,1H,2H,2H-
tridecafluoro-n-octylsilane to suppress the force of adhesion that exist between the
glass and copper surfaces and the ice. 1H,1H,2H,2H- perfluorodecyltriethoxysilane
and methyltrimethoxy- silane were deposited on AISI 1045 steel surface nullify the
adhesion force between the metal and icing in an extreme condensing environment
[29].

Anti-reflective: This type of application is adopted to reduce the reflection of
surface without loosing its functionality. Keun et al. [30] deposited tetraethoxysilane
(TEOS) via spin-coating on a quartz substrate which showed more broadened band.
Hydrolyzed-polymerized tetraethoxysilane (TEOS) was also employed for antire-
flective and electromagnetic-wave-shielding coating; it showed a better result by
suppressing the absorption of the colloid growth on the deposited film; this film has
been deployed on a large industrial scale coating on glass panel for CRTsKeu [31].

Coupling agent: Some silane compounds have also demonstrated to possess high
Van der Waals forces by showing to be a good coupler. Zhu et al. [32] used Vinyl-
triethoxysilane (VTES) produced by a dry process to improve the coupling capa-
bility between magnesium hydroxide sulfate hydrate (MHSH) whiskers and with the
polymer. Octadecyltrichlorosilane (OTS), 3-aminopropyltriethoxysilane (APTES)
and glycidoxypropyltrimethoxysilane (GPTMS) were used as coupling agents to
adhere titanium to biomimetic hydroxyapatite film strictly for biomedical implants
[18]. 3-aminopropyltrimethoxysilane (APTMS) and trimethylchlorosilane (TMCS)
were adopted as adhesion between polyethersulfone (PES) and MCM-41 meso-
porous together; it showed an improved mechanical and thermal strength, as well as
improved gas separation techniques [33].

4 Prospects in the Application of Silane Compounds

Corrosion resistance: Corrosion can be termed as the degradation or systemic break-
down of material properties as a result of chemical or electrochemical process or
attack subject to the environment or conditions in which such material functions
[34]. Most common materials are woods, concrete, plastic, polymer, ceramics and
metals to mention a few. Metallic corrosion is governed by the breakdown of chem-
ical composition to form oxides and it is a menace that needs to be militated against.
Many achievements have been made with regards to limiting corrosion propaga-
tion; improving alloying compound and coating of the surface have been widely
accepted. Most of the coating materials are chromium-based and eventual break-
down of the chromium compounds leads to carcinogens [168]. Green coatings have
been sought as an alternative material to the carcinogenic chromium-based coating
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[169]. Some silanes have found their applications in this regards, but none has been
able to withstand the extreme conditions to which chromium based coatings have
been subjected.

Geoger et al. [35] used perfluorooctyltriethoxy silane to coat a nuclear turbine
blade made of 9Cr–1Mo ferritic steel for corrosion resistance; it was observed
that the silane compound failed at extreme temperature. Chico et al. [36] used 3-
aminopropyltriethoxysilane (U-APS), 3-glycidoxypropyltrimethoxysilane (U-GPS)
and bis(3-triethoxysilylpropyl)amine to pretreat the surface of a steel panel, and
bis-(gamma- trimethoxysilylpropyl)amine (BAS) and 1,2-bis(triethoxysilyl)ethane
(BTSE) silane as a topcoat to prevent the steel from corrosion. Vaezis et al. [37] and
Zhu et al. [38] deposited 3-Aminopropyl) triethoxysilane(APTES), modified with
graphene oxide on mild steel and aluminium in order to prevent corrosion prop-
agation. 3-glycidoxy-propyl-trimethoxy-silane (3-GPTMS) and methyl-triethoxy-
silane (MTES) modified with lanthanum triflate and silica nanoparticles were used
to protect the surface of low carbon steel from corrosion when subjected to more than
168 h electrochemistry [39]. A Zr-doped Bis-[trimethoxysilylpropyl]amine (BAS)
and vinyltriacto xysilane (VTAS) were used to coat the carbon steel, in order to
improve the self-healing property of the steel [40]. In all these silane compounds,
there was no major report on a silane compound that has combined chemical and
mechanical viability in the literature making it the subject of future investigation.

5 Conclusion

Silane compound as a material has been described. The chemistry behind the silane
deposition or coating were analyzed and the two types were logically presented.
The recent achievements in the adoption of silanes compounds for diverse applica-
tions were mentioned including their improved properties. The prospect of the silane
compound in serving as alternative material for the replacement of chromium-based
coatingswere shownwhile few of the successfully deposited silaneswerementioned.

However, from the literature survey, with regards to the prospect of silane, none
of the developed and applied silane showed to have combined improved proper-
ties which the chromium-based coatings have demonstrated in the past. There are
achievementsmade in the chemical,microstructural, and in some cases, electrochem-
ical properties of silanes, but little or no achievement have been made in the area of
mechanical stability. The future research should focus more on the mechanical and
thermal stability of the silane compounds in applications.
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Study of Additive Manufactured
Ti–Al–Si–Cu/Ti–6Al–4V Composite
Coating by Direct Laser Metal
Deposition (DLMD) Technique

L. C. Naidoo, O. S. Fatoba, Stephen A. Akinlabi, R. M. Mahamood,
M. Y. Shatalov, E. V. Murashkin, S. Hassan, and Esther T. Akinlabi

Abstract Direct laser metal deposition (DLMD) is an additive manufacturing tech-
nique that is favourable in industries such as aerospace, biomedical, sports and
automotive. Its advanced three-dimensional printing via layer-by-layer additive of a
material allows for high-dimensional accuracy of the manufacturing of a part, but the
surface finishing is still a limitation for the technology. Complex geometrical parts
can be manufactured or repaired by employing the technology. This study focuses on
the DLMD of Ti–Al–Si–Cu-based composite coatings on Ti–6Al–4V substrate, with
the processing parameters such as the laser power and scanning speed being varied,
while the other parameters were invariant. The microstructural evolution was anal-
ysed, and its influence on the anisotropy of the mechanical properties, the hardness
property, and the corrosion performance of the material was investigated. The results
showed that at low laser power and scan speed of 900 W and 1.0 m/min of Ti–Al–
13Si–6Cu, which had the highest addition of alloying content, the highest hardness
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and improvement on the substrate was achieved. Large intermetallics compounds
were formed of which the grains varied between columnar and backbone-like struc-
tures. The composite coating with the best corrosion rate was Ti–Al–7Si–Cu at 1.305
× 10−3 mm/year.

1 Introduction

In many of the various sectors in the engineering industry, there has been great devel-
opment and innovations by using titanium alloy grade-five (Ti–6Al–4V) material
through the available additive manufacturing techniques. The solutions are proposed
to the problems, and challenges are provided by the great properties the material
possesses for applications. The societal standards and the production quality are
improved by the ability to design and repair complex and customized parts prudently,
timeously and efficiently [1]. The products manufactured are now more easily
sustainable and have much less environmental consequences than conventionally
manufactured products.

Additively manufactured products possess great value in attribution to the bene-
fitting characteristics that the material possesses in its suitability to be employed in
various application cases. They provide performance at high temperatures, a weight
ratio which is low, great corrosion resistance and high strength [2]. Many indus-
tries that benefit are the sports, automotive, medical, aerospace, chemical and oil/gas
industries [3]. Ti–6Al–4V is suitable and serves as a better material to be used than
the conventionally used stainless steels and cobalt-chromium in biomedical applica-
tions such as the manufacturing of medical products of orthopaedic and oral implants
because of its high biocompatibility, Young’s modulus (110 GPa), weight which is
50% less and excellent corrosion resistance [4–6]. The application of the material in
the aerospace industry provided volume reduction and weight benefits that conven-
tional aluminium and steels do not match when it comes to the design of the flaps
engine mountings and airframes [7]. Its resistance to fatigue is high and exhibits
high-thermal structural properties [8].

Literature indicates that the mechanical properties and metallurgical morphology
of a fabricated laser metal deposited Ti–6Al–4V component are affected by the
manufacturing parameters which are introduced into the process. The most common
properties in fatigue, hardness, corrosion, strength, ductility and wear are sensitive
to the resulting microstructure [9]. Commonly, products fabricated with the Ti–6Al–
4V alloy by DLMD technique result in the microstructure consisting of constituents
such as prevailing Widmanstätten structures that comprise of alpha lath structures
with a minimal amount of beta phase within, martensitic acicular alpha phase in a
sequence and beta grains [9].

However, the original microstructural features of thematerial are seen to possess a
composition of alpha and beta phases, which has a crystal structure that is hexagonal
closed-packed and body-centred cubic in structure, respectively. The alpha phase
appears in white and the beta phase in dark. Observations have showed that the beta
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phase can take formation into a martensitic alpha phase and a crystal structure of
HCP when the material is subjected to high temperatures and then follows rapid
solidification process from high thermal energy [10]. The alpha and beta have the
aluminium and vanadium as stabilizers, respectively [7]. It has been that the alpha
phase crystal structure is stabilized in room temperature as well as when the material
is subjected to approximately 995 °C (beta transus) and more in which the structure
morphs into a body-centred cubic structure [11].

The two phases (alpha and beta) that are present standardly in additively manu-
factured Ti–6Al–4V can be altered by employing the various available processing
procedures and prior heat conditioning, which influences the morphology and distri-
bution of the grains. It is of importance to note the rate of cooling of the alloy once
it has been heated to and above the beta transus temperature as the metallurgical
modifications occurs during this process [12]. The microstructural evolution that is
commonly evident is that of the formation of large lamellar beta grains [1].

The alpha Widmanstätten structures nucleate and grow inside the beta matrix
attributed to a rate of solidification which is approximately less than 20 °C/s [12].
The traditional wrought and casts display the mentioned microstructural features.
Literature showed that the tensile strength of the Ti–6Al–4V alloy material may be
enhanced when the alpha lamellar structures have their length and thickness reduced,
attributed to cooling the material in the range of 20–410 °C/s [13]. The martensitic
alpha phase results from the beta phase when the applied cooling rate is higher than
410 °C/s [3, 12]. It is of importance to produce parts that are dense and possess the
highest percentages of densities as possible, which is one of the challenges of using
the additively manufacturing technologies. The cause of a relatively less dense part
is the formation of processing defects during the fabrication process. The formation
of defects is detrimental to the tensile properties of a material, and that defiled area
initiates growth of cracks [14, 15].

The current state of literature has delved into the importance of processing
parameters on the mechanical properties of additively manufactured Ti–6Al–4V
parts, with consideration to the procedure of fabrication, thermal histories and post-
processing heat treatments. This present study contributes to literature by surface
engineering of Ti–6Al–4V with a hybrid composite reinforcement at varying laser
power and scanning speeds, as the remaining processing parameters were invariant.
The microstructural evolution and mechanical properties were studied consequential
to the methodology of fabrication.

2 Methods

The direct laser metal deposition (DLMD) was conducted by employing the Ytter-
bium Laser System (YLS-2000-TR) which operates at 3 kW maximum power and
incorporates a Kuka robot for the operation of controlling the process of deposi-
tion. The deposits were designed and manufactured at The Council for Scientific
and Industrial Research, National Laser Centre (CSIR NLC), Pretoria, South Africa.
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Table 1 Experimental matrix

Sample Laser intensity
(W)

Scan speed
(m/min)

Powder rate
(g/min)

Gas rate (L/min)

Ti–Al–7Si–Cu 1000 1 2 2.5

1.2 2 2.5

Ti–Al–12Si–2Cu 900 1 2 2.5

1.2 2 2.5

Ti–Al–13Si–6Cu 900 1 2 2.5

1.2 2 2.5

The laser head of the Kuka robot irradiated the laser through the centre nozzle
which created a molten pool on the substrate, and the reinforcement powders were
deposited into the melt through the concentric nozzle by using argon gas to accel-
erate the powders. The argon gas was also used to protect the deposition process
from oxidation.

The substrate used in the depositionoperationwas a solid titaniumgrade5Ti–6Al–
4V which had a volumetric dimension of 72× 72× 5 mm3. A cleaning preparation
was conducted on the substrateswhereby theywere sandblasted to remove the surface
impurities and to roughen the surface layer of the material to aid the metallurgical
bond of the clad to the surface of the substrate. All the residue after sandblasting
was washed off with acetone and then dried in air. The powders used to create the
hybrid composite coatings were Titanium, Aluminium, Silicon and Copper which
had particle sizes that varied from 50 to 150 μm. Table 1 provides the experimental
matrix of processing parameters which were used for the operation. The argon gas
served to prevent oxidation of the deposit and served as a carrier gas for the powders
which moved from the hoppers to the nozzle through hoses. The laser intensity and
the scanning speedwere the parameterswhichwere variants, and the other processing
parameters were kept constant throughout the operation. A 4mm beam diameter was
used, and the length of the tracks was ceased at 65 mm. A 12 mm standoff distance
from the nozzle was maintained for the operations.

Twelve deposits were manufactured and labelled as 1A to 6B. The deposits were
cleaned with a brush post-deposition to eliminate the residue of powders which were
un-melted on the surface. The deposits were subjected to metallurgical prepara-
tion, whereby they were cut transversely and prepared for material characterization
process, according to the Struers standard guide (ASTME3-11) of themetallographic
preparation for specimens. The samples were etched for 15 s in Kroll’s reagent, and
then, the necessary material characterization tests were carried out that included
observing the microstructural evolution using SEM and an optical microscope.
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2.1 Microhardness

The Vickers Microhardness Tester was used to ascertain the hardness property of the
samples by applying six indentations on the cross section from the top of the deposit
towards the substrate. A test force of 100 gf was used.

2.2 Microscopy

Themicrostructural features were observed by using the optical microscope, BX51M
Olympus. The deposited zone of the cross section was the area of focus.

2.3 Corrosion

The corrosion performance of the sampleswas tested using theDY2300Series Poten-
tiostat, of which the surface of the deposition of the samples was the area tested in
3.5% NaCl.

3 Results and Discussion

3.1 Microhardness

The microhardness for each sample was measured across the deposit, the heat-
affected zone and the substrate. Table 2 summarizes the mean hardness values, and
the subsequent Figs. 1 and 2 provide the hardness values at different zones of the
samples.

Table 2 Mean microhardness values

Sample Laser intensity (W) Scan speed (m/min) Mean microhardness (HV0.1)

Ti–6Al–4V – – 428

Ti–Al–7Si–Cu 1000 1.0 409

1.2 412

Ti–Al–12Si–2Cu 900 1.0 400

1.2 434

Ti–Al–13Si–6Cu 900 1.0 591

1.2 588
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Fig. 1 Microhardness at 1.0 m/min scan speed and varied Laser Power

Fig. 2 Microhardness at 1.2 m/min scan speed and varied Laser Power

The mean hardness values provided in Table 2 show the correlation between
maintaining a constant power and increasing the scanning speed, which improves the
hardness of the material. This is observed with Ti–Al–7Si–Cu, where the scanning
speed was increased from 1.0 to 1.2 m/min at a constant laser power of 1000 W,
and the hardness increased slightly from 409 to 412HV0.1, respectively. The same is
observedwithTi–Al–12Si–2Cu; at a constant power of 900Wand increased scanning
speed from 1.0 m/min to 1.2 m/min, the hardness of the material was enhanced from
400 to 434HV0.1. However, Ti–Al–13Si–6Cu does not perform in accordance with
the trend as it is seen to decrease in hardness when the scanning speed was increased
from 1.0 m/min to 1.2 m/min at a constant laser power of 900 W [16]. Despite
this, Ti–Al–13Si–6Cu had the highest mean hardness value at the given processing
parameters and showed an improvement on the Ti–6Al–4V alloy (substrate).
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Figures 1 and 2 show that the hardness is highest at the centre of the sample and
decreases towards the HAZ and substrate. Moreover, it is observed that Ti–Al–13Si–
6Cu has the highest hardness across its zones compared to the other samples and the
addition of Cu allows the mechanical properties to be altered through age hardening
[17].

3.2 Microstructural Evaluation

Optical observation of the deposit for all the samples showed that the grains became
more prominent with increasing scanning speed. Ti–Al–7Si–Cu (Fig. 3) appears to
have amartensiticmicrostructurewith small alpha and beta grains at a scanning speed
of 1.0m/min and 1000Wof laser power. Themicrostructure developed acicular alpha
grains and darker beta grains when the scan speed was increased to 1.2 m/min. Ti–
Al–12Si–2Cu resulted in a martensitic microstructure, as can be seen in Fig. 4, with
more acicular alpha grains appearing when the scanning speed was increased but a

Fig. 3 Optical Micrograph of Ti–Al–7Si–Cu at (a) 1.0 m/min, 1000 W and (b) 1.2 m/min, 1000 W

Fig. 4 Optical Micrograph of Ti–Al–12Si–2Cu at (a) 1.0 m/min, 900 W and (b) 1.2 m/min, 900 W



510 L. C. Naidoo et al.

Fig. 5 SEM image of Ti–Al–13Si–6Cu at (a) 1.0 m/min, 900 W and (b) 1.2 m/min, 900 W

Fig. 6 Potentiodynamic curves of Ti–Al–Si–Cu/Ti–Al–4V composite coatings at 1.0 m/min and
varied laser power

few beta grains at the top of the deposit. Acicular alpha martensite is also referred
to as alpha-prime microstructure [18–27]. Figure 5 shows a unique development
of the microstructure, compared to the other samples. The intermetallic compounds
formed appear to bemore prominent in Ti–Al–13Si–6Cu, which was inevitable since
the powder had the most addition of alloying elements to the titanium substrate—
the highest content of silicon and copper in the reinforcement powder [17]. The
intermetallic compounds that were formed at a scan speed of 1.0m/min had amixture
of small grains and columnar grains. When the scanning speed was increased to
1.2 m/min, backbone-like structures formed. This appears to be in attribution to the
sample having the highest hardness.

3.3 Corrosion

Table 3 shows the correlation between Ti–Al–7Si–Cu and Ti–Al–12Si–2Cu. As the
scanning speed was increased from 1.0 to 1.2 m/min, the corrosion potential had
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Fig. 7 Potentiodynamic curves of Ti–Al–Si–Cu/Ti–Al–4V composite coatings at 1.2 m/min and
varied laser power

Table 3 Potentiodynamic data of Ti–Al–Si–Cu/Ti–6Al–4V composite coatings

Powder
composition

Process
parameters

Ecorr (V) Icorr
(A/cm2)

Polarization
resistance
(�.cm2)

Corrosion rate
(mm/yr)

Ti–6Al–4V alloy – −0.245 5.578 ×
10−7

46070 8.961 × 10−4

Ti–Al–7Si–Cu 1.0 m/min,
1000 W

−0.372 8.123 ×
10−7

31630 1.305 × 10−3

1.2 m/min,
1000 W

−0.347 1.398 ×
10−6

18380 2.246 × 10−3

Ti–Al–12Si–2Cu 1.0 m/min,
900 W

−0.465 1.957 ×
10−5

1313 3.144 × 10−2

1.2 m/min,
900 W

−0.432 5.622 ×
10−6

4571 9.032 × 10−3

Ti–Al–13Si–6Cu 1.0 m/min,
900 W

−0.319 1.645 ×
10−6

15620 2.643 × 10−3

1.2 m/min,
900 W

−0.344 1.876 ×
10−5

1369 3.014 × 10−2

improved from−0.372 to−0.347V and−0.465 to−0.432V, respectively. However,
Ti–Al–7Si–Cu is more corrosion resistant at 1000 W of laser power and 1.0 m/min
of scanning speed. Ti–Al–13Si–6Cu seems not to improve its corrosion performance
when the scanning speed is increased. The corrosion potential shows −0.319 V at
1.0 m/min.Whereas, the other two samples show improvement in corrosion potential
at 1.2 m/min. Ti–6Al–4V alloy (substrate) displays corrosion potential of−0.245 V
and corrosion rate of 9.961 × 10−4 mm/year (Figs. 6 and 7).
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4 Conclusions

The hardness of the material was enhanced compared to the Ti–6Al–4V substrate
when the contents of silicon and copper were at highest and 1.0 m/min scan speed.
This is in regard to the reinforcement powder of Ti–Al–13Si–6Cu. TheOpticalmicro-
graphs and SEM Image showed that the intermetallic compounds which had formed
in the microstructure may have been in attribution for the high hardness produced.
Ti–Al–13Si–6Cu showed the best corrosion potential of−0.319 V amongst the other
composites AT 900 W and 1.0 m/min. However, Ti–Al–7Si–Cu corrodes the least
amongst the samples at 1.305 x 10−3 mm/year at 1000 W and scan speed of 1.0
m/min.
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Abstract The aim of this research is to study the effect of aluminum-based coatings
on the new emerging surface properties, producing improved thermal, mechanical,
tribological andmetallurgical properties,which canwithstand adverse environmental
conditions using laser metal deposition technique. In this study, laser metal depo-
sition was used to produce a hybrid coating on Ti–6Al–4V at a scanning speed of
0.8 m/min. The laser power of the process was also varied between 900 and 1000W.
The microstructure was characterized by using the scanning electron microscope
(SEM) and an optical microscope (OPM). The mechanical properties of the samples
were characterizedusingmicrohardness test. From the results, the higher the scanning
speed, the more the microhardness of the samples.
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1 Introduction

Titanium and titanium alloys have been used widely in numerous applications due
to the various attractive properties they possess. These properties are namely high
temperature performance, high modulus of elasticity, high strength-to-weight ratio,
and biocompatibility [1]. Titanium and its alloys find their applications in numerous
industries such as energy, chemical, electronics, aerospace, and biomedical due to
their exceptional properties [1]. Ti–6Al–4V is the most frequently used titanium
alloy in the aerospace industry for aeronautical applications; all the applications are
possible due to properties such as low weight, high mechanical strength, and super
plasticity [6]. It is a very versatile material; hence, it finds its place in the work
environment of almost every industry. In some applications, where specific service
requirements need to be met, such as a work environment in which it is necessary for
it to come in contact with other materials, the wear resistance property of Ti–6Al–4V
is found to be very poor, as well as the corrosion resistance, hence, resulting in the
loss of strength of the products and finally failure [6]. It is therefore necessary to
perform surface modifications aimed at improving the corrosion and wear resistance
properties of titanium.

Laser metal deposition (LMD) is one of the most effective addictive manufac-
turing techniques in the expanding field of addictive manufacturing. It is a versatile
manufacturing technique that can be used for numerous applications such as directly
creating hybrid surface coating on parts, production of fully dense solid objects from
porous powders, and manufacturing of freeform shapes. It is also extremely effec-
tive because it producesminimal waste after themanufacturing process is completed.
These are the qualities thatmake it a valuablemanufacturing technique in the biomed-
ical, aerospace, energy, electronics, and chemical industries [6]. Based on researched
material, the use of hybrid coatings (Al–Cu–Fe) on titanium alloy (Ti–6Al–4V)
is limited in the aerospace industry. Other titanium alloys also play a crucial role
in the aerospace industry, which are used for the manufacturing of engine parts,
landing gears, and anti-crash frames. They are used in Boeing B787 and Airbus
A350XWB [6].

2 Methods

Aparticlewith size (50-105μm) aluminum-based powderwas used as reinforcement
while Ti–6Al–4V alloy was used as the substrate. Before the laser metal deposition
process was initiated, a chemical balance was done on the titanium substrate. After
the deposition was completed, the aluminum powder particles which were not fully
melted and were clinging to the substrate and the deposit were removed. To obtain a
homogeneous mixture of the powdery substances which possessed varying particle
sizes and specific weights, a tubular shaker-mixer was used. The mixture of the
powders occurred in a closed clean container.
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2.1 Parent Material

Ti–6Al–4 V alloy was used as the substrate. Before deposition took place, the
substrate was sand blasted and cleaned with acetone to remove any impurities, to aid
the laser absorption before the deposition process.

2.2 Experimental Setup

The laser deposition operation was conducted at the National Laser Center, Council
of scientific Research (NLC-CSIR). The laser created a melted pool on the surface
of the titanium substrate, while a nozzle was used to deposit the aluminum-based
reinforcement powders onto the surface of the substrate.

2.3 Material Characterization

The following materials characterizations were conducted on the samples produced
to ascertain the integrity of the deposit. These include.

2.4 Microstructure

The titanium substrate is not only affected by varying the laser power but also by
the addition of the deposited powder on the surface of the substrate. Hence, the
emerging microstructure of the product will be different from that of the substrate.
The optical microscope image is used to discuss the general microstructure, while
the images from scanning electron microscope were used to explain the composition
of the microstructure, and how the molecules were arranged in the product.

2.5 Hardness

Hardness is the measure of a materials ability to resist localized plastic deformations.
Hardness testing involves a techniqueof forcing an indenter into amaterial to be tested
under a controlled load. The size and depth of the measured dent is then compared
to a hardness value. The Vickers hardness test is the chosen method of determining
the hardness of the composite.
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a b

Fig. 1 Microstructure of Ti–6AL–4V/Al–4Cu–7Ti at a 900 W and b 1000 W

3 Results and Discussion

3.1 Microstructure (Optical Microscope)

The laser metal deposition process of nickel-based powder on the titanium substrate
shows the beta phase grains exist at a high scanning speed and the alpha phase grains
exist at a lower scanning speed [7]. There is a reduction in the geometrical properties
of the samples such aswidth, height, and heat-affected zone,with increasing scanning
speed due to the laser metal interaction. The corrosion and microhardness of each
sample tend to increase with increasing the scanning speed (Fig. 1).

3.2 Substrate Microstructure

Figure 2 illustrates the grain structure of the titanium substrate used for the inves-
tigation. The average grain size is approximately 78 μṁ. The microstructure of
the titanium substrate is visibly characterized by the formation of light and dark
regions which represent two phases, namely alpha (α) and beta (β) phases. They

Fig. 2 Microstructure of
Ti–6Al–4V substrate
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are distributed through the area of the substrate as shown in Fig. 2. This is the basic
microstructure of the titanium substrate that was used for the investigation.

3.3 Scanning Electron Microscope (SEM)

The high-resolution images, which show the microstructures of the samples, are
achieved using SEM. Figure 1 shows the structure of the grains. The solidifica-
tion mechanism is due to laser beam interaction. The coating powder particles melt
and create a liquid pool on the titanium (substrate) surface that undergoes a limited
melting. Therefore, only small dilution of addition elements is obtained. The very
small amount of nickel in various zones of the coating supports this theory. Solid-
ification begins with formation of some large particles such as Al and Cu. Since
Cu is well known as a strong β-stabilizing element, it can be observed that atomic
migration of Cu into Ti lattice results in the β-Ti phase formation during cooling and
travels a longer distance in the Ti lattice than other elements which opens more crys-
tallographic structure of the β matrix. Thus, aluminum and copper powders recoated
with titanium for better photon absorption, resulting in better deposit quality [7].

3.4 Microhardness

The hardness values were recorded at different points on the intermetallic section
where formation of the composite takes place. Then the average of these values for
each sample was recorded as shown in Tables 1 and 2.

The mean hardness value increases with increasing laser power. In this case,
at the start of material deposition, the heat rapidly dissipated by the substrate heat
conduction. At the beginning stage of the LMDprocess, the initial thermal transience
produced a rapid quenching rate effect, which resulted in increase of the hardness. It
can be observed that the mean hardness value increases with increasing laser power
which is due to the limited interaction within the powder and the laser. Only a small
amount of energy was supplied during the melting process. This energy limited the
amount of time available for growth, thus, increasing the hardness. It is evident

Table 1 Microhardness results (surface)

Samples Laser power (W) Scanning speed
(m/min)

Mean surface
hardness (HV)

Ti–6Al–4V 1000 0.8 417.54

Ti–6Al–4V/Al–4Cu–7Ti 900 0.8 423.54

Ti–6Al–4V/Al–4Cu–7Ti 1000 0.8 346.10

Ti–6Al–4V/Al–7Cu–5Ti 900 0.8 338.30
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Table 2 Microhardness results (cross-section)

Samples Laser power (W) Scanning speed
(m/min)

Mean cross-section
hardness (HV)

Ti–6Al–4V 1000 0.8 418.00

Ti–6Al–4V/Al–4Cu–7Ti 900 0.8 318.20

Ti–6Al–4V/Al–4Cu–7Ti 1000 0.8 375.92

Ti–6Al–4V/Al–7Cu–5Ti 900 0.8 355.62

Fig. 3 Hardness graph of titanium substrate and samples (surface)

that the composites have the highest mean hardness values at higher laser powers
(1000 W) (Figs. 3 and 4).

4 Conclusions

The aim of the research project was to analyze the effect of hybrid coating (Al–Cu–
Ti) powder on Ti–6Al–4V. The experiments were conducted at different laser powers
and scanning speeds in order to improve material properties as well as to find the best
combination of process parameters for the composite to form. The optimization of
process parameters for the LMD process was accomplished by quantifying and char-
acterizing the formed composite through metallurgical evaluation and geometrical
measurements. Based on the obtained results, the laser power of 1000 W and laser
scanning speed of 0.8 are the optimum process parameters. The significant effect of
hybrid coating powder on a grade five titanium alloy is an increase in the hardness.
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Fig. 4 Hardness graph of titanium substrate and samples (cross-section)

Acknowledgements This project was supported by NRF-IRG SA/Russia Bilateral and technical
research collaboration grant No.: NRF/UID No. 118905 and NRF/RFBR No. 19-51-60001.

References

1. Banerjee D, Williams JC (2013) Perspectives on titanium science and technology. Acta Mater
61:844–879

2. Attar H, Prashanth KG, Chaubey AK, CalinM, Zhang LC, Scudino S, Eckert J (2015) Compar-
ison of wear properties of commercially pure titanium prepared by selective laser melting and
casting processes. Mater Lett 142:38–41

3. Weng F, Chen C, Yu H (2014) Research status of laser cladding on titanium and its alloys: A
review. Material Design 58:412–425

4. Mao YS, Wang L, Chen KM, Wang SQ, Cui XH (2013) Tribo-layer and its role in dry sliding
wear of Ti–6Al–4 V Alloy, Wear, 297 (1–2), 1032-1039. Org/, Doi. https://doi.org/10.1016/J.
Wear.2012.11.063

5. Attar H, Calin M, Zhang LC, Eckert Scudino SJ (2014) Manufacture by selective laser melting
and mechanical behaviour of commercially pure titanium. Mater Sci Eng, A 593:170–177

6. Baumer M, Dickens P, Tuck C, Hague R (2016) The cost of additive manufacturing: Machine
productivity, economies of scales and technology-push. Technol Forecast Soc Chang 102:193–
201

7. Vrancken B, Thijs L, Kruth JP, Van Humbeeck J (2014) Microstructure and mechanical prop-
erties of a novel beta titanium metallic composite by selective laser melting. Acta Mater
68:150–158

8. MakhathaME, FatobaOS, Akinlabi ET (2018) Effects of rapid solidification on themicrostruc-
ture and surface analyses of laser-depositedAl-Ni coatings onAISI 1015 steel. Int J AdvManuf
Technol 94(1–4):773–787

9. Salonitis K, Zeng B, Mehrabi HA, Jolly M (2016) The challenges for energy efficient casting
processes, Procedia Cirp, 24–29

https://doi.org/10.1016/J.Wear.2012.11.063


522 A. M. Lasisi et al.

10. Fatoba OS, Akinlabi ET, Akinlabi SA (2018) Numerical investigation of laser deposited Al-
Based coatings on Ti-6Al-4 VAlloy. In: Proceedings at the 2018 IEEE 9th international confer-
ence on mechanical and intelligent manufacturing technologies (ICMIMT 2018), Cape town,
South Africa, pp 85–90. https://doi.org/10.1109/icmimt.2018.8340426

11. Fatoba OS, Popoola API, Aigbodion VS (2018) Laser alloying of Al-Sn binary alloy onto mild
steel: Insitu formation. Hardness and anti-corrosion properties. Lasers in Eng 39(3–6):292–312

12. Gharehbaghi R, Fatoba OS Akinlabi ET (2018) Influence of scanning speed on the microstruc-
ture of deposited Al-Cu-Fe coatings on a titanium alloy substrate by laser metal deposition
process. In: Proceedings at the 2018 IEEE 9th international conference on mechanical and
intelligent manufacturing technologies (ICMIMT 2018), Cape town, South Africa, pp 44–49.
https://doi.org/10.1109/icmimt.2018.8340418

13. Gharehbaghi R, Akinlabi ET, Fatoba OS (2018) Experimental investigation of laser metal
deposited icosahedral Al-Cu-Fe coatings on grade five titanium alloy. In: Proceedings at the
2018 IEEE 9th international conference on mechanical and intelligent manufacturing tech-
nologies (ICMIMT 2018), Cape town, South Africa, pp 31–36. https://doi.org/10.1109/icm
imt.2018.8340416

14. Fatoba OS, Akinlabi ET, Akinlabi SA (2018) Effects of fe addition and process parameters
on the wear and corrosion properties of laser deposited Al-Cu-Fe coatings Ti-6Al-4 V Alloy.
In: Proceedings at the 2018 IEEE 9th international conference on mechanical and intelligent
manufacturing technologies (ICMIMT 2018), Cape town, South Africa, pp 74–79. https://doi.
org/10.1109/icmimt.2018.8340424

15. Fatoba OS, Adesina OS, Popoola API (2018) Evaluation of microstructure, microhardness,
and electrochemical properties of laser-deposited Ti-Co coatings on Ti-6Al-4 V Alloy. Int J
Adv Manuf Technol. https://doi.org/10.1007/s00170-018-2106-7

16. FatobaOS,Akinlabi SA,Gharehbaghi R, Akinlabi ET (2018)Microstructural Analysis,Micro-
hardness andWear Resistance Properties of Quasicrystalline Al-Cu-Fe Coatings on Ti-6Al-4 V
Alloy. Mater Express Res 5(6):1–14. https://doi.org/10.1088/2053-1591/aaca70

17. Fatoba OS, Akinlabi SA, Akinlabi ET (2018) Numerical modelling and performance effects
of laser deposited Ti-Al-Sn coating on ASTM A29 Steel. In: Presented at the international
conference on mechanical stress evaluation by neutron and synchrotron (MECASENS 2017,
19th–22nd September 2017, Kruger Park, South Africa. Materials Research Proceedings. 4,
pp 135–140. http://dx.doi.org/10.21741/9781945291678-21

https://doi.org/10.1109/icmimt.2018.8340426
https://doi.org/10.1109/icmimt.2018.8340418
https://doi.org/10.1109/icmimt.2018.8340416
https://doi.org/10.1109/icmimt.2018.8340424
https://doi.org/10.1007/s00170-018-2106-7
https://doi.org/10.1088/2053-1591/aaca70
http://dx.doi.org/10.21741/9781945291678-21


Effect of Process Parameters
on the Hardness Property of Laser Metal
Deposited Al–Cu–Ti Coatings
on Ti–6Al–4V Alloy

A. M. Lasisi, O. S. Fatoba, Stephen A. Akinlabi, R. M. Mahamood,
M. Y. Shatalov, E. V. Murashkin, S. Hassan, and Esther T. Akinlabi

Abstract The aim of this investigation is to characterize the effect of process
parameters applied to the laser metal deposition of Al–Cu–Ti coatings on titanium
substrate (Ti–6Al–4V). After the deposition process was completed, a new hybrid
coated surface emergedwith improvements in the following areas: improved thermal,
mechanical, and metallurgical properties. During the laser metal deposition proce-
dure to obtain a hybrid coating on Ti–6Al–4V, certain process parameters were
employed to achieve the optimum results which are the scanning speed (1.0 m/min)
and the laser power of the procedure, which was varied between 900 and 1000 W.
The microstructural analysis was carried out using the scanning electron microscope
(SEM) and an optical microscope (OPM). The mechanical properties of the samples
were characterized using microhardness test.

Keywords Additive manufacturing · SEM ·Microstructure ·Microhardness ·
Titanium-alloy composite · Laser metal deposition (LMD)
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1 Introduction

The titanium alloy is a very versatile material which has numerous industrial appli-
cations. The most applicable alloy of the titanium alloys is the Ti–6Al–4V alloy.
Titanium and its alloys are materials of choice in a wide range of industrial applica-
tions owing to their high strength-to-weight ratio, exceptional biocompatibility, and
corrosion resistance. These properties are obtained as a result of allotropic property
possessed by these materials which is dependent on temperature and the effect of
alloying on phase stability [1–5]. The alloy itself is limited in application due to its
poor hardness, low wear resistance, and its ability to oxidize readily when exposed
to extreme temperatures. It is therefore important for the alloy to be re-enforced
regularly to avoid failure in the working environment. Various conditions affect the
behavior of titanium alloys; hence, surface modification is a very important tech-
nique that should be employed for the improvement of the material properties of
the titanium alloys [6–8], therefore, increasing the production cost of parts. Thus to
reduce such cost of replacements, research into solutions that will solve this problem
is important and by researching the relationship between the alloys and mechanical
properties of their finished products, material failure will be eliminated.

The microstructures of titanium alloys are primarily described by the amount
and arrangement of α and β phases. The microstructures and mechanical properties
of titanium alloys depend upon the processing history and heat treatment that the
material had gone through [9–13]. To obtain fine microstructure, high cooling rate
is however advised; the use of lasers as a modification tool for materials, however,
makes this possible.

2 Methods

The investigation was performed with Al–Cu–Ti, which possessed particle size of
50–105μm. Ti–6Al–4V titanium alloy was used as the substrate while the Al–Cu–Ti
powder was used to reinforce the titanium alloy. After the deposition was completed,
the Al–Cu–Ti powder particles which were not fully melted and were clinging to the
substrate and the deposit were removed. To obtain a homogeneous mixture of the
powdery substances which possessed varying particle sizes and specific weights, a
tubular shaker-mixer was used.

2.1 Parent Material

Ti–6Al–4V alloy was used as the substrate. Before the laser metal deposition took
place, the substrate was sand blasted and sterilized with acetone to remove any
unwanted impurities, which was one to aid the laser absorption before the deposition
process.
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2.2 Experimental Set-Up

The laser deposition operation was conducted at the National Laser Center, Council
of scientific Research (NLC -CSIR). The laser created amelted pool on the surface of
the titaniumsubstrate,while a nozzlewas used to deposit theAl–Cu–Ti reinforcement
powders onto the surface of the substrate.

2.3 Material Characterization

The following material characterizations were conducted on the produced samples
to ascertain the integrity of the deposit. These include.

2.3.1 Hardness

The hardness of a material is the measure of a material’s ability to resist localized
plastic deformations. Hardness testing involves a technique of forcing an indenter
into amaterial to be tested under a controlled load. The size and depth of themeasured
dent is then compared to a hardness value. The Vickers hardness test is the chosen
method of determining the hardness of the composite.

2.3.2 Microstructure

The optical microscope image is used to discuss the general microstructure, while the
images from scanning electron microscope were used to explain the composition of
themicrostructures and how themoleculeswere arranged in the product. The titanium
substrate is not only affected by varying the laser power but also by the addition of the
deposited powder on the surface of the substrate. Hence, the emergingmicrostructure
of the product will be different from that of the substrate.

3 Results and Discussion

3.1 Microstructure (Optical Microscope)

Using Al–Cu–Ti-based powders as re-enforcement by laser metal deposition enables
the microstructure of the samples to be more observable, which further helps to
illustrate the grain boundaries and formation. It shows the beta phase grains exist at
a high scanning speed and the alpha phase grains exist at a lower scanning speed
[14–16]. There is a reduction in the geometrical properties of the samples, such as
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width, height, and heat-affected zone, with increasing the scanning speed due to the
laser metal interaction.

3.1.1 Substrate Microstructure

Figure 1 illustrates the grain structure of the titanium substrate used for the investi-
gation. The microstructure of the substrate is characterized by the formation of dark
and light regions which represent two phases, namely beta (β) phase an alpha (α)
phase. The average grain size is approximately 77 μṁ. They are distributed through
the area of the substrate as shown in Fig. 1. This is the basic microstructure of the
substrate that was used for the investigation.

3.2 Scanning Electron Microscope (SEM)

The high-resolution images, which depict the microstructures of the samples, are
taken using SEM. Figure 2 shows the structure of the grains. The solidification
mechanism is due to laser beam interaction. The coating powder particles melt and
create a liquid pool on the titanium (substrate) surface that undergoes a limited
melting. Therefore, only small dilution of added elements is obtained. The amount
of Al–Cu–Ti found in various zones of the coating supports this theory. Solidification
begins with formation of some large particles such as Al and Cu [17, 18].

Fig. 1 Microstructure of Ti–6Al–4V substrate



Effect of Process Parameters on the Hardness Property … 527

Fig. 2 Microstructure of Ti–6AL–4V/Al–7Cu–5Ti at a 900 W and b 1000 W

3.3 Microhardness

The hardness values were recorded at different points on the intermetallic section
where formation of the composite takes place. Then the average of these values for
each sample was recorded as shown in Tables 1 and 2 (Fig. 3).

The mean hardness value increases with increasing the laser power. In this case,
at the start of material deposition, the heat rapidly dissipated by the substrate heat
conduction. It can be observed that themean hardness value increaseswith increasing
the laser power and this is due to the limited interaction within the powder and the
laser. It is evident that in the composites, the highest mean hardness values are
obtained at higher laser power of 1000 W for surface and 900 W for cross-section.

Table 1 Microhardness test results (surface)

Samples Laser power (W) Scanning speed
(m/min)

Mean surface
hardness (HV)

Ti–6Al–4V 1000 1.0 417.54

Ti–6Al–4V/Al–4Cu–7Ti 900 1.0 619.86

Ti–6Al–4V/Al–7Cu–5Ti 900 1.0 652.66

Ti–6Al–4V/Al–7Cu–5Ti 1000 1.0 718.06

Table 2 Microhardness test results (cross-section)

Samples Laser power (W) Scanning speed
(m/min)

Mean cross-section
hardness (HV)

Ti–6Al–4V 1000 1.0 418.00

Ti–6Al–4V/Al–4Cu–7Ti 900 1.0 476.18

Ti–6Al–4V/Al–7Cu–5Ti 900 1.0 335.74

Ti–6Al–4V/Al–7Cu–5Ti 1000 1.0 354.04
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Fig. 3 Hardness graph of titanium substrate and samples (surface)

4 Conclusions

The aim of the research project was to analyze the effect that hybrid coating (Al–Cu–
Ti) powder has on Ti–6Al–4V. The experiments were conducted at different laser
powers and scanning speeds. The optimization of process parameters for the LMD
process was accomplished by quantifying and characterizing the composite formed.
Based on the obtained results, the laser power of 1000W and laser scanning speed of
1.0 are the optimum process parameters. The significant effect of the hybrid coating
powder on a grade five titanium alloy is an increase in the hardness.
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Feasibility Study of Through Hole
Fabrication on Aluminium Nitride
Ceramic Using Die-Sinking
Electro-Discharge Machining

Asif Rashid, M. P. Jahan, D. Talamona, and A. Perveen

Abstract A series of experiments were carried out to machine aluminium nitride
(AIN) ceramic by die-sinking electro-discharge machining (EDM) process. EDM
is a non-conventional machining process that requires the workpiece to be elec-
trically conductive. An assisted-electrode method is used to make the surface of
the workpiece conductive enough to machine. A combination of graphene paste,
carbon nanotube, and copper tape has been used to make the coating surface. Tung-
sten carbide tool has been used. The findings indicate that, for low pulse energy,
it is possible to generate through holes in this process. A combination of low peak
current and high gap voltage proved to be successful in this method. The surface of
the machined hole reveals that thermal spalling is present as material removal mech-
anism, which results in a rough surface. The energy dispersive spectroscopy (EDS)
analysis proves that carbon deposition occurs in the wall of the holes to promote
successful machining. Copper is also present in the machined surface. A feasible
process has been developed to machine AIN ceramics using EDM process.

Keywords Coating · Carbon nanotube · Ceramics · Through hole · Pulse energy ·
Die-Sinking EDM

1 Introduction

Electrical discharge machining (EDM) has established itself as a viable non-
conventional machining process for difficult-to-cut materials. Complex shapes to
materials with high wear resistance can be achieved through EDM process [1–3].
Creating structures like bores, grooves, and undercuts in miniaturized hard compo-
nents is also possible through EDM [4, 5]. Although EDM requires the workpiece
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to be electrically conductive in order for it to be machined, recent experiments with
modifications have been carried out where insulators, like ceramic materials, were
machined using this process [5, 6].

In EDM process, removal of materials occurs by means of precisely controlled
electrical sparks. Voltage difference applied between electrode andworkpiece causes
generation of sparks. Material removal occurs in the form of micro-size craters.
Dielectric medium is needed between the electrode and workpiece. High voltage
difference forces the dielectric to break down and creates a channel for electric
pulses to reach the workpiece [7]. Ceramic materials are generally electrically non-
conductive by nature and offer high hardness, great resistance to wear and chemical
changes. Three basic mechanisms such as natural electrical conduction by free lattice
electrons, doping with conductive materials, and adding impurity atoms can be used
to generate electrical conductivity to insulating ceramic materials [8]. Assistive elec-
trode method was the first successful attempt at machining non-conductive ceramics
by EDM process. For assisting electrode methodology, EDM process is initiated
by a conductive layer on the surface of insulating ceramics, where a carbonaceous
oil is used as dielectric. Molecules of the hydrocarbon dielectric oil as well as the
workpiece are cracked because of the high temperature generated by the electric
discharges. This process assists carbon molecules to bind itself with ceramic mate-
rials. Since these carbon molecules are conductive in nature, discharge may continue
to occur even though the conductive layer is removed. As a result, both the conductive
layer and ceramicmaterials beneath that layerwill be removed.A star-shaped through
hole of 3.5 mm diameter was constructed in sialon ceramic. A copper conductive
layer was used along with a copper electrode. Material removal rate was improved
by adding tool rotation and flushing to the system, this setup also allowed better
surface finish to the drilled hole [9]. It was later concluded that both the conductive
layer and dielectric have an effect on machining ceramics by EDM [10]. Incorpo-
rating advanced carbon compounds during ceramic machining by EDM process is
one of the newest approaches in this field. Carbon nanotubes (CNT) have excellent
conductive properties and can improve the overall electrical conductivity of a system
[11–13]. Adding carbon nanotubes with ceramic composites in a modified assisted-
electrode method greatly affects its material and machining properties [14]. Material
removal rate is greatly affected by combining carbon nanostructure with assisted-
electrode method while machining Si3N4. Surface roughness also is improved by
adding carbon nanotubes in assisted-electrode process [15]. In the previous work,
blind hole was fabricated using die-sinking EDM on AIN ceramics [16]. In this
study, new conductive coating, consisting of graphene paste as well as four layers
of copper tape, where carbon nanotubes were sandwiched between two layers of
copper, is proposed which acts as an assisting electrode. It was demonstrated that
this method was applied successfully to fabricate through hole on AlN ceramics by
die-sinking EDM.
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2 Experimental Setup, Parameters and Materials

2.1 Experimental Setup

The experiments were carried out on EXCETEK ED 400 die-sinker EDM machine.
For our experiments, only z-direction movement was utilised as the goal of the study
was to machine through holes. In the experiments, a tungsten carbide electrode
with 1.98 mm diameter was used. A vice is used to hold the workpiece tightly.
Coatings had to be applied in a manner that it could form a conductive circuit with
the vice of the machine. The machining is only carried out in z-direction to generate
holes. The flushing is turned on while machining. The tool rotation is turned off
during the machining process. Aluminium nitride (AlN) ceramic material is used as
the workpiece. The thickness of the workpiece is 1.4 mm. Graphene paste, carbon
nanotube (CNT), and copper tape have been used as coating materials. The peak
current was kept at 1 Amp for all sets of experiments. The pulse-on time was fixed
at 100 microseconds (µs). The pulse-off time was varied between 200 and 300
microseconds (µs). High voltage discharge of 235 V DC was selected, and the low
voltage current was kept at 1.2 Amp for all experiments. The gap voltage was kept at
80 Volts. The servo speed was kept at a relatively lower setting. Flushing was always
present during machining. The tool rotation was turned off to initiate better condition
for carbon deposition.

2.2 Applying the Coating

In the experiments, a simple and easy to remove coating setup has been used. Such
a setup made sure that the coating can be removed simply after machining. So, the
sample can be analysed effectively. The step-by-step coating process is mentioned
below: 1. A thin layer of graphene paste is added to the top of the ceramic surface.
A ceramic is then kept in the oven for an hour with temperature reaching 300 °C.
This makes sure that the graphene paste is placed uniformly over the surface. 2. The
workpiece is taken out of the oven and cooled down. Then a layer of carbon nanotube
powder is added on the top. The powder is then covered by a layer of copper tape
that makes sure that the powder stays in place. This process with CNT and copper
tape is then repeated for two more times. Finally, a layer of copper tape is added to
make the overall outside structure of the workpiece conductive. Therefore, there are
three layers of CNT, three layers of copper tape around CNT plus one layer at the
top, and an initial thin layer of graphene paste. This coating makes the surface of
the ceramic material electrically conductive. Copper tape is added not only to hold
the CNT powder in place, but also to create a conductive channel as copper tape is
conductive.
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3 Results and Discussions

The two cases for successful machining have been found with the same coating setup
(Table 1). Figure 1 shows the top surface of the fabricated through holes. The coating
is a thin layer of graphene paste baked at 300 °C for 1 h and four layers of copper tape
on top. Beneath each layer of copper tape, there is a low amount of carbon nanotube.
As can be seen in Fig. 2a, b, CNT powders are stuck to the tape adhesive on the side
wall of through hole and the layer is very thin. The surface of the machined hole
reveals a relatively rough surface and degree of hole roundness is not very clear due
to the presence of deformed copper layer. For the case 2, the hole seems to have quite
high degree of out of roundness issue. Thermal spalling is present on the surface.
Thermal cracks and porosity are also present on the surface.

EDS analysis (Fig. 3) for the machined surface reveals the reason behind the
achievement of through holes generation. There is a very high amount of carbon
deposition around the wall of the machined surface. Copper is also present in these
regions. These conductive materials can make the wall of the workpiece conductive,
and EDM can be used to machine these conductive regions. Therefore, presence

Table 1 Machining conditions for two different successful through hole machining

Parameters Case 1 Case 2

Coating Thin layer of graphene paste
baked at 300 °C for 1 h, four layers
of copper tape on top. Beneath
each layer of copper tape, there is
a low amount of carbon nanotube.
CNT powders are stuck to the tape
adhesive and the layer is very thin

Thin layer of graphene paste
baked at 300 °C for 1 h, four layers
of copper tape on top. Beneath
each layer of copper tape, there is
a low amount of carbon nanotube.
CNT powders are stuck to the tape
adhesive and the layer is very thin

Tool Tungsten carbide Tungsten carbide

Tool diameter 1.98 mm 1.98 mm

Tool rotation No No

Dielectric Hydrocarbon oil Hydrocarbon oil

Flushing Yes Yes

Depth reached Through hole (1.4 mm) Through hole (1.4 mm)

Peak current 1 Amp 1 Amp

Pulse-on time 100 µs 100 µs

Pulse-off time 200 µs 300 µs

High voltage discharge 235 V 235 V

Low voltage current 1.2 Amp 1.2 Amp

Servo speed 10 steps 10 steps

Gap voltage 80 V 80 V

Machining time 80 min 80 min
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Fig. 1 a Top surface of the machined through hole for case 1, b Top surface of the machined
through hole for case 2

Fig. 2 a Edge of themachined through hole viewed from top (case 1). bEdge andmachined surface
viewed from the top

and deposition of these conductive materials allow EDM to work on non-conductive
aluminium nitride material.

4 Conclusions

This study investigates the feasibility ofmachining throughhole on aluminiumnitride
(AlN) ceramic using assisted-electrode method. Three layers of CNT, three layers
of copper tape around CNT plus one layer at the top, and an initial thin layer of
graphene paste act as assistive electrodes in this study. The following conclusions
can be made from the experiments:
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Fig. 3 Spectral analysis of the interest region around machined surface

• Through holes can bemachined successfully inAINceramics usingEDMprocess.
Proper machining setup and right machining parameters are prerequisite for
successful machining. The combination of carbon nanotube and copper tape as
coating materials is very effective.

• Low energy sparks are effective for machining ceramic by EDM. Very low peak
current and pulse-on time is necessary for obtaining successful through hole.

• There is very high amount of carbon deposition around the machined surface.
Copper is also present near the walls of the holes. This carbon deposition is the
key to achieve successful through holes in ceramic materials by EDM process.
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CFD Study on the Thermal Performance
of n-Octadecane (PCM) Doped
with Graphene Nanoparticles
as a Potential Thermal Energy Storage
Medium for Trombe Walls

Chukwumaobi K. Oluah, Esther T. Akinlabi, and Howard O. Njoku

Abstract Thermal energy storage is one of the methods used in reducing energy
consumption andheat recovery from thermal systems. Someof themajor applications
of heat storage systems are in buildings, solar energy technologies, and waste heat
recovery from high-temperature applications. Thermal energy storage could be in
the form of sensible heat, latent heat, or chemical heat arising from bond breaking
and formation in chemical reactions. Among all these forms of solar energy storage
aforementioned, latent heat thermal energy storage is greatly explored because it is
generally safe to use and its ability to store a large quantity of heat in a relatively
small volume. Phase change materials (PCMs) are widely used in latent heat thermal
energy storage systems. Some of the setbacks encountered with the use of PCMs are
its low-thermal conductivity and subcooling characteristics. Nanoparticles have been
found very useful in improving the thermal conductivity of PCMs, thereby improving
its general performance. The nano-PCM considered in this work is (graphene +
octadecanol). The top surface of the nano-PCM enclosure was exposed to ambient
solar radiation. The solar radiation data for Johannesburg (26.2041° S, 28.0473° E)
was used for the simulation. A two-dimensional heat transfer equation was solved
numerically using initial, boundary, and phase transition conditions. The effect of
volume fractions of nanoparticles on the melt fractions was investigated. From the
result obtained, the PCM with 4% loading of nanoparticles yielded the best result.
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1 Introduction

Space conditioning in buildings has been identified as one of the major consumers
of the final global energy production. This figure was reported to be about 40% of
annual global energy production by the international energy agency [1]. A greater
majority of the global energy resource is fossil-based and comes with increased CO2

production. The rapidly growing population of the world and the effect of climate
change accounts for the rise in energy demand. Some of the adverse effects of global
warming as listed by the IPCC include but not restricted to the following; a continuous
rise in temperature, increased hurricane, more drought, heatwaves, etc. [2]. It is due
to this cause that scientists have sought to reduce global CO2 emission while main-
taining reasonable thermal comfort. Over the past decades, researches have studied
various novel renewable approaches tomeet the energy requirements of residential or
commercial buildings while keeping the environment safe. Thermal energy storage
(TES) is one way that many researchers have proposed, that can sufficiently reduce
a building’s energy demand. It finds a useful application in solar thermal systems as
well as heat recovery systems [3]. Thermal energy storage (TES) mediums are green
systems that result in zero-emission of carbon into the atmosphere. Thermal energy
storage (TES) systems absorb heat, store it, and release it when required for use; this
helps in load shedding in buildings. TES is further classified based on their mode
of operation as; chemical heat storage (CHTES), sensible heat storage (SHTES),
or latent heat storage (LHTES) [4]. Trombe walls are passive solar structures used
for thermal energy storage and delivery [5]. It consists of a massive wall installed
a few distances from glazing. The Trombe wall absorbs solar radiation through the
glazing and the heat is transferred by conduction into the room. The massive wall
serves as a thermal battery used for either heating or cooling application. Scien-
tists have made various modifications to the conventional Trombe wall in order to
improve its performance, most of which are documented in literature. Researchers
have identified the massive wall as the most germane component of the Trombe
wall system. Some researchers have tried to improve the thermal mass of the wall
by using bricks, aerated concrete, and PCMs. Krishna et al. [6] induced aluminum
oxide nanoparticles in tricosane for electronic cooling application; a 25% in evapo-
ration temperature was recorded; Das et al. [7], introduced carbon-based nanocom-
posites to n-eicosane; a melting rate of 27% and 40% was recorded SWCNT and
graphene respectively. Mahdi and Nsofor [8] doped aluminum oxide nanoparticles
with rubitherm 82 (RT82), an improvement in the melting process was reported by
the authors. Sciacovelli et al. studied the enhancement of the thermal properties of n-
octadecane using copper nanoparticles; the experimental findings showed that when
4% volume fraction of the nanoparticle was inoculated in the base PCM, a 16%
improvement in heat flux and consequently a 15% reduction in the melting rate were
recorded [9]. Wu et al. studied the improvement in thermal properties of paraffin
wax using copper nanoparticles. The nanoparaffin wax was contained in a vertical
cylindrical tube and heat source was introduced at the bottom of the enclosure. A
13% improvement in thermal properties was achieved with the introduction of 1 wt%
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of nanoparticle [10]. Putra et al. experimentally studied the effect of graphene on
rubitherm-22. They obtained graphene platelets of particle size range of 21.5–65.5.
They reported a thermal conductivity enhancement of 306% upon inoculation of
0.05 wt% of graphene nanoparticle [11]. Babaei et al. experimentally investigated
the thermal conductivity enhancement of bio-based PCM using carbon nanotubes of
particle size 100 nm; the thermal conductivity of the nano-PCM increased from 0.15
to 0.41 W/mK for a 1 wt% concentration of the CNT.

The foregoing discussions have revealed that the introduction of nanoparticles
in phase change materials generally improves their thermal conductivity. PCMs are
materials of interest in thermal energy storage in engineering applications due to
the advantage of storing large quantities of heat in a relatively small volume and
lightweight. Research findings have shown that the limitations of PCMs in thermal
conductivity can be overcome by doping with nanoparticles. The essence of this
work is to simulate the performance of PCM doped with graphene nanoparticles,
as a potential thermal energy storage medium in Trombe walls. Some researchers
have used PCM in Trombe walls but there is no literature on the application of
nanoenhanced phase change materials as massive wall materials in Trombe walls,
hence the need for this study. The environmental condition of Johannesburg where
the project is being executed was used in the simulation. Furthermore, we seek to find
the optimum nanoparticle loading which will yield best performance when installed
in a Trombe wall system.

2 Problem Formulation

A cylindrical storage enclosure is considered, with physical dimensions of length
(L = 150 mm) and diameter of 150 mm as shown below (Fig. 1).

Thewalls are adiabatic but the top surface is exposed to receive solar radiation. The
cylinder is filled with the nano-PCM. For simplicity of analysis, it is assumed that the
nanoparticles are evenly dispersed in the PCM and are in thermal equilibrium. The

Fig. 1 Geometry description of the PCM storage wall
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walls of the container are adiabatic except the topwhich is exposed to solar insolation.
Thermal energy from the sun (T sun) penetrates through the top to the bottom. The
melting process starts when the energy from the sun exceeds the fusion temperature
of the PCM denoted as Tm. The initial temperature of the nano-PCM is denoted as
T o, which is less than Tm. When the melting proceeds, there will exist liquid–solid
interphase; this liquid phase is assumed to be Newtonian and incompressible.

2.1 Governing Equations

From the problem formulation, the governing equations are the conservation of
mass equation,momentum, and energy equation in cylindrical coordinates. Presented
below are these equations.

Conservation of mass:
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z-momentum equation:
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Energy equation:
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2.2 Thermophysical Properties

The thermophysical properties of the graphene and 1-octadecanol are summarized
in the table below.
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Material Tm K (W/m °C) C (J/mol °C) P (Kg/m3) �H (KJ/Kg)

Solid Liquid Solid Liquid Solid Liquid

1-octadecanol 28.8 0.358 0.148 485 564 814 778 245

Graphene 3652 119 15 2267 –

2.3 Phase Transition Relations

There is no sharp transition between the solid and the liquid phases, rather it occurs
over a small temperature interval�Tm. Approximations can be made for the thermo-
physical properties of the nano-PCM at the onset of phase transition. The following
mathematical expressions are approximations of the thermophysical properties of
the nano-PCM at phase transition.

Density:

ρ =
⎧⎨
⎩

ρns T < Tm
ρns+ρnl

2 T ≤ T ≤ Tm + �Tm
ρnl T ≥ Tm + �Tm

(5)

Thermal conductivity:

k =
⎧⎨
⎩

kns T < Tm
kns+knl

2 Tm ≤ T ≤ Tm + �Tm
knl T ≥ Tm + �Tm

(6)

Heat capacity:
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(ρCp)ns+(ρCp)nl
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2

(
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ρCp
)
n f

T ≥ Tm + �Tm

(7)

where Lh f,n is the latent heat of fusion of the nano-PCM and can be evaluated as;

Lh f,n = (1 − ϕ)Ls f . (8)

Dynamic viscousity:

The dynamic viscousity for the solid nano-PCM is assumed too large while that of
the liquid nano-PCM can be approximated using Eq. (9).
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μ =
{

μ f

(1−ϕ)2.5
, T ≥ Tm + �Tm

106 T < Tm
(9)

The thermophysical relations for the nano-PCM is summarized in the table below

Properties Liquid nano-PCM Solid nano-PCM

Density ρnl = (1 − ϕ)ρ f + ϕρn ρns = (1 − ϕ)ρs + ϕρn

Heat capacity (
ρCp

)
nl =

(1 − ϕ)
(
ρCp

)
l + ϕ

(
ρCp

)
n

(
ρCp

)
ns =

(1 − ϕ)
(
ρCp

)
s + ϕ

(
ρCp

)
n

Expansion coefficient (ρβ)nl =
(1 − ϕ)(ρβ)l + ϕ(ρβ)n

(ρβ)nl =
(1 − ϕ)(ρβ)l + ϕ(ρβ)n

Thermal conductivity knl = kn+2kl−2ϕ(kl−kn)
kn+2kl+ϕ(kl−kn )

kl kns = kn+2ks−2ϕ(ks−kn)
kn+2ks+ϕ(ks−kn )

ks

Dynamic viscosity μnl = μl

(1−ϕ)2.5

2.4 Initial and Boundary Conditions

Before the initialization of the melting process, time, t = 0. The temperature of the
Nano-PCM is T = T 0. Mathematically, initial condition: u = w = 0, T = T0

All the surfaces are assumed to be insulated except the surface (z = H) which is
open to receiving solar radiation. Therefore, we have the following set of boundary
conditions

u = w = 0,
∂T

∂r
= 0 u = w = 0,

∂T

∂z
(at z = 0) = 0

u = w = 0, T (at z = H) = Tsol, u = w = 0,
∂T

∂z
= −h

k
(Tsol − Ta)

3 Results and Discussion

The following results were obtained for various loadings of nanoparticles in the
PCM. The melt fraction, which determines the degree of heat absorption or release
and a critical factor for the performance of a PCM, was considered at various times
of the day. The melt fraction is evaluated thus.

M f = mass of liquidNPCM

mass of liquidNPCM + mass of solidNPCM
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The results of the melt fractions of volume concentrations of 0%, 4%, and 10%,
respectively were presented. Also presented were graphs showing the combined
performance of the various concentrations of nanoparticles at different times of the
day.

3.1 Result of Pure PCM with 0% Graphene Content

The results presented below aremelt fractions of the phase changematerial at various
times of the day. A greater fraction of the PCMmelted between the hours of 2 p.m.–
3 p.m. Also presented alongside is the CFD image showing the mass fractions of the
melted PCM (Figs. 2, 3, 4, and 5).
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Fig. 2 Melt fraction profile of PCM with 0% graphene between 8 a.m. and 9 a.m.
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Fig. 3 Meltfraction profile of PCM with 0% graphene between 12 a.m. and 1 p.m.



546 C. K. Oluah et al.

-0.002
0

0.002
0.004
0.006
0.008

0.01
0.012
0.014

0 2000 4000

m
el

t f
ra

c
on

me (sec)

Fig. 4 Meltfraction profile of PCM with 0% graphene between 2 p.m. and 3 p.m.
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Fig. 5 Meltfraction profile of PCM with 0% graphene between 6 p.m. and 7 p.m.

3.2 Result of Pure PCM with 4% Graphene Content

Presented below are the melt fraction profiles of the PCM containing 4% graphene
at various times of the day. A greater fraction of the nano-PCM melted between
2 and 3 pm, which corresponds to the peak sunshine hour of the day. During the
evening hours 6–7 p.m., the nano-PCM retained some heat due to the presence of
nanoparticles (Figs. 6, 7, 8, and 9).
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Fig. 6 Meltfraction profile of PCM with 4% graphene between 8 a.m. and 9 a.m.
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Fig. 7 Meltfraction profile of PCM with 4% graphene between 12 p.m. and 1 p.m.

3.3 Result of Pure PCM with 10% Graphene Content

A similar trend in result was obtained for the nano-PCMwith 10% graphene content
the (Figs. 10, 11, 12, 13, and 14).

From the results presented, a comparative performance graphwas plotted as shown
in Figs. 15, 16, 17, and 18, respectively. In the early hours of the morning, the PCM
containing 4% graphene had a greater quantity melted followed by 10% loaded
nanoparticle and 0%. At late hours of the morning and the mid-day, the PCM with
10% loading of nanoparticles showed a higher percentage of melted PCM, while at
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Fig. 8 Meltfraction profile of PCM with 4% graphene between 2 p.m. and 3 p.m.

Fig. 9 Meltfraction of PCM with 4% graphene between 6 p.m. and 7 p.m.

night time, when the sunlight is gone, the PCM with 4% loading was seen to have
retained more heat with higher melt fraction than both the pure PCM and the PCM
with 10% graphene loading. The increased concentration of nanoparticles in the
10% nano-PCM led to faster charging and discharging of the nano-PCM. Whereas
the ability of the PCM with 4% loading to retain heat at non-sunshine hours makes
it the most suitable for use in real-life applications.
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Fig. 10 Meltfraction profile of PCM with 10% graphene between 8 a.m. and 9 a.m.
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Fig. 11 Meltfraction profile of PCM with 10% graphene between 10 a.m. and 11 a.m.

4 Conclusion

The CFD studies on the melting performance of n-octadecane doped with various
concentrations of graphene nanoparticle were studied in this work. The result
presented has shown an hourly performance of the normal PCM and the PCM doped
with nanoparticles. The results established that melt fraction increased as nanopar-
ticles were introduced into the base PCM. One of the objectives of this study was to
find the optimum concentration of nanoparticles that will yield the best result, and
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Fig. 13 Meltfraction of PCM with 10% graphene between 2 p.m. and 3 p.m.

as seen from the results presented, at 4% volume concentration, the nano-PCM gave
an overall better performance than the rest. In the morning hours, the 4% volume
concentration showed better heat conduction, while during the mid-day, the 10%
volume concentration showed better heat conduction with a small margin; during
the evening hours, the 4% volume concentration retained heat more than both the
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Fig. 18 Melt fraction of PCM with 0, 4, and 10% graphene between 6 p.m. and 7 p.m.

10 and 0%, which is important in keeping the room warm. Hence, the 4% volume
concentration yielded the optimal result relevant to heat storage properties in Trombe
wall applications. In furtherance to this work, an experimental investigation is being
carried out to validate the simulation studies done.
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Laser Metal Deposition of Titanium
Composites: A Review

Esther T. Akinlabi, Ganiyat A. Soliu, R. M. Mahamood,
Stephen A. Akinlabi, S. Hassan, M. Y. Shatalov, Evgenii Murashkin,
and O. S. Fatoba

Abstract Composite materials are used for the manufacturing of light weight
components and structures in many industries. Composite materials are obtained by
combining materials with preferred properties and by synthesizing a new material
using two or more materials having the desired properties. The composite material
obtained has an enhanced proportion of the desired property of each of the constituent
materials. Titanium alloy has been modified by adding another material to it to form
titanium composites. Its properties make it suitable for most applications where low
density and good corrosion resistance is necessary such as in turbine engine compo-
nents, high-performance automotive parts, aircraft structural components, marine
applications, aerospace fasteners, medical devices, biomedical applications (implant
and prostheses) and sport equipment. Titanium composites are often used for surface
modification to improve certain mechanical properties. The efficient fabrication of
these composite materials is a significant challenge faced by manufacturers. The
advent of additive manufacturing technology made it easier to fabricate composite
materials like titanium. Laser metal deposition, an additive manufacturing process,
is a process that offers excellent opportunities in fabrication of titanium and its
composites. This process also helps to fabricate complex and innovative parts which
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cannot be effectively manufactured using substantial manufacturing process. This
paper provides an overview of laser metal deposition processes used for fabricating
titanium composites.

Keywords Additive manufacturing · Aerospace · Corrosion · Titanium
composite ·Wear

1 Introduction

The unique properties presented among composite materials allow them to offer a
lot of advantages over other engineering materials. These advantages make them
suitable to be used for lightweight components and structures in various industries
[1]. Currently, approximately 50% of the airframe of aircrafts is fabricated from
composite materials [2]. In addition, composite materials have an increased usage in
automotive industry. Research showed an increase of 5% in its annual growth in the
automotive industry since 2015.

The worldwide demand for composite materials increases on a daily basis [3].
Titanium composites exhibit a wider range of application compared to conventional
Titanium alloys because of their higher stiffness and strength [4, 5]. Another feature
of titanium composites is the high wear resistance and resistance to corrosion [6].
This is because of the particles like TiC or TiB that have been added which exhibit
some self-lubricating behaviors. Titanium composites show a much lower wear of
the counterpart because the particles like TiC or TiB show some self-lubricating
behavior [7]. Titanium composites are also very attractive which also makes them
suitable for a broad range of automotive and aerospace applications [8, 9]. The better
mechanical strength, excellent biocompatibility, low density, corrosion resistance
and high temperature performance make titanium composites to be applicable in
a majority of industries where lightweight material is required such as in turbine
engine components, food processing plants, high-performance automotive parts,
aerospace, nuclear power plants, chemical industries, oil refinery heat exchanger,
marine applications, medical devices, electronics, biomedical applications (implant
and prostheses), energy and defense areas [8–10].

Titanium requires surface modification to impact certain properties in it, which
will make it more suitable in some areas where it is applicable. Additive manufac-
turing technology (AMT) is the recommended manufacturing technology that can
be used to process several types of composites because it addresses most of the
problems of the traditional manufacturing of composites [8]. Composite materials
typically consist of a defined matrix as a continuous phase, a reinforcement as a
discontinuous or dispersed phase, and an interface or binder which joins the mate-
rials together [11, 12]. The mechanical properties and microstructure of composite
materials can be controlled through the proper selection of the constituent materials
which form the fabrication method for various composites [13]. Additive manufac-
turing (AM) is the best technology for multi-directional fabrication [14]. Due to the
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important advantages offered by AM, this makes it suitable to produce geometric
and material complexities which cannot be created using subtractive manufacturing
processes [15]. However, several researches have been done to improve the physical
and mechanical properties of titanium by introducing other materials to make up
composites which are suitable materials for many industrial applications.

This paper reviews the application of differentAM technologies for the fabrication
of lightweight composites, in particular titanium alloy composites.

2 Laser Metal Deposition of Titanium Composites

Lasermetal deposition (LMD) process is an additivemanufacturing technology in the
direct energy deposition (DED) group. LMD is capable of producing complex parts
directly from the three-dimensional model (3D) of CADmodels [16]. In this process,
nozzles can move in multiple directions, which allow materials to be deposited from
any angle. The depositedmaterials are thenmelted using a laserwhich fuses themate-
rial together. LMD has an advantage over all other additive manufacturing processes
as it can be used in repairing high valued components which could not be done
by other processes [17]. It performs repairs without causing damages to parts as
compared with traditional manufacturing methods. This technology is also capable
of repairing and reducing part weight in one single step.

Ti-6Al-4V is the most widely produced and most widely used titanium alloy in
aerospace industry because of its uniquepropertywhich is the lightness inweightwith
high strength and its structural efficiency which also makes it suitable in critical and
high-performance applications such as jet engine parts and frame components [18].
The addition of other materials to titanium forms composite materials. This helps to
impact certain properties into the material to improve its usefulness. Materials such
as TIB and TIC are normally added to titanium alloys to improve hardness and wear
resistance of the material.

3 Microstructure and Mechanical Properties of Titanium
Composites

Jingwei et al. [19] carried out a research on a microstructure and hardness study of
functionally graded materials (Ti-6Al-4V/TiC) that were produced using laser metal
deposition process. Their study focused on the influence of laser processing parame-
ters and TiC compositional distribution onmicrostructure. The TiC and gas-atomized
Ti6A14V powders were premixed at different ratios, using a laser power ranged from
400 to 700 W, and scanning speed between 200 and 400 mm/min, and parts of crack
free functionally graded material (FGM) Ti-6Al-4V/TiC were successfully fabri-
cated. The presence of primary carbide, eutectic carbide and unmelted carbide was
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observed on the deposits. At an increased laser power, the primary and secondary
dendrite arm spacing were observed to have increased. The values of scanning speed
and laser power used did not influence the hardness distribution on the samples. It
was concluded that the addition of TiC powder to the material plays an important
role in improving hardness value of fabricated parts from 300 to 600 HVI. Also,
Popoola et al. [20] examined the corrosion and hardness characteristics of laser
surface modified Ti-6Al-4V/Zr+ TiC and Ti-6Al-4V/Ti+ TiC composites obtained
through LMD process. Commercial titanium alloy of Ti-6Al-4V was laser cladded
with the combination of Zr and TiC ceramic powders. The research revealed that
a moderate amount of ceramic coatings helps to increase the surface properties of
Ti-6Al-4V alloy. From the electrochemical and hardness study, the combination of
ceramic and metallic powder has significant influence on the property enhancement
of surface modified Ti6A14V alloy. With 70% Ti + 30% TiC and 70% Zr + 30%
TiC, using a laser power of 1.4 kW, the hardness of the composites was greatly
improved. Laser surface modified composites result in better corrosion resistance
composites and also increased hardness of the composites. TiC powder is therefore
a suitable ceramic powder when hardness is required to be impacted on surface
modified samples. Subsequently, Sampedro et al. [21] researched on how to improve
the mechanical properties of Ti Grade 2 and Ti6A14V surfaces. This was achieved
by depositing Ti6A14V powder and the mixture of Ti6A14V and TiC, respectively,
using laser metal deposition process. Using a weight ratio of 30% of Ti6A14V and
60% of TiC, a defect-free coating of Ti6A14V and TiC on metal matrix composites
of free pores and cracks was obtained. An increase in laser power to 800 W allows
the TiC particles to be completely dissolved resulting in the formation of improved
surface, free of defects. Also, the hardness of the base material was improved from
the initial value of 120–300 HV. In addition, there was an improved wear resis-
tance and coefficient of friction observed on the samples. This result obtains help to
affirm the fact that laser metal deposition is a suitable technology for enhancing the
properties of manufactured titanium components. Further studies were conducted by
Mahamood et al. [22] to characterize laser deposited Ti6A14V/TiC composite. The
composites were achieved by varying the laser power between 0.4 and 3.2 kW and
keeping the scanning speed constant at 0.005 m/s. To avoid oxidation from taking
place, the process was shielded with argon gas. The microhardness and the wear
resistance are significantly dependent on laser power. In these studies, the optimal
laser power required for better wear resistance performance of the composite is 2 kW.
Further increase in laser power beyond 2.0 kW, resulted in the decrease in micro-
hardness of the composites. This is because if more power is introduced, more TIC
will be melted which results into low unmelted carbide in the composites and thus
provides less reinforcement for the composites. Therefore, there is a limit towhich the
laser power should be increased in order to retain the required unmelted carbide and
to improve the microhardness of the composites. It was also observed that the wear
resistancewas not improved at lower laser power butwith a laser power of 2.0 kW, the
unmelted carbidewaswell bonded in thematrix of the Ti-6Al-4V grainswhich serves
as powder lubricant during the sliding wear process. The TiC powder particle shows
irregular shape morphology, while the morphology of Ti-6Al-4V powder particle is
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spherical in shape. The microstructure of the surface of the Ti-6Al-4V substrate is
characterized by a finely dispersion of alpha grains in the matrix of beta grain struc-
ture. The microstructure of Ti-6Al-4V + TiC MMCs ceramic and Zr + TiC MMCs
TiC using laser metal deposition process was studied by Ochonogor et al. [23]. Ti-
6Al-4V/TiC and Zr/TiC composites were obtained with varying compositions of
gas-atomized Ti-6Al-4V powder. The microstructure of the TiC-based composites
revealed the presence of partially melted TiC particles embedded in the metal matrix,
and Ti in solid solution was observed on the microstructure of Zr-based composite.
There was an improvement in the microhardness of the composites which was due
to the addition of TiC ceramic powder. This correlates with previous studies which
reveal that when increase in strength is required in component part, TiC ceramic
powder is suitable to be added to the material to achieve the desired microhard-
ness and good corrosion resistance. This can be effectively achieved through LMD
process. Functionally graded materials of commercially pure titanium (CPTI) and
titanium carbide (TIC) powders were fabricated using laser metal deposition (LMD)
technique [17]. During the deposition process, 50 wt%TiC and 50wt%CPTi powder
were used. Investigations on the structural integrity of the composites were carried
out. During the fabrication process, all the processing parameters used for the process
were varied. Processing parameters such as the laser power and the scanning speed
played a very crucial role on the evolving properties of the deposits as the hardness
of the material was observed to have increased. It was deduced from the obtained
microstructures that the laser power had much influence on the grain growth of
the material as the hardness was highly influenced by the laser power. In addition,
varying the percentages of the titanium and titanium carbide during the deposition
process causes the sharp boundaries of the titanium carbide to reduce greatly and
resulted into customized tailoredmicrostructure. This is one of the best characteristic
of functionally graded materials [17].

Pouzet et al. [24], manufactured titanium matrix composite walls, using a
premixed powder containing Ti-6Al-4V+ B4C with the B4C contents ranging from
0.5, 1.5 and 3.0 wt%. The research aimed to study the surface finish, microstructures,
hardness, and mechanical resistance of the composites produced at ambient temper-
atures using various process parameters. Ti-6Al-4V and B4C particles that were
homogeneously mixed were successfully used for the deposition process. A sound
and homogeneous refined grain of Ti-6Al-4V/TiB microstructures was obtained.
High cooling rate during the deposition process results into boron segregation during
β-Ti solidification. 1.5%B4C and 3%B4Cmixture show nearly the samemicrostruc-
tural and mechanical properties. The ductility of the samples was seen to be reduced
at high and ambient temperatures. Also, there was an increase in the modulus of elas-
ticity and ultimate tensile strength at temperature of 500 °C which resulted from the
B4C used as the reinforcement material. They suggested that further studies should
be carried out on how to precisely measure the carbon content present in a composite
after fabrication. Similarly, in the work of Ogunlana et al. [25], the surface effect of
laser power during laser metal deposition on microstructural evolution and hardness
behavior of titanium matrix composite was investigated. Boron carbide (B4C) and
Ti6A14V powder were used for the experiment. These were deposited in the ratio
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of 1:4 in weight percent. The laser power used was varied between 800 and 2400 W
with 200 W intervals. B4C powder was dissolved into the melt pool to alloy the
surface of the sample. This produces microstructure of the composites with a defect
free intermetallic phase. The laser power plays an important role on the evolving
properties of the deposits. It was revealed that with the set of processing parameters
used for the study, the sample produced at a laser power of 2200 W was observed to
have good intermetallic bonding and free of porosity. Also, the laser power has great
influence on the hardness of the composites in the sense that an increase in the laser
power leads to an improved microhardness of the composites.

Erinosho et al. [26] conducted an experiment on how to use laser metal deposition
process to improve the microstructure and wear behavior of fabricated samples of
Ti-6Al-4V/Cu composites. Ti-6Al-4V and Cu powders were deposited on Grade 5
titanium alloy substrate. Processing parameters selected for the experiment included
a scanning speed between 0.30 and 0.72 m/min and laser powers between 1300
and 1600 W. The system operates at a maximum power of 2 kW with a wave-
length of 1.047μm. The micrograph reveals that all Ti-6Al-4V/Cu samples obtained
have sound integral properties which are free of voids. Widmastätten structure was
observed which was attributed to the cooling rate and the deviation in the heat input
which has strong effect on the grain boundaries around the heat-affected zone and the
fusion zone. A lesser coefficient of friction and a lower rate of wear were observed
when a laser power of 1397 W and a scanning speed of 0.30 m/min were used. This
was as a result of themartensitic structurewhichwas seen to be formedduring cooling
and solidification. The experiments were conducted that successfully improve the
poor abrasive wear of Ti-6Al-4V by adding Cu powder through laser metal deposi-
tion. Therefore, the addition of Cu into Ti-6Al-4V has greatly enhanced the mechan-
ical properties of the deposited composite. Erinosho et al. [27], further estimated
the surface topography and wear loss of laser metal deposited samples of Ti-6Al-
4V and Cu. The effects of processing parameters on the evolving properties of the
deposited composite were studied. Ti-6Al-4V alloy and Cu powders were premixed
in two different ratios. The first ratio was achieved by mixing 3 wt% of Cu with
Ti-6Al-4V alloyed powder while the second mixture contained 5 wt% of Cu mixed
with Ti-6Al-4V alloyed powder. With scanning speed values varied between 0.5 and
2m/min, beam diameter of 4 mm, and keeping all other parameters constant, Ti-6Al-
4V/Cu composites were successfully deposited. A spherical-shapedmorphologywas
observed in the two powders and the particle sizes were seen to be equiaxed in nature.
Ti-6Al-4V was observed to have smooth surfaces with the presence of dust particles
on it while Cu particle sizes revealed denser faces. XRD analyses identify that the
two powder mixtures exhibit similar trend having sharp and narrow edges with Ti
observed at the highest peak, while Al was observed at the lowest peak. The Cu
powder is added to Ti which played an important role as it helped in the formation of
additional oxides of Ti which resulted in the formation of protective films over the
surfaces of the deposited Ti-6Al-4V/Cu. From the roughness values obtained, it was
deduced that the roughness values fall within the roughness number required for the
intended application. Also, it was discovered that when a laser power of 1200Wwas
used, samples obtained were seen to present a minimum wear loss. The addition of
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Cu powder to fabricate Ti-6Al-4V/Cu helps to improve and enhance the properties
of the titanium alloy to be suitable in areas like marine application.

Moreover, Lakshimi et al. [28] studied the microstructural and texture develop-
ment in laser fabricated In718 using commercially available gas-atomized In718
powder. During the deposition, the laser beam was focused on the substrate at a spot
size of 0.7 mm, keeping the spacing between built layers at 0.3 mm, and argon gas
was used as a carrier gas with a flow rate of 5.5 l/min. Oxidation was prevented by
keeping the oxygen level below 50 ppm. Laser power of 390 W and laser scan speed
of 200 mm/min were used and all other processing parameters were kept constant. In
this study, three layers were deposited. During the first deposition, laser system was
switched off between the layers for a time equal to deposit a layer. The laser head was
moved back to the initial position ensuring stable powder flow and cooled by flowing
cool gas through the carrier gas along the deposited samples. The second layer was
deposited by moving laser beam backward and forward without any cooling medium
between the layers. A third layer was also deposited by using two directional depo-
sition paths with a laser power of 910 W. Also, the powder feed rate was reduced
during the third build layer to 7 g/min to prevent the built layer from getting in
contact with the nozzle due to the enhanced powder catchment efficiency caused by
the increase laser power which led to increased melt pool. When a lesser laser power
was used, a mixture of fine and coarse grains with a weak texture was observed on the
microstructure. But when the laser power was increased, the particle phase became
larger with the presence of carbide with fine dendritic network which was formed as
a result of the cooling effect. The porosity test revealed a lower porosity level when
a reduced laser power was used and it was seen to increase with an increase in laser
power. Laser power has a significant effect as it showed a significant variation in
grain structure and grain size of direct laser fabricated samples.

In the research carried out by Tlotleng et al. [29], effect of laser power on
microstructure, hardness and composition of the produced TiAl coatingswas studied.
Commercially available pure aluminide and pure titanium powder were used for the
experiment with Ti-6Al-4V sheet as the substrate. The fabrication of TiAl coatings
was successfully achieved through direct laser metal deposition process by setting
the powder carrier gas to deposit 80% Ti and 20% Al. Keeping the beam spot size
at 4 mm, and laser scanning speed at 2.5 m/min, gas flow rate at 10 l/min, powder
flow rate at 2 l/min, while varying the laser power, Ti and Al powders were injected
simultaneously from different hoppers. At laser powers of 1.0, 1.3 and 1.5 kW, Ti and
Al powders showed a lamellar structure, but when the laser power was increased to
2.0 kW, a refined dendritic structure was observed. The result obtained also showed
that the coatings contained TiAl3 and TiAl5 at stable and uniform phases at high
temperature processes. Finally, hardness evaluation confirmed that the produced coat-
ings had their microhardness value within the expected range of that of TiAl/TiAl3
based.

Zhang et al. [30] use laser metal deposition process to fabricate Ti-6Al-4V/TiB
composites by keeping beam size at 3 mm away from the substrate with gas flow rate
of 20 l/min. Composites of Ti-6Al-4V/TiB were manufactured from gas-atomized
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prealloyed Ti-6Al-4V/TiB powder. The influence of processing parameters on prop-
erties and microstructure of the samples was examined. Scanning speed and laser
power were varied. After the deposition process, specimens were heat treated by
annealing at 1100 °C for 1 h and allowed to cool inside furnace. It was observed
that the Ti-6Al-4V β-grains structure changes from fine equiaxial grains in the heat-
affected zone and the melt pool into large columnar grains in the deposited samples.
These changes resulted into an increase in the fatigue resistance, ductility and strength
of the composites. TiBwas seen to add to the hardness value of the samples containing
boron when compared to Ti-6Al-4V deposits. TiB is a reinforcement material that
increases the hardness of composites. It was also observed that the hardness value
dropped after the β-annealing process, which is attributed to the formation of near
equiaxed α grains. The importance of laser metal deposition in making complex-
shaped component made with composite material at a single manufacturing run
cannot be over emphasized [31]. It reduces the product lead time and the overall cost
of manufacturing or remanufacturing of customized part with metals, alloys as well
as composite materials [32–34].

4 Conclusion and Future Research Direction for Laser
Metal Deposition of Titanium Composites

Complex components produced by additive manufacturing technology are lighter
when compared with those produced using conventional manufacturing methods.
Laser metal deposition process is capable of producing composite materials when
desired property is required on a component part and in one manufacturing run.
LMDhas been used to fabricate various compositematerials by adding othermetallic
materials to improve its mechanical properties. Materials such as TIC, TIB, B4C and
Cu are added to improve the wear resistance and microhardness of titanium and its
alloys.

In this research article, a reviewof themechanical properties andmicrostructure of
titaniumcomposites produced by lasermetal deposition is presented by studying their
relationship with the process parameters used during the deposition process. It was
confirmed that the processing parameters have significant effect on themicrostructure
and properties of components produced through LMD. In general, the proper combi-
nation of processing parameters to fabricate composite materials is a great challenge
faced by manufacturers. Inadequate process parameters may cause changes to the
mechanical properties and material microstructure and results into formation of low-
quality composites. LMD process involves complex physical phenomena. These
physical phenomena interact with each other and require proper understanding of
processing parameters required for obtaining the desired mechanical properties and
microstructure.
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Tomaintain proper process control, further research in the area ofLMDof titanium
composite is required. Hence, these challenges need to be studied for the long-term
growth of the additive manufacturing of titanium and its composite materials.
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Efficacy of Quasi Agro Binding Fibre
on the Hybrid Composite Used
in Advance Application

J. O. Dirisu, O. S. I. Fayomi, and S. O. Oyedepo

Abstract The choice for natural fibre obtained from agricultural products is on
the rise due to its solution to eco-friendly, environmental and improved mechanical
properties concerns. Its abundant availability, low cost, emission reduction and adapt-
ability to base material for composite make it a prime material for selection. This
review explores diverse perspectives to the future trend of agro fibre in terms of the
thermo-mechanical properties as it applies to advanced application in building struc-
tures. It is important to investigate the ecofriendliness of the products of composites
from fibres in agricultural wastes so as to achieve a green and sustainable environ-
ment. Thiswill come to fore by the combined efforts of both researchers and feedback
from building stakeholders.

1 Introduction

The abundance of natural resources, fertile land mass, waste plant produce and free
renewable energy in developing country such as Nigeria calls for deep attention to
invest in developing composite products that will be applicable to diverse sectors in
the globe [1, 2]. Natural composites which stem from agricultural waste are focal
studies in the research community [3, 4]. There is now diversification from polymer
reinforced composites to natural composites. Polymers reinforced composites are
trailed with associated health risk, non-biodegradable and environmental concerns
[5–13]. The polymer production process involved the synthesis of different chemicals
which unfortunately has oestrogenic activities that can cause detrimental effect to
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human evenwithminor ingestion [6]. The aim of this study is to explore the potentials
of agricultural waste in their application as fibre and binding agents to composite
matrix for building structure.

2 Agricultural Waste

“Waste is abstract, it doesn’t exist.Nomaterial is awaste to a scientist, evenour human
waste is an energy source. A waste becomes a mine of wealth to a wealth creator
and a visionary. The waste in our environment is a potential product to solve human
challenge” quote by Adeniran Olukokun. Agricultural waste is a waste produced
due to agricultural processes such as plant, animal and chemical wastes [14]. The
plant wastes are not limited to shell, husk, bagasse, straw, cob, stalk which can be
utilized to createwealth [15]. Agriculturalwastes or agrowastes are also residue from
agricultural products such as fruit and manure waste. Manure is a natural fertilizer
and biodegradable which is a benefit to the soil unlike the chemically produced
fertilizers. Chemical waste is a function of presence of heavy metals such as lead
and mercury in fertilizers that pose a threat to the environment and ecosystem. It can
degrade or mutate the soil structure which when crop product from this is consumed
can stress the human body system.

2.1 Agro Waste Conversion and Application

Agricultural waste was preferred in removing heavy metals suspended in the atmo-
sphere to other methods due to its low cost and high efficiency [16]. It was applied
in removing heavy metal from wastewater [17]; production of hydrogen which is an
acclaimed replacement for fossil fuel [18]; garlic peel was applied as a stain remover
in aqueous solution as it becomes a ready replacement to costlier absorbent employed
for dye [19–21]; treatment of wastewater [22, 23], supplies energy through biofuels
[24–28]; inexpensive nitrogen and low-cost carbon were used in minimizing poly-
hydroxyalkanoate (PHA) production cost [29]; and refining of gold was achieved
using shell of apricot stone from agricultural waste [30]; textile application [31],
aeronautic application; production of activated charcoal [32]. Agricultural waste has
high biomass contentwhen pulverized and pyrolyzed that can be applied to electricity
generation [33–36].

3 Different Types of Binding Agents

Epoxy resin is appreciated as a binder as it is suitable to various industrial applications
such as surface coating, laminated circuit, fibre filler and adhesive. Its limitation
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of brittleness, low impact strength and fracture toughness can be overcome when
the chemical characteristics is modified [37–39]. Organic binding agents are of the
following examples bentonite, bitumen, clay, corn starch, aluminium silicate, water,
waste paper amongst others. Binding agents in pharmaceutical industry that exist
are starch, microcrystalline cellulose, polyvinyl pyrollidone, liquid glucose amongst
others.Binding agents employed in the building and ceramic industries are not limited
to bentonite, sodium silicate, clay, magnesium aluminium silicate, polyvinyl alcohol,
starches amongst others.

3.1 Agro Binding Agents

A binder holds material together by cohesion to give it a structural stability. It gives
a framestructure to powdered materials than can crumble easily. It imparts cohe-
siveness to the particulates [40]. It binds flour or crumb together giving it structural
stability. Binder can be liquid, semi-solid or powder in substance that hardens when
materials like fibre or other particles mix with it. Examples are adhesives such as
glue, cement, wheat flour, starch, tapioca flour, lactose powder and thickener. Binders
can be organic in nature, e.g. asphalt, polymers and plant or animal glues. Inorganic
binders are cement, liquid glass and gypsum. Cement as a binder is low in tensile
strength but high in compressive strength, as such will need a reinforcement from a
fibrous material. Resin is elastic, however will require the support of reinforcement
to improve the tensile strength in composite materials with resin as the matrix. Eggs
and eggshell act as binding agent, due to the presence of calcium in it.

Concrete uses cement as binder in building construction. High amount of natural
resources is needed for concrete production. To reduce this consumption, agricultural
waste is introduced to achieve similar mechanical strength feat and to minimize
negative environmental effect due to rawmaterial consumption [41]. Sand is included
to increase compressive strength, hardness and reduce shrinkage. Traditionally straw
and natural fibres are used to strengthen clay in wattle-and-daub construction and
in the building material cob which would otherwise become brittle after drying.
Bitumen is used as a binder for asphalt in road construction.

3.1.1 Binding Fibres

Fibre is the indigestible part of plant or animal. It helps in food flow through the body.
It is thin or threadlike in shape which is longer in dimension than its breadth. Fibres
are eco-friendly and as well environmentally friendly which account for it being a
focal study for reinforcement [4]. Engineering composites usually rely on fibre as a
reinforcement to improve its desired mechanical properties. Fibre can be natural or
man-made in type. Natural fibres are seen in plant, animal and minerals. Plant types
are not limited to examples such as bamboo, coconut, oil palm, cotton, hemp, jute,
bagasse, sisal, kenaf and coir. Animal fibres are horse hair, wool, silk, spider silk,
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Table 1 Binding agent types and application

Product Type Example of use

Accroides Resin Binder in fireworks and flares

Candelilla Wax Binder in chewing gum

Gum Arabic Gums Binder in baking, ceramic glazes and paints

Guar Gums Binder in baking and tablets

Karaya Gums Binder in baking and paper manufacturing

Shellac Shellac Binder in mascara, eyeliners and pyrotechnics

Tragacanth Gums Binder in icing, tablets and paints

Table 2 Extract of natural fibres [75]

Fibre type Fibre
diameter
(mm)

Specific
gravity

Tensile
strength
(Ksi)

Elastic
modulus
(Ksi)

Elongation at
break (%)

Water
absorption
(%)

Wood
fibre

0.025–0.075 1.5 51–290 1500–5800 – 50–75

Coconut 0.1–0.4 1.12–1.15 17–29 2750–3770 10–25 130–180

Sisal 0.2–0.4 1.45 40–82 1880–3770 3–5 60–70

Cane
sugar

0.2–0.4 1.2–1.3 27–42 2175–2750 1.1 70–75

Bamboo 1.5 51–73 4780–5800 – 40–45

Jute 1.02–1.04 36–51 3770–4640 1.5–1.9 28.64

Elephant
grass

0.818 26 710 3.6 –

camel hair amongst others. Asbestos is a notable example of mineral fibre which
is a hybrid of six naturally occurring silicate minerals each having their fibrous
nature. Man-made fibres are synthetic in composition such as polymers, rayon,
glass amongst others. Properties of natural andman-madefibres are shown inTables 1
and 2. The properties of synthetic fibres are shown in Table 3.

In all, plant fibres are abundantly available and can be harvested within short
period making it the most reliable of all types of fibres for reinforcement of base
material [74].

4 Agro Waste and Composites Efficacy Synergy

Varied properties in engineering are used to explore the nature of agro fibres in the
overall composite [42]. Dynamic mechanical analysis was adopted to provide addi-
tional information to thermal analytical techniques such as storage modulus, loss
modulus and damping factor which are all temperature dependent [43]. Pineapple
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and sisal leaves fibres were explored as bio-fillers on polymer matrix [44]. Their
low-cost, non-abrasiveness and lightweight edge make them promising for base
materials. However, these fibres need to be modified to improve the engineering
properties and to overcome the shortcoming of poor wettability, poor adhesion to
the parent substance and water absorption [45]. Chemical treatment of fibre helps in
improving the flexural strength [46]. The tensile strength of natural fibre reinforced
polymer increment is dependent on the bond between the matrix and the filler. It also
increases with increase in percentage content of reinforcement [47]. Comparison
was made between reinforced jute epoxy composite and jute polyester composite.
The latter exhibited some better mechanical properties than jute–polymer combina-
tion due to the differences in reinforcement [48]. Wall nut and coconut shell with
rice husk that served as fillers to bio epoxy resin proved better properties under
mechanical loading compared to glass reinforced composite [49]. The correlation
between the morphology and the tensile strength of some natural fibres was investi-
gated which revealed that there is a direct relationship between the cell wall thickness
to fibre strength and Young’s modulus [50]. The disparity in fibre types influences
the mechanical properties of natural composites [51]. Long natural fibre and carbon
fibre had some similar laminate properties while short natural fibre had a higher
scatter profile unlike the long fibre [52]. Different binding agents subsist and are
utilized based on application of end products and desired properties. Examples are
epoxy resin, cement, bentonite, bitumen. Epoxy resin is adjudged to have an excel-
lent chemical, thermal and mechanical properties and can be used to bind composite
thereby yielding different products [37].

4.1 Agricultural Waste for Ceiling Tile Production

Agricultural waste is utilized in producing ceiling panel by combining it with other
materials such as wood dust or industrial waste that are eco-friendly in composition
[53–58]. Water melon peel finds its usefulness as a probable alternative to particle
board. Recycled low density polyethylene was appropriated as a binder. The internal
bonding strength, modulus of rupture and modulus of elasticity were investigated
and compared with particle board. All results met with European standard require-
ments for panelling, partitioning and ceiling. Banana peelwas explored byBabatunde
[59] which was bonded with sawdust and cement. This is another exploit of agri-
cultural waste in ceiling production. Bamboo waste combined with polystyrene to
produce particleboard [60]. Particleboard was further produced by bonding cement
with combination of flakes, flake-sawdust and sawdust [61–64]. Rice husk particle-
boardwas produced as a ceiling composite; urea formaldehydewas used as the binder
[65]. Zea mays was introduced to develop cement-particleboard hybrid composite
[66–68]. Different agricultural wastes had been proven to form particleboard that is
used for ceiling construction [69–71].
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5 Conclusion

Agricultural wastes can be utilized to form novel viable product currently applied
in building construction. These wastes used as fibres are abundantly available in
Nigeria. Viable products from these fibres and selected matrix to produce composite
material has been investigated by researchers. The impact of fibre particle size, their
orientation in the matrix and percentage admixture should be critically studied. The
morphology of the interaction between fibre and the base material will reveal clearly
their bond nature, strength and combustion properties.More focus should bemade on
the appraisal of the combustion and emission nature of these products from agricul-
tural waste so as to establish its suitability for use in building construction especially
in ceiling tiles. It is important to investigate the ecofriendliness of the products of
composites from fibres in agricultural wastes so as to achieve a green and sustainable
environment.
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her unflinching publication support.
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Review on Ergonomics Application
on Car Modification for Limbs Disabled
Drivers

Salami Bahariah Suliano, Siti Azfanizam Ahmad, Azizan As’arry,
and Faieza Abdul Aziz

Abstract Individuals with disabilities in Malaysia can be considered as a standout
among themost vulnerable of theminority bunch in theMalaysian population.World
Health Organization (WHO) estimated that 15% of the world populations have some
forms of disabilities. According to Jabatan Kebajikan Masyarakat Malaysia (JKM),
there is an expanding trend in thenumber of registereddisabled as per recorded in their
annual statistic.With a projected rise in the number, the quantity of referred group that
use the road also continuously increases over time. In addition, they are themajority of
those who are likewise, depended on the private cars for their versatility. It is likely
that future adjustments in vehicle configuration will be connected in some parts
to the physical ailments frequently confronted by them. With incongruous design
today in the market, the disabled facing poor driving experience that contributed
to the diminishing of physical and emotional impact on them. Thus, this research
discusses available interior designs and redesigns for lower limb or upper limb or
combined limb disabled in market together with recommendation for future works
with intense highlight of most sought after needs for satisfactory requirements of
their ergonomics.

Keywords Limbs disabled · Redesign · Interior car · Ergonomics · Inclusive
design

1 Introduction

There are growing numbers of the population of the disabled (DOSW, 2016), and
as a result, the population of the disabled drivers show a parallel increase. Driving
is an important activity for the disabled to maintain their activities and keep their
independence optimized in the tasks such as shopping, attending doctor’s as well as
maintaining social reintegration [1]. Therefore, having independency in driving is
very much important for the disabled peoples’ daily life.
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The automotive industry is a symbol of technical marvel by humankind, being
one of the fastest-growing sectors in the world in which its dynamic growth phases
are explained by few criteria such as nature of competition, product lifecycle, and
consumer demand. Though Nag et al. (2007) believe that today’s global automotive
industry is more concerned about consumer demands for styling, safety, and comfort,
and few other elements to achieve an effective outcome [2]. Additionally, there are
numbers of studies such as by Mutoh, (1988) and Sadler, (2016) on a continuous
fascinationwith the automotive industry and its significant impact on socio-economic
life of mankind and its impact continuing to the present [3, 4].

Automotive requires long lead times for design, development, and production
planning. Hence, a redesigned product is a derivative work, with changes made to
make it more suitable and to improve production besides having a new design or
a factory-customized vehicle [5]. However, product optimization and efficiency are
the other’s another areas that should be analyzed during the redesign process [6].

Presently, the quality of human life is constantly improving and market demands
are much more different than in the past. An everyday product that helps one to
maintain independence at home, in public, in traveling, and in leisure activities plays
a crucial role in one’s life [7]. In line with the growing of demands is a constant
development of vehicles’ design and their performance.With aid of technologies, the
vehicles are now equipped with many features such as reverse camera, navigators,
and intelligent parking assistance that assist and simplify the users while driving.
Therefore, to be competitive in the modern industry, companies need to quickly
release vehicles to meet rapidly changing market demands. Products often need to
be equipped with more functions to satisfy customers’ needs.

Presently, an automotive industry faces new challenges and economic limitations,
and one such challenge is determining the needs of the inclusive group to produce
an inclusive design [8]. Therefore, with aid of inclusive design, identifying needs or
requirements for the group of people with functional limitations will improve their
driving quality, also, for those with no limitations [9]. Moreover, inclusive design is
an important approach to ensure needs of users with various physical, cognitive, and
sensory ability limitation are included and meet [10].

Erroneous choice over product in away there aremismatch over user demands and
user [7]. In specific, as stated by Persad et al. (2007), the combination of attributes
in everyday products highlights capability versus demand relation [11]. Therefore,
in order for a product to be accessible, individual capabilities have to be greater than
product demand unless the product is understood to be inaccessible. Accessibility
refers to the user’s ability to observe, understand, and interact physically with the
product [12].
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2 Discussion

2.1 Problem Faced by Disabled Drivers (Door to Door)

Living as a disabled reflects to live in different ways of lifestyle as compared to
normal people. The ability of person with disabilities toward using a vehicle was
found to be very important as one of survival factors in community integration [10]
and employment opportunities Therefore, it is an important measure for the disabled
to have access to every single equipment or facilities from door to door in order to
move. The termdoor to door, illustrating the independentmoves of the disabled, starts
from exiting the house door to closing the car door. Then after, they can start to move,
and this sequence is repeated again along the way throughout their daily journeys.
In process, multiple problems might be faced by the disabled such as complexity of
transferring wheelchairs into cars (arm and reach) and accessibility to car interior
[13]. Besides, there are numbers of barriers to move for the disabled [14] as follows:

Social Problems

• Different and awkward treatment.
• Less opportunity in societies, work, etc.
• Poverty, discrimination, and inequality in society as a whole.
• Lack of respect toward their daily activities.

Commercial Problems

• The cost of driving (Including petrol, maintenance, insurance, tax, high adaptive
equipment for person with disabilities such as wheelchair and other modifications
for assistive driving).

• Lack of job vacancies.
• Heavy traffic.
• High-speed traffic.
• Weather.
• Insufficient parking [15].
• Licensing.

2.2 Disabled Car

Being disabled makes that particular person has an inner strength to “stand with
their own two feet,” and achieving mobility is an important step in doing this [16].
Either disabled with a wheelchair or without a wheelchair both need to drive their
own vehicle to attain greater autonomy in their daily life [17]. Likewise, driving is
considered a complex task for the disabled as it requires physical attentions, ability
to make decisions, quick response, and accurate perception [18]. This is the reason
behind steps taken by Ministry of Health of Malaysia in introducing occupational
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therapist role as a Pre-Driving Screening as discussed in previous section. Assess-
ments toward the car for the disabled are very much needed. It includes a full check
of both off- and on-road of functional ability and cognitive awareness [19]. Table 1
shows the suggested modifications for cars in Malaysia with respect to individual
disabilities inwhich themodifications can be done at any registered vehicleworkshop
registered with Road Transport Department (RTD).

Ordinary controls such as steering, accelerator, and pedal in a standard production
are design to help and provide feedback to drivers [20]. For example, steering wheel
and pedals are designed for a rotational distribution of control toward drivers’ hands
and feet. However, there are certain points or types of disabilities that limit the driver
from driving conventionally controlled cars [20]. Having modifications of adaptive
equipment is said to be a proven process for maintaining freedom on the road for
the disabled [21]. With adaptation, it meets the user needs in different ways as
well as allowing the disabled who could not drive before, to drive more easily and
more independently [22]. In general, the usefulness of an adaptation or modification
depends on several factors [23–25]. These factors include:

• Characteristics of individual users
(Example: person’s particular impairment)

• Characteristics of technology itself
(Example: ease of use, ease of maintaining, reliability, durability, etc.)

• Environmental circumstances
(Example: social attitudes, health care professional).

2.3 Ergonomic Car for Disabled

Ergonomics has been considered since the culture of Ancient Greece [26]. The
ergonomics term is derived from the word ergon (work) and nomos (natural laws) as
the scientific discipline is concerned with designing according to the human needs,
and the profession that applies theory, principles, data, and methods [27] to design
in order to optimize human well-being and overall performance which is also called
human engineering and human factor [28]. Within this view, the ergonomics prob-
lems contain all elements of the mankind, and environmental systems, comprising
people’s interactions with hardware, software, and other people both individually
and as social groups [29]. In considering the design of an ergonomic car, there are
five aspects of ergonomics as listed below [30]:

• Safety [31]
• Comfort [32, 33]
• Ease of use [22, 34]
• Productivity and performance [31]
• Aesthetics [35].
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Table 1 Driving aids guidelines with respect to disabilities

Disability Effects on driving Suggested driving aids

Left leg missing or
non-functional

• Possible inability to maintain
body balance

• Inability to use clutch
• Possible interference of leg
or foot with driving
mechanisms

• Automatic transmission
• A restrain

Right leg Missing or
non-functional

• Inability to use standard
accelerator

• Possible inability to maintain
body balance

• Inability to use clutch

• Accelerator adapted to the
left side

• Automatic transmission
• A restrain

Both legs missing or
non-functional

• Inability to use brake and
accelerator

• Possible difficulty entering
car

• Hand-operated brake and
accelerator

• Automatic transmission
• Transfer board/swivel seat

Left arm below elbow
missing or non-functional

• Difficulty performing
hand-over-hand steering
maneuvers

• Inability to shift gears while
steering

• Power steering and spinner
knob attached to steering
wheel mounted at 3 or 4
o’clock positions for the
sound hand

• Automatic transmission

Right arm below elbow
missing or non-functional

• Difficulty performing
hand-over-hand steering
maneuvers

• Inability to shift gears while
steering

• Power steering and spinner
knob attached to steering
wheel, mounted at 8 or 9
o’clock positions for the
sound hand

• Automatic transmission is
easier

Both arms below the elbow
level are missing or not
working

• Cannot hold and rotate the
standard steering wheel

• Difficult to handle
components in the dashboard

• Difficult to hold, pull or twist
small controllers such as
locking car doors, radio
knobs, and window cranks

• Use prosthesis
• Driving ring or steering knob
is placed in the steering
wheel with the dominant
hand

• Place the ring on the control
dashboard

• Ring is placed in a small
controlled device for easy
operation

• Without using prosthesis:
• Can rotate steering using
both arms, if not using
extended telescopic steering
is recommended

• Dashboard extension
• Power door locks and power
windows

(continued)
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Table 1 (continued)

Disability Effects on driving Suggested driving aids

Left arm above elbow
missing or non-functional

• Inability to perform
hand-over-hand steering
maneuvers

• Disability reaching left-hand
dashboard controls

• Difficulty to reach left-hand
dashboard controls

• Difficulty activating horn
while right hand is occupied

• Steering knob or other
steering aid mounted on the
right

• Right-hand extension on
left-hand dashboard controls

• Parking brake release adapted
for use by the left foot

• Automatic transmission
• Horn ring that can be reached
without letting go of the
steering knob

Right arm above elbow
missing or non-functional

• Inability to perform
hand-over-hand steering
maneuvers

• Difficulty reaching
right-hand dashboard
controls

• Possible difficulty turning the
ignition key

• Inability to shift gears on
standard transmission

• Steering knob or another
device mounted on the left

• Left-hand extensions for
right-hand dashboard
controls/signals

• Ignition key reachable with
the left hand while parked or
adapted for the left hand

• Automatic transmission

Both arms above the elbow
level are missing or do not
work

• Cannot use standard steering
• Cannot handle standard gear
• Cannot handle signal,
ignition key, handling
dashboard components, horn,
parking brake release, and
gear conversion

• Steering control using the
legs

• Automatic transmission
• Handling gear using right
foot

• Remote control using knee to
control the ignition key, light

2.4 Objective

Themain aim of this paper is to solve the difficulties in the automotive of the disabled
people by performing some researches and literary survey on various journal articles
mainly about disabled drivers and ergonomics. This will be helpful for knowledge
added to discover a best desired technology in the pre-existing modified parts to be
implemented in the interior design of the cars for the disabled according to their
ergonomics and to achieve their desired goals.

2.4.1 Literature Survey

Goswami et al. (1987) “Anthropometric characteristics of disabled and normal
Indian men.” This research paper describes a preliminary study of anthropometric
characteristics of disabled Indian men, undertaken in order to facilitate the design of
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mobility aid which compares growth and affected parts of limbs between these two
groups [36].

Benktzon (1993) “Designing for our future selves: the Swedish experience.”
This is a study of the ergonomics of handicapped people driving any type of adapted
vehicle due to the absence of guidelines for both adapted control design and instal-
lation that analyze the reach zones for each type of handicapped and the normal
position of vehicle controls to establish criteria for the correct ergonomic adaptation
of vehicle controls [37].

Dols et al. (1997) “Procedure for improving the ergonomic design of driving
positions adapted for handicappedpeople.”This research addresses particular aspects
of design for people with specific difficulties, and problems associated with the use
of everyday items, which has led to designs which are acceptable to a broader range
of users [38].

Nicolle and Peters (1999) “Elderly and Disabled Travelers: Intelligent Trans-
port Systems (ITS) Designed for the 3rd Millennium.” This article describes the
methods of the handbooks development, including an overview of the methodology
for capturing the requirements of elderly and disabled travelers, a survey of existing
guidelines, and empirical results and lessons learned from simulator testing. The
authors conclude that although general guidelines are necessary, the most specific
and useful guidelines emerge only when carefully chosen research questions can
be investigated. The development of such guidelines should help us come closer to
achieve usability of ITS not only for elderly and disabled people but for everybody
as we enter the third millennium [39].

Newell and Gregor (2002) “Long papers Design for older and disabled people—
where do we go from here?” This paper brings together a number of proposals to
improve both specialists andmainstream designmethods in the field as a contribution
to the debate about design for older and disabled people and the concept of universal
usability [40].

Kaklanis et al. (2013) “Virtual user models for the elderly and disabled for
automatic simulated accessibility and ergonomic evaluation of designs.” This paper
presents a framework for automatic simulated accessibility and ergonomic testing of
virtual prototypes of products using virtual user models. The proposed virtual user
modeling framework describes virtual humans focusing on the elderly and people
with disabilities. Geometric, kinematic, physical, behavioral, and cognitive aspects
of the users affected by possible disabilities are examined, in order to create virtual
user models able to represent people with various functional limitations [41].

Wu et al. (2015) “A Concept Compact City Vehicle Design for the Disabled
Aging People.” The paper focused on observation of six disabled aged users of light
to moderate physical disabilities in moving inside and getting in and out of a car.
From the video and interviews, problems the disabled aged people encountered in
using compact cars were addressed. To solve the inconvenience and the difficulties
that the elderly disabled passengers have in a compact car, a concept design of a
welfare vehicle was developed. In the concept welfare vehicle, a big hand bar on
the side of the car door that could be controlled with the operation of car door was
proposed to help the aging people support their body [42].
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Suliano et al. (2019) “Limbs disabled needs for an ergonomics assistive tech-
nologies and car modification.” This paper dealt with the survey outcome from 30
independent limbs disabled drivers in Selangor, Malaysia. The main objective of this
survey is to find the real need of limbs disabled in respect to any activities related
to car driving as a driver enters, drives, and exits the car. At the present time, the
car’s interior is equipped with few assistive technologies and modifications avail-
able to be installed ranging from hand to foot, and also, to those with or without
wheelchair users according to the type of limbs disabilities. From the survey, it was
found that interior parts such as handling, upholstery, and steering are in high need
to be ergonomically redesigned [43].

2.4.2 Assistive Driving Comparison

Medical conditions which are accompanied by physical impairments and relative
individual functional performance (varies depending on personal characteristics) are
often reasons that cause challenges in assessing driving abilities of the disabled [44].
However, independent driving is an important aspects particularly for people with
disabilities as significant activities of daily life [45]. For improvement of quality
of life, a majority of the disabled are driving an adapted or modified car as a most
important means of independency [20] on access to personal vehicular transportation
[46]. Modification or assistive driving has led to improvements for limbs disabled
drivers [45]. Here, some of the literature on available assistive driving parts together
with review on each one are presented as in Table 2.

3 Future Recommendation

It is very important to ensure disabled drivers experience the most ergonomic driving
experience as their physical limitation can be caused the worst impact toward them
physically and psychologically. Therefore, five main aspects of ergonomics such
as safety, comfort, ease of use, productivity and performance, and esthetic were
implied in this inclusive design to support disabled drivers as well as normal drivers.
Therefore, when we design for the disabled, we provide benefits for all.
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Hybrid Microgrid Systems: Operational
Schedule Optimization Considering Time
of Use Demand Response and Battery
Wear Cost

Tope Roseline Olorunfemi and Nnamdi Nwulu

Abstract This study develops a multi-objective optimization model, for the optimal
operational schedule for a grid-connected microgrid. A combination of renewable
and non-renewable energy sources were considered in themicrogrid. This consists of
photovoltaic (PV) solar energy, battery, and diesel generator. The optimizationmodel
has an objective function which seeks to simultaneously minimize diesel generator
fuel cost, grid electricity, and battery wear cost. Two microgrid configurations were
developed and compared to obtain the configuration with the minimal operational
cost. The Advanced Interactive Multidimensional Modeling System (AIMMS) soft-
ware was used to solve the model. Obtained results show the practicality of the
developed model.

1 Introduction

Electricity is a vital element that forms a part of human social economic development
which influences all spheres of human social lifecycle. Therefore, there is a need for
a balance in the demand and supply for electricity. The conventional sources for
electricity generation include, but not limited to: coal and oil which pollute the envi-
ronment and cause bad effects on human health [1]. Consequently, the integration
of renewable energy sources has a great role to play in the electricity generation to
overcome the previouslymentioned problems. Furthermore, advantages of deploying
renewable energy resources in a microgrid include reduction of power loss during
transmission, reserve generation capacity, and grid security [2]. According to Twaha
and Ramli [2] by 2040, there is going to be a rise in the global energy demand by 30%
whichwill aggravate the need for renewable sources to emerge as the prime solution in
the electricity industry, as the conventional method of generation is no longer sustain-
able to meet the demand [3, 4]. Additionally, the electricity industry contributes to
the largest amount of greenhouse gas emissions, specifically 25% of the total global
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greenhouse gas emissions. However, most countries such as South Africa, Estonia,
Poland, and Australia are still heavily dependent on electricity generation from the
burning of coal, while other developed countries Brazil, Germany, Denmark, India,
USA, China, and Russian are doing their best to integrate renewable energy sources
[5]. Consequently, those of the leading countries in renewable energy sources are
utilizing the technology and the countries that are yet to utilize the technology who
have to learn some lessons from the leading countries in renewables. Findings show
that in recent years, the price of renewable energy sources has dropped consider-
ably, especially photovoltaic (PV) cells which make their integration more viable
[6]. However, as good as the integration of renewable energy resources could be, it is
essential to optimize the sizing of the systems and other objective parameters (such
as cost reduction and maximize profit and the like) to get the technical, environ-
mental, and economic advantages, so that their potential can be fully utilized. This
study investigates the use of renewables in a grid-connected microgrid and a diesel
generator (DG) at the supply side to minimize the grid cost and battery wear cost.

1.1 Microgrid System

The currently available microgrid system consists of one or more distributed energy
resources (DER) located close to the end users over a small area of land. There are
many benefits with the deployment of DER. These range from low energy tariffs
compared to tariff from the grid, reduction of CO2 emissions, and long-lasting DER
systems [7]. The distributed energy resources can either be the conventional methods
of power generation, storage systems, or renewable energy sources. Furthermore,
examples of the conventional methods of electricity generating are diesel generator
units and gas generator units. Also, examples of renewable energy resources include
solar energy and wind energy while that of storage systems include pump storage,
batteries, and flywheels. Microgrids can either be in a connected mode or an islanded
mode. The connected mode means it has a connection with the main grid while
the islanded mode means that there is no connection whatsoever with the main
grid [8]. Microgrids that consist of solar energy, wind energy, batteries, and gas
generator unit are economically viable in supplying electricity at present and in
future following the high demand in electricity and the depletion in the fossil fuels.
Therefore, optimization of the system is essential to determine the system cost and
its reliability [8]. Due to the wide spread deployment of the microgrids into power
systems, there have been many researches to optimally size or operate already sized
microgrids. This work falls under the operational optimization of microgrid. Many
researchers have investigated the operational aspect of the microgrids. Reference
[9] proposed the minimization of operating cost in a neighborhood made up of a
microgrid system for their source of energy supply. While in [10], their work was
based on an optimization model which optimally reduced the life cycle cost of the
various microgrid components which were comprised of PV, wind, diesel generators,
and battery energy system. Also, authors in [11] determined the optimal power in
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the microgrid in order to reduce the total cost at the demand side with the system
connected to the main grid. Reference [12] presented a conditional value at risk
(CVaR) formulation to optimally manage the battery energy system to enhance the
microgrid while still keeping the operational cost to the lowest level. Also [13],
puts forward the minimization of the battery degradation cost of the microgrid since
the battery life time depends on the rate of charging and discharging of the battery.
Also [14], integrates a battery energy storage system into a microgrid which was
formulated as a day-ahead forecast of the battery. Their aim was to minimize the
degradation cost and the operational cost of the entire systemusing rainbowalgorithm
of particle swarm optimization for the system simulations. The contributions of this
paper include:

1. Investigating two different microgrid operational strategies and their impact on
battery wear cost.

2. Evaluate the impact of a TOU-DR tariff on the operational schedule of the
microgrid by extension on the cost metrics.

3. Sensitivity analysis of various parameters.

The rest of the paper is organized as follows: Sect. 2 presents the system config-
urations and formulations, showing the proposed model objective and constraints.
Section 3 detailed the numerical analysis of the simulation results Sect. 4 gives the
conclusion, and future works.

2 System Configurations and Formulations

2.1 Modeling of the Photovoltaic (PV) System

The active energy output of a PVgenerator depends solely on the ambient temperature
and the density of solar irradiation [15]. Also, the aim of utilizing a PV generator
is to achieve its maximum energy output. Therefore, each component and modules
in the system including how the output power is generated must be investigated.
However, the mathematical model used to calculate the hourly energy generated
from a photovoltaic generator of specified area can be stated as follows [16]:

Ypv = EpvN AmGt (1)

where Ypv is the hourly output of the PV generator, Epv means instant PV generator
efficiency, N is the number of modules used in the system, Am represents the area
of the PV array (m2), and lastly Gt stands for the global irradiation incident on the
titled plane in (w/m2). The energy losses in the system are all assumed to be zero.
While the instant PV generator efficiency is represented as follows [15]:

Epv = Refpv fpvEpt[1 − βt (Tc − Tr)] (2)
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where Refpv is the reference efficiency of the PV generator, Ept is the power tracking
equipment efficiency which is normally equal to 1 if the perfect tracker is used. T c

stands for the PV array temperature (°C) while T r is also the PV array reference
temperature, and lastly βt is the temperature coefficient of efficiency usually ranging
from 0.004 to 0.006 (°C) for each cell.

2.2 Modeling of Battery System

The battery lifetime modeling is a crucial part of the hybrid energy systems. There-
fore, the approach for managing the energy storage systems will significantly influ-
ence the performance of the overall system [17]. There are several types of lifetime
models for battery systems, but the two commonly used are: Post-processing and
performance degradation.

1. Post-processing models: These real-life models can be used to evaluate and
measure data from real systems. Unlike the performance model, which combines
lifetime model with performance model, which is being updated during the
simulation efficiency of the battery as it gets older.

2. Performance degradation models: The usage of the battery from charge and
discharge is referred to as battery “degradation.” For a battery to attain its full
utilization, the percentage of its nominal capacity must be 80%. If then a battery,
that has been operating for some years, is only able to give an output of 75% of
its total nominal capacity, then the battery is considered dead [18].

Also, there are several approaches in calculating the life time consumption of a
battery: These include the Ah-throughput and the cycle counting approach.

TheAh-throughput approach counts the quantity of charge that has passed through
the battery. In this model, it is assumed that certain quantities of power must have
passed through a battery before it is due for replacement. In order to calculate the
total throughput over a battery lifetime, the following would be involved in the depth
of discharge (DoD) and cycles to failure (CTF) datasheets which are usually provided
by the manufacturer. It is represented mathematically as follows [19]:

λL = DoD*BC*CTF (3)

where DoD is the depth of discharge considered, and in this work, the DoD used is
50%, BC is the battery capacity, and CTF stands for cycles to failure. The constant
charge and discharge of the battery especially when having prolonged periods of low
discharge, this account for the battery wear. This leads us to one of our objective
functions, which is the battery wear cost. The battery wear cost (BWC) gotten from
the literature and can be modeled as follows [20]:

BWC = cb/λl (4)
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where cb is the cost of battery and λl is the estimated throughput of the battery
lifetime. The output of the battery’s hourly state of charge (SOC) is determined by
the previous hour’s SOC charge and discharge of the battery. State of charge at a
time (t) can be modelled mathematically as [21]:

Bsoc = Bsoc−1 + ∩c pfib − ∩d pfob (5)

where ∩c is the battery charging efficiency, ∩d is the discharging efficiency, pfib
represents the power flow in the battery at time (t), and pfob stands for power flow
out of the battery at time (t).

2.3 Modeling the Diesel Generator

The diesel generator serves as a good source of energy dispatch whenever the RES
is not able to meet the energy demand at a particular period of time (t). Therefore, it
is normally used as a backup for dispatching energy when the demand is more than
what the RES can supply or when they cannot supply at all, due to their stochastic
nature. The cost function of the diesel generator is simplified and presumed to be a
quadratic function in nature given as follow:

Cgent = ayt + b2yt (6)

where a and b are the fuel cost coefficients of the diesel generator, respectively.

3 System Configurations

The parameters employed for themodel are presented in Table 1while the parameters
for the time of use energy tariff are presented in Table 2.

Two system configurations were employed in this work and the outputs were
compared. For the first model, the excess power from the DG and the PV was used
to charge the battery while in the second model, the DG did not charge the battery
but only the PV does. The first model contains the PV generator, diesel generator, a
battery energy storage system, the energy from the grid, and the load demand to be
met.

Figure 1 depicts the hybrid PV-DG battery grid-connected model (Case study 1)
of the system configuration. The load demand is supplied by the PV generator and
the DG while the excess energy from both is used to charge the battery system. The
battery discharges whenever the PV and DG are not able to meet the load. Also,
the system is designed in such a way that the load can also be met by the energy
from the grid and vice versa. Therefore, the objective function was formulated to
accommodate this, which was the reason why we gave a weighting factor to the
variables in order to determine the best solution by varying the weighting factors.
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Table 1 Model parameters

S. no. Types Capacity

1 PV array 47 m2

2 Battery size 40 kWh

3 Allowable depth of discharge (DoD) 50%

4 Cost of battery $65 kWh

5 Discharge and charge efficiency 75 and 100%

6 Initial state of charge 0.6

7 Minimum and maximum state of charge 0.5 and 1

8 a and b 0.877 and 12

9 DG min (kW) 0

10 DG max (kW) 5 kW

Table 2 The time of use energy tariff parameters

Hour (h) 0–5 5–8 8–11 11–17 17–22 22–24

Unit price ($/kWh) 0.426 0.852 1.278 0.852 1.278 0.426

Fig. 1 Hybrid PV-DG battery grid-connected model (Case study 1)

The second model as presented in Fig. 2 also comprises of the PV generator, DG,
the battery storage, load from the grid, and lastly the demand. In this model, the
strategy employed is based on the PV solely charging the battery system, while the
DG and PV also supply the demand. The battery system can either charge (pfib) or
discharge (pfob) to also meet the demand at the time when the demand is greater than
the supply from the two generators. It can also buy from the grid with the utilization
of time of use (TOU) tariff. The TOU tariffs is a prominent demand sidemanagement
tools for curtailing customer demand [22–24]. Our main goal is to determine which
of the models gives the minimum grid power cost and the battery wear cost. The
objective function is represented mathematically as follows:
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Fig. 2 Hybrid PV-DG battery grid-connected model (Case study 2)

min
N∑

t=1

w1 a
(
y2(t)

) + b(y(t)) + w2BWC(pfib(t))

+ BWCpfob(t) + w3 pgrid(t)tou(t) (7)

Weighting factor (w) was used to combine the three objective functions into one
since there were three of them namely: the fuel cost, battery wear cost, and the grid
electricity cost. As such, w1, w2 and w3 are the weighting factors which add up to 1,
a and b are the fuel cost coefficients, yt is the hourly power output at time (t) from the
generator, BWC is the battery wear cost, pfobt is the power flow out of the battery at
time (t), pfibt means the power flow into the battery at time (t), pgridt is the power
bought from the grid at time (t), and lastly tou(t) is the time of use for the energy
tariff, which is subjected to some load and generation constraints. The constraints of
the case study 1 are given as follows:

yt + Ypvt + pfobt + pgridt = loadt + pfibt (8)

pfibt + pfobt ≤ yt Ypvt (9)

Ypvt ≤ srt (10)
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genmin ≤ gencap ≤t genmax (11)

soct ≤ bacapmax (12)

The brief descriptions of the constraints are stated as follows:
Constraint (8) is the power balance constraint which satisfies the condition that at

any given time (t) the output from the generator, output from the battery, and finally
output from the grid should be equal to the load and the power flow into the battery.

Constraint (9) is a constraint that balances both power charging and discharging
powers from the battery which should be less or equal to the output from the DG
generator and the PV generator.

Constraint (10) is the PV generator output refraining the output to be less or equal
to the solar irradiation.

Constraint (11) shows that the generator’s minimum and maximum capacities
must not be exceeded.

Constraint (12) implies that the state of charge at any given time (t) should be less
or equal to the maximum battery capacity.

Case study 2 also satisfies the following constraints:

yt + pfobt + pgridt = loadt (13)

pfobt + pfibt ≤ Ypvt (14)

genmin ≤ gencap ≤t genmax (15)

soct ≤ bacapmax (16)

Ypvt ≤ srt (17)

Constraint (13) is the power balance constraint which satisfies the condition that
at any given time (t), the output from the PV, output from the generator, output from
the battery, and finally output from the grid should be equal to the load.

Constraint (14) constraint that balances both power charging and discharging
power from the battery which should be less or equal to the output from the PV
generator.

Constraint (15) shows that the generator’s minimum and maximum capacities
must not be exceeded.

Constraint (16) implies that the state of charge at any given time (t) should be less
or equal to the maximum battery capacity.

Constraint (17) implies that the PV generator output must be less or equal to the
solar irradiation.
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3.1 Solution Methodology/Results

The Advanced Interactive Multidimensional Modeling System (AIMMS) software
was used to model and solve the obtained multi-objective mathematical model.
CONOPT Solver and Outer Approximation Algorithm (OAA) were used. The
solving time was 0.05 s on an Intel Pentium computer, windows 10 edition with
central processing unit of 2.2 GHZ, RAM of 8 GB and 64-bit operating system.

The variables determined are as follows.
State of charge of the battery (soct ), power flow in of battery

(
pfibt

)
, power flow

out of battery
(
pfobt

)
, The hourly output of PV generator

(
Ypvt

)
, the energy from

the PV generator only starts to produce at time (8 a.m.–18 p.m.) because of the nature
of the weather condition. The hourly output of the diesel generator (yt ) and lastly
the energy purchased from the grid

(
pgridt

)
.

3.1.1 Case Study 1

The configuration in Fig. 1 is set up in such away that both theDG and PVgenerators,
respectively, supply the load demand. Then the excess power is used to charge the
battery and discharged to the load when needed (for backup purposes, in the case
where the DG and PV cannot supply the load at any given period of time) (t). The
time of use (TOU) type of tariff for unit prices of electricity was used to model the
energy from the grid.

3.1.2 Case Study 2

The configuration in this case study, as depicted in Fig. 2, shows that the load was
supplied by the PV generator, DG, and also from the grid. The battery system gets
charged from the PV generator and can also discharged by meeting the required load
whenever the other systems cannot meet the load requirement.

3.1.3 Discussions

In case study 1, it was observed that buying from the grid was cheaper than any
other sources. The system picked from the grid and left the DG, as compared to
the case study 2 where the system picked from both the DG and PV generators. In
case study 2, the battery only gets charged from the PV, because the PV only works
within the hour ranges from 8 a.m.–6 p.m. due to weather conditions. The PV gets
charged from the solar irradiation from the sun. Also, worthy of note is the power
flow out of the battery (pfob); the battery only discharges on the hours when the PV
is not discharging, which means that it was only kept on reserve to only dispatch
power when the other sources could not meet up with the demand. The time of power
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generated from the PV is within the range of 8 a.m.–6 p.m. because of the weather
conditions, so the PV generator was only able to dispatch power within those ranges.
The power generated from the gird (Pgrid) was only generated at the time when the
PV generator was not able to meet the demand. Figures 3 and 4 show the hourly
output power from pgridt , pfibt , pfobt , and ypvt for case 1 and case 2, respectively.

Fig. 3 Output power from Pgrid, Pfib, Pfob, and Ypv

Fig. 4 Output power from Pgrid, Pfib, Pfob, and Ypv
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Figure 3 shows that the battery only gets to discharge when the PV is not able to
meet the demand and also gets charged only when PV is able to supply the demand
(between 8 a.m. and 6 p.m.).

4 Conclusions

A hybrid PV-battery grid-connected model was explored and investigated in this
study to minimize the grid cost and the battery wear cost. Two cases were considered
using the same data with different configuration settings. At the end of the analysis,
it was observed that case study 2 gave the best solution of 5.40 as seen in Table 4 as
compared to case study 1 with best solution of 6.40 shown in Table 3.
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A Review of Mathematical Optimization
Applications in Renewable
Energy-Powered Microgrids

Tope Roseline Olorunfemi and Nnamdi Nwulu

Abstract Renewable energy sources are being increasingly adopted because there
is a need for alternative sources of power generation which are emission-free and
environmentally friendly. These sources include solar energy, wind energy, marine
energy, geothermal energy and battery storage systems. Mathematical optimization
techniques have increasingly been deployed in sizing and scheduling renewable
energy sources in microgrids. In this study, a systematic review of various energy
sources, mathematical optimization techniques and applications of mathematical
optimization techniques in renewable energy-powered microgrid is presented. It is
observed from the review that mathematical optimization techniques have been used
with great success in this domain. The review concludes with research gaps for future
exploration.

1 Introduction

Renewable energy sources are abundant in nature and are not depletablewhichmeans
they are continually available in abundance from nature. Renewable energy sources
include wind energy, solar voltaic energy, hydro and geothermal energy and so on.
Some of the resources are generated directly (photoelectric and photochemical) or
indirectly (hydropower, tidal and wind) from the sun, water and other natural sources
from the environment (geothermal and tidal) [1].

Figure 1 illustrates the summary of renewable energy resources.
The global outlook for renewable energy sources is at its peak, with many devel-

oped countries adopting and adjusting their energy policies to fit into renewable
sources of energy generation. In 2017, a quarter of all the electricity generation glob-
ally was supplied from renewable resources. Also, findings reveal that renewable
sources can deliver two-thirds of the world’s energy demand, which is part of the
progress to the greenhouse gas emission reduction that is needed between now and
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Fig. 1 Renewable energy sources

2050, to reduce the average global warming temperature below 2 °C [2]. Aside from
the wind, which is the most prominent and fast-growing renewable energy source, is
the solar energy, which is environmentally friendly with no pollution, has low main-
tenance and running fee, unlimited in nature and has long-life time expectancy. In
addition to these, countries are also increasingly deploying demand-sidemanagement
tools all in a bid to control and manage electricity consumption [3–5].

The next section gives a brief description of some of the renewable energy sources.

1.1 Wind Energy

Wind energy is generated by converting the flow of wind across the earth’s surface
into electrical energy. It is one type of promising sources of renewable energy, because
it is vast, clean, readily available and economically viable. The global outlook for
a cumulative capacity of wind installed is approximately 486,749 MW as of 2017
[6]. Most of the developed countries are embracing the use of wind energy at its
optimum level. An example of such is India’s high integration in renewable sources,
especially to their rural area. According to statistics, more than two-thirds of their
electricity generation comes from renewables and over 50% has been projected to
come from renewables in 10 years to come [7].

1.2 Battery Energy System

Battery energy systems have been widely deployed as a complement to other renew-
able energy resources. This is one of the major advantages of battery energy systems.
The stochastic nature of PV and wind is the major drawback in their integration.
Therefore, the hybridization of battery with other renewable energy sources (RES)



A Review of Mathematical Optimization Applications in Renewable … 605

will be able to overcome the above problem in such a way that whenever the wind
and PV are operating on a full-time basis, after meeting the required load, the excess
energy is stored in the battery, and when they are affected by the atmospheric condi-
tions, the stored energy is dispatched to meet the required demand. Considering
the rate, at which wind and solar energy are accelerating in Africa, battery storage
systems will be the solution to help accomplish the full potential in achieving the
sustainable energy resources. Because of the intermittent nature of the wind and solar
energies, battery storage systems can help overcome this problem of their nature by
storing energy when the system is up and releasing it for use when the system is not
capable of generating electricity. But the technology is still expensive, which brought
together almost 200 participants from over the globe including private and public
sectors at the World Bank Group Event “Batteries, Energy Storage & the Renewable
Future” held at Cape Town, South Africa, in February this year to find a way out
to the high cost. The total energy demand worldwide for battery storage systems is
projected to reach 2300 GWh by 2030 [8]. Additionally, the grid system globally
will need almost ten times more than the present projected energy storage system
and 22,000 GWh will be needed by 2050 to deploy more solar and wind energy in
the power system grid. To this end, the World Bank Group has taken the initiative
to invest $1 billion into battery storage systems also, raising $4 billion extra from
both private and public institutions with the aim of attaining 17.5 GWh of battery
storage systems by 2050, which will triple the present capacity installed in devel-
oped countries (4.5 GWh). However, the World Bank Group is in partnership with
the African Development Bank (ADB) and Clean Technology Fund (CTF) to support
a significant battery storage system deployment in South Africa [8].

1.3 Solar Photovoltaic (PV) System

The technology of PV systems is seriously gaining grounds and is highly desired.
More research is beginning to emerge in the area of the technology for its improve-
ment and advancement. Photovoltaic technology converts sunlight directly into elec-
trical energy with the use of semiconductors. Many countries have taken part in
the deployment of PV, and it keeps growing and working for them. Such countries
are China, USA and Indian who are currently the top three leading countries in the
deployment of RES technologies [9]. “In 2017, cumulative solar PV capacity reached
almost 398 GW and generated over 460 (TWh), representing around 2% of global
power output. Utility-scale projects account for just over 60% of total PV installed
capacity, with the rest in distributed applications (residential, commercial and off-
grid). Over the next five years, solar PV is expected to lead renewable electricity
capacity growth, expanding by almost 580 GW under the Renewables 2018 main
case” [10].

Figure 2 shows the real and forecast PV generation capacity for the year 2017–
2023.
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Fig. 2 Chart of solar PV generation and collective capacity, 2017–2023 [36]

2 Overview of Optimization Techniques in the Microgrid
Integrating Renewables

Resources are always limited even in the real world that is why optimization of the
available resource is very important. Therefore, optimization is a significant scientific
and engineering research area that can be applied to every facet of life to give better
results [11].

Optimization can be defined as finding the best way to perform an operation to
give an optimal result or near-optimum result, whereas an optimization technique is
finding a way to give the best solution from all feasible solutions to the optimization
problem [12]. It can be either tominimize or tomaximize a certain function depending
on the objective or the number of the assessment criteria. Also, it could either be one
objective function formulation termed as a single-objective function which gives the
optimal solution for such objective, or be more than one objective function termed
as multi-objective function problem formulation [13–15]. Single-objective type of
optimization formulation has clear definitions of the objectives and straightforward
result tactics, and gives a clear, single best optimum result. But this could weaken
the model when other parameters tend to be neglected. Therefore, to overcome this
problem, a multi-objective formulation type of optimization is encouraged, which
takes into account several objectives to attain values for a set of solutions that repre-
sent the best trade-offs between the objectives, although it will be more challenging
as there will be conflict among several objective functions [16].

However, several optimization techniques are presently being used, but gener-
ally there are two broad classifications of optimization techniques: meta-heuristics
optimization techniques and mathematical programming optimization techniques.
Figure 3 shows the classifications of optimization techniques.
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Fig. 3 Classification of optimization techniques

2.1 Mathematical Programming Optimization Technique

The mathematical programming optimization technique, otherwise known as deter-
ministic technique, makes use of some particular types of mathematical approaches
just as the name implies, such as simplex method, steepest decent, quasi-Newton
and Newton. This has the capability of getting the accurate optimum solution when
applied to simple problem types such as convex and linear [17], whereas the reverse
is the case for meta-heuristics techniques, which gives approximate solutions and
is not always accurate; therefore, users should take note of the accuracy of their
result when using the technique. Notwithstanding, meta-heuristics still have their
own advantages, and solutions can be easily achieved with the low computational
load when compared with mathematical programming. Meta-heuristic means “high
level to find optimal solution iteratively by trial and error method” [18]. Examples
of meta-heuristics include, but not limited to, genetic algorithm optimization and
particle swarm optimization.

Figure 3 gives the classification of optimization techniques.
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2.1.1 Dynamic Programming Optimization Technique

Dynamic programming is one of the optimization methods which is classified
under mathematical programming optimization methods. Examples of such include:
mixed-integer linear programming (MILP) and mixed-integer nonlinear program-
ming (MINLP). Bellman was the first man to develop dynamic programming in the
1950s with the aim of solving complicated problems by dividing the problems into
subproblems which pacts with a fewer number of variables. It is computationally
fast and efficient when considering large variables compared to smaller variable
problems [19]. Dynamic programming has recently gained grounds from scholars,
especially in the area of energy management systems. It is an optimization method
that is capable of solving both linear and nonlinear problems with some objectives
and constraints to attain the global optimum result, and it is mostly deployed to solve
optimal control problems [20].

2.1.2 Mixed-Integer Linear Programming

Generally, a mixed-integer linear program can be defined as:
Min Z = CTX
Subject to: Ax ≥ b j ∈ C

X j ∈ {0, 1} j ∈ B

X j ∈ Z ≥ 0 j ∈ 1where

X is a vector of decision variables,C is a vector of objective constants, A is anm×
nmatrix and b is a vector of right-hand constant. The set of binary variables is divided
into two stages, i.e., set of general integer variables and set of continuous variables.
Therefore, when the set of integer variables is empty, it is generally referred to as
a 0-1 mixed-integer program [21]. Mixed-integer linear programming problems are
stochastic in nature, which have a decomposable structure that can be deployed to
design an effective optimization method [22].

2.1.3 Mixed-Integer Nonlinear Programming

Mixed-integer nonlinear programming belongs to a class of mathematical program-
ming techniques in which problems are difficult to solve because of their nonlinear
nature. They are comprised of nonlinear constraints, nonlinear objective functions
and binary decision variables. Though they still cover a wide range of problems in
which they can provide solutions, they are intricately difficult in nature, which has
put a limitation on their use but they are still capable of efficiently tackling prob-
lems to give optimum results [23]. Resulting from the stated issues associated with
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the MINLP, there are two major categories that have explored in the literature to
tackle the nonlinear nature: (i) the model that solves the exact nonlinear continuous
relaxation and (ii) the polyhedral approximations that are used to find approximate
solutions to the continuous relaxations. Few solvers used in these approaches include
the AIMMS outer approximation (AOA) algorithms in AIMMS and Bonmin [24].

2.2 Meta-Heuristic Optimization Techniques

By definition, “meta” means “high level” and “heuristics” means to “find by trial and
error” to iteratively find an optimal solution. Meta-heuristic optimization techniques
are fast developing algorithms which are heuristics in nature. They use heuristics
for solving a whole range of optimization problems without having prior knowledge
about the basis of the problem [25]. One of the advantages of them is that some
solutions can be easily achieved with low computational time when compared with
mathematical programming. Nevertheless, meta-heuristics get approximate solu-
tions and not exactly like mathematical programming. Generally, meta-heuristic
optimization techniques comprise two algorithms, which are evolutionary algo-
rithm (EA) and swarm intelligence algorithm (SIA). A lot of hybrid algorithms
are formed under the umbrella of these two, which combine the major features of
the optimization algorithms such as evolutional operators, methods for representing
individual, methods for choosing population size and so on. Examples of meta-
heuristic algorithms include genetic algorithm (GA), particle swarm optimization
(PSO), Simulated Annealing (SA) [26] and so on.

2.2.1 Evolutionary Algorithm (EA)

Evolutionary algorithms are enlisted among the well-known and effective techniques
to solve complex and non-convex optimization problems applied to various research
areas. EAs imitate evolutionary perception. Evolutionary grounded approaches start
with a random population and then assess the original population-based one or more
features such as selection, crossover and mutation during the optimization proce-
dure. It is worth knowing that these techniques do not take into account previous
information about the population before executing and finding the best out of the
search space. The general framework assumed by EA is (1) evaluating solutions, (2)
selecting solutions and (3) creating new solutions [27].

Genetic algorithms can be categorized under the evolutionary algorithms. They
are also renowned algorithms deployed by various optimization problems in the
literature [28]. GA is based on the theory of Darwin for evolution, which uses some
features of evolution to evaluate the initial population generated randomly, such as
selection, crossover and mutation. It quests the solution space of the problem by
performing searches stochastically. The composition comprises the population (set)
and genes (structures); individual genes represent a solution to the problem. The
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fitness function is used to verify the suitability of the set of the genes suitable for
the problem. According to the fitness of individual genes, a new set (population)
that inherits the best characteristics of their ancestors is obtained. Therefore, the
new obtained population set is the outcome of several changes guided by the genetic
operators such as the selection, crossover and mutation. Several iterative procedures
will be repeatedwith a predefined number of iterations until a stop criterion is reached
[29]. Other types of popular algorithms in this category include differential evolution
(DE) and evolutionary programming (EP) [30].

2.2.2 Swarm Intelligence Algorithm (SIA)

Swarm intelligence algorithms are derived from concepts based on the behavior of
animals. There are many new and interesting algorithms now in the literature that
have been developed based on the behaviors of animals. These have been used and
deployed appropriately to solve complex optimization problems. Example of such
algorithms includes particle swarm optimization (PSO), artificial bee colony, which
is derived from fish conduct, ant colony optimization (ACO) which is also based on
ant behaviors from finding the shortest route from the nest to the food and so on [31].

2.2.3 Particle Swarm Optimization (PSO)

Kennedy and Eberhant proposed PSO algorithm in 1995 [32], based on the behavior,
understanding and simulation of both the movement of individual bird herds or fish
schools and their mutual behavior as a swarm. PSO has a general characteristic which
is its simplicity; this is based on the fact that it takes just a few lines of computer
codes coupledwith simplemathematical operations to deploy the basis of PSO.As the
name implies particle swarm optimizations, they exploit the swarm intelligence by
simulating the communal interaction of the particles to find the optimum place in the
search space [33]. It has demonstrated an effective performanceonmanyoptimization
problems. It is easy to implement andgives good results. In each iteration, the particles
travel round in a multidimensional design space conferring to its prior best location
and best location of all other members; each particle varies its searching path toward
attaining or approaching the optimum result [34].

3 Hybrid Renewable Energy System (HRES)

Hybrid renewable energy systems can be defined as the combination of two or more
forms of renewable energy sources (wind, solar PV, batteries and hydro) for energy
generation. HRES can deliver host of benefits compared with single-source systems.
These energy systems are perfect solutions since they can offer significant improve-
ments in performance and cost saving which can be tailored to various end-user
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requirements. There are several types of hybrid renewable energy systems. These
include wind–solar hybrid system, solar–diesel hybrid system, wind–hydro hybrid
systemandwind–diesel hybrid system.HRESsupports a substantial amount of reduc-
tion of CO2 emissions, and it is used for a greater penetration of renewable energy
sources,whose performance and reliability dependheavily on the interaction between
demand, generation, storage and the energy management strategy as a whole [35].
The choice of sources for the hybrid systems depends on several considerations, but
basically it depends on the availability of natural resources and the cost involved,
and the types of end-users.

4 Conclusions

This study has undergone a comprehensive literature survey of renewable energies
and how they can be deployed in the modern-day power system (microgrid) using
mathematical optimization techniques. From thefindings, it can be said that the evolu-
tionary algorithms still give the best result to optimization, i.e., give near optimum
as compared to other optimization methods. This suggests that researchers should
concentrate their efforts in developing novel evolutionary optimization methods for
sizing and scheduling practical renewable energy-powered microgrids.
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Optimal Grid-Connected Microgrid
Scheduling Incorporating
an Incentive-Based Demand Response
Program

Tope Roseline Olorunfemi and Nnamdi Nwulu

Abstract This study investigates the optimal scheduling of a grid-connected micro-
grid incorporating an incentive-based demand response program (IBDRP) at the
customer side to reduce electricity consumption. A mixture of renewable and non-
renewable energy sources was deployed in the microgrid. This comprises wind
energy, solar energy and power generating units (PGUs). A multi-objective model
was formulatedwhich seeks to simultaneouslyminimize the annual cost of electricity
production, minimize the carbon dioxide emission and maximize the customers’
participation in the IBDRP, to increase the customer benefit that comes with the
program. The Advanced Interactive Multidimensional Modeling System (AIMMS)
software was used to solve the formulated multi-objective optimization model. The
simulation results obtained show the applicability of the model.

1 Introduction

Over the time electricity has become one of the greatest vital forms of amenities
to man. However, modeling and planning of quantity of electricity consumed have
been a major concern to both researchers and industry [1]. The balancing between
the power generation and consumption is crucial for the smooth running of the
power grids. Any disparity between power supply and demand would increase costs
to both the load serving entity and consumers which may damage the entire grid.
Thus, the electricity industry is undergoing a time of speedy and unprecedented
transformation in the deployment of renewable energy generation technologies. Since
2012, renewable sources have generated more than half of the new energy generation
capacity worldwide. In 2016, total renewable energy generation that was accounted
for exceeded 2000 GW, doubling the quantity in the space of nine years [2].
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Today’s microgrids consist of a combination of renewable and non-renewable
sources of power generation to meet the ever-growing electricity demand. To this
end, microgrids comprise small distributed energy resources (DER) located close to
the consumers. This comes with advantages such as the ability to operate in either
the grid-connected or island mode of operation to enhance the supply reliability.
Additionally, it also improves the network performance resulting in loss reduction,
voltage control and reduced congestion. Demand response (DR) is a useful tool in the
electricity market. They are activities on the consumers’ side, which helps to reduce
the customer’s electricity usage while maintaining the efficiency and reliability of
the grid. They are usually divided into two broad groups: incentive-based demand
response program (IBDRP) and price-based demand response program (PBDRP).
The first type is typically formulated as a contractual agreement with consumers,
where they get incentives in monetary value when they cut down their electricity
usage, while the latter depends solely on the dynamic electricity price, which can
be either peak or off-peak. Prices tend to be higher at peak periods to encourage
energy curtailing and low at off-peak hours [3]. Over the years, there have beenmany
researches in the area of dispatching and deployment of DER in themicrogrids incor-
porating DR to curtail electricity at the customer’s side [4]. Reference [5] worked on
day-ahead scheduling for commercial buildings combining time of use (ToU) and
demand pricing (DP) to plan the demand response program (DRP) with the goal of
minimizingmonthly electricity charge, while Asadinejad and Tomsovic [6] proposed
amodel deploying both ToU and IBDRPplans based on the demand price elasticity to
design an optimal structure for achieving cost reduction and maximizing customer
acceptance level of the DRP. Also, the work done in [7] modeled the responsive
load behavioral model with linear and nonlinear modeling for the IBDR and PBDR
programs. In [8], optimization of a home-based energy management controller inte-
grating various categories of loads which could be curtailable, deferrable and non-
deferrable appliances and sought to simultaneously minimize customer’s electricity
bill and the day-to-day capacity of energy curtailed. The contributions of this paper
include:

1. Investigate an incentive demand response program with renewables to minimize
annual cost and maximize the profit of customer participation.

2. Evaluate the impact of an IBDRP on the operational schedule of the microgrid
and by extension on the cost metrics.

The rest of the paper is organized as follows: Sect. 2 presents the systemmodeling
and formulations, Sect. 3 details the verified results, and Sect. 4 gives the conclusion
and future works.
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2 Methods

2.1 Microgrid Model

The sources of power deployed in a microgrid consist of both renewable and non-
renewable sources, which comprises: 1 PV, 1 wind, 3 PGUs, a grid connection and 10
willing customers. The objective function is tominimize the annual cost of electricity
production and carbon dioxide emission. The mathematical formulation is presented
as follows:

N∑

t=1

(
cfuel + cgrid − csub

)
(1)

Subject to the following constraints:

ypit ≤ ypmaxi (2)

ypi,t + Egrid t + ywt + ypvt = loadt (3)

ypvt ≤ srt (4)

ywt ≤ wt (5)

where

cfuel =
T∑

t=1

I∑

i=1

ccng × f ngi,t × P (6)

cgrid =
T∑

t=1

ccgridt × Egridt × P (7)

csub =
T∑

t=1

ccsub × ypvt × P (8)

The following is a brief description of the constraints:
Equation (2): ThePGU’s output (i) at time (t)must be less or equal to themaximum

capacity of the PGU.
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Equation (3): This constraint is referred to as the energy balance constraint, which
means the output from the PGUs (ypi,t ), the energy from the grid (Egridt ), output
from the wind (ywt ) and output from PV (ypvt ) must be equal to the total load.

Equation (4): The PV output at time (t) must be less or equal to the forecast solar
power at time (t).

Equation (5): The wind output at time (t) must be less or equal to the forecast
wind power at time (t).

2.2 The Incentive-Based Demand Response Model

The aim of demand-side management program, which demand response falls under,
is to regulate the demand for electricity amongst consumers by reducing load and
improving system reliability. Clearly, demand response contract formulations give
incentives to customers who were willing to engage in the load disruption with
payments [9]. The demand response model in the study involved ten customers who
are ready to participate in the contract and willing to declare the amount of load they
want to reduce in return for incentive.

The mathematical formulation seeks to maximize the total customer benefit and
is presented below:

∑

t∈T
EPt

(
LRQ j t × CPART j t

) − (
LRIC j t + PLR j t × LQR j t × CPART j t

)
(9)

Subject to the following constraint:

LQR j,t × CPART j,t ≥ CCL (10)

where

LRQ j,t = quantity of load reduction at each customer ( j) at time (t). (11)

LRIC j,t = load reduction initialization cost for each customer ( j) at time (t). (12)

CPART j,t = a binary variable indicatormaybe customer participates or not. (13)

PLR j,t = a variable that determines the price of the load reduction by customers.
(14)

EPt = energy price at time (t). (15)
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The following is a brief description of the constraint:
Equation (10): The quantity of load reduction of a customer (j) in time (t) multi-

plied by the customer participation (j) at time (t) must be greater or equal to critical
load.

2.3 Combined Mathematical Model

The combined mathematical model consists of mathematical models representing
both the microgrid and the incentive-based demand response program. The multi-
objective function and its constraints are given below:

w1
N∑

t=1

(
cfuel + cgrid − csub

) − w2
∑

t∈T
EPt

(
LRQ j t × CPART j t

)

− (
LRIC j t + PLR j t × LQR j t × CPART j t

)
(16)

Subject to the following constraints:

ypit ≤ ypmaxi (17)

ypi,t + Egridt + ywt + ypvt = loadt (18)

ypvt ≤ srt (19)

ywt ≤ wt (20)

LQR j,t × CPART j,t ≥ CCL (21)

w1 + w2 = 1 (22)

3 Numerical Simulations, Results and Discussion

To verify the developed model in Eqs. (16)–(22), we use a case study of 1 PV, 1
wind, 3 PGUs and 10willing customers. TheAdvanced InteractiveMultidimensional
Modeling System (AIMMS) software [10, 11] was used to build and solve the multi-
objective mathematical model using outer approximation algorithm (OAA) [12].
The data used in this work is gotten from a site from Harare in Zimbabwe [13]. The
variables to be determined are as follows.
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Table 1 Load curtailed and
incentives

Customer number and
hour of curtailment

Amount of load
curtailed (kW)

Incentive ($)

1 at hour 12 10 5

3 at hour 9 30 15

5 at hour 20 15 7.5

8 at hour 4 32 16

10 at hour 8 40 20

Total 127 63.5

ypvt—the hourly output of PV generator at time t, ypi,t—hourly output of the
power generating units (i) in time (t), Egridt—energy bought from the grid at time
t, ywt—hourly output of wind generator at time t, CPART j,t—the variable indi-
cator that shows the customer participation in the demand and response contract and
PLR j,t—the determined price of the quantity of energy reduced by the customers.

Table 1 shows the customer load curtailed and corresponding incentive, while
Table 2 presents the hourly output from the various microgrid sources.

From Table 1, it is clear that the higher the quantity of load reduced the higher the
customer incentive. For example, customer 1 was willing to reduce 10 kW at hour 12,
which gives payment of $5, as against customer 10 who was willing to reduce 40 kW
at hour 8 whose payment will be $20, thus higher than the payment of customer 1.

FromTable 2, it can be observed that the output from the PV only starts generating
from 8 a.m. to 6 p.m. due to the weather conditions. The output fromwind dispatches
as appropriate without any form of hindrances, while the three PGUs also dispatch
effectively.

4 Conclusions

This work investigates the energy management of a microgrid incorporating the
incentive-based demand response program. A multi-objective optimization model is
proposed to determine the annual cost of electricity production, which minimizes the
carbon dioxide emission and maximizes the customers’ participation in the program.
The Advanced Interactive Multidimensional Modeling System (AIMMS) software
was used to solve the proposed model. Furthermore, obtained results show that
incorporating demand response program could be helpful at both the supply and
demand sides of themicrogrid.Also, it was observed that the customers’ participation
in the program was maximized which is one of the objective functions of the model.
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Table 2 Hourly output of the generating units

PGU

Time (t) PV Wind Grid Diesel generator Gas engine Gas turbine

1 7.56 10 0.11 14.15

2 7.5 10 4.68 9.21

3 8.25 10 9.45 3.46

4 8.48 11.17 11.52

5 8.48 12.1 11.52

6 9.42 12.97 10.58

7 9.82 10 10.18

8 7.99 10.35 10 5.76

9 10.56 10.88 10 6.09

10 13.61 11.01 10 3.71

11 14.78 10.98 10 4.27

12 14.59 10.68 10 5.9

13 13.56 10.42 10 5.69

14 14.59 10.15 14.1 6.96

15 13.56 9.67 10 4.74

16 11.83 8.98 10 10.86

17 10.17 8.33 10 10.53 1.66

18 7.66 7.61 10 11.99 2.80

19 6.7 10 6.910 1.50

20 5.72 10 4.680 1.59

21 7.25 10 2.380 1.40

22 7.75 10 11.08 3.96

23 7.88 12.5 12.21

24 7.69 24.31 12.31
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Free-End Damage Detection
in Cantilever Steel Plate Using Wavelet
Transform Method

Muyideen Abdulkareem and Norhisham Bakhary

Abstract Cantilever plates are widely applied in engineering structures.Monitoring
these structures is extensive due to the uniqueness of the support system. However,
identification of damage at the free-end has not been given adequate attention. In
this study, a continuous wavelet transform (CWT) damage identification method
is presented for cantilever plate. The WT method involves analysing mode shape
difference of the plate with WT. This method analyses the difference between the
intact and damaged mode shapes of the cantilever plate, and the damage is localized
in the decomposed signal. Through this method, the problem of free-end damage
detection is resolved. A numerical model of a cantilever plate with different levels of
damage severity at different locations is applied to validate this method. The results
indicate the proposed method is capable of detecting damage at the free-end as well
as damage at other parts of the cantilever plate. In addition, a sensitivity study on
noise effect is provided.

Keywords Cantilever plate · Damage detection · Free-end damage · Mode shape
difference · Wavelet transform

1 Introduction

Cantilever plates are structures commonly used in engineering applications. They
are typically used in mechanical and aerospace engineering to model helicopter
rotor blades and aircraft wings, and in micro-electromechanical systems. The civil
engineering application of these structures can be seen in bridges, building balconies,
and gas stations. The rise in ageing, loading, and extreme environmental conditions
has promoted the need to maintain the operational and non-operational safety of
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these structures. Hence, early identification of damage is needed to provide reliable
safety and performance during the life service of these structures.

A relatively new area of research in damage detection through vibration response
is the application of wavelet transform (WT) [1]. Being a mathematical tool, WT
decomposes signals into time and frequency domains. Since the pioneering work
of Wang and Deng [2] by applying WT to detect damage in beams, WT has been
efficiently demonstrated in detecting damage in plate structures. Rucka andWilde [3]
showed a 2-D continuous wavelet transform (CWT) technique by applying reverse
biorthogonal wavelet to obtain damage information. Damage was identified by the
spikes in the transformed responses. Bombale et al. [4] showed WT efficiency in
identifying defaults in a plate. Discrete wavelet transform (DWT) and CWT analysed
the mode shapes to identify delamination. Bagheri et al. [5] proposed a 2-D DWT to
detect linear damage in plate. Lam and Yin [6] applied a 2-D spatial WT to identify
plate cracks. Nikravesh and Chegini [7] analysed a plate with two cracks using DWT.

Most damage cases have limited damage to the locations that are away from
boundaries [8]. The “spike” indicating damage can reach high/low near the bound-
aries. In such case, where it is high, no damage may actually exist in this region,
and when the value is low, damage might actually exist at such locations [3, 9].
These values can bury the singularity caused by the presence of damage and render
small damage undetectable. According to Vafaei et al. [9], the spike at the support is
caused by increase in stiffness at the supports. The same phenomenon can be adopted
for the free-end which experiences a sudden reduction of stiffness as the structure
terminates. Previous methods have smoothened the coefficient near the boundaries
to solve border distortion; however, they were not efficient to detect damage around
the boundaries.

This study proposes a technique of WT analysis of the mode shapes to iden-
tify damage at boundary regions. A 2-D CWT is utilized to analyse the difference
between the plate’s undamaged and damaged mode shapes. With the application of
the mode shape difference, this eliminates the effect of the sudden stiffness reduc-
tion at the plate’s free-end. Numerical model of a cantilever steel plate structure is
used as an example. Several damage cases are considered by thickness reduction
of elements. Various degrees of damage severities are induced at different locations
in the plate. The results show that this technique addresses the problem of damage
detection at boundary locations.Moreover, the technique is fast, simple, and accurate.
A sensitivity study evaluating damage under different levels of noise is provided.

2 Wavelet Basis Function

In 2-D CWT, the function f (x, y) is [3]:

Wi f (u, v, s) = 1

s

∞∫
−∞

∞∫
−∞

f (x)ψ i

(
(x − u)

s
,
y − v

s

)
dxdy
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= 1

s
f ∗ ψ i

(−u

s
,
−v

s

)
= f ∗ ψ̄s(u, v), i = 1, 2

where s, u, W f (u, v, s), and f ∗ θ̄s are the scale, position, and wavelet coefficient of
ψu,s(x) and the convolution of function.

3 Numerical Example

3.1 Cantilever Plate Modelling

The plate dimensions are 560 mm × 560 mm × 2 mm. The properties of material
are: E = 200; ρ = 7850 kg/m3; and Gpa, ν = 0.3. For boundary conditions, the
left side of the plate is fixed, while others are unsupported to resemble a cantilever
condition. The plate has 3136 square shell elements that are 10 mm by 10 mm.
Though higher modes are better to identify damage, they contain more dead areas
where the quality of damage detection is poor when applying CWT [3, 10]. Thus,
only the first mode shape is applied in the analysis. The damaged area is 80 mm
× 80 mm. The percentage of the reduced thickness (severity) is 25% of the plate’s
thickness. The corresponding value of the plate’s thickness as a result of damage
is now 1.50 mm. Three damage locations were considered which are middle, top,
and free-end of the plate and are shown in Fig. 1a–c, respectively. The mode shape
difference is derived by deducting the damaged from undamaged mode shape.

3.2 Frequency Evaluation

To evaluate the consequence of damage on natural frequencies of the cantilever plate,
the trend of frequency change is examined as several types of damages involving
different damage severities and locations are imposed on the plate. The damage
severity ranges from 5 to 87.5%. The damage positions are at the top, middle, and
free-end of the plate. The changes of the first frequencies for the damages are shown

(b) Top (c) Free-end(a) Middle

Fig. 1 Damage locations
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Fig. 2 Change in frequency
of damaged plate
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in Fig. 2. It is observed that this frequency decreases as the middle and top damages
increase. This is unarguably as a result of stiffness reduction due to damage in the
plate: the existence of damage at these locations serves as “weak points” in the
plate structure. Contrary to this, the frequency increases as the free-end damage
increases. This increase in frequency shows that the mass decrease (at the free-end)
from damage simulation overrides stiffness loss due to damage, thus increasing the
frequency as mass is inversely proportional to frequency. This can be explained as
the closer a damage is to the support, the more the effect (decrease) on the stiffness
is and vice versa. The damage leads to small change in frequency, and this change in
frequency is contradictory (increasing frequency) confirming the limitation of change
in frequency for damage identification. The result in this section confirms that the
changes in frequency can be applied to detect damage on a plate structure, but this
comes with several drawbacks. For example, different damage locations may have
the same frequency change. Secondly, the free-end damage increases the frequency
due to the mass effect overshadowing the stiffness loss. And lastly, there is inability
of change in frequencies to differentiate damage positions in symmetrical structures.
Therefore, the application of frequency change as a parameter for damage detection
should be accompanied by another method to avoid inaccurate results.

3.3 Wavelet Analysis

Wavelets are family of basic functions capable of analysing signals in a localized time
and frequency (or scale) domain. MATLABwavelet toolbox is applied to analyse the
mode shape difference. The mode shape difference is estimated by subtracting the
displacement value at each node of the damaged mode shape from the undamaged
mode shape of the plate, and it is decomposed using 2-D CWT.

The most appropriate mother wavelet is selected after several trials for damage
identification. For damage identification at middle and top of the plate, the derivative
of Gaussian (DOG) mother wavelet is chosen with scale 3 and angle 1. The detection
of the free-end damage is done by first transposing the mode shape difference matrix
signal, followed by the wavelet decomposition. Paul mother wavelet having scale
and angle of 3 and 1, respectively, is applied to detect the free-end damage. The 2-D
CWT is thereafter utilized to decompose themode shape difference signal. Themode
shape difference signal applied here contains no noise. Wavelet transform modulus
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(a) Middle (b) Top (c) Free-end

Fig. 3 Wavelet transform moduli

of the decomposed signal identifies damage by image presentation. This is due toWT
sensitivity to sudden change in the analysed signal. Figure 3 shows theWTmodulus of
the mode shape difference of each damage location. The damage positions are easily
spotted as the red area in the decomposed images. Based on the results, it is observed
that the proposed technique proves to provide solution to damage detection in plate
structure, especially at the free-end without being confronted with the problem of
border distortion.

4 Parametric Study

Since the effects of noise are certainly unavoidable in practice, more detailed studies
are carried out in this section to evaluate the technique’s sensitivity to levels of noise.
For this purpose, several degrees of damage severity and damaged areas are imposed
by changing the thickness of the plate at the specified damage location. Themaximum
damaged area is 2.041% of plate’s area. Damage severity ranged from 5 to 87.5% of
thickness of the plate (2 mm). Table 1 shows damage severities.

Figure 4 summarizes the results of this sensitivity study. The y- and x-axes repre-
sent the noise levels and damaged area, respectively. The damaged area is indicated
as a percentage of the plate’s area, while the noise level represents the maximum
noise level in a signal for damage to be detectable. The curves represent the noise-
level limits for damage detectability for damage at different locations. The areas
below and above each curve represent the allowable and unallowable noise levels for
damage identification and the corresponding damage sizes. From Fig. 4, the smallest
detectable damaged area at the top and middle is 0.51% of the plate area, while it
is 0.76% of the plate for free-end damage. This implies that the minimum damage
that can be detected at the top or middle of the plate is 0.51% of the plate’s area

Table 1 Plate’s thickness reduction (damage)

Cases 1 2 3 4 5

Thickness reduction percentage (%) 5 25 50 75 87.5

Thickness of plate d (mm) 1.9 1.5 1.0 0.5 0.25
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Fig. 4 Damage detectable level with respect to noise for different damage severities

and 0.76% at the free-end. The damage fingerprint of the free-end damage in the
mode shape difference is very small compared to the other locations in the plate.
Figure 4a shows the sensitivity result of case 1 (damage severity is 5%). In Fig. 4a,
when considering the middle damage, the maximum noise level for detecting 1.1%
plate area damage is 28%. This indicates that this damage is not detectable at a noise
level higher than 28%. Similar values for top and free-end damages are 50 and 3%,
respectively. In addition, for the same severity (case 1) and damage of 1.53% of
plate area, noise should not be above 55, 30, and 4% for top, middle, and free-end
damages, respectively. Figure 4 shows the results of cases 2–5. The trend in Fig. 4
shows that the detectability of damage level increases with damaged area increment.
It is also seen that as noise level increases, larger damage size is needed to detect
damage confidently. This phenomenon is seen in all the damage locations. This is
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because high noise level submerges damage information in the signal, leading to less
accurate detection.

From the results, it is also noticed that the most sensitive damage location to noise
is the free-end section of the plate, followed by middle and the top section being
the least sensitive to noise. This is due to the effect each damage location has on the
change of the plate’s stiffness. The free-end damage, which has the highest sensitivity
to noise, is accounted for due to its least damage information. The information
includes the small changes in natural frequencies and mode shapes. Since changes
in the modal parameters are small, the information is easily submerged in noise as
mentioned earlier. This is shown in 3.2 which show that the top damage has the
largest frequency change.

5 Conclusions

This paper investigated aWTdamage identificationmethod on a cantilever plate with
damage (thickness reduction) at different locations. The locations of the damage are at
themiddle, top, and free-end of the plate. Thewavelet decomposition is performed on
the difference of the first mode shape. Two-dimensional CWT is employed for signal
decomposition to provide damage detection information. This technique addresses
the problem of border distortion that is associated with mode shape decomposition
which may result in inaccurate damage detection at the boundaries. This study has
demonstrated the effective performance of WT to detect damage when applying
noisy signals. The frequency analysis shows that the position and size of damage in
a plate have influence on the frequency. In this case, the influence causes an increase
or a decrease in the frequency. The increase in frequency experienced is due to the
effect of mass loss as a result of the free-end damage which exceeds the effect of
stiffness.
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Determining the Potentials of Renewable
Energy Sources for Distributed
Generation in Ghana

Ernestina Amewornu and Nnamdi Nwulu

Abstract Electricity is essential for the economic and social development of a
country. However, most developing countries are yet to meet the full electrical load
demand of their citizens. The generation of electricity in most of these countries is
dependent on coal, although there are substantial amounts of renewable resources
ranging from biomass, geothermal, solar, wind, hydro, etc. These renewable sources
when fully exploited have the potential of significantly improving the level of avail-
able and quality electricity at the consumer ends. Significant quantity of electricity
can be generated from solar and wind for the purpose of distributed generation (DG).
This is based on analysis with the help of RETScreen clean energy project software
and HOMER simulation software. In Ghana, the introduction of DG based on avail-
able renewable energy is more economical compared with generation from diesel
generators, hence the need to pay attention to the development of renewable energy
for electricity generation.

Keywords Renewable energy · Electricity · Distributed generation · Gas
emission · Cost

1 Introduction

Ghana is a West African country located in the Gulf of Guinea Coast. The country
lies about 4° north of the equator and extends in land to about 670 km to 12° south.
The width is from about 1° east to a distance of about 560 km to 4° west. The
northern border of Ghana is shared with Burkina Faso, the western border is shared
with Ivory Coast, and the eastern boarder is shared with Togo. The Gulf of Guinea
and the Atlantic Oceans are located to the south. This forms a coastline of about
550 km for Ghana. The coastal area is mainly used for the fishing activities. The
Greenwich meridian passes through Tema located in the eastern part of Ghana. The
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total cross-sectional area is 238,533 km2, out of which about 8520 km2, representing
3.5%, is covered by water bodies.

Over 96% of Ghana is covered with various landscapes categorised as forest
plains, low bush, park-like savannah and grassy plains. The characteristics of the
various landscapes coupled with tropical climatic condition support the cultivation
of various crops for domestic and export purposes.

The country’s economic development is driven by activities such as exportation
of various agricultural and non-agricultural products and other forms of business
activities. The effectiveness of these economic development activities is dependent
on the availability of energy.

The primary sources of energy exploited in Ghana [1] are crude oil, natural gas,
hydro, solar and biomass. The consumed energies [1] are in the forms of petroleum
products, electricity and biomass in various quantities. The high consumption of
wood fuel is a potential cause of deforestation, hence the need to switch to more
efficient energy consumption.

The available electricity in the country is sometimes lower than expected for
predicted economic growth rate. The available electrical power in 2016 was far
lower than the expected electricity range of 16,798 to 16,900 GWh required for a
minimum economic growth range of 4–4.5%. The relative low electricity available
for domestic use can be said to be one of the causes of the low economic growth
of 3.7% [2] in the year 2016. This indicates the need to increase power genera-
tion for fostering economic development [3, 4]. This challenge prompts the idea
of introducing distributed generation (DG) into the country’s distribution network.
The sources to be considered are non-renewable sources often accompanied by
high-gas-emissions [5, 6] and renewable sources often accompanied by high initial
cost.

1.1 Renewable Energy Development in Developing Countries

Renewable source of energy refers to the use of naturally occurring energy flux.
The energy fluxes are sustainable and environmentally friendly. Hence, the energy
produced from these sources is referred to as clean energy. The exploitation of
renewable energy [7, 8] contributes to reduction in greenhouse gas emission and
air pollution level. The use of renewable energy potentially prevents environmental
effects and diseases associated with the use of non-renewable sources of energy. The
development of renewable energies has the potentials of strengthening the security
of electricity availability, thereby enhancing economic and social development of a
country.

Despite the benefits of renewable energy,most developing countries are yet to take
full advantage of it. Cameroon [8] has significant solar energy, wind energy, biomass
energy and hydropower potentials. However, only 6.1% of the economical feasible
hydropower is being developed. Mali depends on hydropower plant [7] in addition
to electricity generated from imported crude oil. The provision in the country’s
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renewable energy policy aimed at improving the exploration of renewable energy
is yet to yield results. Mali depends heavily on traditional methods of consuming
biomass to compliment the low access to electricity. Nigeria is also yet to take
advantage of the substantial renewable sources such as hydro, solar,wind andbiomass
energy [9] for electricity generation.

Hydro and geothermal energy sources form about 80% of the sources of energy
for electricity generation in Kenya [10]. This renewable electricity generation is
exploited from only 30% of potential hydropower resources, 4% of the potential
geothermal resources and lower percentages of available wind and solar resources.
The electricity supply from Kenya’s national grid meets only about 18% of the
national electricity demand. The country has also a heavy reliance on biomass which
is responsible for deforestation of the land.

Most developing countries in Africa are endowed with various renewable energy
sources. However, these countries are yet to fully develop the available renewable
sources. The development of the renewable sources can contribute to improving the
security of electricity with drastic reduction in harmful environmental effects. Devel-
oping countries need to take proactive steps towards the exploitation and production
of efficient energy from renewable sources. Thiswill contribute to the reduction in the
release of environmental harmful gases. The renewable sources can also be consid-
ered for distribution generation (DG) since the resources are available at various
parts of the country [11]. This can also be deployed in addition to demand-side
management tools and techniques [12–15]

1.2 Renewable Energy Resources in Ghana

Ghana is identified with various renewable energy sources. Electricity from these
renewable sources can be connected to the national grid at various points within the
distribution network. This step has the potentials of improving the power stability of
the country. The power losses associated with the introduction of DG can compara-
tively be low. Renewable sources of energy are environmentally friendly. Hence, it
is worth considering the potentials of renewable energy sources within the country
for distributed generation (DG).

1.2.1 Bio-Energy Potentials in Ghana

One of the main occupations in Ghana is agriculture. About 15,900,000 hectares of
land is marked suitable for the cultivation of various crops such as cereals (maize,
millet, rice, wheat and sorghum) and other crops, which include sugarcane, cocoa,
oil palm, coconut, among others. The preparation of these crops creates by products
which are treated as waste. The farm wastes in addition to forest residues which are
sources of biofuel [16] are often burnt in open air.Also, the averagewaste generated in
Ghana [17] is about 0.47 kg/person/day, out of which 0.314 kg/person/day is organic.
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About 0.376 kg/person/day organic waste generated in metropolitan cities, while
about 0.249 kg/person/day is generated in municipals and about 0.172 kg/person/day
is generated in districts. Improper disposal of these wastes pose health hazards that
need to be avoided. A diversion of the Country’s waste into energy will contribute to
improving the nation’s power quality as well as reducing health challenges in society.

1.2.2 Wind Energy Potentials in Ghana

The generation of electricity from wind energy is dependent on the speed of wind
which is believed to be proportional to the distance of a location from the equator.
The speed of wind along the coast of Ghana according to Energy Commission of
Ghana ranges from 3.4 to 7.37 m/s at a height of 50 m. Analysis based on the
extrapolation of wind speed data which is available on RETScreen Plus also indicates
wind speed [18] ranging from3.77 to 8.24m/s at 60mheight. Estimated capacity [19]
indicates that wind energy in Ghana can potentially influence electricity generation.
The potential of electricity generation from wind energy is enough to significantly
influence electricity distribution in Ghana.

1.2.3 Solar Energy Potentials in Ghana

Solar energy generation is highly dependent on the efficiency of the solar system as
well as the sun radiation level at a location. The efficiency of solar system is also
derived from the orientation of components used for intercepting sun rays. Based on
the orientation of components, solar systems are broadly categorized as photovoltaic
(PV) technology or the solar thermal system (concentrated solar power, CSP). The
PV technology converts sun radiations directly into electrical energy. On the other
hand, CSP uses the diffusion of solar energy to heat liquid which can be used for
domestic or industrial purposes. The steam from the heated liquid can also be used to
turn a thermal turbine for electricity generation. The averagemonthly solar radiation,
according to energy commission of Ghana, is as shown in Fig. 1.

The solar energy that can be harnessed within a year varies with significant reduc-
tion within the months of April to September. A storage device may be considered
to be included in a non-concentrated solar system, while backups are considered for
concentrated solar systems. The solar PV systems, as stated earlier, depend on the
radiation of the sun.Hence, there is the possibility of generating electricity throughout
the year at various levels from solar PV systems. Solar photovoltaic systems can be
relied on for the purpose of distribution generation in Ghana. Despite the high poten-
tial of solar energy in Ghana, enough electricity is yet to be generated from solar
energy in the country.
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Fig. 1 Monthly average solar radiation in Ghana

1.2.4 Hydropower Potentials in Ghana

Electricity generation from hydro involves the fall of water from a height to turn a
turbine.Ghana has various sources [20] ofwater that can be considered for the genera-
tion of electricity [21]. The generation of hydropower in Ghana [17] is mainly depen-
dent on rainfall pattern, evaporation and inflow fromoutside the country.Hydropower
contributes about 47% of the total electricity generated in Ghana as of December 31,
2016. There are other various potential sites [22] on the major rivers in Ghana.

In addition, potential hydropower generation sites are the waterfalls which are
located at various parts of Ghana. A total of about 2400 GWh electricity [23, 24]
can potentially be generated from available medium-scale hydropower generation
sites per year. Hydropower generation in Ghana can therefore be considered for
introduction of distributed generation. The use of hydropower will also depend on
the location of the DG.

1.3 Renewable Energy Policy Framework in Ghana

The current renewable policy structured towards taking measures to ensure sustain-
able provision of energy was passed into law in 2010. This policy is to help the
country attainmicro-economic stability and growth status by 2020. The policy among
other things acknowledges the need to improve the level of exploitation of renew-
able sources such as solar, wind, hydro and biomass in Ghana. The use of biomass
(wood fuel) accounts for about 60% of total energy used in the country as at the
time of drafting the policy. The policy seeks to encourage the use of modern efficient
technology for sustainable energy production.

There has been improvements with respect to the percentage of wood fuel use
since the percentage has been reduced to about 39% as of December 2016. This
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reduction may be associated with an increase in the use of improved stoves that uses
less quantity of wood fuel for cooking and heating.

The level ofwood fuel consumption needs to be reduced further to save the country
from deforestation. The country is yet to see significant extraction and/or refinery of
bio-oil as stated in the policy. This may be attributed to low cultivation of energy crop
since the proposed energy crop recommended for Ghana (jatropha plant) is unable
to withstand draught as expected. Alternative energy crops suitable for Ghanaian
tropical climate need to be identified through the conduct of more research.

The policy prohibits the burning of waste, but this seems not to be enforced
to latter. This may be attributed to the health repercussions of keeping waste within
communities for a long period. There is the need for more motivation for the building
of waste to energy plants to convert the wastes into useful energy.

There has been improvements in the solar energy generation capacity from 0 in
2010 to 22 MW in 2016. However, the target of energy commission of Ghana to
have solar generation capacity of about 150 MW grid connection in 2020 is far from
being achieved. There is the need for more motivation to encourage the generation of
electricity from solar energy for grid connection. The energy policy ofGhana like that
of Nigeria [9] encourages individuals and organizations to generate electricity from
renewable sources in off-grid mode. Energy Commission of Ghana in an attempt
to encourage boosting the level of solar electricity generation launched in 2016 a
rooftop solar installation program aimed at installing about 200,000 solar systems
within a year for commercial, industrial and residential purposes. The programme
has enabled the installation of about 89 fully installed solar systems as at the end
of 2016. There is low implementation of solar photovoltaic systems [25] in Ghana
because individuals in the program are challenged by the inability to pay [26] for the
cost of other associated items like installation, other than the solar panels (which is
free for those sign up to the program).

It is the aim of the policy to encourage investors to generate electricity from
renewable sources for grid connection purposes. However more needs to be done to
attract investors into renewable electricity generation sector since government cannot
do it alone.

2 Methodology

This study seeks to assess the quantity of electricity that can be generated from renew-
able source for distribution generation purpose in Ghana. Ten locations, randomly
selected from the regions in Ghana, were considered for the assessment of solar
power generation. The selected locations are Wa, Bawku, Tamale, Kintampo, Ejura,
Axim, Cape Coast, Koforidua, Tema and Kete-Krachie.

The optimal position of the solar panel in terms of slope was determined by
varying the slope angle while observing the expected average annual radiation. The
positioning of the panels was considered in terms of the azimuth and slope angles
respectively. The azimuth angles considered are 0°, 180°, 90°,−90°, 45° and−45°.
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The azimuth angle was set to zero degree (0°) since the varied angles yielded the
same average radiation level. The slope angles considered for the installation of PV
panels are 5°, 10°, 15° and 20°.

The selected panel for the assessment is mono-Si-CSUN320-72 M model based
on its relatively high efficiency (16.6%) of converting solar radiation of electrical
power. Each of these panels has a cross-sectional area of 1.936 m2. 80,000 units of
the PV panels will be capable of generating up to about 25.6 MW on a minimum
of 153.9 m2 area. RETScreen clean energy project software was used to estimate
the quantity of electricity that can be generated from solar at each of the selected
locations. Miscellaneous losses due to manufacturing deficiencies were considered
[14] for the photovoltaic panel as 10%, while that for the inverter was set as 5%. In
addition, an inverter capacity of 30 MW with 80% efficiency was considered.

An existing electrical load profile on Juansa network, a Ghanaian distribution
network, was used as a case study to determine the economic feasibility of distributed
generation based on power from solar and wind energy as well as a diesel generator.
The assessment considered factors such as capital cost, replacement cost, mainte-
nance and operation costs as well as gas emission cost [27] with the help of HOMER
simulation software.

3 Results and Discussion

The slope angle for the installation of PV panel at Wa and Bawku for maximum
interception of sun radiation ranges from10° to 15°. The highest average sun radiation
can be intercepted at Tamale, Kintampo and Kete-Krachie at a slope angle of 10°.
The installation of solar panels at slope angle between 5° and 15° is expected to
intercept the highest radiation at Ejura and Koforidua. The highest solar power is
expected to be generated at Axim and Tema when solar panels are installed at slope
angle between 5° and 10°. The quantity of power that can be generated from solar
at the selected locations is as shown in Table 1.

The estimated electricity that can be generated from solar PV installed on about
0.67% of Ghana’s land is 310 GWh a year. This is equivalent to increasing the 2016
solar grid-connected solar power by more than 1000 times. The generation of this
electricity can contribute to serving the local electricity needs of the country as well
as saving the country from carbon dioxide emission of 76,798 per year.

Case study: The average annual system cost is as shown in Fig. 2, and the annual
cost in terms of gas emission is also shown for the various energy sources in Fig. 3.

The system annual cost for integrating diesel generator into the grid is
GH¢ 26,974,240.13, out of which GH¢ 24,778,375.86 is for the system and
GH¢ 2,195,864 is due to gas emission. Integrating wind generator into the grid
costs a total of GH¢ 2,276,077.43 per year, out of which GH¢ 440,057.23 is for
the system and GH¢ 1,836,020 for gas emission. The yearly cost on PV configu-
ration is GH¢ 5,709,772.36 comprising of GH¢ 3,970,335.63 for the system and
GH¢ 1,739,437 for gas emission.
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Table 1 Potentials of solar PV electricity generation in Ghana

Location Potential generation
[GWh/yr]

Emission reduction
[tCO2/yr]

Savings due emission
reduction [GH¢]

Wa 32.8 10,286 946,003.42

Bawku 33 10,356 952,441.32

Tamale 30.4 9537 877,117.89

Kintampo 31.1 9759 897,535.23

Ejura 29.5 9262 851,826.14

Axim 32.2 10,091 928,069.27

Cape coast 28 8774 806,944.78

Koforidua 29.7 9315 856,700.55

Tema 32.4 10,165 934,875.05

Kete-Krachie 30.9 9694 891,557.18

Total 310 76,798 706,3112.1
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4 Conclusion

The study has shown that there is the possibility of generating enough electricity
from renewable sources in Ghana. The generated electricity can be incorporated into
the country’s power network. The renewable plants can be sited at various parts
of the country. Hence, renewable energy can be considered for the introduction of
distributed generation into theGhanaian power network. TheDGs have the potentials
of contributing to a reduction in power losses in the power network.

Increase in the level of generated power from renewable sources will promote a
reduction in the level of harmful gas introduced into the atmosphere. The move also
has the potential of creating jobs. In addition, there is the potential of improving
economic and social development of individuals and the country at large. Ghana,
therefore, needs to create enabling environment through the implementation of flex-
ible renewable energy policy to promote investments into the development of the
various renewable sources in the country.
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Optimal Location of Distributed
Generators in a Radial Distribution
Network

Ernestina Amewornu and Nnamdi Nwulu

Abstract Electrical power loss and low-voltage profile represent loss of revenue to
power utility providers as well as electricity end users. Utility providers therefore
need to take steps towards minimizing power losses and ensure appreciable bus
voltage at the load ends. There are various methods for improving the performance of
a power network. However, the objective of this work is to determine optimal location
of Distributed Generators (DGs) based on power loss index and voltage stability
index, and this was accomplished using the Power System Analysis Tool (PSAT).
The optimal location of DG in a radial distribution network based on a combination
of voltage stability and power loss index produces significantly reduced power loss
and improved voltage profile. It is therefore a suitable method for improving the
performance of radial distribution networks.

Keywords Distributed generation · Radial distribution network · Optimal
location · Power loss · Voltage profile

1 Introduction

Quality electricity provision is essential for effective operation at the consumer end
towards a country’s development. Quality electricity here refers to providing elec-
trical energy to consumers within defined standards. Power loss and voltage profile
are among other factors that affect the performance of a power network. Power losses
incurred in transmission lines represent loss of revenue since the losses are paid for
by the utility providers. Voltage level at the receiving end influences the operation
of electrical load. Voltage levels outside standard range can cause malfunction of
electrical and electronic gadgets. The malfunction of end loads contributes to loss
of revenue. It is therefore important to minimize line losses and compensate for bus
voltage within standard values.
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There are various methods of compensating for voltage and minimizing power
losses in an electrical network. Among the compensation techniques is the use of
Distributed Generation (DG), which involves the generation of power close to load
centres. Various researches such as [1–5] have confirmed the ability of DGs tomanip-
ulate the power load flow of a network towards reducing power loss as well as main-
taining bus voltage within acceptable levels in a distribution network. The level of
influence of DGon the performance of a distribution network depends on the position
of DG in the network [2, 6–14].

Researchers have identified different methods to determine the optimal location
of DG in a power network. The principal method embraced by researchers utilizes
mathematical optimization techniques (either classical or nature inspired approaches)
which includes genetic algorithm (GA), which is a stimulation [9] process to deter-
mine the optimal location of DG. This method [12, 14, 15] helps improve the perfor-
mance of a power network. The human opinion dynamics algorithm, based on the
factors that influence human decision, is used to determine the optimal location of
DG in a network. The solution provided by this method is more reliable [7] when
compared with that from GA.

The particle swarm optimization (PSO) algorithm is based on the principles of
birds or fishes moving in search for food. In this method, the position and velocity
of a particle are based on information about that particle as well as that of the entire
group. The PSO algorithm is recommended to be used to determine the optimal posi-
tion of DG [16] to minimize power loss. The bacteria foraging optimization (BFO)
algorithm is another method based on bacteria foraging for food in an environment.
The BFO algorithm provides good solution [17] for the optimal placement of DG
and DSTATECOM in a radial distribution network.

The competitive swarm optimizer (CSO) algorithm [18] is another recommended
method for determining the optimal positionofmultipleDGs in a distributionnetwork
for low power loss and voltage drop. Another procedure for determining the posi-
tion of DG(s) is the cuckoo search (CS) algorithm. This algorithm is based on the
breeding behaviour of some cuckoo species. This algorithm also helps [10] to deter-
mine the position(s) of single and multiple DG units in radial distribution network.
The solutions of this algorithm are of high quality with respect to PSO and GA.

Research [6] has shown that a combination of GA with Power Loss Index (PLI)
gives better result than with GA only. A combination of PSO algorithm and Chu–
Beasly genetic algorithm (CBGA) [3] can be used for locating the suitable site for
DG. This approach can result in reducing the power loss of a network by about 50%
of the base value. PSOGSA, which is a combination of PSO and GSA, on MATLAB
platform [19] is also recommended for the siting of DG in a power network. Hybrid
particle swarm (HPSO) algorithm [19] is also capable of assisting in the determi-
nation of DG position in a power network. The above researchers did not consider
combination of voltage stability index and power loss reduction index when deter-
mining the optimal DG site in a power network. This work considers both and utilizes
the PSAT simulation software. The main focus of this work is to identity optimal
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location of DG in a Ghanaian radial distribution network for reduced power loss and
improved bus voltage. This optimal DG site is determined based on combination
of voltage stability index and power loss reduction index with the help of PSAT
stimulation software.

2 Methodology

The voltage at a receiving bus in a power network without load (PL + j QL) is almost
the same as that of the sending end bus since the drop across the line is ideally zero.
This is because no current, apart from leakage current, flows through the line. The
connection of load (PL + j QL) to the receiving bus causes current to flow through
the line, depending on themagnitude of the connected load. The current flow through
the line with impedance, Z, results in voltage drop across the line. The voltage at the
receiving end bus, ‘Vr’, as indicated in the modelled network as Fig. 1, is less than
the voltage at the sending end ‘Vs’ by the voltage drop across the impedance ‘Z’.

The receiving end voltage at no-load ‘Vo’ and that after connection of load ‘VL’
were used to determine the voltage stability of each bus within considered radial
network with the help of Eq. (1) [20].

V SI = 4
(
VoVL − V 2

L

)

V 2
o

(1)

The IEEE standard voltage variation is ± 5%. Hence, the goal is to ensure a
minimum bus voltage deviation as close as possible to 5%. Buses with VSI greater
than 0.19 (equivalent to voltage deviation more than 5%) where therefore identified
as the potential buses for DG installation.

20, 40, 60, 80 and 100% of the total load on the network were assumed to be DG
capacities to be introduced into the network. DG of various capacities was connected
to the buses with VSI greater than 0.19 one after the other. The power loss reduction
indices of the entire network were determined according to Eqs. (2) and (3) after
each DG connection.

Active Power Loss Reduction Index, (APLRI) = Ploss − Ploss,DG
Ploss

× 100%

jXsrRsr

Z

Fig. 1 Modelled electrical power network
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APLRI =
(
1− Ploss,DG

Ploss

)
× 100% (2)

Reactive Power Loss Reduction Index, (QPLRI) = Qloss − Qloss,DG

Qloss
× 100%

QPLRI = 1− Qloss,DG

Qloss
× 100% (3)

The bus with DG connection that resulted in the maximum total power loss reduc-
tion index for the network is identified as the optimal location for DG installation.
The IEEE 33 bus distribution network, IEEE 69 distribution network and an existing
167 bus distribution network in Ghana were used as case studies. PSAT simulation
software was used to obtain the power flow for the various networks considered.

3 Results and Discussion

Case 1: This case considers the IEEE 33-bus radial distribution network. The voltage
deviation at the network buses, from bus 6 to bus 18, is above the 5% of margin set.
The bus 18 is with the lowest voltage of 0.90707 p.u. Introduction of 2.678214MVA
represented 60% of the total load on the network, as DG capacity connected to bus
6 resulted in improved voltage profile as shown in Fig. 2. The effects of connecting
DG to bus 6 on active and reactive power losses are as indicated in Figs. 3 and 4.
The bus voltage improved up to about 5.98% when DG was connected to bus 6. The
individual line active power loss reduced up to about 95%, while the individual line
reactive power loss experienced up to 100% reduction. However, the total active loss
of the entire 33-bus network reduced by 69.3%, while the reactive power reduced by
63.89%.

Fig. 2 33-bus network voltage profile before and after DG connected to bus 6
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Fig. 3 33-bus network active power (P) loss before and after DG connected to bus 6

Fig. 4 33-bus network reactive power loss before and after DG connected to bus 6

Case 2:This case involves the determination of the optimal location ofDG in IEEE
69-bus distribution network. Buses from 57 to 65 of this network have voltages below
the 5% tolerance range with the lowest voltage of 0.90919 at bus 65. The connection
of DG to bus 61, as the optimal location, resulted in bus voltage improving to about
9.67% with the minimum voltage of 0.97254 as indicated in Fig. 5. The individual
active and reactive power line losses reduced up to 100% of the base line losses
shown by Fig. 6. However, the total active and reactive power losses reduced by
89.78% and 86.27%, respectively (Fig. 7).

Case 3: This case is based on an existing Ghanaian distribution network. The
network is made up of 167 buses and referred to as the Konongo-Juansa distribution
network. The minimum bus voltage of this network is about 0.79 p.u.

The total active and reactive power losses are about 13.11% and 27.09% of the
total active and reactive loads, respectively. The voltage deviation at bus 14 through
to bus 167 is higher than 5%. The voltage profile of the 167-bus network with DG
connected to bus 112 compared with the base case voltage profile is shown in Fig. 8.
The minimum bus voltage after the connection of DG to bus 112 is about 0.94 pu
representing about 18% voltage improvement. The individual line power losses are
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Fig. 5 IEEE 69-bus network voltage profile of with and without DG connected to bus 61

Fig. 6 IEEE 69 bus network active power loss with and without DG at bus 61

Fig. 7 IEEE 69 bus network reactive power loss with and without DG at bus 61

as indicated in Figs. 9 and 10. The total active and reactive power loss of the entire
167-bus networks are 0.00087 pu and 0.00068 pu, respectively. These represent total
power loss reductions of about 79.77% in active power and 87.96% in reactive power,
respectively.
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Fig. 8 Konongo-Juansah distribution network voltage profile with and without DG at bus 112

Fig. 9 Konongo-Juansa distribution network active power loss with and without DG at bus 112

Fig. 10 Konongo-Juansah distribution network reactive power loss with andwithout DG at optimal
location
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4 Conclusion

This study has shown that combination of voltage stability index and power loss
reduction index helps to effectively determine the optimal location for DG connec-
tion in a radial distribution network. The optimal location of DG enables significant
reduction in the power loss to be incurred in a power distribution network. The intro-
duction of DG into radial distribution network at optimal location results in power
loss reduction above 65%. The bus voltage profile of a radial distribution network
is also significantly improved with the introduction of DG at the optimal location.
Combination of power loss reduction indices and voltage stability index is there-
fore recommended for determining the optimal location of DG in radial distribution
network.

Electrical distribution companies are encouraged to consider the use of DG for
voltage compensation and reduction in line power losses. This step will contribute
to the companies’ increasing revenue as well as meeting the power demand voltage
quality. Also, the move will contribute to support the extension of electricity to areas
without electricity.
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Integrated Appliance Scheduling
and Optimal Sizing of an Autonomous
Hybrid Renewable Energy System
for Agricultural Food Production

Omolola A. Ogbolumani and Nnamdi Nwulu

Abstract This paper presents the optimal sizing of a solar photovoltaic (SPV), a
wind turbine generator (WTG) and a battery-based autonomous hybrid renewable
energy system (HRES) for a dairy farm.The multi-objective design and operational
(sizing) optimisation problem integrate an appliance-scheduling strategy under the
time of use demand response (TOU-DR) program to optimally schedule the load at
the demand side. The objective function is to minimise the cost of energy (COE) of
the system while satisfying all load demand constraints. The critical indicators of the
technical and economic performance of the system are loss of power supply proba-
bility (LPSP) and the net present cost (NPC), respectively. The Advanced Interactive
MultidimensionalModelling System (AIMMs) outer approximation (AOA) solver in
AIMMSwas used to formulate and solve the optimisation problem. A cost savings of
R45,938.96 for the annualised cost was achieved due to appliance scheduling which
indicates the benefit of integrating appliance-scheduling strategy using the TOU-DR
program.

Keywords Battery energy storage · Dairy farm · Optimisation models · Solar PV ·
Wind turbine generator

1 Introduction

Due to the increase in population and changes in the pattern of food consumption,
the demand for food has increased in tandem with constrained energy and water
resources. There is an estimated increase in food demand by 60% to satisfy 9.7
billion people by 2050 [1]. There is more demand of 50% food, 40% additional
energy and 30% extra water by 2030 [2].

For several decades, the world agricultural food production system has been
dependent on fossil fuel. The burning of fossil fuels generates greenhouse gases
(GHG), majorly CO2, in the atmosphere, which leads to serious health risks and
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many premature deaths every year [3]. CO2 emission has given rise to an increase
in global mean temperature, and future impact on climate is uncertain. Furthermore,
the dependency on fossil fuels for power generation also has a negative impact in
terms of exhaustion and rise in the price of fossil fuels [4]. Opportunely, renew-
able energy resources render an alternative for the issues arising from the vast use
of fossil fuels for power generation [5, 6]. The duos, solar photovoltaic (PV) and
wind turbine (WT) energy systems are well tested and their energies are abundant
in nature. They are usually the preferred alternative energies amongst renewable
energy technologies [7]. However, stand-alone solar-or wind-only renewable energy
systems cannot generate a large amount of energy continuously nor satisfy high load
demands without extensive battery energy storage system (BESS) installation. A
solution is the autonomous HRES [8]. Issues such as nonlinear characteristics of
system components, diversity between the output from renewable generators and
load demand confront HRES at the design stage [7]. Overcoming these problems
also requires large-capacity BESSs, increasing the capital cost and cost of energy
(COE). Optimal sizing is required to overcome reliability issues that are present in
the design and operation of such systems. Optimisation approaches have been used
extensively in the literature to solve design and sizing issues in HRES [9–11] with
economic and reliability objectives based on COE, NPC and LPSP.

Some works have been conducted on the use of fossil fuel to generate electricity
in an agricultural production system [12, 13]. In [14], an energy audit process was
used to investigate the level at which renewable energy and energy efficiency can
aid in lowering energy intensity and operating costs for a small-scale dairy farm.
Reference [15] developed a multi-objective model to satisfy energy requirements
of a dairy farm located in South Africa by a micro hydro-wind-grid system while
minimising the energy imported from the grid under the time of use tariff. Later on,
[16] in their work identified the significant electricity and water components of a
pasture-based automatic milking system on a dairy farm. They also established daily
and seasonal consumption trends within the system.

There are limited studies on autonomous HRES comprising solar photovoltaic
panels, wind turbines and battery for energy storage in the agricultural sector. From
works in literature, we can conclude that apart from the challenges posed by the
deployment of other sources of energy such as fossil fuel, amore significant challenge
persists due to soaring energy cost which has contributed to low-profit margins for
farmers in South Africa [17]. Therefore, it is necessary at this point to investigate
what combination of WTG, SPV and BESS is needed to satisfy the load demand of
a dairy farm.

Appliance-scheduling strategy of the TOU DR program sets out to reduce elec-
tricity cost, abate CO2 emission and lower the total peak demand within the power
system. It is a useful tool to attain optimised performance in a power system [18] and
it is one of the demand sidemanagement tools and techniques used to curtail customer
load/demand [19, 20]. In this work, we investigate if the integration of the appliance-
scheduling strategy of the TOU DR program would reduce the cost of energy while
providing a reliable autonomous HRES. A framework is designed to optimise the
preference of renewable energy sources at the supply end of an autonomous HRES
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while concurrently having optimality at the demand side by integrating appliance-
scheduling strategy of the TOU-DR program. This strategy should be able to achieve
a cost-effective and reliable system.

2 System Modelling

2.1 Solar PV (SPV)

In this work, a polycrystalline SPV module with a power rating of 200 W is used.
SPV’s operation and maintenance (O&M) assumes zero value since its significantly
small [7]. The hourly output power of the SPV, which is dependent on solar radiation
and hybrid renewable microgrid configuration, is represented in Eq. (1) as in [21].

Pspv = AspvμspvIspv (1)

where Aspv, μspv, Ispv depicts area, efficiency and solar irradiation of the SPV
module.

2.2 Wind Turbine Generator (WTG)

According to the power law, the wind speed changes at different hub heights. The
power law in Eq. (2) is a tool used in determining the wind speed with the reference
height [22].

Vwtg−t = Vwr−t ×
(
hwtg−t

href

)ϕ

(2)

where Vwtg−t is the hourly wind speed at rotor height hwtg−t ; Vwr−t is the wind speed
at the measured height href, while ϕ is the power-law exponent with the value taken
as 1

7 [23].
Equation (3) computes WT generator power output [25]:

Pwtg = 1

2
ρairAμwtgCwtgV

3 (3)

where Pwtg, μwtg,Cwtg are WTG’s hourly power output, efficiency and power coeffi-
cient; ρair,A, V 3 are the air density, swept area of wind turbine’s rotor and the hourly
wind speed to reference height.
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2.3 Battery Energy Storage System (BESS)

BESS is used to strike a balance between the energies from the renewable generators
(SPV and WTG) and the supply. In this study, we utilised lead–acid batteries for
their low cost and effectiveness even at very high temperatures [7]; the performance
of the battery is described using the energy balance Eqs. (4)– (6) and state of charge
(SOC) assessment based on charging and discharging, Eqs. (7) and (8).

Pspv−t + Pwtg−t = Pl−t (4)

Pspv−t + Pwtg−t > Pl−t (5)

Pspv−t + Pwtg−t < Pl−t (6)

where Pspv−t, Pwtg−t, Pl−t are the energies generated by SPV and WTG hourly and
load demand for each hour. Eq. (4) represents a context where there is no change in
the BESS energy level. In Eq. (5), the BESS is in charging mode, while Eq. (6) shows
the discharging mode where the BESS acts to satisfy the unmet energy demand by
the renewable generators.

Ebatt−t = Ebatt−(t−1).(1 − σ) +
[(
Egen−t

) − El−t

μinv

]
μbatt (7)

Ebatt−t = Ebatt−(t−1).(1 − σ) −
[
El−t

μinv
− Egen−t

]
(8)

where Ebatt−t, Ebatt−(t−1) are energies stored in BESS within the hour and a previous
hour, respectively; σ is the BESS losses rate; Egen−t, El−t are the energies generated
by the renewable resources and energy required by the loadwithin an hour;μbatt, μinv

are the BESS and inverter efficiencies.

2.4 Objective Functions with Constraints

2.4.1 Supply-Side Objective Function with Constraints

The optimisation problem is conceptualised using annualised cost (Cannual) Eq. (9).
Capital cost (Ccap ), maintenance cost (Ccon) and replacement cost (Csub) consti-
tute annual cost. The decision variables are Nspv,Nwtg, and Nbatt representing the
number of SPV, number of WTG and number of BESS. Equation (10) defines Ctotal

total cost of a single component. Equation (11) interprets the NPC, a key indi-
cator of the systems economic performance. salvage represents the salvage value at
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the end of the project life time. Equation (12) computes COE with the unit in
R/kWh. LPSP represented in Eq. (13) was incorporated to alleviate the diversity
between renewable energy resources and demand, resulting in a more reliable
HRES. Equation (14) constraints LPSP to assume a value between 0 and 0.01.
Equations (15)–(17) limits the Nspv,Nwtg, and Nbatt to assume only non-negative
integer values.

MinCannual = (Nspv ∗ Ctotal + Nwtg ∗ Ctotal + Nbatt ∗ Ctotal + Cinv) (9)

Ctotal = Ccap + Ccon + Csub (10)

NPC = (
Nspv ∗ Ctotal + Nwtg ∗ Ctotal + Nbatt ∗ Ctotal + Cinv + Csalvage

)
(11)

COE = Cannual

load served
(12)

LPSP =
T∑
0

(
Pl − Pspv − Pwtg + Psoc−m

)
∑T

0 Pl

(13)

LPSP ≤ 0.01 (14)

Nspv ≥ 0 (15)

Nwtg ≥ 0 (16)

Nbatt ≥ 0 (17)

2.4.2 Demand-Side Objective Function and Constraints

MinCelectric =
24∑
m=1

L∑
l=1

BlVmlPm (18)

El∑
Sl

Vml = Zl (19)

l∑
l=1

BlVml ≤ PEl (20)
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Equation (18) defines the demand-side objective function, which minimises elec-
tricity cost of all loads (Celectric). Binary Vml is the decision variable that can assume 0
or 1 indicating the on/off status of the load in the hour l. 24 hrs. are available. Bl,Pm,

are the energy utilised by the load in each hr. (Wh) and cost of electricity for every
hour in South African Rands (R/kWh) [24]. Equation (19) defines the constraints in
charge of load flexibility, ensuring ample hours for the load, while Sl,El,Zl are the
start hour, end hour and a total number of hours required by a load to complete its
task. The second constraint in Eq. (20) limits the stress on the power system where
PEl is the previous energy level of the system.

2.4.3 Integrated Multi-objective Function and Constraint

MinCoptimum = ω ∗ (Cannual) + ω ∗ (Celectric) (21)

ω + (1 − ω) = 1 (22)

The integrated multi-objective function of the nonlinear optimisation problem
is to minimise the COE (Coptimum) while satisfying all the demand and reliability
constraints with optimality at the demand side aided by an appliance-scheduling
strategy of the TOU-DR program (Eq. 21). A weighting factor ω = 0.5 is employed,
having the limits represented by Eq. (22). This factor gives equal preference to both
objective functions avoiding minimising/maximising an objective function at the
detriment of the other [6, 7, 9].

3 Case Study

A 200W SPV,WTG rated 2000Wwith 12V 200Ah lead–acid BESS form the energy
sources of the proposed HRES.We used hourly average temperature, wind speed and
solar radiation obtained from Solar Radiation Data (SoDa) website for the dairy farm
located in Roodepoort, near Johannesburg, South Africa (26.096oS and 27.911oE).
The optimisation models were solved using AOA solver in Advanced Interactive
Multidimensional Modelling System (AIMMS) software. The model was modified
using data adapted from [14]. LPSP and NPC are the performance metrics for reli-
ability and economics, respectively. Based on the degree of flexibility, demand-side
loads were classified into three classes: flexible, night time and inflexible (Table 1)
for the optimisation process, and the TOU data was adapted from [24].
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Table 1 Classification of demand-side load with data for the diary farm case study

Sl (h) El (h) Zl (h) Bl (Wh)

Flexible

Load 1 1 24 18 5680

Load 2 12 16 3 5200

Load 5 1 and 13 12 and 24 6 5595

Load 6 1, 9 and 17 8, 16 and 24 3 746

Load 7 1 24 18 10

Night-time

Load 8 21 24 2 746

Load 10 1 4 1 746

Load 11 1 and 17 6 and 24 10 746

Inflexible

Load 3 8 16 8 260

Load 4 6 18 12 100

Load 9 1 24 24 1.5

4 Results and Discussions

Figure 1 illustrates the hourly load profile for the case study of dairy farm. Figures 2
and 3 depict the optimal power output profiles for renewable sources within the
HRES. From Fig. 2, we can see that the SPV generated significant power for 10 hrs
concurrently (6 am—4 pm). While in Fig. 3, the hourly output power of the WTG
shows a considerable amount of power output from 9 am to 4 pm (7 hrs).

Table 2 summarises the optimisation results and then goes further to compare the
two approaches considered in this study. Appliance-scheduling optimisation gives
a better mix of resources, as far as cost and reliability are concerned, over the one
without it. Cost savings of 63.61 and 63.62% were realised in the annualised cost
and cost of energy, respectively. The economic value of the proposed HRES system
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Fig. 1 Demand-side hourly load profile
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Fig. 3 Hourly optimal wind turbine generator output power profile

Table 2 Optimisation results

WTG
capacity (W)

SPV capacity
(W)

Strategy Nwtg Nspv Nbatt Cannual (R) COE
(R/kWh)

2000 200 Appliance
scheduling
exclusive

2 59 71 72,215.40 0.9029

2000 200 Appliance
scheduling
inclusive

0 43 45 26,276.44 0.3285
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is further realised by computing simple payback time (SPB) [7] giving 9 years,
9 months and 25 days for the investors to realise their investment back.

5 Conclusion

This work presents an optimisation approach for sizing of solar PV, WTG and BESS
based HRES for a dairy farm in South Africa. We integrated appliance-scheduling
strategy TOU-DR program at the design stage of the autonomous HRES. The inte-
grated model was set out to minimise the cost of energy (COE) of the system while
satisfying the demand constraints. The formulatedmixed-integer, nonlinear program-
ming optimisation problem was solved using AIMMS outer approximation (AOA)
module. Results obtained showed that optimal scheduling of the load demands using
TOU-DRprogramhas a positive effect on the design and operational cost of the entire
autonomous HRES. A cost saving of R45,938.96 was achieved due to appliance
scheduling.
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Cost Analysis of Hybrid Energy Storage
System Benefits to Distribution Network
Operators

Azizat Olusola Gbadegesin, Yanxia Sun, and Nnamdi Nwulu

Abstract Storage systems can be deployed on varying scales by different stake-
holders. The stakeholders in grid-tied scenarios include residential, industrial or
commercial consumers, distribution network operators, or transmission system
network operators. For the purposes of this study, the distribution network operator
has been selected as the primary beneficiary of the storage system. This study exam-
ines the economic benefits of investing in storage systems for distribution network
operators. The consideration for time-of-use (ToU) rates, as they influence the oper-
ation of the storage system and in turn, the profit obtainable from a storage-in-
distribution-network system, is considered. The economic analysis of the payback
period for the investment in storage systemswhen the storage system provides energy
arbitrage services only has been analysed under the ToU tariff schemes. For the distri-
bution network operator owning a storage system, the payback period, when storage
systems are incorporated into the network, ranges from 83 to 5 years when there is
an increase in variation of consumer tariffs from 1 to 10% of the present electricity
costs. Sensitivity analysis for other storage technology options is also considered
and presented.
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1 Introduction

Recent upgrades to national grids and environmental concerns in many countries
have seen an inclusion of renewable energy sources in national energy mixes. This
inclusion has further led to the deployment of energy storage systems to handle inter-
mittency of renewable energy sources, especially solar and wind sources. Other than
intermittency, storage has also played a huge role in providing black-start services
during grid outages [1], providing additional reliability and flexibility [2] and main-
taining grid voltage by supplying reactive power to the system [3]. There is also a
growing potential for energy storage systems inmodern grid networks due to evolving
energy demands in transportation and heating [1].

Storage systems have varying characteristics and constraints which make some
more suitable than others in providing a particular service to a network. These may
include the ability to charge and discharge rapidly to handle spikes and surges in
demand and supply, or a high energy density to provide power during blackouts.
The differing constraints which affect their suitability for a particular location also
include requiring large volumes of water, the need for a large space for storage tanks
or high capital costs. In this regard, a hybrid of two or more types of energy storage
systems can be used to deliver a wider range of services required by the consumer
[4]. In addition, having more than one type of storage in the network also helps to
improve reliability, as the failure of one storage system would be handled by the
second system, without interrupting normal system operation [1].

As the storage system owner (SSO), the distribution network operator (DNO), as
shown in Fig. 1, invests resources into the design, building, operation and mainte-
nance of a storage system. Apart from providing technical services to the consumers,
the distribution network storage system owner’s (DN-SSO) aim is tomakemaximum
profit via energy trading and other services. The choice to act as a power supplier
to the consumer to augment grid supply must also be balanced with acting as a
consumer to the central grid operator while ensuring that customers’ demands are
met at all times [20]. While in operation, the degradation of the storage system must
also be factored into the objective function to account for reduced efficiency after
going through a number of charge–discharge cycles.

The practical problem that motivates this paper stems from: How can a DNO
obtain maximum value from the inclusion of energy storage systems as part of its
network infrastructure? In addition, a range of energy storage technologies abounds;
which one is the most promising for the DNO to operate?

Fig. 1 Storage incorporated within a grid-tied distribution network
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The rest of the paper is organised as follows: a detailed literature review of energy
storage systems and related literature is presented in Sect. 2. This is followed by the
formulation of the mathematical model describing the system in Sect. 3. Section 4
presents the results and some cost analysis of variations in the network operating
conditions. The study is concluded in Sect. 5.

2 Literature Review

Storage systems may be deployed within a network by a range of stakeholders, each
having their own interests and expected benefits. These stakeholders include these
three categories:

1. The consumer—residential, commercial and industrial consumers
2. The distribution network operator (DNO) as the storage system owner (DN-SSO)

• The storage system owner (depending on grid supply only)
• The storage system owner (depending on grid and owned-PV/wind power)

3. The transmission network operator [21]

The residential, commercial or industrial consumer seeks to make use of storage
systems to provide power when there is a grid outage or when grid prices are
high. An intelligent grid management system would take advantage of low grid
prices to charge the storage system and run dispatchable electrical loads within the
network. With these consumers, the ESS can provide reliable power during outages
and replace back-up generators [3]. The DN-SSO invests in storage systems for tech-
nical, economical and environmental reasons—handling voltage fluctuations, energy
arbitrage, peak shaving or reducing GHG emissions [5, 6]. The DNO can go further
to include solar or wind power supply within the network to optimise the services
offered by the installed storage system in their network. The transmission network
invests in storage for network upgrade deferral, voltage regulation and improvements
in transient stability [2].

A distribution network’s operation was optimised to maximise profit when energy
storage systems and distributed generation were incorporated in it [7]. The results of
the study revealed that coordinated planning of the storage and distributed generation
yielded increases in profits of 42, 37 and 59%, when distributed generation only,
energy storage only and distributed generation-energy storage, respectively, were
considered.

Based on the possible benefits of the storage system to different stakeholders
[2], who sometimes have opposing interests, the optimisation of storage system
operation must be done with consideration of its effect on the remunerability, which
may vary for each stakeholder [8] and also depends on the incentive scheme being
used [9]. For instance, under a ToU tariff scheme, a residential consumer seeks to
minimise buying from the distribution network operator at peak periods and obtain
maximum remuneration to make his storage investments profitable. A distribution
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network operator on the other hand seeks to buy from the utility so that even when
the customer demands reach peak periods, the high customer demands can be met
while seeking to maximise remuneration [22–24].

Similarly, it is important to consider who the primary beneficiaries of the storage
system’s required function would be [8] in considering storage type, site and size
to be deployed, as this affects the return on investment. In sizing a storage system
performing energy arbitrage services in a distribution network, there needs to be a
compromise between the invested capital and incomes realised from energy arbitrage
[10].When providing peak shaving services, high power and high energy capabilities
of the storage system are required.

In an ideal situation when the beneficiaries do not have conflicting interests, one
storage can servemultiple functionswithin the network and gain revenue formultiple
services provided. However, this may not be a common case as the storage’s perfor-
mance in carrying out one function might be limited by other functions. One way to
overcome this challenge is the inclusion ofmultiple storage systemswithin a network
to obtain maximal functionality of the particular storage systems in the network [4].
Summarily, the objective of optimising storage system allocation involves a trade-off
among the capital invested in the storage system, the services that the storage system
can provide and the choice of storage technologies that can be considered [2].

Reviewed literature has considered the profitability of energy storage systems
providing different services for a distribution network. As storage systems require
consideration of both power and energy constraints unlike other conventional assets
in a network [11], our work seeks to consider in detail the influence of the preceding
time interval on profitability of the system. Therefore, while other works are limited
to power demand constraints, which do not consider power demand or supply in the
preceding time interval within the horizon, we have included time-dependent energy-
related constraints in this study to give a more realistic approach to the operation of
storage systems within a distribution network.

3 Methodology

Amodified form of the IEEE 5-bus network [12] is used in this study. Buses 1–4 are
selected as buses with residential consumers, while Bus 5 is selected as the bus for
industrial consumers. The storage service considered in this study is the provision
of energy arbitrage services.

Due to the huge variety of demand profiles available, peak demand, which is
generally assumed for the demandprofile, is not sufficient for proving the contribution
of energy storage systems within a network [11]. Thus, in this study, the load profile
is based on the IEEE 5-bus system peak demands (see Table 1), but modified to
suit residential consumers at some buses and industrial consumers at one bus. The
residential load profile framework from Eskom [13] is scaled to match the peak
demand of the IEEE 5-bus data at each bus for every hour within a day. Similarly, the
industrial load profile of [14] is used at Bus 5 and is scaled to match the IEEE 5-bus
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Table 1 IEEE 5-bus data:
active loads at buses and lines

Bus Peak power demand (MW) Lines

1 0 1–2, 1–3

2 20 2–3, 2–4, 2–5

3 45 3–4

4 40 4–5

5 60 –

Fig. 2 Hourly load profile

data. Thus, the demand at every hour comprises residential loads on Buses 2–4 and
industrial loads on Bus 5. The resulting hourly load profile at all buses is presented
in Fig. 2 below:

The objective of the model is to maximise profits from the sale of electricity to
residential and industrial consumers, while considering degradation of the energy
storage systems as shown in Eq. 1:

Maximise(
5∑
i

24∑
t

Pdem(i, t) ∗ ToU(i, t) −
5∑
i

24∑
t

Pgrid(i, t) ∗ Cmunic

)

− (μs1 ∗ Ps1D(i, t) + μS2 ∗ Ps2D(i, t)) (1)

The profit due from the storage system under the ToU is defined in Eq. 2. Pdem(i,
t) and Pgrid(i, t) represent the power demand from the consumer and power supplied
by the grid respetively, ToU(i, t) are the electricity prices under time of use rates
and Cmunic is the cost of purchasing electricity from the central grid. μS1 and μS2

are the storage degradation costs for storage systems 1 and 2. The power discharged
from storage systems 1 and 2 are represented by PS1D(i, t) and PS2D(i, t) respec-
tively. Equations 3 and 4 define the sales of electricity to consumers, ConSP(i, t)
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which is a product of the power demanded by the consumers, Pdem(i, t), and the
time of use tariffs, ToU(i, t). The cost of grid electricity (GridCP(i, t)) purchased is
shown in Eq. 4.

Act.Profit(i, t) = ConSP(i, t) − GridCP(i, t) (2)

ConSP(i, t) = Pdem(i, t) ∗ ToU(i, t) (3)

GridCP(i, t) = Pgrid(i, t) ∗ CMunic (4)

The constraints guiding the operations of system components in the distribution
network are as shown in Eqs. 5– 9b below. Equation 5 depicts the power balance
at buses within the day, where the balance of power within the network involves
power generation and supply balancing out. The limits of the grid power supply are
presented in Eq. 6, and the state of charge of the storage systems is presented in 7a
and 7b.

5∑
i

Pgrid(i, t) +
5∑
i

PS1D(i, t) +
5∑
i

PS2D(i, t)

=
5∑
i

Pdem(i, t) +
5∑
i

PS1C (i, t) +
5∑
i

PS2C (i, t) (5)

Pgrid min(i) ≤ Pgrid(i) ≤ Pgrid max(i) (6)

ESOCs1(i, t) = ESOCs1(i, t − 1) + E fS1 ∗ PS1C (i, t) −
(
PS1D(i,t)

E fS1

)
(7a)

ESOCs2(i, t) = ESOCs2(i, t − 1) + E fS2 ∗ PS2C (i, t) −
(
PS2D(i,t)

E fS2

)
(7b)

These states of charge (SOC) of the energy storage systems are maintained
between the highest and lowest SOCs, to avoid possible overcharging or over
discharging, as defined in 8a and 8b.

ESOCs1MIN ≤ ESOCs1(i, t) ≤ ESOCs1 MAX (8a)

ESOCs2MIN ≤ ESOCs2(i, t) ≤ ESOCs2 MAX (8b)

Simultaneous charging and discharging of the storage systems are prevented as
shown in Eqs. 9a and 9b:

Pcs1(i, t) ∗ Pds1(i, t) = 0 (9a)
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Table 2 Time-of-use tariffs
for residential and industrial
consumers in summer

Residential Industrial

Hours Summer
charges
(c/kWh)

Summer
charges
(c/kWh)

Peak 07–10, 18–20 162.57 155.99

Standard 06–07, 10–18,
20–22

128.60 117.44

Off-peak 00–06, 22–00 101.17 90.28

Pcs2(i, t) ∗ Pds2(i, t) = 0 (9b)

Other data used in themodel include the electricity tariffs of CityPower consumers
as shown in Table 2 [15].

4 Results

The model is run with the data presented in the tables above using the CPLEX
solver of the Advanced Interactive Multidimensional Modeling Software (AIMMS).
The system daily profit with and without storage systems installed in the network
is obtained from the simulation results. These results show the profit from buying
electricity from the central utility at Municflex rates (CMunic ($/MWh) of R583,
(equivalent to $38.33/MWh) was compared with when storage was included in the
system. The HESS storage configuration considered in this analysis is a lithium-ion
and lead–acid battery hybrid.

Without storage systems, a daily profit from sales of electricity under the ToU
tariff system was realised as $267,265. In this case, as there is no storage, all power
obtained from the grid is immediately sold to the consumer at the ToU rates. It should
be noted that this is not the actual profit generated by the distribution network, as
other expenses such as network demand charges, transmission network charges,
environmental levies and administrative charges are also borne by the distribution
network operator daily and would reduce this value. However, for the purposes of
this study, it is assumed that this is the profit received daily.

In comparison, when storage systems are included in the network, it was observed
that:

$βA = Total daily revenue without storage = $267, 265

$βB = Total daily revenue with storage = $265, 672

Savings made from system, $βAB = $βB − $βA = −$1593
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On a superficial level, this simply implies that the inclusion of a storage system
is not profitable to the distribution network operator under the existing conditions.
However, a detailed analysis of some influencing factors presented below will give
another perspective.

4.1 Sensitivity Analysis I—Increasing ToU Tariffs

As current electricity ToU tariffs (shown in Table 2) were used in the first cost
analysis, a consideration for a 1–10% increase in tariff paid by the consumer shows
the daily savings due to the inclusion of storage systems (Table 3):

Payback Period
The payback period is an economic analysis tool used to assess the time it would
take to recover the capital costs invested in an energy storage system [16]. A simple
payback period is used in this study and is described in Eq. 10 as [17]:

Payback period = Cost of the storage system

Annual cost savings
(10)

For a storage system to be deemed as profitable, the best scenario would be to
have a payback period less than its lifetime [16]. Thus, from preceding results, the
annual savings and payback periods at slightly increased consumer tariffs from 1 to
10% of the current consumer ToU tariff are presented in Table 4:

From the results presented in Table 4, the most beneficial tariff for the customer
is the one in which there is at least 10% increment in the current time-of-use tariff
rates, due to the lifetime of the storage used (lithium-ion and lead–acid HESS).

4.2 Sensitivity Analysis II—Comparison of Different Storage
Technologies

Each storage type has particular characteristics associated with it. These include the
roundtrip efficiency, power density, energy density, lifetime, response time, tech-
nology maturity, storage duration, etc. [18]. The technically viable energy storage
system options for distribution networks include batteries, hydrogen fuel cell (HFC)
systems, flywheel energy storage systems, supercapacitors and superconducting
magnetic energy storage systems [18]. The charging and discharging efficiencies
of the energy storage systems are assumed to have the same value [19].

A compromise between the cost and performance using the data provided in
Table 5 is used to compare some of these technologies.
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Table 4 Annual savings and payback period

Annual savings (‘000 $) Payback period (years)

1% 784.11 83.33

2% 2149.58 30.4

3% 3515.04 18.59

4% 4880.5 13.39

5% 6245.96 10.46

6% 7611.42 8.59

7% 8976.88 7.28

8% 10342.33 6.32

9% 11707.8 5.58

10% 13073.26 5

Table 5 Data of costs and efficiency ranges of different storage systems [3, 17]

Storage technology Cost (‘000 $/MW) Cost (‘000 $/MWh) Efficiency

Battery—lead–acid 300–600 200–400 0.63–0.90

Battery—lithium-ion type 1200–4000 600–2500 0.75–0.97

Battery—sodium sulphur 1000–3000 300–500 0.75–0.90

Hydrogen fuel cell 10,000 1,650 0.20–0.66

Table 6 Annual savings and payback period for the lithium-ion battery-hydrogen fuel cell HESS

0% 1% 5% 10%

Annual savings (‘000 $) −1,672.24 2,068.75 17,032.70 35,737.64

Payback period (years) −144.40 116.73 14.18 6.76

For this study, another HESS considered is the lithium-ion battery-hydrogen fuel
cell hybrid. The payback period with this HESS is presented in Table 6.

The results from Table 6 show that under the existing ToU tariffs scheme, the
lithium-ion battery hydrogen fuel cell HESS only becomes profitable when there is
at least a 1% increase in the current tariff regime. In addition, it can be seen that the
payback period, when there is a 10% increase in the current tariff, is 6.76 years.

5 Conclusion

The profitability of inclusion of energy storage systems when providing energy arbi-
trage services within a distribution network is influenced by a number of factors—the
technology type, the capacity, existing tariff rates, lifetime of the storage technology,
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etc. A few of these factors have been analysed in this study to highlight the influ-
ence they have on the payback period of storage systems within a network under
the time-of-use tariff. This analysis would assist distribution network operators in
choice of storage technologies that can be deployed to ensure that the investment
on storage systems is profitable. Further work on this study will include the profit
analysis when the storage system is providing other services such as peak shaving,
voltage regulation, etc., concurrent with energy arbitraging.
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The Awareness and Obstacle Factor
of Machine Maintenance Toward Total
Productive Maintenance
in Manufacturing Company
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Raja Zuraidah Raja Mohd Rasi, Kamilah Ahmad,
and Nor Hadilah Abdul Hamid

Abstract Total productive maintenance (TPM) is intended to enhance equipment
effectiveness and overall efficiency by introducing a comprehensive productmanage-
ment system to maintain equipment life, including equipment related to planning,
applications, maintenance, and related matters. The participation of all employees
from top management to floor worker level is fundamental in the implementation
of TPM. It starts with management motivation or voluntarily to be developed by
starting with small group activities. The objective of this research is to prepare
an awareness procedure and explore the obstacle factors in machine maintenance
toward TPM. Besides, this study intends to suggest the highest obstacle factors that
appear in machine maintenances. In this study, 60 machine technicians randomly
from manufacturing companies in Malaysia. The data collection instrument is to
apply quantitative methods by distributing questions to respondents. In this study,
awareness of machine maintenance and barrier factors in the maintenance of the
machine is discussed.

1 Introduction

The sense of overall maintenance of technical skills is to maintain or control all parts
to fulfill the functions required in the life expectancy [1]. The maintenance process
is essential to keep up with all the work carried out to ensure that all equipment in
the manufacturing system or service will work with the planned productivity targets
[2]. Maintenance is one of the key roles in determining the strategic goals of a chal-
lenging organization today [3]. The maintenance process by the correct procedure
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is the easiest way toward production performance with a high productivity guar-
antee [4]. This process includes planned and unplanned goals to keep physical assets
in a normal operating environment. This process aims to stabilize the reliability,
safety, availability, and quality of manufacturing, equipment or building produc-
tion at a minimal cost [5]. In the past, maintenance functions have been considered
a stressful process and are not taken care of by organizational management. Only
maintenance operations are limited when needed to repair andmaintain during emer-
gency hours. Obstacle factor means something that impedes the movement of the
process or an obstacle or intentionally to make things worse [6]. In this research,
the factors affecting machine maintenance processes will affect the performance of
TPM in the manufacturing industry [7].

2 Research Background

In the context of the business environment in the early 2000s, issues that arose were
concerned with the reduction of the workforce or the reduction of labor. These efforts
will impact the direct involvement of employees in implementing the TPM program
[7]. The activity of TPM is derived from support by middle management [8]. Mean-
while, line workers began to contribute ideas to increase productivity because they
knew their machines were in perfect condition [8]. Although most senior managers
are not raised in machine operations, they are focusing on productivity and reduce
production costs while focusing on increasing profits. Thus, the employee’s involve-
ment in implementing the TPM becomes less attention and thus, it affected the
success of the TPM program [4].

2.1 Research Problems

Nowadays, most manufacturing companies suffered from significant losses/wastes
from the manufacturing division. The level of quality management in manufacturing
is particularly important in terms of raw material management, operation times, and
the reputation of the companywhich is difficult to disclose [5]. Besides, other residues
that not visible due to the speed of operation of the machine, loss of starting residue,
engine breakdown, and bottleneck control [9]. Zero-oriented target concepts such
as zero-tolerance for breakdown, spacing and zero accidents have become a prereq-
uisite in the manufacturing and installation industry. In this regard, in addressing
these issues, the concept of TPM has been adopted in many industries around the
world [4]. The main objectives of the TPM program are to increase productivity and
quality in line with increasing employee motivation and job satisfaction [5]. Main-
tenance before breakdown is the best step as a process of adding value in improving
organizational performance [6]. It is also an important condition for the prolonged
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lifespan of machining [7]. TPM is an innovative approach to maintenance to maxi-
mize equipment efficiency, prevent engine malfunctions, and introduce maintenance
concepts through daily work activities that involve a large workforce [3].

In the difficulty of implementing TPM, it requires multiple procedures and takes
a long time [9]. The smooth implementation of the TPM depends on the investment
of the organization. Among the obvious side effects is the lack of support from
management as they do not understand the final goals of the TPM program [8].
Management considers only productionmanagement andmaintenance of employees.
However, the results were not stimulating but rather a negative impact [4]. The
success of TPM implementation will require the full support and commitment of
top management, a greater sense of ownership and responsibility, cooperation and
engagement of both operators and maintenance employees and disciplinary attitudes
[8].

2.2 Research Objectives

(1) Identify the awareness and obstacle factor in machinemaintenance toward TPM
in a manufacturing company.

(2) Prepare the awareness procedure in machine maintenance toward TPM in a
manufacturing company.

3 Literature Review

This section covered the concept and definition of awareness and obstacle factors in
machine maintenance.

3.1 Awareness

Themeaning of consciousness is the knowledge that something exists or understands
the current state of information or experience [3]. The goal of this course is to ensure
that each participant will:

• determine the strategies required by performing machine maintenance
• identify the importance of data structure before work strategy begins
• identify to categorize assets
• understand different types of maintenance
• assessing the total likelihood of being involved in performing proper maintenance

analysis
• identify similarities and differences in strategies
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• spearhead the implementation of the Maintenance Strategy Study on the impact
of replacement parts

• learn the classification of specific equipment that requires the right strategy.

3.2 Obstacle Factors in Machine Maintenance

3.2.1 Definition

(1) The purpose of the obstacle is that it impedes forward movement or impedes
action or makes it more difficult. This study was to study the factors of inhi-
bition in machine maintenance against TPM in manufacturing companies [8].
The following are some of the difficulties faced by companies when starting
the TPM program [4]:

(2) The main difficulty is changing the attitude of the workers.
(3) Most consider it a monthly activity and doubt its effectiveness.
(4) It does not provide people who can train and does not provide sufficient funds

and time.
(5) Workers consider it extra work or burden.
(6) The middle and upper managements do not clearly understand TPM.
(7) Most consider the TPM to be owned by the maintenance division only.
(8) Workers think that TPM does not carry out activities on the shop floor but

workers are burdened with production targets only.
(9) Lack of education and training in TPM.
(10) Support to weak TPM team members in carrying out their activities.

4 Total Productive Maintenance (TPM)

4.1 Definition

TPMis a productivity improvement practice that is considered to be equivalent to total
quality management (TQM) [7]. It demonstrates the concept of Japanese equipment
management to significantly improve equipment performance in a manufacturing
company with the support and involvement of all employees [8]. The objective of
the TPM is to continuously increase availability and prevent before the breakdown to
equipment for maximum effectiveness. This objective requires strong management
support as well as continuous teamwork and small group activities [8]. TPM starts
with 5S activity [10]. The success of 5S is a decisive step in continuing the TPM.
The 5S is considered the basis of TPM implementation and 5S activity emphasizes
more on hygiene and layout. Unsuccessful workplaces are a major cause of problems
[9]. Problems can be detected and seen if they are not properly organized. If the 5S
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is not taken seriously, then it will lead to 5Ds being delayed, defective, dissatisfied
customers lowered profits and disliked employees.

5 Preventive Maintenance

Preventive maintenance (PM) is the basis of maintenance practiced in manufac-
turing to facilitate the production process and to improve the efficiency of equipment
[11]. PM activities are organized according to work priorities and arrangements,
preparation of labor resources, timeframes for performing tasks and planning of raw
materials and parts [8]. Preventive maintenance (PM) programs have proven their
effectiveness by effectively reducing machine failure rates [11].

6 Methodology

6.1 Introduction

The methodology in this study is the method used in analyzing the systematic
theory. Discussions on problem-solving, design, methods, research frameworks, and
hypotheses [12], population studies, sampling techniques, and sampling frameworks,
sample size, data measurement, and statistical analysis [13].

6.2 Research Design

Quantitative methods are the one way of providing the phenomenon with the collec-
tion of numerical data that are mathematically analyzed [14]. This method is partic-
ularly useful as it can identify the relationship between production machine main-
tenance, and maintenance consumption in the manufacturing industry [15]. All data
were analyzed using SPSS software [16].

6.3 Research Process

See Fig. 1.
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Fig. 1 Research flow-chart
Identify the Research Problem 

Review the literature related to topic

Conceptual framework

Survey Design

Pretest

Collect data by  distributin g questionnaire

Data Analysis 

Interpret result and report 

6.4 Respondents

Quantitative study method where random sampling is used to determine sample
size [17]. The random samples selected to represent each unit in the population
have similar opportunities. This study aims to population is the production machine
operators of the manufacturing companies in Klang Valley. The respondents were
chosen randomly from different manufacturing companies.

6.5 Data Collection Instrument

This study is made up of questions that are divided into three parts. The first part
contains the questionnaire on respondents’ demographic information [18], the second
section covers the maintenance factor of machine maintenance with five items per
dimension, while the third part is maintenance usage [19]. Measure each item in the
second and third sections using a Likert scale with five points ranging from value 1
strongly disagree until value 5 strongly agree [18].
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6.6 Pre-test of the Questionnaire

A pre-test is a very important step to reduce the errors associated with a survey [20].
The pre-test in the present study is conducted with ten production machine workers
in different manufacturing companies from the sample to test the reliability of the
questionnaire [18]. After pre-testing, the questionnaire was distributed to machine
maintenance technicians in the manufacturing company [7].

6.7 Data Analysis

The data obtained were analyzed using the Statistical Package for Social Science
(SPSS) version 22.0 [13]. SPSS is a software that is capable of managing and
analyzing large-capacity data by producing fast and accurate results in the form
of tables and graphs [21], whereas descriptive analysis works to identify data and
characteristics related to the population or phenomenon under study [13]. Corre-
lation relationships were used to measure inference statistics to identify factors of
awareness and barriers to TPM [19] at manufacturing companies in the Klang Valley.

7 Data Analysis and Findings

Company profile distribution, reliability values, descriptive statistics, and normality
test were presented in this chapter. Finally, the correlation test of the hypotheses
was conducted to determine its significant level and interpret the final result [21]
(Table 1).

7.1 Company Profile Analysis

The result shows that most of the respondents are male; there are four of the
respondents with 80% of them while 16 of the respondents with 20% are female.

Table 1 Frequency of gender Frequency Percent

Male 64 80

Female 16 20

Total 100 100
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Table 2 Frequency of
industry

Frequency Percent

Textile and clothing 15 18.75

Furniture 27 33.75

Paper and printing 8 10.0

Rubber or plastic 4 5.0

Non-metallic minerals 16 20.0

Machinery fabrication 10 10.0

Total 80 100.0

Table 3 Frequency of job
position

Frequency Percent

Production technician 12 15.0

Machine technician 45 56.25

Maintenance technician 23 28.75

Total 80 100.0

Table 4 Frequency of
technical working experience

Frequency Percent

Less than 1 years 4 5.0

1–5 years 20 25.0

5–10 years 40 50.0

More than 10 years 16 20.0

Total 80 100.0

Table 2 shows that most of the respondents are from furniture industries which
27 of the total respondents or 33.75%, while the least was from rubber or plastic
industries which 4 of the respondents or 5%.

Table 3 shows that most of the respondents are machine technicians with the
number 45 or 56.25%, followed by maintenance technicians which are 23 or 28.75%
of the respondents and the least are production technicians which are 12 or 15.0%
of the respondents.

Table 4 shows that most of the respondents had 5–10 years of technical working
experience which was 40 (50%) of the respondents. Only 4 technicians have the
technical working experience fewer than 1 year or 5%.

7.2 Reliability Analysis

Reliability analysis can be defined as the testing of consistency. In this research,
Cronbach’s alpha was used to determine the internal reliability [21]. For Cronbach’s
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Table 5 Reliability statistics Section Variable Cronbach alpha (α) Result

B Obstacle factor in
maintenance

0.712 Good

C Awareness of
maintenance

0.725 Good

alpha with a value below 0.7, improvements need to be made by discarding the
problematic items from the group of questions to increase the alpha value [18].

Table 5 shows the value of Cronbach alpha (α) for the pilot test done in terms of
obstacle factors in the maintenance and awareness of maintenance. The Cronbach
alpha value for the pilot test of obstacle factor in maintenance is 0.712, and for
awareness of maintenance is 0.725, it is an agreeable and valid questionnaire.

7.3 Descriptive Analysis

Descriptive analysis is a method of describing the study sample. Its function is to
obtain the mean value and standard deviation [21]. If results are obtained with lower
standard deviation values, then they are closer to the average value of the data.
Table 5.10 illustrates the level of mean measurement at the level of central tendency
[13].

7.4 Data Analysis and Results

7.4.1 Summary of Analysis on Obstacle Factor

Table 6 shows the average mean score of the ten obstacle factors of machine main-
tenance toward TPM in the manufacturing companies and its ranking. The highest
point to point out here is that technicians do not know what the appropriate problem
is causing the machine to breakdown with the highest score of 3.8750, followed by
the organizational feel that the organization does not have enoughworkers to perform
maintenance [7], so the maintenance takes longer to work with the value of 3.5000.

Third place is that the engineer does not know how to make the inspection base
for the machine before it breaks down to 3.35. Technicians feel that the organization
does not provide machine maintenance training and it makes them not careful to do
well maintenance once again with the value of 3.3000 and the technician does not
knowwhen the machine needs maintenance before it stops working with the value of
3.1000 in fifth place. Sixth and seventh places are too old technical think engineers,
making the arrangement more difficult and technicians feel that the organization
does not update maintenance knowledge, which makes them unable to perform well
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Table 6 Obstacle factor in maintenance

Obstacle factor Average mean score Ranking

Technicians do not know when a machine needs for
maintaining before it stops function

3.1000 5

Technicians do not know what the appropriate problems due
to breakdown

3.8750 1

Technicians do not know how to perform the basic
inspection for the machine

3.3500 3

Technicians think that the maintenance step harder due to
the machine is too old

3.0000 6

Technicians do not have the freedom and right to do the
maintenance procedure

2.8500 8

Technicians feel the organizations do not provide machine
maintenance training, lacked understanding in maintenance
very well

3.3000 4

Technicians feel the organizations do not update the
maintenance knowledge and influenced the maintenance
performance

2.9000 7

Technicians feel the organization does not prepare enough
budget to do the maintenance, affected by unable on-time
maintenance

2.4000 10

Technicians feel the organizations do not have enough
employees to do the maintenance

3.5000 2

Technicians feel the organization do not have proper
personal protective equipment (PPE) to do the maintenance

2.7000 9

with values of 3.0000 and 2.9000. Technicians have no freedom and the right to
perform their maintenance steps at eighth place with a value of 2.8500 and followed
by technicians feel that the organization has no proper personal protective equipment
(PPE) to perform maintenance [7], it makes maintenance run slowly and becomes
more difficult and For technicians to feel that the organization does not provide
enough budget for maintenance, it creates a damaged component that cannot replace
the time and suspend maintenance with values of 2.7000 and 2.400. So, from this
analysis, the technicians do not know the causes of the machine breaking down with
the highest value 3.8750. It is the main obstacle factor in the machine maintenance
toward TPM in the manufacturing companies in Klang Valley.

7.4.2 Summary of Analysis on Awareness in Maintenance

Table 7 shows the average mean score of awareness in maintenance and its ranking.
The highest analysis shows that technicians have maintenance planning and machine
maintenance schedules to reduce unnecessary breakdowns and barriers with a mean
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Table 7 Summary of analysis on awareness in machine maintenance

Awareness in machine maintenance Average mean score Ranking

The technician should have maintenance planning and
schedule on machine maintenance to prevent unnecessary
breakdown and obstacle

4.8000 1

The technician should have their freedom and right to do every
single step in machine maintenance

3.2000 3

The organizations should increase more technicians to reduce
the obstacle factors of machine maintenance

2.9000 4

The organizations should increase the budget on machine
maintenance

3.4000 2

The organizations should prepare maintenance courses for the
technicians to increase their awareness and knowledge about
machine maintenance

2.7000 5

score of 4.8000. Likewise, organizations should increase their budget in the mainte-
nance of machines with a value of 3.4000. Third place onward is a technician must
have his freedom and the right to do every step in the maintenance of the machine
and the organization should increase more technicians to help reduce the factors that
prevent the maintenance of the machine to increase total productivity with values of
3.2000 and 2.9000. Organizations should provide maintenance courses for techni-
cians to increase their awareness in fifth placewith the lowest average score of 2.7000.
So, we knew the majority of the technicians think they should have maintenance
planning and schedule on machine maintenance to reduce unnecessary breakdown
[11] and obstacle factor of machine maintenance toward TPM in a manufacturing
company in Klang Valley.

8 Discussion and Conclusion

In the following subchapters, the discussion was done to answer the study questions
stated in this study. This study was conducted to identify the awareness and obstacle
factor in the machine maintenance toward TPM in the manufacturing companies [9].
Additionally, it aimed to suggest an awareness procedure in machine maintenance
toward TPM in the manufacturing companies.

8.1 Awareness Procedure

According to the results shown in Chap. 4, the main obstacle for technicians in
machine maintenance is that they do not know the cause of the engine failure. The
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next step for a technician is to provide a plan and a maintenance schedule for the
machine to prevent damage [22].

Maintenance work is an important issue in manufacturing companies [5]. The
maintenance process is not only focused on repair and replacement parts but also
planning maintenance work.

Corrective maintenance (CM) and preventive maintenance (PM) operations must
be planned [17]. Implementing a CM does not require a large amount of labor and
less labor cost. This will have minimal impact on maintenance costs, whereas, PM is
a basic maintenance technique applied in themanufacturing environment to facilitate
production flow and improve equipment efficiency. PMs are usually scheduled on a
daily, weekly, monthly, or appointed time basis [5].

The role of PM is important in designing maintenance schedules that are effec-
tively coordinated with production scheduling, affecting efficiency and effectiveness
in the manufacturing system [10]. Therefore, production planning and PM activities
can be carried out to avoid re-planning [10].

So, a good preventivemaintenance schedule can effectively reduce the breakdown
[20] and the six maintenance planning principles are very important in the schedule
[22]. When all six of these principles are used and combined correctly, maintenance
planning can reach new levels.

(1) Separate department
(2) Focus on future work
(3) Component-level files
4) Estimate job based on planner expertise
(5) Recognize the skills of the craft
(6) Measure performance with work sampling

The management should manage the schedule to avoid wasting work. The imple-
mentation of PM has proven that the rate of machine breakdown has been reduced
and the production performance has improved [8].

8.2 Conclusion

Finally, various knowledge and learning related to awareness and factors in machine
maintenance against TPM at a manufacturing company in Klang Valley [9]. The
majority of technicians face obstacles in their work, and they do not take it as a
serious issue that causes productivity performance to decline. After the completion
of this project, the implementation of TPM has an impact on productivity [9]. All the
obstacle factors in machine maintenance need to be taken seriously and to increase
the awareness of technicians to improve their productivity performance. The imple-
mentation of PM has proven that the rate of machine damage can be significantly
reduced [20]. PMs are also not routinely implemented as they require precise plan-
ning on the maintenance dates of each machine [22]. However, the situation in the
busymanufacturing industry has proven that PM operations are not effective [6]. The
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lack of skilled manpower and the maintenance of a tight schedule are the factors that
prevent the impact of achieving research objectives.

8.3 Future Study

This study is more of an exploratory study and is limited to case studies at a
Malaysian-based company. It will benefit future researchers to research in case study
mode where generalization ability can be identified. This case study can be done at
manufacturing companies across Malaysia. The suggestion for future study is they
can set up with additional procedures except this and planning maintenance proce-
dure not only on manufacturing company, and other fields [22]. The analysis done
due to machine downtime factors has created a technical problem which is usually
caused by improper maintenance work to prove the importance of implementing PM.
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AMultifractal Study of Al Thin Films
Prepared by RF Magnetron Sputtering
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and S. Hassan

Abstract In this article, a multi-fractal approach has been employed to study the
micromorphology of sputtered aluminium films by radio frequency magnetron sput-
tering method. The films were prepared at 150 and 200 W on stainless and mild
steel substrates of 50 mm by 50 mm by 3 mm dimensions. The substrates and targets
were maintained at room temperature. The surface microstructures of the films were
imaged using atomic forcemicroscopy (AFM). The imageswere then subjected to the
cube countingmethod to calculate the fractal dimension (D) andmultifractal analysis
to comprehend the complex nature of the sputtered Al films. The results show that
the fractal dimension increases with power for mild steel substrates and decreases
with RF power for stainless steel substrates. The multifractal behaviour determined
through mass exponent as a function of moment order, singularity strength as a
function of singularity exponent, and generalized fractal dimension as a function of
moment order reveals that all the films are multifractal in nature.
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1 Introduction

The quantitative analysis of structure/topography of films is significant since most of
their properties (such as optical, electrical, and tribology) and performance depend
on surface morphology [1]. Atomic force microscopy (AFM) is used in acquiring
morphological data of thin films due to its versatility and high resolution. As such,
AFM has been extensively used to obtain morphological information of various
thin films [2–5]. Various information on the properties of thin films can be obtained
fromAFMmicrographs including surface roughness, grain sizes, growthmechanism,
defects/porosity, lateral behaviour, distribution of structures, and so forth [6, 7]. In
analysing AFMdata, both statistical and fractal methods have been used in published
works [8, 9]. Fractal geometry has been shown to provide detailed descriptions of
complex surfaces and thereby enhancing understanding of morphology–property
relationship of thin films. Through fractal theory, self-affinity, scaling laws, and
lateral roughness of thin films have been described [2].

Aluminium thin films are widely used in optical, microelectronics, and solar
devices due to the low resistivity, high reflectance, and availability of bulk aluminium
[10]. Various methods of depositing Al thin films have been described [11–13], and
sputtering has emerged as one of the most attractive methods since it deposits films
at low temperatures [10]. Al thin films deposited by magnetron sputtering exhibit
fractal behaviour as earlier reported [5, 9, 14, 15]. Notably lacking in the literature
is the multifractal behaviour/studies of Al thin films deposited on metal substrates.
In this study, therefore, multifractal characterization of Al thin films grown by RF
magnetron sputtering is presented.

2 Methods

The experimental procedure used in this research was detailed in our earlier articles
[14, 15]. In summary, the thin aluminium films were sputtered on steel substrates
using the HHV TF500 deposition system (manufactured by HHV Limited, UK).
The deposition was undertaken at 28 °C and at 150 and 200 W. The microstructure
properties of these samples were determined using scanning electron microscopy
and X-ray diffraction measurements and reported earlier [14].

The atomic force microscope (AFM) measurements used in this paper were
described in detail in reference [14] in which statistical and mono-fractal (power
spectral density function) analyses of the AFM micrographs were explained. The
AFM images were obtained using Nanoscope 3100 Dimension AFM equipment in
non-contact mode at ambient conditions in air.
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3 Results and Discussion

Figure 1 shows 3D representative AFM micrographs for all the samples used in
this study. The films deposited at 150 W for both films which consist of small and
closely packed surface structures, whereas those deposited at 200 W have large and
interconnected structures, indicating structural evolution with RF power. The AFM
micrographs were binarized into 8-bit and then the threshold was applied to identify
the surface features (Fig. 2). The values of D were computed by the box counting
method, which uses the log–log plots of the number N(E) and size E of grids enough
to cover the pixels of the image. A convergence study was used to determine the
minimum number of grids to compute the accurate fractal dimensions in all the
surfaces. The graph of the fractal dimension against the number of boxes is shown in
Fig. 3, and as observed, 500 boxes were enough to accurately determine the fractal
dimensions for all the samples.

The computed fractal dimensions (D) for all the samples are summarized in
Table 1. It is observed that samples on stainless steel surfaces prepared at both powers
have very close values of D (≈1.6), indicating similar fractal (lateral) surfaces are
obtained at these powers. However, films deposited onmild steel substrates have very
different fractal dimension values (≈1.5 at 150W and≈1.6 at 200W) indicating that
increasing power from 150 to 200W results in lateral growth during sputtering of Al

Fig. 1 Representative 3D AFM images taken at scan area of 3 × 3 μm2 on the top surfaces of the
aluminium thin films
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Fig. 2 Image processing for multifractal analysis of AFM micrographs shown in Fig. 1

Fig. 3 Fractal dimension (D) versus number of boxes (N(E)). The values of D converged between
400 and 500 boxes. These results indicate that N = 500 is enough for computation of fractal
dimensions for all the surfaces in Fig. 1
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Table 1 Fractal and multifractal parameters of Al thin films grown on different substrates and
powers

Samples αmin αmax �α f (αmin) f (αmax) �f (α) D

MS 150 W 1.3560 2.1290 0.7730 1.3047 0.9278 0.3769 1.5230

MS 200 W 1.3000 1.9817 0.6817 1.2849 0.3741 0.9108 1.6060

SS 150 W 1.4952 2.0920 0.5968 1.4932 0.8333 0.6599 1.6330

SS 200 W 1.3642 2.100 0.7358 1.3642 0.5377 0.8265 1.5530

thin films. For all the surfaces, the values of fractal dimensions (D) are observed to
vary from one point to another indicating existence of multifractality of these films.

A multifractal analysis was then undertaken following the algorithms described
in references [9, 16]. In these analyses, plots of mass exponent function (τ (q) against
moment order (q) multifractal spectrum or singularity strength (f (α)) against singu-
larity index (α) and generalized fractal dimension (D(q)) versus q are used to char-
acterize the multifractal behaviour of the Al films [17]. The graphs of these results
are represented in Figs. 4, 5, and 6, respectively.

The mass exponent function, τ (q), is computed in the range of −10 < q < 10
with steps of 0.2, and the results are presented in Fig. 4. As seen, the τ (q) exhibits
a nonlinear relationship with q for all the surfaces indicating that these films are
multifractal. It has been reported that in computation of τ (q), larger values of q are
not statistically significant due to small data sizes and therefore small range of q
should be used [18]. The nonlinearity for all the surfaces is nearly equal, and all the
curves exhibit an ‘inflection’ region about q = 0.

Fig. 4 Mass exponent function (τ (q)) profiles for the sputtered Al thin films
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Fig. 5 Plots of singularity strength, f (α), versus singularity index, α for the sputtered Al film
samples

Fig. 6 Generalized dimension,D, as a functionmoment order, q of aluminium thin films at different
powers
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In Fig. 5, the singularity strength (f (α)) is expressed as a function of singularity
index, α. It is observed that f (α) is a continuous function of α and that width (�α)
and profile of each spectrum are different for all samples (Table 1). Additionally,
all the spectra exhibited hook-like shapes skewed to the right with tips to the left.
The highest value of �α can be observed on mild steel films at 150 W, whereas the
lowest value is obtained on stainless steel substrates deposited at 150 W. It therefore
means that the films sputtered on mild steel at 150W have the highest average height
surface features, whereas the stainless steel samples prepared at 150 W have the
lowest height features as it was reported in our earlier results [14]. The samples with
small values of �α are said to be less multifractal [1, 18]. The differences in fractal
dimensions, �f (α) = f (αmin) − f (αmax), for all the samples are also shown in
Table 1, and all the values are positive, which is consistent with the left hook-like
profiles.

Figure 6 shows the generalized fractal dimension D plotted against q. As can be
seen, the D(q) decreases with q confirming the multifractal behaviour of the films.
There is a slower decrease in D(q) with q for samples on stainless steel surfaces at
150 W, which indicates that the films have less multifractality. All the plots show a
point of inflection at q = 0, which are indicative of multifractal surfaces [9].

4 Conclusions

Amultifractal analysis on the atomic forcemicroscope (AFM)micrographs ofAl thin
films sputtered on mild and stainless steel samples at 150 and 200 W is presented
in this article. There is no significant difference between the fractal dimensions
(D) for stainless steel samples prepared at both powers. For mild steel substrates,
fractal dimension D = 1.5230 is obtained at 150 W, which is considerably lower
than that obtained at 200 W (D = 1.6060). Mass exponent function (τ ) exhibits a
nonlinear relationshipwithmoment order (q) for all the samples indicating that all the
surfaces are multifractal. The singularity strength parameters and generalized fractal
dimensions confirmed the existence of multifractal behaviour of the films. It is also
observed that the stainless steel samples at 150 W exhibit the lowest multifractal
characteristics.

Acknowledgements The Global Excellence and Stature (GES) 4.0 funding for Postdoctoral
Research Fellowship by the University of Johannesburg is acknowledged.
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17. Ţălu S, Morozov IA, Yadav RP (2019) Multifractal analysis of sputtered indium tin oxide thin
film surfaces. Appl Surf Sci 65(3):294–300

18. Nasehnejad M, Gholipour SM, Nabiyouni G (2016) Atomic force microscopy study, kinetic
roughening and multifractal analysis of electrodeposited silver films. Appl Surf Sci 389:735–
741



Influence of Elbow Orientation on Solid
Particle Erosion for Multiphase Flow

Rehan Khan, H. H. Ya, William Pao, Armaghan Khan, R. Zahoor,
and Tauseef Ahmed

Abstract Erosive wear of equipment in hydrocarbon and mineral processing
pipelines can occur under multiphase flow. The 90° elbow configuration is a common
flow changing device in the pipeline network used to redirect the flow direction. This
paper highlights a CFD approach to study erosion-induced damage in 90° elbows due
to the transportation of sand particles in the carrier phase. A discrete phase modeling
(DPM) technique is employed to decouple the relationship of elbow orientation and
erosion-induced damage in 90° elbows. The computational geometry and simulation
parameters consist of horizontal to horizontal (H–H), horizontal to vertical (H–V),
and vertical to horizontal (V–H) orientated 90° elbows with 50.8 mm inner diameter
and fine sand of 50 µm size entertains in a liquid phase at 5 m/s flow velocity. The
high erosion zones have been located near the outlet of the 90° elbow under fine
particle impact with a maximum erosion rate of 5.5 mm/year in horizontal–vertical
(H–V) oriented elbow.

Keywords Erosion ·Multiphase flow · 90° elbow · CFD

1 Introduction

Hydrocarbon production process involving the sand particles transpiration entrained
in a carrier phase induces erosion damage. Erosion may cause severe detriment to
production equipment and devices and affect the operating safety and life of produc-
tion equipment. [1–3]. Practical wall interaction within the flow changing devices
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(i.e., elbows, tee, and valves) is the ultimate cause of erosion which induces damage
[2]. Although sand collectors and separators are widely installed in pipelines to avoid
the progression of solid particles, the transit of fine particles in pipes is unavoidable.
Fine particles aremainly sandparticleswith sizes less than 62µm,which cangenerate
erosive effects on pipelines. These particles affect operational safety and reduce the
flow efficiency of production processes. To understand the erosion-induced damage
due to sand particles [4] and factors influencing erosion in terms of the target wall
properties, carrier fluid characteristics, and erodent properties, various investigations
were directed in previous studies [5–7]. To quantify the erosion intensity and damage
in the wide range of geometries under different flow conditions, erosion equations
should be implemented intoCFDcodes. Because of the significance of computational
techniques in erosion quantification, a range of studies has been done by scholars for
complex geometries [8–13].

Duarte et al. [14] identified that the adoption of coupling techniques may essen-
tially alter the erosion pattern of the elbows. Zhang et al. [2] described a probability-
based technique to predict sand erosion of pipes under multiphase flow. Jafari et al.
[15] developed an equation to measure erosion by considering the effect of fluc-
tuating velocity of the liquid phase in a horizontal pipe using the discrete random
walk model with a turbulence model. For the present study to quantify erosion rate
and particle trajectories, DPM approach was introduced in simulation stages with
discrete random walk model in simulation parameters which was used to extract the
erosion profile for different elbow configurations.

Many numerical and experimental efforts have been directed to investigate the
wear of flow changing devices in the liquid–solid flow. Unfortunately, these studies
were initiated to find the maximum erosion rate of the complete elbow configura-
tion. Only a few studies were found that attempted to decouple the relationship of
elbow orientation and erosion zone distribution for the 90° elbow. The study of the
elbow in erosion research is significant since it is the common configuration that
has the most influence on erosion failure under industrial operating conditions [16].
In the current work, the influential effect of elbow orientation on sand erosion was
studied using computational fluid dynamics simulation. Furthermore, the relation-
ship between elbow orientation and turbulence intensity in the elbow pipe has been
discussed.

2 Computational Fluid Dynamics (CFD) Simulations

TheANSYSFLUENT codewas employed for current research of erosivewear quan-
tification.CFD tools offer the advancement of computational capabilities in providing
better accuracy of solving flow physics in complex geometries. The geometrical
configuration of the CFD model consists of the carbon steel elbow with an inner
radius of 0.0254 m and radius of curvature 1.5D as shown in Fig. 1a. For computa-
tional study, hexahedral mesh (Fig. 1b) with 0.003 m elements size was used for all
the simulations and mesh independence study with model validation is presented in
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Fig. 1 90° Elbow a computational geometry, b computational mesh

the previous research [17]. For the present study to extract erosion rate and particle
trajectories (discrete phase modeling), DPM approach was introduced in simulation
stages with discrete random walk model. Typical silica sand of 50 µm was used as
erodent medium in the carrier fluid. For the current work, the carrier liquid phase is
water with a flow velocity of 5 m/s, and the solid phase is fine particles with a 2.5%
(w/w) concentration.

3 Results and Discussion

3.1 Relation of Elbow Orientation with Erosion Zone
and Particle Trajectories

The relationship of elbow orientation on the high erosion zone for liquid–solid flow
is studied using the CFD modeling technique details outlined in Sect. 2. To analyze
the elbow orientation and the erosion zone relationship inmore details, Figs. 2, 3, and
4 show the erosion contour of horizontal–horizontal (H–H), horizontal–vertical (H–
V), and vertical–horizontal (V–H) elbow orientation under the same flow velocity.
Figures 2, 3, and 4 show that with changing elbow orientation, the position of erosion
gradually changes from the bottom half to upper half section of the elbow. As shown
in particle track in Fig. 5a–c, multiple particles will impact downstream with larger
kinetic energy which travel from the inlet to elbow outlet and then cause severe
erosion between axial location 75° and 90o for all orientations. Additionally, the
area of low erosion zone changes with the change of elbow orientation as outlined
in Fig. 5a–c. The results in Fig. 6a reflect that for the 90° elbow with identical
geometric configuration, the orientation of the elbow significantly contributes to
escalating the high erosion zone. Furthermore, the erosion rate significantly changes
with the change of elbow orientation as shown by distribution in Fig. 6b. However,
the maximum erosion location will not significantly change with a change in elbow
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Fig. 2 Erosion rate contour forH–H90° elbowouterwall at transportation velocity 5.0m/s a bottom
view, b upper view

Fig. 3 Erosion rate contour forH–V90° elbowouterwall at transportation velocity 5.0m/s a bottom
view. b upper view

Fig. 4 Erosion rate contour forV–H90° elbowouterwall at transportation velocity 5.0m/s a bottom
view, b upper view

orientation as presented in Fig. 6b. Particles impact the outlet at 90o axial angle on
the outer wall of elbow configuration for all orientations. The high erosion rate was
found for H–V followed by V–H, and the minimum erosion rate was found for H–H
orientation as presented in Fig. 6a. The erosion rates differed and varied for a flow
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Fig. 5 Fine particle trajectory for 5 m/s flow velocity a H–H 90° elbow, b H–V 90° elbow, c V–H
90° elbow

Fig. 6 Erosion rate (CFD) for three elbows with different orientations a maximum erosion rate,
b erosion rate distribution

velocity of 5 m/s from 1.5 to 4.3 mm/year between axial angles 47° and 76°, between
76° and 90° axial angles 3.1–5.5 mm/year. By comparing elbow erosion rate results
for different orientations, the maximum erosion rate in H–H is 1.4 times less than
H–V and 1.18 times less compared to V–H elbow.

3.2 Relationship of the Elbow Orientation and Turbulence
Intensity

Figure 7a–c illustrates that turbulent intensity significantly contributes to enhance-
ment of particle–wall interaction and erosion-induced damage at the elbow exit
toward the outer wall. The peak turbulence zone near the outlet of 90° elbow outer
wall boundary escalates particles and results in more particles impact of the outer
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Fig. 7 Turbulent intensity contours in the outlet for 90° elbows orientation a H–H, b H–V, c V–H

wall which causes more erosion in that region. For H–V oriented 90° elbow, the
turbulence zone was found to be stronger at the outlet as compared to H–H and
V–H oriented 90° elbows. Fine sand starts moving from the inner wall and impacts
the outer wall due to centrifugal force, causing erosion of the wall. The centrifugal
force enhances particle–wall interaction of the 90° elbow. Based on the simulation
results, turbulence weighs more in the horizontal–vertical elbow orientation of the
outlet which significantly contributes to enhancing the erosion region and erosion
rate. The turbulent intensity contours imply that the contraction in the blue zone and
the enlargement in the yellow zone signify the high turbulence in the region.

4 Conclusion

In this study, CFD-DPM simulations were carried out on carbon steel long radius
90° elbow to decouple the influence of the elbow orientation on erosion rate and
particle trajectories. The following conclusions can be drawn from the CFD-DPM
simulation results:

• The erosion rate shows a significant increase in the change of orientation fromH–
H to H–V andV–H. In addition, elbow orientation does not significantly affect the
maximumerosion location and cause amoredestructive impact to the outer surface
at the outlet for all orientations with a maximum erosion rate of 5.5 mm/year for
H–V elbow.

• The high turbulence toward the downstream region induces more catastrophic
particle–wall interaction at the outlet side and affects the erosion pattern.However,
high turbulence intensity is observed in H–V oriented 90° elbow as compared to
H–H and V–H oriented configurations. Thus, the replacement of H–V with H–H
and V–H oriented elbow is recommended for suitable cases.

Acknowledgements The authors acknowledge the financial support given by the Universiti
Teknologi PETRONAS under grant YUTP-FRG 0153AA-H19 for this research.
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High-Speed Machining for CNC Milling
Simulation Using CAM Software

Kwok Cheat Gan and Mohd Salman Abu Mansor

Abstract The two types of computer numerical control (CNC) machining are
conventional and high-speed machining. In this work, the high-speed machining is
investigated. The term ‘high-speed machining’ typically refers to milling machining
at high levels of rotational speed, feed rate, and/or material removal rate. High-speed
machining technology sometimes uses high revolutions per minute (rpm) rate and
has a small step-over with significantly increased feed rate. Thus, the high-speed
machining is suitable for replacing an existing machining process with increased
flexibility and efficiency. Therefore, a gap of knowledge for high-speed machining
information exists andmust be explored on the basis of in-house resource availability.
This work presents an investigation of high-speed machining for CNCmilling simu-
lation using Mastercam software. This work aims to study the difference between
CNC machining strategies for high speed and conventional machining on a 3D part
model containing a pocket with a protrusion island. The high-speed machining is
compared with conventional machining using the same software to ensure the reli-
ability of the former. Furthermore, the toolpath strategies for cutting methods are
compared.

Keywords High-speed machining · CNC milling · Cutting methods · Toolpath
strategies

1 Introduction

Salomon [1] proposed the definition of high-speed machining. He assumed that
the temperature will start to reduce to a certain cutting speed which is five to ten
times higher in a chip tool interface than in conventional machining. High-speed
machining is frequently applied to all operations, particularly in small-sized tools [2].
High-speed machining can be defined in many different ways [3], such as high-feed
machining (Vf), high rotational speed machining (n), high cutting speed machining
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(Vc), high productive machining, or high-speed and feed machining. The suitable
manufacturing conditions must be carefully selected for each operation to obtain
dimensional accuracy and minimise cutting time in manufacturing in accordance
with product specifications [4].

Generally, cutting conditions, such as cutting speed, depth of cut, and feed rate, are
considered. The final result is affected by each component involved in machining.
The machining centre is the basic element of the process; various characteristics,
such as workspace dimensions, power, number of axes, travel speed on axes, spindle
speed, and tool magazine capacity, available in the machining centre will affect the
final product [5]. The cutting tool is another key to the machining element. The term
high-speed milling is typically used to express end milling with a small diameter tool
that is equal to or less than 10 mm and with high rotational speed up to 10,000 rpm
[6]. Under these conditions, the high tendency of vibration and tool rigidity becomes
a critical issue. However, this problem can be minimised or solved using a suitable
tool holder.

Numerous commercial computer-aided manufacturing (CAM) systems currently
have high-speedmachining selections to provide propermachining strategies. Never-
theless, some researchers have allowed the cutting parameters to be calculated. The
common features of CAM systems are based on geometric programming and not
on selecting the cutting parameters requiring considerable information on tools and
materials [7]. All the factors for machining are difficult to analyse.

Dagiloke et al.’s [8] research is limited to factors with a significant effect on
dimensional accuracy and cycle time. In the analysis, the factors considered are
provided as follows: (i) the type of tool holder to avoid tool failure and obtain a
favourable surface finish because a good tool balance is critical; (ii) the cutting
conditions, such as the programmed feed rate, to ensure high-speed milling in the
process; and (iii) the interpolation type used to create the programmeusing distinctive
circular and linear interpolation. Few researchers [9–11] have proposed methods for
constructing spiral toolpaths for high-speedmachining. The toolpaths for high-speed
machining significantly affect the surface quality and the efficiency of the machining
process [12, 13].

Several critical parameters are present for high-speed machining. One parameter
is the depth of cut. Recommendations are provided by cutting tool manufacturers in
terms of machining parameters that should be used. These parameters are generally
a machining datum applicable for the parameter sets [14]. High-speed machining
technology offers more advantages than conventional machining [15]. Many advan-
tages of high-speed machining have been cited. The common claims are presented as
follows: (i) high metal removal rates, (ii) low cutting forces and minimal workpiece
distortion, (iii) an ability to machine thin-walled sections, and (iv) the use of simple
fixturing.

High-speed milling is efficient in reducing machining time [16]. Machining is
rapidly performedusinghigh-feed rates, thereby resulting in enhanced surface quality
when declining the distance between successive cutter paths. Consequently, this
technology can abolish the manual polishing process and reduce costs and lead time.
Minimal amounts of material per step can be subtracted given fast feed rates, thus
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resulting in small forces on the geometry to be machined. Thus, thin walls can be
machined through high-speed machining.

The number of literature in high-speed machining has drastically increased for
the past few years. This finding demonstrates the growing success of evolutionary
approaches in themachining production area. However, a gap of knowledge for high-
speed machining information exists and must be explored on the basis of existing
in-house resources. Thus, an extensive study on the investigation and application on
high-speedmachining with respect to various performance measures and approaches
is necessary.

Therefore, the high-speed machining must be studied given its benefits, as previ-
ously mentioned, to fulfil the gap of knowledge andmachining information that must
certainly be exploredon the basis of the availability of in-house resources.High-speed
machining for CNC milling simulation will be investigated using Mastercam.

2 Methodology

A3Dpart model with a pocket and protrusion island is prepared using a CAD system.
The model is then exported to Mastercam to generate toolpath and G-code for the
machining. Few toolpaths, such as contour, drill, pocket, and facing toolpaths, can be
created using Mastercam. In this work, contour (Fig. 1) and pocket (Fig. 2) toolpaths
are used. Contour toolpaths are used to remove materials along a path defined by a
chain of curves. By contrast, pocket toolpaths are used to removematerials contained
in a closed profile. The contour and pocket toolpaths are selected from theOperations
Manager menu for creating contour and pocket toolpaths, respectively. This process
is initiated to create a toolpath for the part. The Roughing or Finishing parameter
menu is configured (Fig. 3).

For toolpath verification, the stock shape is updated whilst the tool moves along
the toolpath and produces the final path. This step allows the resulting model to be
inspected, thus ensuring that the programming errors are eliminated before they are
transferred to the CNC machine. Similar to creating a part, the Operations Manager
menu must be firstly opened to run toolpath verification. Secondly, the Verify button
must be chosen, and the verification process is run by clicking the play button from
the Verify menu (Fig. 4). After verifying all the toolpaths, the G-code can be created
by selecting Post from the Operations Manager menu. Finally, the NC file and Edit
are saved in the post-processing menu (Fig. 5).

The procedures for high-speed and conventional machining are the same from
exporting a 3D part model to Mastercam until the G-code is created. In high-speed
machining, the normally usedmethod includes high speed, parallel spiral, andparallel
spiral with clean corners. Thus, the only difference between the two machining
methods is the different cuttingmethods chosen in theRoughing/Finishing parameter
menu (Fig. 3).
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Fig. 1 Contour (2D) menu

3 Result and Discussion

Figure 6 illustrates the machining part used for this work. The machining part is
divided into the following sections:

(a) First section: Rectangular part,
(b) Second section: Circular part, and
(c) Third section: Pocket part.

Figure 7 demonstrates the toolpart strategy for the rectangular part that must be
machined. The cutter begins its machining at Point 1. Then, the cutter moves to Point
2, 3, and 4 (refer to the yellow arrow).

Figure 8 exhibits the toolpart strategy for the circular part that must be machined.
The cutter begins its machining at Point 1. Afterwards, the cutter moves in the
clockwise direction (refer to the yellow arrow). The machining process is divided
into the following four sections: the first quadrant at Point 2, the second quadrant at
Point 3, the third quadrant at Point 4, and the last quadrant at Point 1.

Figure 9 presents the toolpart strategy for the pocket part that must be machined.
The cutter begins its machining from ‘Start’. The first layer of pocket is machined
through the ‘zigzag method’ (refer to the yellow arrow). The machining process is
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Fig. 2 Pocket (standard) menu

Fig. 3 Roughing/finishing parameter menu
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Fig. 4 Verify menu

Fig. 5 Post-processing
menu

1st Section: Rectangular 

3rd Section: Pocket part 

2nd Section: Circular 

Fig. 6 Machining part

continued through the same method until a tenth layer of the pocket part is produced.
Figure 10 depicts a completely machined product with a pocket.

The same 3D part model is used to investigate high-speed machining (Fig. 6).
The only difference between conventional and high-speed machining is the utilised
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Origin 

Fig. 7 Toolpart strategy for the zigzag cutting method—rectangular part

1 

2 

3 

4 

X Axis 

Y Axis 

Fig. 8 Toolpart strategy for the zigzag cutting method—circular part
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Y Axis

X Axis

Start Here

Fig. 9 Toolpart strategy for the zigzag cutting method—pocket part

Fig. 10 Completely
machined product with a
pocket
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cutting method. As mentioned previously, the machining part can be divided into
three sections, namely rectangular, circular, and pocket parts. In the rectangular and
circular parts, the same machining method is used for high-speed machining. The
NC code generated for high-speed machining is the same as that in conventional
machining considering the same cutter orientation. In the pocket part, a different
machining method is used between conventional and high-speed machining. High-
speed machining uses a high-speed cutter orientation. By contrast, conventional
machining uses a zigzag cutter orientation. The NC code generated for high-speed
machining is different, given the cutter orientation difference.

Figure 11 illustrates a toolpath strategy for the high-speed cutting method. The
tool is moved in small circles rather than in a straight line whilst cutting. The cutter
begins its machining at Area 1 by moving the tool in small circles whilst cutting. The
cutter maintains the same high-speed method until ten product layers are completely
machined. Then, the cutter moves to Areas 2, 3, and 4 (refer to the yellow arrow) by
performing the same machining steps. The surface finish process in the rectangular
and circular parts will begin after cutting completely at Areas 1–4.

Table 1 displays a comparison of the zigzag and high-speed cutting methods. The
tools in a zigzag cutting method are cutting in a straight line and low spindle speed.

1 

2 3 

4 Origin 

Y Axis

X Axis

Fig. 11 Toolpart strategy for the high-speed cutting method
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Table 1 Comparison of the zigzag and high-speed cutting methods

No Zigzag cutting method High-speed cutting method

1 Cut in a straight line Moves the tools in small circles whilst cutting

2 Unsuitable for high-speed machining Suitable for high-speed machining

3 Inconsistent feed rate Consistent feed rate

4 Cut in low speed Cut in high speed

By contrast, the high-speed cutting method moves the tools in small circles whilst
cutting, and the tools are cutting in high spindle speed.

A significant impact on the efficiency of themachining process and surface quality
can be obtained from the toolpaths for high-speed machining [12, 13]. Tool wear
is an important aspect in high-speed machining, which influences part quality and
machining precision and requires a suitablemethod to predict andmonitor tool condi-
tions [17]. The investigation result shows that the toolpart generated for the high-
speed machining for CNC milling simulation is found in different cutting methods
in terms of tool movement and cutting parameters which can influence the process
efficiency and surface quality.

4 Conclusions

In this work, the CNC milling simulation for high-speed machining is investigated.
A significant finding in terms of the high-speed cutting method and its benefits is
obtained. The cutting method for high-speed machining has generated numerous
small circle toolpaths for the pocket part. The high-speed cutting method is suitable
for high-speed machining because the cutting tool constantly moves along a curve
with a constant radius. This condition also allows a consistent feed rate throughout
the machining process. Therefore, enhanced surface quality can be produced and
can eliminate the manual polishing process. Small cutting forces on the geometry
can be created and can remove the small amounts of material per step. In terms of
contribution to knowledge, high-speed machining can be considered to replace the
existing machining processes with increased flexibility and efficiency.
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Structural Fabrication and Dynamic
Simulation of Stress of a Vibrosieve
for Efficient Industrial Applications

Enesi Y. Salawu, O. O. Ajayi, Fajobi Muyiwa, Felix Ishola, and Azeta Joseph

Abstract A reliable and accurate size determination of powder particles or solid
particles, in general, depends on the vibrating efficiency of a vibrosieve. Thus, the
study employed the inexpensive design concept of vibration mechanics and mass
balance to improve the quality production of powder. Stress simulation of a vibrosieve
was proposed. The result of the stress simulation using carbon steel materials showed
that there is variation in both yield stress and shear stress. For a 7N load, a yield stress
of 2.817–2.835 N/m2 and a corresponding shear stress of 2.817–2.821 N/m2 were
observed. Subsequently, simulation result using alloy steel revealed a yield stress
ranging from 6.204 to 6.212 and a corresponding shear stress of 4.549–4.555 N/m2.
The variation in the stress depicts the fatigue life of the machine overtime. Thus, the
result of increased yield stress showed that the material might likely fail overtime.
Thiswill enable designers to carefully select theirmaterial and operating stresswhich
will be safe for the machine, thereby increasing machine, reliability and efficiency.

Keywords Stress · Vibration · Powder · Production · Vibrosieve

1 Introduction

Sieving or screening is referred to as the separation of solids into two or more parts
based on their size differences. This process has become a very important operation
in the food processing industry as well as in the industrial separation of other solid
particle sizes [1]. For instance, the separation of some particle-based systems has
been found to be contaminated by some reagents during the process, especially in
the pharmaceutical industries due to improper sieving during the process [2]. Conse-
quently, Chen et al. [3] reported that the use of molecular sieves in the separation
of hydrogen isotopes is highly significant but the mole fraction determination is
still a challenge. Thus, previous studies on the domestic application of sieves in
threshing of rice mixture showed that the process is laborious, and the rate of loss
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and quality of the product is highly dependent on the sieving machine [4]. However,
the development of a highly efficient device that can be used for the separation of
some processed agricultural produce remains a challenge due to mass transfer [5].
More so, the determination of the particle size is the key to quality production as
well as having efficient and accurate powder production technique [6–9]. Further to
this, the geometric factor in the design of sieves is still a problem as this relates to
the dynamic and kinematic properties of the particles to be separated [10–12]. These
factors can be simulated in the design process of the sieve in order to get the desired
efficiency during the sieving operation. According to Carpin et al. [13], the surface
area and the length of the particle size distribution limit the compressibility and the
flowability of the powder. This is due to the fact that the size distribution is a function
of the length of a single particle and gives more uncertainties when the morphology
is complex [14–16]. To obtain accuracy and stability in powder production, various
sieve designs must be of a reasonable peak height to reduce the sieving time [17–
19]. Consequently, the drop size and mass transfer coefficient of the particle size
distribution must be taken into consideration at the design stage to achieve a reli-
able product [20–24]. In the present study, the focus is on the development of an
automated sieving machine based on the knowledge of vibration that can efficiently
salvage the time wasted in processing and packaging of agricultural and industrial
products which include wheat flour, yam flour, maize flour and industrial chemicals,
etc., thus making it possible to separate or sieve the powder from impurities and
also making the end product safe for consumption even in the local communities.
More so, the study further investigated the strength of the assembled sieve via finite
element approach to determine the effect of vibration on the yield strength of the
material, hence improving machine reliability.

2 Problem Definition

Vibrosieves have been found to have major factors which pose problems during the
design. These factors or problems include accumulation of materials at the centre of
the sieve due to reduced vibration and the vibrator motor vibrating in the direction
opposite to the expected and inadequate operating efficiency. These problems or
factors contribute to the overall performance, wastage of time and poor quality of
powder production [25, 26]. This research, therefore, focused on the fabrication,
assembly and stress simulation of the vibrosieve to improve the smooth running and
efficient operation of a vibrosieve.
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3 Materials and Methods

3.1 Materials Selection

The machine components include the frame which is cylindrical in shape and made
of carbon steel due to its high strength and corrosion resistance. The frame is coupled
with the wire mesh of which the sieve is attached as well as the electric motor. The
sieve was made from stainless steel due to its corrosion resistance and its ability to
resist failure under repeated loading. The base was made from mild steel because of
its excellent strength and durability, while the springs were used to dampen the vibra-
tion produced by the motor. Cast alloy springs were selected based on compressive
strength and resistant to failure due to repeated vibrations.

3.2 Methods

3.2.1 Design Concept and Calculations

The methods involved the design equations of component parts based on vibration
requirement.

For a mass of 1 kg, speed of motor required for the sieve N = 950 rpm [27]

ω = 2πN

60
= 950× 2πN

60
= 99.5 rad/s (1)

Unbalanced mass eccentricity is given by r = 50 mm = 0.05 m.
Force exerted by the electric motor to cause vibration is given by [26].

F = mω2r (2)

F = 1× 99.52 × 0.05 = 495N

The force produces an amplitude on the powder given by
Mass of frame + sieve = 20.5 kg (as simulated in Solidwork)

F = ma

To find the vibration amplitude a = F
m = 495

20500 = 0.0241G.
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Fig. 1 Frame design

3.2.2 Solidworks Models of Components and Assembled Parts
of the Sieve

The vibrosieve operates with a powerful single-phase electric motor which was
designed and integrated to the body of the machine for mass balance. When the
motor vibrates, the trough attached to the frame shakes making the sieve attached
to the frame shake also and then, eventually, discharges a fine smooth and medium
size product according to the design of the aperture. The vibration per minute is
1450, and an amplitude of 2–4 mm was selected for the design according to [28].
The component design and complete assembly of the vibrosieve are shown.

4 Figures

See Figs. 1, 2, 3, 4, 5 and 6.

5 Results and Discussion

Figures 1, 2, 3, 4 and 5 present the individual components of the vibrosieve, which
include the frame design with an integrated trough, through which the sieved or
screened particles flow. In addition, the design of the sieve is shown in Fig. 2. A size
of about 75 µm was selected for the aperture for smooth and quality production.
More so, Figs. 3 and 4 represent the base support for the entire design, which is
the sensitive part which supports the vibration and the movement of the springs,
while Fig. 5 represents the springs which serve as vibration dampers and Fig. 5 is
the complete assembly of the vibrosieve.
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Fig. 2 Sieve design

Fig. 3 Base support of the
machine

Fig. 4 Single-phase electric
motor
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Fig. 5 Spring for vibration
damping

Fig. 6 Complete assembly
of vibrosieve

Further to this, the finite element approach was employed to study the variation in
stresses between carbon steel and alloy steel for the fabrication materials. The yield
stress and the shear stress observed were demonstrated on the simulation result.

Figure 7 displays variation in the yield stress as the material vibrates with an
assumed force of 7 N causing vibration. A yield stress of 2.827–2.835 N/m2 was
observed. However, the equivalent shear stress was noted to be between 2.817 and
2.821 N/m2 as seen on Fig. 8. Thus, fatigue might set in after a long operation.

Applying the same analysis using alloy steel for simulation of yield stress and
shear stress, it was noted that the vibration effect was evenly distributed with a yield
stress ranging from 6.204 to 6.212 N/m2 and shear stress of about 4.54–4.555 N/m2

(Figs. 9 and 10).

6 Conclusion

Avibrosievewas designed, fabricated and assembled by carefully selectingmaterials
for the individual component. The entire assembly was subjected to stress simulation
using different materials under a specified load of 7 N to determine the yield stress
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Fig. 7 Finite element model of yield stress (carbon steel)

Fig. 8 Finite element model of shear stress (carbon steel)

and shear stress. The result of the simulation showed that carbon steel gave less yield
stress and shear stress of 2.827–2.835 N/m2 and 2.817–2.821 N/m2 compared to the
alloy steel having 6.204–6.212 and 4.549–4.555 N/m2. This implies that the former
will perform better in service compared to the latter due to increased fatigue life
overtime. The design and proposed simulation of the vibration process will help in
improving machine design and reliability.
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Fig. 9 Finite element model of yield stress (alloy steel)

Fig. 10 Finite element model of yield stress (alloy steel)
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Recycling of Polylactic Acid (PLA)
Wastes from 3D Printing Laboratory

Thai Kiat Ong, Hui Leng Choo, Wei Jean Choo, Seong Chun Koay,
and Ming Meng Pang

Abstract Material extrusion process, or commonly known as fused deposition
modelling (FDM), is the most popular additive manufacturing process to date. Most
universities use this technique along with PLA and ABS as the main materials for
prototyping. A lot of wastes are generated in this process from support structures and
scrapped parts, but they are not usually recycled indoor.Most commonly, thesemate-
rials are thrown away as landfill. Therefore, the aim of this researchwas to investigate
in-house recycling of PLAwastes using a standard desktop filament extruder. A total
of two cycles were carried out (Cycle 0 being the new filament, Cycle 1 and Cycle
2). Mechanical properties, thermal properties and melt flow rate (MFR) were tested
on the obtained samples at each cycle. After one recycling (Cycle 1), mechanical
properties reduced drastically. This was attributed to hydrolytic degradation which
is shown through an increase in MFR and percentage crystallinity. Increasing MFR
can be attributed to the reduction in PLA molecular weight. Besides degradation,
there were some extrusion and printing issues, which were magnified during Cycle
2. The clogging of extrusion nozzle was due to impurities as no filtering was used
during extrusion. Overall, it can be concluded that in-house recycling is feasible,
but it should be done with care as the resulting material has reduced mechanical
properties.
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1 Introduction

Additive manufacturing (AM), colloquially known as 3D printing, has gained a
lot of attention in the past decades. It is a layered manufacturing process whereby
materials are deposited layer by layer according to the CAD design to create a 3D
product. One of themost popularAMmethods is based onmaterial extrusion process,
which is commonly known as fused deposition modelling (FDM). In this process,
thermoplastic filament is heated to its melting temperature and then extruded via
a nozzle to form the required shape. The most common materials used for FDM
process are polylactic acid (PLA) and acrylonitrile butadiene Styrene (ABS). PLA
has lower melting temperature and is easier to print than ABS. Research has also
shown that PLA requires 25–55% less fossil energy than petroleum-based polymers
for manufacturing [1]. In addition, PLA is also compostable. These have made PLA
the most common material to be used in FDM.

In the FDM process, wastes are generated from the support structures, rafts and
skirts that are removed after printing and from scrapped parts due to printing error.
Wastes are also produced when prototypes are discarded after serving their purpose.
These wastes are generally thrown away for landfill and are rarely recycled in-house
for reuse.

Recycling of PLA using extrusion and injection moulding was investigated.
Żenkiewicz et al. [2] studied the mechanical and thermal properties of PLA extruded
up to ten cycles. The authors found a decrease of 5.2% in tensile strength and a
decrease of 20% in impact strength. Melt flow rate (MFR) was found to increase by
236% at the end of the tenth extrusion. In terms of thermal properties, glass transition
temperature (Tg) and melting temperature (Tm) were found to be relatively stable,
whereas crystallinity of the samples increased from 18% to 34%. They attributed
this to the formation of a higher number of crystallisation centres due to degradation
and/or impurities found in the samples with subsequent extrusion. Scaffaro et al. [3]
recycled PLA with plasticiser by extrusion and injection moulding up to three times
and found that the material became stiffer and more brittle. The impact strength
experienced a drop of around 50% upon first recycling and further recycling did not
have as much influence.

To date, there is limited research in recycling of 3D printing wastes with a focus
on the mechanical and thermal properties. Anderson [4] investigated the mechanical
properties of recycled PLA from 3D printing wastes. The collected wastes were
recycled using a desktop filament extruder. The mechanical properties of recycled
PLA were found to decrease by 11% for tensile yield strength and 5% for tensile
modulus. In addition, the variability of the data was found to increase. The author
faced some difficulties in printing recycled PLA which could be due to impurities
since filtering was not used during extrusion. Sanchez et al. [5] investigated the
mechanical properties after five cycles and found that tensile modulus increased
slightly after each cycle, whereas there was a large decrease in tensile modulus. Zhao
et al. [6] studied the closed-loop recycling of PLAused in FDM.The authors extruded
their own filament from virgin PLA pellets using a twin-screw extruder. It was found
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that the material can only be used for two cycles in 3D printing due to significant
deterioration in the viscosity brought about by thermomechanical degradation. They
also blended recycled PLA with virgin material, which was able to improve the
viscosity and thus facilitates the closed-loop recycling process.

The aim of this research was to investigate the feasibility of recycling PLAwastes
fromTaylor’s University 3D printing laboratory for reuse in FDMprocess. A desktop
filament single-screw extruder was used as this is a low-cost option that could be a
more viable option. Mechanical and thermal properties were investigated to deter-
mine the quality of the recycled PLA filament and parts printed using the recycled
filament.

2 Methods

2.1 Preparation of Wastes and Filament Extrusion

Printingwastes were collected from the 3D printing laboratory at Taylor’s University.
The laboratory uses PolyLite™ PLA filament from polymaker. Around 2.3 kg of
wastes were collected in a month, which mostly consisted of failed parts and support
structures. This is equivalent to more than two rolls of new filaments. The wastes
collected were separated based on colours as mixing of colours may influence the
properties of the recycled filaments. In this project, only white-coloured PLA wastes
were used as it formed majority of the wastes collected. The wastes collected were
shredded into pieces of around 3–5 mm, which is similar in size to most of the virgin
PLA pellets. In this study, test specimens were also printed using new PLA filaments
for results comparison. After testing, these samples were also recycled along with
collected wastes.

The shredded PLAwastes were dried in an oven at a temperature of 80 °C for 12 h
prior to extrusion to remove moisture. A Wellzoom Desktop Extruder Line II with
a maximum extrusion speed of 4400 mm/min was used to produce the filaments.
The filaments were extruded using a 1.75 mm die and a temperature profile of 210–
205 °C. The extrusion speed and filament winding speed were adjusted manually
using two independent controllers until filament of around 1.75 ± 0.10 mm was
obtained. The actual speed was unknown and not measured in this study.

2.2 3D Printing

Manufacturing was carried out using a material extrusion-type printer, Raise3D N2
Dual with a 0.4 mm nozzle. The main process parameters used are shown in Table 1.
These parameters are the standard parameters used to print PLA parts in the labora-
tory. Tensile, flexural and impact tests specimens were printed according to ASTM
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Table 1 Process parameters
for 3D printing

Process parameters Values

Printing temperature (°C) 215

Bed temperature (°C) 60

Printing speed (mm/s) 60

Layer height (mm) 0.15

Fill density (%) 100

D638 Type I, ASTMD790 andASTMD256 notched, respectively. At least five spec-
imens were printed for each test. Test specimens printed using new PLA filaments
are designated as Cycle 0, whereas PLA wastes that were recycled once and twice
are designated as Cycle 1 and Cycle 2, respectively.

2.3 Mechanical and Thermal Properties Testing

Tensile and flexural tests were performed using a GT-TCS-2000 Universal Testing
Machine according toASTMD638 andD790, respectively. Tensile tests were carried
out using a 20 kN load cell at a speed of 5 mm/min, and strain was measured using
a 50 mm extensometer. For flexural tests, the support span was set at 53 mm with a
crosshead speed of 1.4 mm/min. Impact tests were carried out according to ASTM
D256 using an Izod Impact Tester GT-7045-HMH. The initial angle of the pendulum
was set to 150.13°, and the weight of the pendulum used was 635.1 g.

Differential scanning calorimetry (DSC) was performed using a Perkin Elmer
DSC 8000 to determine the thermal properties of the new and recycled filaments.
Samples of around 10 mg were measured into an aluminium pan. Samples were
heated from 30 to 200 °C at a heating rate of 10 °C/min and then cooled from 200
to 30 °C at a cooling rate of 10 °C/min. Finally, a second heating was done from 30
to 200°C at a heating rate of 10 °C/min. All heating and cooling were carried out
in a nitrogen atmosphere at a rate of 20 ml/min. Crystallinity, χ, is calculated using
Eq. 1 [7]

χ(%) = �Hm − �Hcc

�H ◦
m

× 100 (1)

where �Hm (J/g) and �Hcc (J/g) are the melting enthalpy and cold crystallisation
enthalpy, respectively, and �H

◦
m (J/g) is the melting enthalpy for a 100% crystalline

PLA which is 93.1 J/g [8].
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2.4 Melt Flow Rate (MFR)

MFRwas conducted using a TWELVindex to investigate the ease of flow of the PLA;
the higher the MFR, the easier the flow is. Temperature, plunger weight and cut time
were set as 190°C, 2.16 kg and 15 s, respectively, according toASTMD1238.Around
10 g of new and recycled filaments were cut to pellet size and placed inside the barrel
from the top of the machine and a plunger weighing 2.16 kg was used to extrude
the specimen out through a die. Samples were cut automatically at 15 s interval. At
least four samples were obtained for each cycle and weighed. MFR, in g/10 min, was
calculated using Eq. 2

MFR (g/10min) = w15 × 40 (2)

where w15 (g) is the average weight of material extruded in 15 s.

3 Results and Discussion

3.1 Mechanical Properties

Mechanical properties of PLA samples at Cycle 0, 1 and 2 are shown in Table 2.
Due to extrusion and printing difficulties, only flexural tests were carried out after
second recycling. No results were obtained for impact strength and tensile tests.
All properties were observed to have deteriorated after one cycle. Tensile modulus
and tensile strength decreased by around 48% and 50%, respectively. The samples
were also observed to be more brittle with a reduction of 64% in elongation at

Table 2 Mechanical
properties of new PLA (Cycle
0), PLA after one recycling
(Cycle 1) and after two
recycling (Cycle 2)

Cycle 0 Cycle 1 Cycle 2

Tensile
modulus (GPa)

3.13 ± 0.08 1.64 ± 0.23 1.46*

Tensile strength
(MPa)

25.50 ± 0.80 12.64 ± 1.66 11.00*

Elongation at
break (%)

2.24 ± 0.52 0.81 ± 0.08 0.78*

Flexural
modulus (GPa)

1.72 ± 0.09 1.33 ± 0.20 0.66 ± 0.26

Flexural
Strength (MPa)

46.44 ± 0.75 34.92 ± 4.51 21.37 ± 10.00

Impact strength
(kJ/m2)

3.96 ± 0.19 1.91 ± 0.11 No Result

Note *Indicates that the sample size is one, hence results are not
conclusive and are used as an indication only
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break. Flexural properties also decreased but not as much when compared to tensile
properties. Flexural modulus and flexural strength both decreased by about 23% and
25%, respectively. After second recycling, properties dropped drastically by 50%
and 39%, respectively. Impact strength was also observed to decrease by 52%. The
variation in the properties also increased in general after one cycle. Similar to the
results obtained by previous researchers [2–6], the mechanical properties of the PLA
were found to decrease with increasing number of cycles. However, the decrease in
properties was found to be more drastic in this study.

As mentioned earlier, there were some difficulties during filament extrusion and
printing. In the first cycle, the filaments can be extruded but it was observed that the
output from the die was occasionally inconsistent. This resulted in filaments with
varying diameter. During printing, the nozzle was sometimes clogged. The same
was experienced by Anderson [4], who suggested that this could be because filtering
was not used during extrusion causing impurities to enter the filament. The short
screw length could also lead to inhomogeneousmelting of PLA resulting in unmelted
microparticles clogging the nozzle head. It is interesting to note that this research also
used a desktop filament extruder and faced the same problem,whereas other literature
using a twin-screw extruder did not mention similar observation. In the second cycle,
the problem during extrusion was more pronounced. The diameter of the extruded
filaments became more inconsistent and printing problem worsened. As shown in
Fig. 1, the distance between each extrusion during printing increases from Cycle 0
to Cycle 2. The filaments with inconsistent diameter could have affected the amount
of PLA melt pool in the nozzle, hence causing this problem. The drastic reduction in
mechanical properties could be a direct result of the difficulties experienced during
extrusion and printing.

Fig. 1 (L-R) specimens printed using new PLA filament (Cycle 0), after one recycling (Cycle 1)
and after two recycling (Cycle 2). Each extrusion can be seen to be further apart from Cycles 0 to
2. This is notable for Cycle 2 as parts of the outer shells were loose
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Table 3 DSC results for new
PLA (Cycle 0) and PLA after
one recycling (Cycle 1)

Properties Cycle 0 Cycle 1

Tg (°C) 62.45 60.75

Tm (°C) 152.15 152.65

�Hm (J/g) 24.4 32.2

χ (%) 26.2 34.6

Table 4 MFR values of new
PLA (Cycle 0), PLA after one
recycling (Cycle 1) and after
two recycling (Cycle 2)

Cycle 0 Cycle 1 Cycle 2

MFR (g/10 min) 6.73 ± 0.58 15.04 ± 1.17 26.28 ± 1.43

3.2 Thermal Properties

Glass transition temperature (Tg), melting temperature (Tm), melting enthalpy
(�Hm) and per cent crystallinity (χ ) are shown in Table 3 for Cycle 0 and Cycle 1
PLA. Tg was found to decrease, whereas Tm was found to increase slightly. Percent
crystallinity was found to increase from 26.2 to 34.6%, confirming that degradation
had occurred. Zhao et al. [6] explained that 3D printing resulted in shorter polymer
chainswhich are able to crystallisemore easily, increasing the crystallinity. The impu-
rities that were present in Cycle 1 could also act as nucleating site, thus increasing
its crystallinity.

3.3 Melt Flow Rate

MFR values are shown in Table 4 for Cycle 0 to Cycle 2. MFR measures the flowa-
bility of the polymer and can indicate the molecular weight of the polymer. An
increase in MFR could mean degradation as polymer chain scission has taken place,
allowing the polymer to flow more easily. After one recycling, the MFR value
increased by 123% and further recycling increased the MFR by a further 75%.
According to Wang et al. [9], an MFR above 10 g/10 min shows good printability
without blockage. This is true for Cycle 0, where it printed smoothly at 215 °C, above
the 190 °C used for MFR test. However, for Cycles 1 and 2, when printing was done
at 215 °C, blockage still occurred. The increasing MFR value could be correlated
with the decrease in molecular weight due to degradation of the polymer by chain
scission, which explains the lower mechanical properties. Even though the PLA was
dried prior to extrusion, some moisture could still be present or absorbed during
handling, resulting in hydrolytic degradation. In addition, the change in colour of the
filament from white to dull white (Fig. 1) supports this theory.
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4 Conclusions

This research looked into the recycling of PLA wastes collected from university 3D
printing laboratory. A total of two cycles were carried out. In Cycle 1, the mechanical
properties reduced drastically, which could be attributed to degradation. In Cycle 2,
a lot of extrusion and printing problems were encountered, therefore limited samples
were produced. The mechanical properties showed further degradation. Overall, this
research has shown that it is viable to recycle PLAwastes in the university laboratory.
However, a reduction inmechanical properties should be expected due to degradation.
The printing quality was also affected as evident in the increase in distance between
each extrusion. It should be noted that a single-screw desktop filament extruder
may not be efficient for recycling as it may cause clogging during printing. Further
investigation will be required to verify this. From the results of this research, it is
suggested that PLA wastes are to be recycled only once, as further recycling was
shown to create a lot of issues in extrusion and printing.
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A Framework for the Optimal Sizing
of Hybrid Solar PV-Battery-Hydro
System for a Rural House in Malaysia

Bilawal A. Bhayo, Hussain H. Al-Kayiem, and Syed I. U. Gilani

Abstract This paper presents a framework for the optimal sizing of hybrid system
utilizing the solar energy and direct rainfall for power generation to meet the load
demand of rural house in Malaysia. The rainfall through catchment area is utilized
to generate power when the power from PV is not enough to meet the load demand.
The loss of power supply probability (LPSP) is considered as constant value for
four different case studies. Case 1 and Case 2 are the PV-Battery system and PV-
Battery-Hydro system, respectively, with LPSP of 0.0. Case 3 and Case 4 are the
PV-Battery system and PV-Battery-Hydro system, respectively, with LPSP of 0.02.
Using particle swarm optimization (PSO), the optimal sizing is determined based on
theminimization of levelized cost of energy (LCE). ForLPSPof 0.0, the integration of
only 0.05 kWh rainfall-based hydropower systems with PV-Battery system resulted
in reduction in the battery capacity of about 2.66%. Compared to other cases, the
lowest LCE of about 0.3613 $/kWh is found for Case 3. For the LPSP of 0.0, the
power systems are oversized, which resulted in high LCE. The integration of rainfall-
based hydropower system with PV-Battery system for LPSP of 0.0 and 0.02 has
increased and decreased the surplus power by 0.8% and 2.5%, respectively, than the
conventional PV-Battery system. It is intimated that with robust power management
and water storage, the integrated solar/rainfall-based hydro system can be of more
advantageous.

Keywords Hybrid renewable energy system, photovoltaic system · Levelized cost
of energy · Loss of power supply probability
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1 Introduction

Integrated solar PV and rainfall-based hydropower system in Malaysia is moti-
vating due to tropical weather. Average annual rainfall in Malaysia is more than
three times the world average annual rainfall of 750 mm. In Peninsula, Sabah, and
Sarawak, the average annual rainfall is 2540 mm, 2630 mm, and 3850 mm, respec-
tively [1]. Whereas, the average solar radiation in Malaysia is also considerably
high and about 4500 W/m2/day [2, 3]. Due to high potential of solar radiation and
rainfall in Malaysia, the solar PV-hydro system can be installed to produce elec-
tricity at lower cost with high system reliability. The integration of rainfall based
hydropower system with solar photovoltaic is very interesting. When, the PV system
fails to produce power due to heavy rain, the hydro system will still be producing
power by utilizing the rain water. Thus, the proposed hybrid solar PV-Battery-Hydro
design can ensure the high reliability of power supply with less numbers of expensive
batteries. Furthermore, if PV-Battery-Hydro system is optimized, it can lead to more
economical and reliable power generation.

The optimization studies are being carried out from the previous two and half
decades. The trend has exhibited that artificial intelligent algorithms are mostly used
in the last decade due to reduced computation time, high accuracy, and good conver-
sions [4]. The meta-heuristic approaches copied from natural processes (likewise,
exchange of information between swarm of fish, flocks of birds) are being used to
solve the complex optimization where the other optimization approaches are not able
to acquire good results [5]. It is complex to determine the optimal sizing of HRES
due to nonlinear behavior of the system components and stochastic nature of the
renewable resources [6–8].

The meta-heuristic approaches, such as particle swarm optimization (PSO) and
genetic algorithm (GA), have the tendency to optimize the hybrid renewable energy
system (HRES) [9]. PSO is simple, easy to implement, and requires information of
only few parameters. In contrast to GA, PSO has proved to be robust and efficient
optimization approach [10–13].

The aim of this research is to develop a framework for the integration of solar
PV-Battery system and rainfall-based hydropower system to meet the load demand
of a rural house in Malaysia. PSO was applied for the optimal sizing of PV-Battery
and PV-Battery-Hydro system by considering the LPSP of 0 and 0.02. The sizing of
components involved in the power system was determined by minimizing the LCE.
The comparative analysis of all four case studies was also attempted to determine
effect of LPSP on the optimal sizing of PV-Battery system with hydropower system
in tropical weather of Malaysia.
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Fig. 1 Interconnection of the hybrid solar PV-battery-hydro components

2 Design, Materials and Methods

2.1 Design of PV-Hydro System

The integrated PV-hydropower is shown in Fig. 1. In the designed PV-hydro system,
PV is the main source to meet the load demand and charge the batteries. When
the solar radiations are absent or not enough to produce the needed power, i.e., in
evening or during cloudy weather, the batteries will be used to supply the deficit
power. However, in the rainy weather, rain water will be harvested through gutters
to produce hydropower and minimize the power discharge from the batteries. The
proposed strategy of utilizing the rainwater for power generation is expected to reduce
the over sizing of standalone PV system in tropical weather.

2.2 Case Studies for Optimal Sizing in PSO

Sizing of PV-hydro system is determined in PSO using the framework presented in
this paper. Four different case studies, as exhibited in Table 1, are considered for the
optimal sizing. The weather data and specification inputs are identical for all four
cases to provide a decisive comparison.
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Table 1 Categorization of
cases for the optimal sizing

Case # Power system LPSP

Case 1 PV-battery 0.0

Case 2 PV-battery-hydro 0.0

Case 3 PV-battery 0.02

Case 4 PV-battery-hydro 0.02

2.3 Data Inputs for Sizing the Power System

The data inputs for sizing of power system are critical. Power system sizing is
complex and site dependent. The objective function, LCE, for optimal system config-
uration is based on the input parameters [14]. Whereas, LPSP values are considered
fixed as 0.0 and 0.02. The data inputs required for the execution of algorithm are
weather data, house load profile, technical parameters, and cost of components.
Therefore, the records of weather data used for the present analysis are from Jabatan
Meteorologi Malaysia (Department of Metrology Malaysia). The daily house load
demand for a rural remote house in Malaysia is taken as 3.1 kWh/day and the peak
load demand is 0.274 kWh. In technical parameters, commercial photovoltaicmodule
of 100Wp is considered. The inverter sizing is fixed to 0.350 kW formeeting the peak
load demand. Whereas, the charge controller is 1.2 times the installed PV. Further-
more, the catchment area for rainfall-based hydropower system is 100 m2 and the
overall efficiency of hydropower system is taken as 80%.

The investment cost and life time in $/W and in years of components in case
studies are considered as 0.9 and 30, 0.4 and 5.0, 2.0 and 30, 0.2 and 10, and 0.2 and
10 for photovoltaic, battery, hydropower, inverter, and charge controller, respectively.
However, the operation and maintenance (O&M) involved are only for photovoltaic
and hydropower system in $/W/Year as 0.018 and 0.04, respectively. The total cost
was determined for LCE by considered the project lifetime as 30 years [14].

2.4 Constraint Values in the Optimization

In the optimal sizing, constrains define the boundaries for the search region. Each
constrain considered in the problem specifies a parameter and number of constrains
used in this study. For deciding number of PV panels, lower bound and upper bound
as 0.0 and 10 are considered, respectively. For the battery, the minimum state of
charge (SOCmin) is 20% of maximum state of charge (SOCmax), and SOCmax is 90%.
For determining the installed battery capacity, the SOCmax lower bound and upper
bound are taken as 0.0 and 5000, respectively. Also, there are several constrains
associated with the rainfall-based hydropower system such as, catchment area, water
storage capacity, water head, and minimum discharge for hydro turbine. However,
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in the present study, the total rain falls on catchment areas of 100 m2 at head of 6 m
is utilized through gutters to generate power when the power generated by PV is not
enough to meet the load demand.

3 Results and Discussion

Optimal sizing and cost analysis are carried out for four different case studies.
Case 1 and Case 2 are with LPSP of 0.0, and Case 3 and Case 4 are with LPSP of
0.02, i.e., system power reliability of 100% and 98%, respectively. Using PSO, the
LCE is obtained following to the optimal sizing. In the optimal sizing, the installation
capacity of PV, battery, inverter, and charge controller are determined.

Table 2 shows the optimal sizing of all analyzed cases. It can be observed that in
PV-Battery system with LPSP of 0.0, the battery installed capacity has decreased by
2.66% with the integration of rainfall-based hydropower system of only 0.05 kW.
However, for LPSP of 0.0, the integration of hydropower system has led to a meager
increase of installed PV of 0.64%. For LPSP 0.02, the battery installed capacity has
increased by only 0.85% and installed PV capacity has decreased by 4.2%. Ameager
increase of battery capacity and considerable high decrease of PV capacity for LPSP
of 0.02 is due to the trade off to achieve minimum LCE.

Analysis results presented in Table 3 show the LCE, house load, power generation,
and total cost in lifetime for Case 1 to Case 4. The increase of power reliability has
caused to increase the LCE due to oversizing of the components. The integration
of hydropower system depending on rainfall has led to increase in the LCE due to
dependency on the rainfall and applied condition that when PV system fails to meet
the load demand.

Table 2 Optimal sizing of components

Case# PV (kWp) Battery (kWh) Inverter (kWh) Charge controller (kW) LPSP

Case 1 1.721 3.044 0.35 2.1 0

Case 2 1.732 2.963 0.35 2.1 0

Case 3 1.152 2.954 0.35 1.4 0.02

Case 4 1.104 2.979 0.35 1.4 0.02

Table 3 LCE, total cost, power generation, and house load in lifetime

Case# LPSP Total cost
($/lifetime)

Power generation
(kWh/lifetime)

House load
kWh/lifetime

LCE ($/kWh)

Case 1 0 14947.9 75972.9 33397.5 0.425

Case 2 0 15101.6 76736.5 33397.5 0.4293

Case 3 0.02 12711.6 50847.2 33397.5 0.3613

Case 4 0.02 12961.7 49046.1 33397.5 0.3685
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Table 4 Surplus and deficient power in lifetime

Case# Case# Power generation
kWh/lifetime

Loss of power supply
kWh/lifetime

Surplus power
%age/lifetime

Case 1 Case 1 75972.9 0 53.40%

Case 2 Case 2 76736.5 0 54.20%

Case 3 Case 3 50847.2 703.1 30.80%

Case 4 Case 4 49046.1 702.7 28.30%

The increase of LCE in Case 2 and Case 4 compared to Case 1 and Case 3
is 1.01% and 2.0%, respectively. Whereas, in Case 2 about 764 kWh/lifetime of
power generated is higher due integration of rainfall-based hydro system. In Case 4,
the increase of power generated due to integration of rainfall-based hydro system is
higher of about 136.0% than theCase 2. Therefore, the hydropower systemharvesting
direct rainfall has high utilitywhen the LPSP is 0.02. Furthermore, if all the generated
power is utilized, then the Case 2 and Case 4 can lead to decreased LCE.

Table 4 exhibits the predicted surplus power and deficit power for all four investi-
gated cases. ThePV-Battery-Hydro systemwithLPSPof 0.0 has higher surplus power
of about 0.8% than the PV-Battery system. However, it can be due to the decrease
in the battery capacity of about 2.66%. In PV-Battery-Hydro system with LPSP of
0.02, the surplus power is about 2.5% lower than the system without hydropower. It
can also be observed that when LPSP is high the surplus power is also high. The high
surplus power can be due to the oversizing of the system components. In addition, the
hydropower system has high utility when LPSP is low. In Case 3 and Case 4, the total
loss of power supply is only around 1.4%/lifetime than the available surplus power.
Therefore, robust power management is further needed for managing the surplus
power to useful power and reduce unit cost of electricity.

Figure 2 exhibits the optimal sizing of PV in kWp, battery in kWh, and LCE
in $/kWh for four case studies. An appropriate system to meet the load demand
of a rural remote house in Malaysia is PV-Battery system. However, integration of
rainfall-based hydropower system can reduce the dependency on the battery bank
and generate power in rainy events. If the hydropower system as proposed in this
study is scaled up, it can lead to decrease the LCE.

4 Conclusions

In this paper a framework to integrate rainfall-based hydropower system with solar
PV-Battery system is presented. With PSO and the developed framework, an optimal
sizing has been determined to meet the load demand of a rural house in Malaysia.
The objective function in this study is LCE. Whereas, the LPSP values are kept fixed
at 0.0 and 0.02. At each value of LPSP, the PV-Battery system with and without
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Fig. 2 Optimal sizing of PV in kWp, battery in kWh and LCE in $/kWh for four case studies

integration of rainfall-based hydropower system is optimized for LCE. The integra-
tion of hydropower system of only 50 watts (net maximum power) has exhibited an
average decrease in battery capacity of about 2.66% for LPSP of 0.0. For LPSP of
0.02, the PV installed capacity is reduced by 4.2% and battery installed capacity is
increased by only 0.6%. In contrast to conventional PV-Battery system, the integrated
PV-Battery system with rainfall-based hydropower system has increased the surplus
power by 0.8% at LPSP of 0.0 and decreased the surplus power by 2.5% at LPSP
of 0.02. The integration of rainfall-based power system can be more advantageous
in standalone applications when all the generated power is utilized. It is suggested
that instead of power generation from direct rainfall, the collected rainfall should
be utilized with effective water storage system comprises ground storage tank and
elevated storage tank of more than 6 m3.
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Anaerobic Treatment of Chicken Manure
Co-digested with Sawdust

H. Y. Kok, M. R. Shamsuddin, and A. Aqsha

Abstract The high total nitrogen content of chicken manure (CM) makes it suitable
to undergo anaerobic digestion (AD) for the production of biogas. In this study,ADof
CMwas done using sawdust (SD) as co-substrate to investigate the quality of biogas
produced. CM and SDwere mixed to reach different carbon-to-nitrogen (C/N) ratios
of 20, 25, 30, and 35. By using laboratory scale of 10L digesters, biogas production
was investigated in anaerobic fermentation. Cow manure, as inoculum, was added
in each digester to facilitate the anaerobic fermentation process. The process was
performed in batch reactors at temperature of 35 °C, and a retention time of 60 days.
Under mesophilic conditions, all co-digestions of CM and SD improved biogas and
methane (CH4) yields significantly compared to control. Percentage of methane had
increased up to 65.9% for CM and SD at C/N ratio of 30. The highest methane yields
(percentages of methane) obtained from different C/N ratios were as follows: C/N
30 (65.9%), C/N 35 (47.0%), C/N 20 (46.5%) and C/N 25 (44.2%). Mono-digestion
of CM generated only 20.5% methane on day 60, possibly due to the high amount
of nitrogen that caused ammonia inhibition.

Keywords Anaerobic digestion · Chicken manure · Carbon-to-nitrogen ratio
(C/N) · Sawdust · Co-digestion

1 Introduction

The poultry demand of Malaysia increases as the population increases. In 2015,
the number of chicken farms was estimated around 662 establishments [1]. Adult
chicken can produce up to 59 kg of manure a year [2].With a large volume of manure
generation, the waste has to be discarded safely without harming the environment.
Manure is traditionally used as fertilizer by applying directly to croplands as chicken
manure contains high nutrient value of nitrogen and phosphorus. However, abundant
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manure may release nitrate that can enter ground water through runoff during raining
season. This can lead towater pollution.Manurewaste also contains growth hormone,
antibiotics, microorganisms, and heavy metals which will cause pollution to the
environment [3]. Moreover, untreated raw manure can also cause flies problem as
flies are attracted to manure as a food source. Flies presence can lead to hygienic
issue to nearby residents, affecting their health and living environment [4].

There is an alternativemeasure to treat chickenmanurewhich is to use them as raw
material for AD. Organic matters such as animal or food waste are decomposed to
produce biogas and biofertilizer through the biological process of AD. This process
happens in the absence of oxygen. CMhas a higher energy content compared to other
animal wastes such as cow and pig, thus, making it potential for biogas production
[5]. The major components of biogas are methane gas (45–70%) and carbon dioxide
(25–40%), as well as trace amounts of hydrogen, nitrogen, and hydrogen sulphide.
Biogas produced can be converted into electricity and heat [6]. The organic material
decomposed through four stages which are hydrolysis, acidogenesis, acetogenesis,
and methanogenesis where each stage utilizes different types of anaerobic bacteria
to digest the biomass.

In the process of AD, production of ammonia from organic nitrogen of raw mate-
rial can cause inhibition, thus, resulting in reduced biogas production [7]. In order to
reduce or prevent ammonia inhibition, CM can be co-digested with a low nitrogen
content feedstock in order to achieve C/N ratio of 15–30, which is the optimum
condition for AD process [8]. Various research have shown that the usage of agri-
cultural waste as co-substrate in AD with CM can increase specific methane yield
due to better nutrient mixtures [9]. Ideally, co-digestion materials should come from
local organic waste in order to lower the overall cost, ensure sustainability and as a
mean to value-add or treat the waste. Locally abundant natural sawdust from a local
sawmill was selected as the additive material.

2 Materials and Methods

2.1 Raw Materials Collection

Raw chicken manure was collected from a poultry farm located at Seri Manjung,
Perak. Sawdust was collected from Wan Sang Sawmill Enterprise, located in Ayer
Tawar, Perak.Moisture content, pH, elemental analysis of C andN, and concentration
of P and K were determined for fresh CM and SD. Fresh cow manure was used as
inoculum, which was collected from a cow farm in Tanjung Tualang, Perak.
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Table 1 Experimental design

C/N ratio CM (kg) SD (kg) Water (kg) Inoculum (kg)

8.10 (control) 2.0 0.0 6.0 0.60

20 1.388 0.612 6.0 0.60

25 1.209 0.791 6.0 0.60

30 1.059 0.941 6.0 0.60

35 0.933 1.067 6.0 0.60

2.2 Experimental Digester and Setup

A total of five laboratory anaerobic digesters, each with a total volume of 10L, were
operated for 60 days. The operating temperature was kept at 35 °C by conducting
the process in an oven. Feedstock (CM) and co-substrate (SD) are mixed to form
substrate. The ratio of inoculums to substrates was controlled at 30:70 [10]. Water
was added to the mixture at a ratio of 1:3 of substrate to water.

Four different mixing ratios of CM and SD were prepared in order to adjust the
C/N ratios to 20, 25, 30, and 35. Mono-digestion of CM was also conducted as
control. All treatments had the same total weight of substrates of 2 kg. The required
mass of CM and SD to achieve specific C/N ratios was calculated using formula
below. The substrate formulations are listed Table 1.

R = Q1[C1× (100− M1)]+Q2[C2× (100− M2)]

Q1[N1× (100− M1)]+Q2[N2× (100− M2)]

where

R C/N ratio of compost mixture
Qn mass (kg) of material n (wet weight)
Cn carbon (%) of material n
Nn nitrogen (%) of material n
Mn moisture content (%) of material n

2.3 Sampling Procedures

Biogas was collected into a gas bag at every 5 days for the first 30 days and every
10 days subsequently until retention time of 60 days. The gas collected was sent for
gas composition analysis using GC-NGA (Perkin Elmer, 580 Clarus).
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Table 2 Characteristics of
chicken manure and sawdust

Parameter Concentration

Manure Sawdust

Total C (%) 36.457 45.161

Total N (%) 4.502 0.331

C/N ratio 8.10 136.64

Total K (ppm) 2228.80 26.84

Total P (ppm) 560 nd

pH 5.55 7.14

Moisture Content (%) 39.73 15.33

nd = not detected; ppm = parts per million

3 Results and Discussions

3.1 Physicochemical Properties of Substrates

The characterization parameters of CM and SD are shown in Table 2. The concen-
tration of phosphorus (P) of the sawdust was not detected. It had been reported by
various researchers that SD only contains a trace amount of P, which can be assumed
negligible [12, 13].

The C/N ratios of CM and SD are 8.10 and 136.64, respectively, whereby on its
own, they are not ideal for anaerobic bacteria to live in. It has been shown by various
research that the optimum range of C/N ratio for microbial activity of methanogens
is approximately 20−30 [14]. Raw materials with different C/N ratios can be used
together in AD process to improve biogas production [2]. The results indicate that SD
is high C content which can be used as an additive material for feedstock preparation
at C/N ratios of 20–35.

3.2 Methane Generation of Feedstock at Different C/N Ratio

Figure 1 illustrates the percentage of methane obtained from the mono-digestion and
co-digestion setups under mesophilic state. In this experiment, all digesters, in which
the C/N ratios were adjusted with SD, had higher methane production compared to
the mono-substrate digester throughout all 60 days of retention period.

As shown in Fig. 1, mono-digestion of CM (Control) had the lowest methane
percentage throughout theADprocess.Methane started to increase after the digestion
process took place for 30 days. The highest percentage of methane achieved by the
control was 20.5% on day 60. Digesters with adjusted C/N ratio displayed similar
trends at the beginning of AD. The production of methane started to increase steadily
on day 10. However, methane percentages of C/N 20 digester decreased on day 20,
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Fig. 1 Percentage of methane from biogas

with low CH4 concentration of 5.4% and high CO2 concentration of 41.7%. This
indicates that the digester was undergoing acidogenesis during this period [15].

Digesters with C/N ratio adjusted to 20 and 30 had a sharp increase of methane
production started on day 25 and they reached the peak of methane percentages
of 46.5% and 65.9%, respectively, on day 40. After day 40, methane percentage of
digesters C/N 20 and 30 decreased drastically. On the other hand, content of methane
produced from digesters C/N 25 and 35 increased steadily and remained constant
with peak on day 30. Co-digestion at C/N ratio 30 produced the highest methane
percentage (65.9%), followed by C/N 35 (47.0%), C/N 20 (46.5%), and C/N 25
(44.2%). These results have shown similar trends with former findings indicating
that the C/N ratio of 25–30:1 is optimum to improve biogas production [16].

Figure 2 illustrates themethane and nitrogen contents of biogas from the digesters.
The relationship betweenmethane and nitrogen contents is similar in all the digesters.
Methane percentage increased when nitrogen gas decreased. The low methane yield
of CM is due to ammonia inhibition caused by the high concentration of nitrogen.
Mono-digestion of CM generated more than 50% of nitrogen gas throughout the
fermentation period, with average of 68.30%. Ammonia (NH3) and ammonium
(NH4

+) are the main causes of inhibition during AD that were generated from degra-
dation of proteins [17].Nitrates can be reduced to nitrogengas throughdenitrification,
whereas nitrites and ammonia can transform directly into N2 gas through anaerobic
ammonia oxidation [18], thus, causing the high percentage of N2. The methane yield
of CM only started to increase after retention time of 30 days because components
that were unable to dissolve, such as proteins or fats, can only be broken down slowly
into monomers after several days, hence, prolonging the digestion of CM [19].
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Fig. 2 Methane and nitrogen contents from digesters, a control, b, C/N 20, c 25, d 30 and e 35

3.3 Effect of Sawdust as Co-substrate on Biogas Composition

Anaerobic process of CM co-digested with SD in this experiment is relatively slow
when compared to other co-substrates as carbon source. Methane production of CM
co-digested with corn stover in biochemical methane potential (BMP) tests reached
the peak (54.2–63.5%) around day 5–10 [20]. In AD of pig manure mixed with
agricultural waste (rice straw) and kitchen waste, the methane content started to
reach the highest percentage (50–60%) and subsequently remained stable on day
14 [21]. However, in this experiment, all C/N adjusted digesters reached the peak
of methane production after retention time of 30 days. For digester C/N 20 and 30,
methane reached the highest yield on day 40, whereas digester C/N 25 and 35 reached
the peak earlier, on day 30. This can be due to the high lignin content in SD. Table 3
shows the lignocellulosic content of different co-substrates.

Dry wood mainly consists of cellulose, lignin, hemicelluloses, and with insignif-
icant amounts (5–10%) of extraneous materials [22]. Hemicellulose can also cross-
link with lignin to form complex bonds that provide structural strength to plant,
hence further increasing the difficulty to undergo microbial degradation [23, 24].
Lignin’s characteristic of resistant to degradation, either biologically, enzymatically
or chemically [25, 26] resulted in low bioavailability of substrates [27].

Table 3 Lignocellulosic
content of various
co-substrates

Parameter Corn stover [20] Rice straw [21] SD [28]

Cellulose (%) 42.3 ± 1.3 34.96 55.30

Hemicelluloses
(%)

29.8 ± 1.2 16.70 8.60

Lignin (%) 9.4 ± 1.1 23.34 27.88
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4 Conclusions

AD is an alternative treatment process for animal manure with organic waste such
as CM and SD are potential co-digestion materials to enhance biogas generation
while also producing useful fertilizer. Mesophilic AD of CM with SD had improved
methane content to 44.2–65.9% as compared to 20.5% for CM alone. Low methane
yield of CM was due to ammonia inhibition on complete digestion of protein-based
material in the feedstock. Co-digestion of CM and SD at C/N ratio 30 produced the
highest methane percentage at 65.9% on day 40.
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Temperature Distribution Investigation
During Friction Stir Welding (FSW)
Using Smoothed-Particle Hydrodynamics
(SPH)

Bahman Meyghani, Mokhtar Awang, Chuan Song Wu, and S. Emamian

Abstract Fundamentally, heat is needed during friction stir welding (FSW) for
joining materials together. This heat is mainly produced by the friction force which
is a part of the force that is applied to the tool. Many researchers have tried to
use finite element modelling for investigating the thermal and the material flow
behaviour; however, the process large plastic deformation causes mesh distortion.
To illustrate, the excessive mesh distortion should be considered as one of the key
problems happening during the modelling of the process. In this paper, the thermo-
mechanical behaviour of FSW is investigated using finite element modelling. The
smoothed-particle hydrodynamics (SPH) method is used to solve the mesh distor-
tion problem. The outcomes indicated that the temperature of the welding is around
524 °C that is less than the welding material melting point. Finally, the outcomes are
matched with some scientific papers which this issue confirms the accuracy of the
simulated model.
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1 Introduction

There is a growing necessity to reduce construction weight, especially for the aircraft
panels and aerospace industries. Advanced welding techniques have a significant
role in manufacturing of these lightweight structures. Friction stir welding (FSW)
is a unique and relatively new solid-state welding method which was invented and
patented in the last decades [1]. FSW was developed in the automotive industry as
an alternative method for the welding of aluminium sheets in 2001 [2]. Nowadays,
FSW can be used to join a variety of materials without the use of filler materials and
the process currently is using in a lot of manufacturing applications, like railway,
marine, land transportation, and aerospace [3–6]. As can be seen in Fig. 1, through
this welding method, a rotational cylindrical tool (consists of a shoulder and a pin)
plunges into the workpiece and then moves along the welding seam [7–9]. Some of
key benefits of FSWare the removal of the solidification cracking, liquation cracking,
and porosity, which results in better mechanical properties of the join [10–12]. Thus,
FSWand similar processes like friction stir spot welding (FSSW) and friction drilling
have been studied by a considerable amount of studies [13–16]. On the other hand,
FSW is a complicated procedure, because the process involves highly nonlinear
(coupled) physical phenomenon, such as severe plastic deformation, the complex
flow of the material, the complicated interactions behaviour between the tool and the
workpiece, and the complex thermomechanical behaviour [17–19]. These multiple
parameters highly affect the joint quality and efficiency.

In the meantime, without finite element modelling, FSW can only be studied in
experiments which is time consuming and expensive [13]. To illustrate, the applica-
tion of finite element modelling is increasing in academic and industrial applications.

Fig. 1 The stages of the friction stir welding (FSW)
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Thus, many researchers studied the FSW process by using finite element methods
(FEMs) [20–24]. However, the welding process has a very complicated deforma-
tion behaviour; therefore, the investigation of the FSW process such as predicting
the temperature and the evaluation of the material behaviour during the weld is still
challenging [25]. It should be mentioned that, by providing an effective way for
analysing the joints formation and the behaviour of the weld in an appropriate finite
element method, large plastic deformations and complicated governing equations
can be solved [26, 27].

Basically, FEM is a technique in which approximate solutions of complex equa-
tions can be solved by using boundary conditions, because the calculation of varia-
tions in the FEM minimises the error and produces a stable condition [28, 29]. To
illustrate, in the FEM, many tiny straight lines will produce a larger circle, because
the method uses various simple elements for connecting all of the small subdomains
(named finite elements) in order to find estimated shape over a larger domain [30].
In the meantime, modelling of the FSW is a very complicated process that involves
complex thermomechanical behaviour and a highly nonlinear plastic deformation
[31]. As an illustration, some nonlinear behaviours are extremely severe plastic defor-
mations near the pin (in the stirring zone) and the heat transfer mechanics during
the welding. Consequently, by using FEMs, the material behaviour and the thermal
history during different process parameters and different tool geometries can be
investigated. Some numerical models are claimed that FEMs are able to investigate
significant features of the process [32, 33].

One of the most significant facts in modelling of the FSW process is the choice of
the computational method (mesh technique).Many researchers have chosen different
methods like theLagrangian, theEulerian, theArbitraryLagrangian–Eulerian (ALE),
etc. [34–36]. Two contact conditions were used to investigate the heat generation
which compared the classical and themodifiedCoulomb law [37]. The results showed
that the temperature and the friction force are controlled by the contact pressure.
Lagrangian and Eulerian methods have been used to investigate the FSW thermal
properties using two important parameters in the contact condition including the fric-
tion coefficient and the slip rate. Several studies [38–40] have reported to estimate the
temperature and thematerial flowduring the process bymeasuring the tool torque and
the axial pressure [41, 42]. It should be noted in some of the abovementioned litera-
ture, ALE technique in full sticking, full sliding or partial sliding/sticking conditions
have been used. Lagrangian formulation in a full sliding condition was employed in
some studies, but the pin depth was neglected [29, 43] and the contact geometry was
not realistic. Moreover, by using a machine power input, different mesh techniques
have been used in a study [44] in which a uniform shear stress in the tool work-
piece surface was assumed. Meanwhile, in order to discover the mechanical and the
thermal behaviours of FSW, a thermal model was proposed in a full sliding contact
condition [45]. In addition, some past researchers [46, 47] were measured the plastic
deformation in order to investigate the contact behaviour using computational fluid
dynamics (CFD) method. Lagrangian method in full sliding and full sticking was
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considered in a study [48], but unfortunately, both models were uncoupled due to the
complexity of the process, while Gerlish et al. [49] and Schmidt et al. [50] showed
that the contact condition has a partial sliding/sticking condition.

Although, the abovementioned papers used different mesh methods; however, in
the Lagrangian technique, the material cannot flow between the elements. Addition-
ally, the Eulerian method requires a very refine mesh and this issue increases the
computational costs. ALE method also has some problems like the path-dependent
behaviour plasticitymodelling. To illustrate, for solving the treatment of the constitu-
tive equation, the relationship between themesh and thematerial should be calculated
at each step.

Unlike other methods that are based on the mesh (connectivity between the simu-
lation domain nodes), smoothed-particle hydrodynamics (SPH) is another technique
in the numerical analysis that is based on the intermodal interaction. This issuemakes
this method as a mesh-free method. It should be mentioned that, in this method, the
assignment of mass, kinetic energy, and other standard extensive properties is done
to individual nodes and not to the elements of the mesh. Therefore, this method can
be used to solve simulated models with more time that need to be computed resulting
inmore effort for the simulation. Consequently, SPH is amesh-freemethod for simu-
lating the large plastic deformation processes like the solid mechanics and the fluid
flow problems. It should be noted that, compared to other mentioned methods, the
resolution and the accuracy of SPH method are higher.

Based on the discussion above, in this paper, in order to increase the accuracy and
the development of the modelling of the FSW process, SPH method is proposed to
resolve the governing equations and investigate the thermomechanical behaviour.

2 Material and Methodology

Aluminium 6061-T6 was selected to be the workpiece material. During FSW, the
interface temperature reaches up to 60–80% of the base material melting point [51,
52]. The simulation results are done in ABAQUS® software and SPHmethod is used
for the mesh modelling technique. In this technique, three parts need to be defined
including the die (rigid body with an almost thin thickness), the workpiece, and the
tool. One among the earliest mesh-free techniques is smoothed-particle hydrody-
namics (SPH) which considers the data points as a physical particle including mass
and density, moving with time and possessing worth. It is a method that can be used
to compute and simulate solid mechanics, fluid flows, and other continuum media
mechanics. In 1977, Gingold, Monaghan, and Lucy built this technique to initially
solve issues in astrophysics and now have been employed in research of ballistics,
volcanoes, oceans, and astrophysics. SPH is a mesh-free Lagrangian technique, and
in this method, the adjustment of the resolution can be done accurately with some
variables like the density. Due to its advantages over the conventional mesh-based
techniques, the use of SPH for modelling fluid motions is increasing. First of all, in
SPHmethod, the particles are a self-representation of mass, and this issue guarantees
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the conservation of the mass without additional computing. Moreover, computations
in SPH are not based on resolving equations of linear systems, and they are based on
the determination of the pressure from weighted contributions of the neighbouring
particles. Furthermore, as the particles and the space are represented as the dense
(water) and light (air) fluid, respectively, a free surface for the interaction of two-
phase fluids is created by SPH, whereas the mesh-based techniques are in need to
track the boundaries of the fluid. These reasons enable SPH to do a real-time simula-
tion for fluid motions. However, in both mesh-based and non-mesh-based methods,
a free surface geometry which can be rendered by making the use of polygonization
technique like metal balls and marching cubes, point splatting or “carpet” visualisa-
tion needs to be generated. It should be noted that, to render a gas column density
for gas dynamics, the kernel function can be considered as an appropriate method.
The disadvantage of the mesh-based techniques is the need for a huge quantity of
particles for simulating a similar resolution that can be done by using other methods.
Basically, in this method, the water volumes will be filled with many particles that
will never be rendered during the implementation of other methods. Nonetheless,
the mesh-free technique can provide higher accuracy, in specific to the ones that are
coupled with particle methods (such as particle level sets), as enforcing the incom-
pressibility condition is easier in this systems. Thus, in this paper, SPH is selected
as the mesh modelling technique. As can be seen in Fig. 2, 28,357 nodes and 23,832
elements have been created and C3D8R-type element is used for the element type
in the workpiece. Dynamic explicit step type including the adiabatic definition is
employed to extract the temperature results.

Fig. 2 The considerations of the mesh for the tool and the plate
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Fig. 3 The parts for the tool and the workpiece

Shoulder diameter is set to be 30 mm and the pin diameter of 4 mm is considered.
The workpiece has dimensions of 120 × 100 × 12 mm. It should be mentioned that
the plate and the tool are also shown in Fig. 3. Moreover, temperature-dependent
friction coefficient and material properties have been employed in the model [7].
The rotational velocity is 900 RPM and the transverse velocity is 100 mm/min and
the room temperature of 25 °C is defined for the initial temperature.

The contact interfaces contain a pair of interactions is defined for the interac-
tions between the workpiece and the frame. It should be noted that there are two
different surfaces in the interaction part including the master and the slave surfaces.
In this regard, this “balanced master–slave” arrangement is significant for getting
more uniform pressure of the contact in the welding surfaces and also avoiding the
hourglass effects [53]. The abovementioned complicated contact behaviour causes
the large plastic deformation during the process which this issue results in the mesh
distortion problem. In this research, in order to avoid mesh distortion problem, the
frame is defined as the master surface, because its material is harder in compar-
ison with the workpiece and the nodes of the workpiece are defined as the slave
surface [54].
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3 Results and Discussion

Figure 4 demonstrates the isometric view of the welding temperature of the process
with the tool and Fig. 5 shows the isometric view of the welding temperature of
the process without the tool. As can be seen, Fig. 4 illustrates that the welding peak
temperature (524 °C) is between 60 and 80% of themelting point of the base material

Fig. 4 The temperature distribution at the welding with tool

Fig. 5 The distribution of the temperature at the workpiece when the tool is removed
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Fig. 6 The temperature distribution at the horizontal viewpoint of the welding

[51]. From Fig. 5, it is observed that the maximum temperature is around 358 °C
(2 mm far from the welding centre line). Furthermore, it can be seen that the welding
temperature is higher below the shoulder compared to other parts. This is because
more friction force is produced in the welding shoulder as the larger geometry will
produce higher levels of friction. It should be noted that these findings are in line
with what has reported in previous studies [7, 29].

Figure 6 shows the longitudinal view of the field distribution of the temperature
along the joint line after the welding step. It could be seen that for generating the
heat, the workpiece was penetrated by the rotating tool pin and then the tool shoulder
touches the workpiece. As can be seen in Fig. 7, after moving the tool, the heat
source started to move across the welding seam. Figure 7 also shows that the heat
source and the material deformation at the upper surface of the workpiece are larger
due to the higher friction force, higher deformation, and higher welding temperature
produced by shoulder at this surface. This issue shows that the effect of the shoulder
in generating of the heat is more than the pin, because the geometry of the contact
area plays a significant role in producing the friction force which is one of the key
sources of the heat generation during the process.

The cross-sectional view of the workpiece is shown in Fig. 8 that illustrates the
workpiece temperature distribution, the material deformation, and the penetration
of the tool at the end of the plunging step. It needs to be mentioned that some
other advantages of the SPH method are its capability to make prediction about
the stresses and strains during the simulation. Consequently, this has garnered the
interest of scholars to investigate the stresses and strains to predict the plasticization
of the workpiece and the tolerance of the failure during the FSW process. Scholars
also advocated that examining the aforementioned parameters can help forecast any
surface defects during the process including the formation of the flash. It is observed
that the temperature and the material deformation at the welding advancing side are
higher compared to the retreating side.
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Fig. 7 The distribution of the temperature below the shoulder at the middle of the welding step

Advancing side 

Fig. 8 The temperature distribution at the cross section of the welding (without tool)

Basically, thermal and mechanical loading which is produced by translating the
rotating tool generates the structural stress in the interface of the tool and the work-
piece. Moreover, the rigid element is in contact with the SPH workpiece particles
maintains the continuity of the stress transfer between the workpiece and the FSW
tool. Figure 9 illustrates the three-dimensional results of the effective stress at the end
of thewelding stepwhich can be used to examine the effect of the plunge depth on the
stress that is recorded during FSW.As expected, the stress field distribution smoothly
decreased when the distance from the weld line becomes larger. This finding is in
line with other studies and observations that focused on the welding joint line [24,
55–57]. It can be observed that the tool shoulder and the pin shoulder interface areas
show the maximum equivalent plastic damages. Because of this issue, the maximum
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Fig. 9 The stress distribution at the welding workpiece during the process

stress is found inside the welding zone. In this light, for further investigations of the
process in the future, observing the variations of the temperature distribution, the
stresses, and the equivalent plastic strain with the changes in the process parameters
will be recommended.

4 Conclusions

The results of the model indicate that compared to the welding retreating side, the
temperature profile below the shoulder is asymmetrical and the welding advancing
side shows a higher temperature. The study also found a gap for the values of the
temperature in the stirring zone between the upper and the lower welding workpiece
surfaces. Subsequently, the gap is reduced as it moves further from the weld centre.
The peak temperature of the stirring zone was observed to be like a quasi-steady
phenomenon, while the quasi-steady phenomenon gradually disappears as the heat
source moves further across the welding seam. Like the temperature values, the
welding stress is observed to be higher in the welding advancing side. Finally, the
results showed a good agreement with the published papers.
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